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Chapter 1

Introduction and Review

The business of mechanics, both classical and quantum, is to predict the
future, i.e. given a system with some set of initial conditions, describe its
subsequent behavior. Quantum mechanics gives us a deceptively simple-
looking solution to this problem; it’s called Schrodingers’ equation.

b(t) = e Tyt (1.1)

The equation is not very useful because H =T+ V is the sum of two non-
commuting operators.! There is the trivial case in which the state is an
eigenstate of the complete Hamiltonian. If

ﬁy)n(‘%@ = En¢(xat) (1'2)

then
Un(t) = e Py (#) (1.3)

These are called “stationary stattes” because there is no time dependence
except for the unobservable phase factor. If everything were that simple
there would be nothing to live for. The fact that such states exist, how-
ever, suggests a way of calculating time dependence. We simply expand the
wave function in a series of energy eigenstates, each one of winch has trivial
time dependence. The following calculation is done in every introductory
quantum text. We define energy eigenstates (with no time dependence) as

ﬁ@t(x) = En¢(x) (1.4)

T will use “hats” on symbols when I want to call attention to the fact that they are
operators.
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Now for some t' < t,

Y@, t) = cnd(a)eFrt (1.5)
/da:’gbrn(x/) W' 1) = cpe Emt’ (1.6)

I have assumed that
[ dni@00(a) = b (1.7)

Now reinsert (6) into (7)

e = f as [Z G Youlw)e PO p(al 0) (L)
The quantity in brackets is called the propagator.

K(z, t;2' ) = Z o () () e En (=) (1.9)

Y(x,t) :/dm’K(a:,t; o (2 1) (1.10)

Obviously, the propagator has the ability to “move the wave function along
in time.” Equation (9) is a complete in-principle solution to the problem of
time development, but it’s still not very useful. For one thing, there are
only a few potintials for which we can find exact eigenfunctions, and these
are usually exotic transcendental functions. The worst part of it is that
there is no way to make systematic approximations. Nontheless, the notion
of a propagator as defined implicitly by (10) is very powerful. Everything
we will do in the next few chapters has to do ket in some way with finding
propagators.

In order to keep the discussion on familiar ground (for a little while), I
will redo the calculation above with a more abstract notation. This would
be a good time to review the difference between the Schrodinger picture and
the Heisenberg picture in elementary quantum mechanics. When we write
an equation like,

(1)) s = e~ [(0)) (1.11)

we are implicitly working the Schrodinger picture. The state vectors evolve
in time, whereas the operators do not. I have emphasized this by putting
the subscript S on the ket on the left. (There is no subscript on the other ket



for reasons that will soon be clear.) Operators in the Schrodinger picture
usually don’t depend on time, but of course, their expectation values do.

Q1) = ($s(D)|Qsls (1)) = ((0)¢ T Qse™ M 4h(0)) (1.12)
Define X o ;.
Qu(t) = eZHtQSe‘lHt, (1.13)
so that )
Q) = W(O)|Qu(1)|¥(0)) (1.14)

All time dependence is now gathered into the operator. Since the two terms
on the right of (12) are identical for ¢ = 0, we make no distinction between
Schrodinger states and Heisenberg states at this time. For this reason we
often write [1(0)) = |¢)). The question of exactly what time it was when
t =0 (last week, last year?) just doesn’t come up.

If the Hamiltonian itself doesn’t depend on time, then the Heisenberg
operators satisfy their own version of Schrodinger’s equation.

dQu(t) .14 A
2 i [,Qu )] (1.15)
Now look at an eigenstate of Q.

Qsla)s = dla)s (1.16)
ethQSQeftheth|q>S — qeth’q>S (117)

Define .
g s = g, 1) (1.18)

so that )

Qula,t) g = dla.t) (1.19)

These are the “Heisenberg eigenstates.” There is something paradoxical
about them. We are used to saying the Heisenberg states do not change in
time, but in fact, the eigenstates of Heisenberg operators transform “back-
wards” in time.

The Creed of Quantum Mechanics says, among other things, that to
every observable quantity there corresponds a Hermitian operator. The
eigenvalue spectrum of this operator corresponds to all possible results of
measurements of the observable, and the eigenstates themselves constitute
a complete set of states in terms of which any arbitrary state vector can be
expanded. This is not something we can prove mathematically. We believe
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in creeds, because life wouldn’t make sense otherwise. Certainly the position
of a particle is something that can be measured, so there must be a position
operator with eigenstates.

X|z) = z|z) (1.20)

The eigenvalue spectrum is continuous, so we can take advantage of com-
pleteness by writing

I= /dm|x><x| (1.21)

Students often find this troubling, and for good reason. The variable x, in
addition to being an observable quantity, is also, along with time, one of the
independent variables in Schrodinger’s equation. And yet — we never think
of time as an observable, and the notion of a “time eigenstate” is bizarre!
The fact that position has this ambiguous dual role is one of the drawbacks
of Schrodinger theory. The problem largely disappears in the Heisenberg
picture, however, and for this and other reasons having to do with the role
of space and time, we will use the Heisenberg picture almost exclusively in
what follows.

Position eigenstates can be thought of as a notational device for switching
back and forth between the elementary formulation of quantum mechanics
in terms of wave functions and the more abstract formulation in terms of
bras and kets. For example

U(z,t) = (z, tl)g = [2)Y(t))s (1.22)

Notice that wave functions are really scalar products and as such do not
change between the Heisenberg and Schrodinger pictures. We can reverse
the procedure as follows:

(t)) g = / A (z, £)|2) (1.23)

Now we can get back to the business of calculating propagators. Define

energy eigenstates as
H|n) = E,|n) (1.24)

The symbol n stands for all the discrete quantum numbers required to spec-
ify the eigenstate. We’ll assume that the states are complete and normalized

so that R
I=>"|n)nl (1.25)

e HUT) = = HE=DN ) (n] = " e B |n) (n] (1.26)
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This is sometimes called the “spectral representation” of the operator e—iH(t=t),

This gives us an alternative derivation of (8).

U(a,t) = (@l (t) = (@le” () = 3 e F D @n) (n|e(t))

:/dar’ZeiE"(ttl)(xn><n|x’>w(3¢’,t’) (1.27)

This is identical to (8) if we remember that (x|n) = ¢, (x).

In order to take the next step toward the path integral formulation of
quantum mechanics, it will be necessary to calculate the propagator without
using energy eigenstates. So one last time - - -

(alo(e) = [ do'fale™ Ol o (t) (1.28)
Compare this with (10). We see the propagator lurking inside the integral.

K(z, t:2't') = (ele M) = ((ale10) (77 ]2)) = (a.tla’, ¥)
(1.29)
This is the starting point for the path integral formulation in the next sec-
tion. Before going on, we need one all-important result.

i /dw|az><x| _ /dw ¢ (] =t = /dw(x,t|x,t> (1.30)
Insert this in (29).

K(xz,t;2',t) —/dx"(x,t\m”,t”)(x”,t”\x’,t’) —/d:L‘"K(x,t;x",t")K(x”,t”;x',t’)

(1.31)
This is the “composition property” of propagators. It implies that we can
always insert a complete set of Heisenberg position eigenstates using (30).
Physically it means that the probability for a particle to propagate from
(«',t') to (z,t) is equal to the probability of propagating from (2/,¢') to
(z”,t") time the probability of propagating from (z”,t") to (z,t) integrated
over all z”.
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Chapter 2

The Path Integral
Formulation

2.1 Introduction

In the usual formulation of quantum mechanics, one tries to calculate the
time dependence of the wave functions directly using Schrodinger’s equation.
The path integral formulation seeks to calculate the propagator K (zy,ts; o, to).
The procedure follows:

1. Draw all causal paths in the 2-t plane connecting (x.,t,) with (xf,%y).
By “causal” I mean that the paths must not loop back in time. There
are no other restrictions. The paths can be wildly unphysical.

2. Find the classical action S[z(t)] for each path x(¢).

3. Perform the following sum.

K(eptpizot) =4 Y eSEOU (2.1)
paths

The constant A is a normalization factor, more about this later. I have
put in the A to illustrate the classical limit. The real question is how to do
the sum over paths. This will require learning some new math, functional
integration. First let’s do a brief review of classical mechanics.

The classical equations of motion can be derived from Hamilton’s prin-
ciple. We start with the Lagrangian L = T — V, the kinetic energy minus

13
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the potential energy. Calculate the action.

iy
Sla,dl = / L1 Gsdr - - d)dt (2.2)
to

The ¢;’s are the generalized coordinates. They are functions of time, and
these functions g; = ¢;(t) collectively describe the path taken by the system.
Each choice of functions will yield a numerical value for the action. We say
that it is a functional of the coordinates and their derivatives. Hamilton’s
principle says that the actual path followed by the system is the one that
makes the action an extremum, i.e. a maximum or a minimum. Your favorite
classical mechanics text will now prove that this statement is equivalent to
a set of n Euler-Lagrange equations,

doL oL _
dt8g; Ogq;
We will be much concerned with the propagation of free particles. Let’s

see how that works classically in one dimension We know the answer ahead
of time

(2.3)

2(t) = 2o + m(t —t) (2.4)
B tf m 23 Tf— To _m(ﬂff—$o)2
S = 5 fmedt /O ( bt ) dt = EW (2.5)

In classical mechanics, the particle follows just this one path. In quan-
tum mechanics, the particle somehow follows all paths (that don’t involve
propagation backwards in time), but as can be seen from (1), those with
action much different from the classical action will tend to cancel one an-
other through destructive interference. Terms close to the classical path add
coherently. Let’s put in some numbers. Suppose a classical particle travels
1 ¢m in 1 second. If it starts at the origin and follows the “right” path z =t

in the appropriate units
1
1 1
S= [ -m(1)%dt= -m. 2.6
| gmvza = gm (26)
However, if the particle follows an unphysical path, say = = ¢* then
9 2
S = m(2t)°dt = 3 (2.7)

The units of S must be erg—seconds. If the mass were one gram, the “right”
and “wrong” action would differ by only 1/6 erg-sec., but remember that in
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(1) the action is divided by i = 10727 erg-sec. Consequently the wrong path
is out of phase by 10%¢ radians! On the other hand, if we are talking about
an electron with a mass of 9.11 x 1072® grams, then the wrong path is out
of phase by only 8.7 degrees. Clearly the classical particle must follow the
straight and narrow way, and how narrow the path must be is determined
by the extremely small size of A. To put it in less biblical terms, S > h
gives the classical limit.

The postulate (1) is usually attributed to Feynman!' who claimed that
he discovered it in a moment if inspiration during a high school physics
class. What Feynman could intuit, the rest of us can prove, though the
proof will take many pages. The key idea is to discretize time. We will
divide the interval between t, and t; into n + 1 equal slices bounded by
to <ty <tz <--- <ty_1 <ty. Werepresent the path of the particle as a
set of n + 1 straight-line segments connecting the space-time points, i.e.

($o7to) - (xlatl) - ($27t2) — ($n7tn) - (vatf)

We now use the composition property (1.31) n + 1 times.

(7t o to) = /dazndmn_l'--dx1<xf,tf|xn7tn><xn,tn|xn_1,tn_1>-~~<x1,t1|xo,to>

(2.8)
We will use the more compact notation,

(g tflTo,to) =/deiH<$j+17tj+1lfﬂj7tj>, (2.9)
=1 0

j=

but remember that zo = z, and x,4+1 = zy. We will eventually take the
limit n — oo to represent all smooth paths, but this is a strange limit in
which there are an infinite number of integrations! We now work on the
short-time propagator,

(@js1, tjlzy ty) = (@iple”TTas) ~ (2j|(1 - iH7T|z)) (2.10)

The first step makes use of (1.29). The second step takes advantage of the
fact that 7 = t;11 — ¢; is very small. At this point I would like to insert
a complete set of momentum eigenstates, but there are a few technicalities
regarding normalization and boundary conditions that will repay a brief
degression.

! Actually, most of these ideas were published earlier by Dirac. I don’t know if Feynman
was aware of his work.
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The momentum eigenvalue equation in the Schrodinger picture is

P&y(z) = p &(x) (2.11)
&p x e'Pr

We often make the eigenvalue spectrum discrete by imposing periodic bound-
ary conditions, £(x) = {(z + L). in this case

1 . 2mn
gn = ﬁ@zl)nm Pn = T (212)

The normalization is chosen so that

L
| e it =0 (2.13)
0
If we don’t use periodic boundary conditions, the eigenvalue spectrum

is continuous. You can go back and forth between these two representations
with the following “cookbook” recipe.

eiPne ) 1 o)
b= g, =i o or | b (2.14)
2 J_ o
n

In the language of bras and kets

Plp) = plp) (2.15)
but we have to pay some attention to the normalization of |p). Let’s choose
(zlp) = &(x)  (zlpn) = &n(x) (2.16)

We would also like (2/|x) = §(z—2'). In terms of discrete states this requires

(2'|z) = Z (@' |pn)(Pn|z) = an )én(x) = 6(z — ') (2.17)

n

So far, so good, When we make the transition to continuum states according
o (14) this becomes

(@l = o / dpla|p) (plz) = 6(x — ). (2.18)

[ o) el = 1.

The point is that whereas
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to be consistent we must have
1 .
d =7 2.19
5 / pIp){p| (2.19)

It is this last expression that we need for the short-time propagator.
The Hamiltonian in (10) can be written

. Pz .
H=—+V(x 2.20
o+ V() (2:20)
Our strategy will be to use position and momentum eigenstates to replace
the momentum and position operators with their eigenvalues. When we
have done that, there will no longer be operators in our formalism. They
will have been replaced by classical or c-number variables. Let’s do the
kinetic energy term first.

2

p2 1 bj
(wjrilg—lwj) = o [ dpizjnlg -1pid(psles) (2.21)
2
1 . b;
— — | dp.ei@iti—z) 29
2 ;€ 2m

The potential energy term is simpler.
1 ipi(Triy1—x;
(@i |V (2)|z;) = V(@) (@jrlz;) = V(ﬂfj)%/dpjepj( ) (2.22)
Combine (10), (21) and (22).

1 (st — s .
(@i, tjlz),t5) = %/dpjezpj(%“ ) [L—iTH (pj, ;)] (2.23)
Two points to notice:

e The Hamiltonian contains no operators. It is the classical Hamilto-
nian.

e The symbol p; does not imply discrete momentum values. The sub-
script means that |p;) is being used to help do the integrals associated
with the ¢; time slice.

Use the fact that 7 is small so that [1 —iTH] ~ ¢4,

1 4
(Tj41, tiv1lTg, ty) = Py /dpj exp {i [pj(zj11 —xj) — TH(pj, z5)]} (2.24)

Substitute (24) into (9).
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(@f,trlTo, to) :/<Hd$i> H;T/dpjexp{i [pi(zj1 = ) = TH(pj, )]}
=/<Hdﬂfz> H%/dpj GXP{ZZ [Pl($z+1—$l)—TH(pl,xz)]}
; = 1=0

(2.25)

The notation in the last line is potentially confusing. I have used three
independent indices, ¢, j, and [, since there are three indexed operations,
two products and a sum. The intent is to describe an equation with n
factors, each consisting of an integral over one of the x’s and one of the p’s.

In order to calculate a propagator, one evaluates (25) term by term.
The final result will be an expression that depends on n. One then takes
the limit n — oo in the hope that the limit is well-defined. Unfortunately,
there are only a few simple potentials for which this agenda can be carried
through exactly, so we are usually working with approximations. To this end,
note that something remarkable happens when we take the limit n — oo.
Concentrate on the sum inside the exponential.

— tf tf
lim Z [pl <$l+1 CCl) — H(pl,xl)] _/ dt(pz — H) _/ L=2S
n—oo to to

tiy1 — 4
(2.26)
Yes! L is the classical Lagrangian and S is the classical action. Equation
(25) can now be collapsed as follows:

n 1 00
li — = | D 2.2
ﬁgghﬂﬁ;m [ o (227

T}i_)n;of[l/dq:i = /D[az] (2.28)

(@p.tylosts) = [ DlalDlple’ (2.20)

Equations (25) through (29) not only prove Feynman’s conjecture (1), they
also tell us what it means to sum over paths. They are the most general
formulas for evaluating path integrals.
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The mathematics before the limit n — oo is conventional math. Equa-
tions like (25) can be done with ordinary calculus without much regard to
rigor. After the limit, the equations are in the new arena of functional in-
tegration. Eventually we will do functional integrals just as we do ordinary
integrals — by following a set of rules we have memorized. In order to derive
the rules we must go back to (25), do what needs to be done, and then retake
the limit. Our first example of this is the Feynman propagator, which we
will do in the next section.

2.2 The Feyman Path Integral

Most nonrelativistic Hamiltonians consist of a kinetic energy term, which
is some simple quadratic function of the momenta, and a potential energy
term, which is only a function of the coordinates. In the simplest case,
H = p%/2m + V(x). When this is true the momentum integrations in (25)
or (27) can be done once and for all. The resulting expression is called the
Feynman propagator.

Let’s go back to the integral in (24). In order to simplify the notation,
I will drop all the subscripts.

2
dp exp {z [pAa: Y TV:| } (2.30)
2m

The gaussian integral comes in many different forms. This is one of them.
The formula we need here is

/OO dp exp [i(—ap2 +bp+c)| = \/Zexp [ib2/4a + ic| (2.31)

—00

We use this to evaluate (30) and substitute the result back into (25),

(st sl ) :/(del> (5 W)n; exp {nz (Axl> Vi(m)

2

(2.32)
where Ax; = x;41 — ;. In the limit that n — oo the multiplicative constant
is

n+1
. m 2
N = 1im () 2.33
nLH;o 2QmIT ( )

This diverges like 00, but no matter, you have to get used to this sort of
thing. As you will see when we calculate things that are physically relevant,
this constant always factor out or disappears in some miraculous way. All
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this is to say the the limit n — oo is tricky. If you are trying to be rigorous,
the limit should be the last step in the calculation after all the troublesome
factors have eaten each other.

There is another bit of math that we have ignored so far. The integral
(31) doesn’t really converge to anything, because of the oscillating expo-
nential. This, as the engineers would say, is not a bug but a feature. We
could make it converge unambiguously either by deforming the contour on
integration slightly into the complex plane or by adding a small convergence
factor in the exponential. The way we choose to do this will determine
whether the particle propagates forwards in time or backwards in time or
some combination of the two We will return to this issue presently.

So with all these caveats, let’s take the limit n — oo with our fingers
firmly crossed behind our backs.

(gl ) = N/D[x}eis (2.34)

This is the Feynman path integral.

2.3 The free particle propagator

So far as I know, there are only two problems for which this last integral can
be done exactly, the free particle and the harmonic oscillator. Everything
else is approximation, but the approximations are all based on these two
cases. We need to study them carefully for this reason. Let’s start with the
free particle. Go back to (32) and set V' = 0. The crux of the matter is this
integral,

/d:pl codzy, exp{;n: [(xf —xn)2 + (xn —xn,l)Q +oo 4 (1 —xi)2]

(2.35)
This is another example of the famous gaussian integral. Watch what hap-
pens when we integrate over dz; using (31).

m [iTmT m
/d:r:l exp {27 [(:L‘Q — 531)2 + (21 — xz)Q}} — o exp [47(:1:2 — xl)ﬂ
(2.36)
After you have done n of these integral you will be left with

B m im(ry — 7;)?
(wpitylw,ti) = */2m(tf—tz-) exp[ 2, 4 } (2.37)
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Exercise: Do the calculation and confirm this result.
There are several points here to contemplate.

e We never had to take the limit n — oo, because by the time we had
done all the integrals, there were no n’s left.

e By the same token, there are no divergent factors.

e Look at our example (5). The argument of the exponential is just the
classical action, so '
(:Uf,tf\xi,ﬂ«) = CBZS (238)

e We could have gotten the same result directly from (1.6). The point is,
I guess, that for free particles, energy eigenstates are also momentum
eigenstates, so the sum in (1.6) it trivial.

e The propagator (37) seems to allow propagation backwards in time.
This is not surprising, since we could have replaced ¢t — —t in any of
our derivations and gotten more of less the same results. As hinted
previously, this ambiguity in the direction of time is related to the
ambiguity associated with the convergence of integrals with oscillat-
ing phase factors. This phenomenon is not peculiar to path integrals
or even to quantum mechanics. One encounters the same problem
calculating Greens’ functions for the propagation of electromagnetic
waves. The free particle propagator is just simple enough to allow us
to investigate these issues carefully in the next section.

2.4 Causality and the propagator

Equation (1.9) gives a simple formula for the free-particle propagator in
terms of the energy eigenfunctions. In our current notation,

(wptplwsti) = & (i) dn(p)eFnltst) (2.39)

In the case of a free particle, energy eigenfunctions are also momentum
eigenfunctions, since

2 p2
Hop, = " o,. 2.4
2m ( 0)

We can use the momentum eigenfunctions defined in (12)and (14) for our
¢’s,
1 . .
On(x) = —=eP¥ — P, (2.41)

VL
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where the arrow represents the continuum limit. Replace the sum in (39)
with an integral as in (14)

1 . 2
(@ptyloist) = 5 [ dp st (2.42)
™

This can be integrated immediately using (31) to get (37), but for the pur-
poses of discussing causality, it is better to get rid of the time and space
variables by means of a Fourier transform.

Propagators are closely related to Green’s functions. For example, we
can define a “retarded” Green’s function as

GR(xf,tf;xi,t,-) = —i9<tf — ti)(xf,tf]xi,ti) (2.43)

— —% dp 0(ty —t;) exp {@ [—;;(tf —ti) +plry — xz‘)} }

I put in the step function “by hand” so that the Green’s function is zero for
all t; > ty. The —i factor is a convention, but there is a good reason for it
as you will see eventually. In order to save ink, I will set x; and ¢; equal to
zero and abbreviate

Gr(zy,t5;0,0) = G(x,t) (2.44)

Eliminate the x variable with a Fourier transform.
/da: PTG (2, t) = —if(t)e Tt = G, 1) (2.45)
Finally, take the Fourier transform with respect to time.

/dt e“tG(p,t) = —i/ e E=) gt = Q(p,w) (2.46)
0

The last integral is not well defined. There are several strategies for dealing
with it. The simplest is to add a small negative imaginary part to the energy,

FE — E — 6. Then
1

T w—E+ib
To see the significance of the “fudge factor,” Fourier transform back into
configuration space.

z(px wt)
G(z, /dp/dww_E s (2.48)

G(p,w) (2.47)
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The w integration can be done as a complex contour integral. For ¢ < 0,
the integration contour closes in the upper half w plane and the integral is
zero. When t > 0, the contour closes in the lower half plane and the integral
is just —2mi times the residue of the pole at w = E — ¢§. This displacing
the pole slightly below the real axis gives the retarded Green’s function, i.e.
the one that vanishes when ¢ < 0. Obviously, we could get the advanced
Green’s function by displacing the pole upward.

Here is an assortment of points that you should absorb from the preced-
ing derivation:

e Compare the formula for the propagator in configuration space, equa-
tion (37), with the Fourier transform of the Green’s function, (47).
Not only is (47) much simpler mathematically, its causality properties
are unambiguous and obvious. (The —i factor in (43) was inserted to
make (47) as simple as possible.) This is a recurring theme in field
theory. Equations of motion and path integrals always start out in
configuration space, but the results are simpler in momentum space.

e Integrals over momentum like (42) tend to be mathematically am-
biguous because the integrand oscillates infinitely rapidly as p — oo.
They are physically ambiguous because they could describe propaga-
tion backward in time just as well as propagation forward in time. We
can remove this ambiguity in several ways. In (43) we simply put in
a theta function. This makes causality explicit, but is clumsy to work
with. A better scheme is to give energies a small negative imaginary
part, or alternatively, just remember that the propagator in momen-
tum space always has the form (47). This apparently ad hoc scheme
removes the physical ambiguity and the mathematical ambiguity si-
multaneously, because they are really two manifestations of the same
problem.

e In non-relativistic quantum mechanics based on Schrodinger’s equa-
tion, cause and effect always propagate “forward” in time. The point
is that the equation is second order in space and first order in time, so
that if you replace t — —t in Schrodinger’s equation, you get a different
equation. 1 emphasize this because relativistic theories are profoundly
different; space and time coordinates (except for that damnable minus
sign) must be handled in the same way. The Kline-Gordon equation,
for example, is second order in space and time. The Dirac equation is
first order in both variables. Such theories do not have a well-defined
sense of past and future. The propagators must therefore account for
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both forward and backward propagation. I’ll have much more to say
about this later.

If you replace t — —it in Schrodinger’s equation, you get something
that looks like the equation for heat flow,

2 ¢

Vg agr = 0 (2.49)
This is significant for two reasons. First, we all know that heat flows
from somewhere hot to somewhere colder. The second law of ther-
modynamics defines an unambiguous direction of time. Schrodinger’s
equation has this kind of causality built into it. Second, the trans-
formation t — —it is called a Wick rotation. It is a profound and
puzzling fact that the Wick rotation always turns quantum mechanics
into thermodynamics. You have just seen one example of this. There
are more to follow.

You doubtless learned in Middle School that the Green’s function is
the field due to a unit impulse function. You should convince yourself
that G(z,t) is no different, i.e.

<ﬁ1 - iaat) G(xz,t) = —6(z)d(t) (2.50)

2.5 Generalizing the one-particle propagator

We have been working on the propagator
(wp tylzists) = (wple” 100 |2;) (2.51)

Remember that the states on the left are time-dependent position
eigenstates in the Heisenberg picture. The states on the right are
time-independent Schrodinger states in which there is one particle that
happens to be at z; or xy. Let’s think through a series of generaliza-
tions. First, we replace x with a generalized coordinate q. We can
measure this coordinate, so by the Central Dogma of Quantum Me-
chanics, there must be some corresponding operator, eigenvalues and
eigenstates.

Qlg) = qlg) (2.52)
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We could repeat all our derivations with ¢ replacing = and get
af trlgiti) = (gple” " t|g .
(ar:trlas ti) = (aple” 07 |g;) (2.53)

Now that we have introduced one generalized coordinate, there is no
reason why we can’t have N of them. The classical Hamiltonian is

H=K(pi---pn)+ V(g qn) (2.54)
where oL
pj = EX (2.55)

Again, repeat all the derivations. This time replace the single integrals
with multiple integrals

/dpjﬁ/.../dpﬂ...dpﬂv (2.56)
Ja [ [t

This does not introduce any additional problems.

In many respects we seem to be doing classical Langrangian mechanics
with IV degrees of freedom. In order to do field theory, however, we
must pass to the limit of continuum mechanics, which is to say, me-
chanics with an infinite number of degrees of freedom. In this case the
coordinates q; are replaced with displacement fields ¢(z). The moti-
vations for doing this and the mathematics involved are the subjects
of the next chapter.

2.6 Correlation functions

It turns out that many of the quantities that will be of interest to us have
the form

(FIT | Q(t1)Q(t2) -~ Q(tn) | |T) (2.57)

The ) operators were explained in the previous section. The states |I) and
(F'| are shorthand notation for the initial and final states. The notation
T]---] introduces the time-ordered product. It means that the operators in
the brackets must be arranged so that operators evaluated at earlier time
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always stand to the right of operators evaluated at later times. for example,
in the case of a single particle,

(FITIQ(t)Q()IT) = (g5, t1Q(t1)Q(t2)|gi t:)0(t1 — t2) (2.58)

gy, t7|Q(t2)Q(t1)| i, t:)0(t2 — t1)

The =+ sign anticipates some arcane math that will be necessary when we deal
with fermion operators, which anticommute. For the time being, this will
be a plus sign. As a mnemonic for remembering (58), recall that quantum
mechanics reads like Hebrew, from right to left, so that ¢y > 3 > t1 > ;.

I will anticipate the next section by saying that we will usually evaluate
(57) in the limits, t; — —oo and ¢ty — 4o00. This has the effect of projecting
out the ground state or lowest-energy state of the system, so that we are
really concerned with

QT [Q(1)Q(E2) -+ Q)] 190, (2.59)

where |Q2) and (2| are the initial and final ground states. I would prefer to
do this one step at a time. First I will show how to evaluate (57) , and in a
later section, I'll show the significance of the limits ¢; — —oc and t; — +o0.

We start by evaluating (57) with a single operator. Transforming it into
the Schrodinger picture gives

(a5, t71Q(Dais ts) = {asle” =0 Qe 1), (2.60)

Now insert a complete set of states just to the right of Q and take advantage
of the fact that Q|q) = ¢|q).

Z/dqq (qrle”™ =D g) (gle= 1) |g,) Z/dq q(t) {ap.trla, t){(q, t|q:, ti)

In this last expression we have two ordinary propagators (qf,tf‘Q,t) and
(q,t|gi,t;). Each one could be written as in (32) or (34). This is just as
if we were calculating (g, t¢|g;,t;) and stuck in one “extra” time slice at ¢
between t; and t¢. Repeating the steps that led to (34) we have

(a1 Qg i) = / Dlga(t)e’s (2.61)

Exercise: Verify this. Pay careful attention to the normalization factor.
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This procedure can be repeated as many times as we like, so

{ar: tsIT Q(tl)Q(tz)---Q(tn)] |gis t) —/D[q]q(tl)q(tz)'--q(tn)e’s

(2.62)
Notice that there is a time-ordering operator on the left side of the equation
and none on the right. One way to look at this is that the ¢’s commute,
so the order in which they are written makes no difference. A better way
to look at it is that when we insert sets of complete sets as in (60), we
will always put them in in such a way that t; > ¢, > --- >ty > t1 > t;
(in order to prevent backwards propagation in time). Thus the ¢(t;)’s are
automatically time ordered.

Path integrals are notoriously difficult to do, so what hope do we have of
evaluating an integral like (62) with all those additional ¢(¢)’s? The answer
is that if we can evaluate it exactly without the ¢’s, then we can do it with
the ¢’s almost trivially! If we can get an approximate answer without the
q’s, then to the same degree of approximation, we can evaluate it with the
q’s. In order to understand how this trick works, look at the simpler integral

o0 1 2
/ dg q"e” 2%
—0oQ

1
/OO dq ef%aq2+Jq _ <27r> 2 €J2/2a
oo a

Differentiating this n times with respect to J,

1
& 1,2 d" e 1,2 d* (2m\2 ;2
da a"e 2% e — / dg e~ 399 tJa — J?/2a
/_OO ac ajn | € dan\a ) ¢

We know that

Finally
1
o0 1 2 dn 27T 2 2
dg q"e” 2% = lim — ( =) ¢//% 2.63
/_Oo 14q°¢ fi%djn(a)e (263)
You see the point? Integration is hard. Differentiation is easy. Using the “J

trick,” we can do difficult integrals by differentiating!
Now go back to (??7?) and put in the J.

A0 = artrlast)’ = [ Dlg exp{z' | [L<t>+J<t>q<t>1} (2.64)

I can always get the propagator by taking the limit J — 0, but in the
meantime, I can put as many ¢’s as I like in the integrand by differentiating
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(64) with respect to J. z[J] is called a generating function for this reason.
This is more than just a trick as you will see later on In some theories J has
a clear physical interpretation as a source of particles.

Before we can use (64) we must dispose of a technical difficulty. In (63),
J is a parameter, In (64) it’s a function of ¢ buried inside a definite integral.
This requires a new technique called functional differentiation, I have put
this material in an appendix labelled Chapter 3, to which I will be referring
from time to time. This would be a good time to study it, We can use (3.5)
to get our final result:

(a7 1T [Q)Q(E2) -+ Q)] lais 1)

(2.65)

(1\" 8" z[J]
- (z) 8J(t1)8J (t2) - - - 6 (t,)

J=0



Chapter 3

Mathematical Appendix

3.1 Functional Differentiation

Consider the expression
F(J(7))
By this we understand that 7 is the independent variable and F' is a function

of a function of 7. The familiar rules of differentiation apply, so for example,

_ords
- 0J dr
These rules fail when there is buried inside F' some definite integral in which

T appears as the variable of integration. This is the case in equation (2.64),
which I repeat here for reference.

dF

artslat’ = [ Do {i [Ttz + s0awl}  6)

We call a expression of this sort a functional of J and write it F[J]. We
can’t differentiate this with respect to .J, but we can do something similar
called functional differentiation.

Suppose, for example that the function f = f(J(7)) is a function of J,
which itself is a function of 7. The function f is turn is buried inside an
integral, so

F[J] :/f(J(T))dT (3.2)

Define the wvariation of F as follows.! Let n(7) be any old well-behaved

!This definition is taken from Goldstein, Classical Mechanics, 3'rd ed. Section 2.3

29
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function of 7, and define

J(r,a) = J(1) + an(r)

I[F ()] B af 0J - of
go ) 9702 = ) 9" (3:3)
The variation is then
F
OF = <(a9a) da = F[J + on| — F|J] (3.4)

Where da is some very small value of a, and én = nda. Combine (3.3) and
(3.4)

of
This is usually written
oF[J
F[J 4+ én] — F[J] = &]([7_;577 dr (3.6)

Equation (3.6) implicitly defines the functional derivative g[i] and also

gives us an algorithm for calculating it. As an example, take a simplified
form of (2.54)

F(J) = exp {z [t J(T)q(f)]} (3.7)
FLr o = e { [z s + 5?7(7)(1(7)]} — P[]t e

SF = iF[J] / T Pon(r)dr

SF[J] Z
dJ(7)

This is a good time to point out that the functional derivative of a functional

= iq(1)F[J] (3.8)

is a function.
Now that you have the idea, you can take the shortcut. (This is some-
times used as a definition of the functional derivative.)
OF[J(T)] F[J(7)+ed(T —7")] — F[J(7)]

dJ (1) Iy € (3.9)

The notation F[J(7)] means that 7 is the variable of integration.
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We can use the shortcut to evaluate a more difficult and important case
from a later chapter. The following expression occurs naturally when we
calculate correlation functions using the path integral formalism.

FlJ] = —% / d'z dbyJ(2)D(z — y)J(y) (3.10)

All you need to know about this is that  and y are 4-vectors and D(z) =
D(—z). We use functional differentiation to pull D(z — y) out of the func-
tional. To do this, we need to evaluate the expression,

52 F[J]

5.J(z")0.J (v') (3.1)

The first derivative is found as follows:

5}55’) 5 <1> {‘; / dizd'y[J(2) + W (w — )| D(x — y)

e—0 \ €

<L)+ Wy =)+ 5 [ dlad'yr@0)De - )0

= —i/d4mD(x — ') J(z)
Notice that both J’s are incremented by the € term. The last step is easier.

§2F

siait) P Y

The primes have done their job of distinguishing the independent variables
from the variables of integration. We don’t need them anymore, so let’s
write it
§*F
0J(x)6J (y)
We differentiated with respect to J(z) and J(y), therefore the resulting
function must be a function of x and y.

= —iD(x —y) (3.12)

3.2 Functional Taylor series

“When in doubt, expand in a Taylor series.” This is good advice with
functionals as well as ordinary functions This is particularly true, since most
path integrals cannot be evaluated exactly, and we need some way to make
systematic approximations.
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As in (3.2) we can write

/f )+ an(r)ldr (3.13)
This time we will expand F[J(«)] in an ordinary power series in o and set
a =1 at the end of the calculation.

FLI(@)] = FIO] + 2o FIT@lacg + 5 F@lacg + - (3:14)

Repeating the steps from (3.3) — (3.6)

d of SF[J]

%F[J(a)]\a:o = 8J T= WU(TWT (3.15)
2
T Fl@) = | dTJfT)n(T’) [ gf([;]})n(#) (3.16)
Collecting these terms and setting a = 1 gives
2
F[J+n] = F[J]+ gfg //deTn ') 5J((5 f;[JJ(]T/)+

(3.17)



Chapter 4

Introduction to Field Theory

The formalism I have employed so far tries to look as much as possible like
classical Lagrangian mechanics with a finite number of degrees of freedom.
Our strategy has been to get rid of operators and replace them with classical,
c-number variables. These variables commute with one another, which as a
great simplifying feature. They are embedded in the path integral formalism,
which is anything but simple, but most of the time this formalism “lurks
in the background.” We can construct Lagrangians, calculate interactions,
and discuss symmetries without actually doing path integrals. So long as
we work with a finite number of degrees of freedom, however, we can never
accommodate the creation and annihilation of particle. There is no way to
change the number of ¢’s in our Lagrangian. To do this, we need to replace
the mechanics of discrete masses with the mechanics of continuous media.
The motivation for this is explained nicely in Zee’s book in the section about
the mattress, which I will paraphrase.

Imagine that space is like a rubber sheet. If I put a bowling ball on
the sheet, it will create a depression, and nearby objects will roll into it.
This is an imperfect analogy for an attractive potential. We could describe
the attraction in one of two ways: we could say that there is an attractive
potential between any pair of point-like masses, or we could introduce a
continuous variable, ¢(z,y) which describes the displacement of the sheet
as a function of position. Such a continuous displacement variable is a field in
the strict mathematical sense: it assigns a numerical value (or set of values)
to each point in space. The quantum mechanics of such fields is called
quantum field theory. Now suppose that instead of using a bowling ball I
jump up and down on the sheet. The sheet will oscillate in response. My
activity becomes a source of energy, which propagates outward in the form

33



34 CHAPTER 4. INTRODUCTION TO FIELD THEORY

of waves. This is the rubber-sheet analogy to the propagation of particles.

This analogy can easily be misleading. For one thing, I don’t want you
to think we are doing general relativity. The rubber sheet is not intended as
an analogy for ordinary space-time as it is often used in explaining general
relativity. The field ¢(x,y) describes a displacement, and I know you want
to ask, “Displacement of what?”

The same question comes up in classical electromagnetic theory. When
an electromagnet wave is propagating through space, what is waving? Folks
in the 19’th century thought it must be some sort of mechanical medium,
which they called the ether. According to the textbooks, Michaelson and
Morley proved that wrong with their famous interferometer. But just saying
that the ether does’t exist doesn’t answer the question, it just makes it
impossible to answer! Let’s bite the bullet and agree for the purposes of this
course that space is pervaded by a medium, which for lack of a better name,
we will call the ether. Well, actually the ethers. Each species of particle
corresponds to a set of vibrations in it’s own specific ether. Electrons are
all vibrations in the electron ether, etc. Space-time points in the ether can
be labelled with Lorentz four-vectors or (x,¢) as usual, and these points
obey the usual rules for Lorentz transformations. This much is required
by the M-M experiment. Ordinary bulk media have elastic properties that
are described by two parameters, the density and Young’s modulus. These
parameters are not themselves relevant to our formalism, but their ratio
gives the velocity of propagation, which is what we really care about.

I am fond of saying, “When correctly viewed, everything is a harmonic
oscillator.” Now you see that this is profoundly true. Each point on the
rubber sheet or ether acts like a harmonic oscillator! Quantum field theory
s a theory about harmonic oscillators.

Well — I have to modify that slightly. If each point on the sheet be-
haved like a simple harmonic oscillator with a quadratic potential, the waves
propagating on the sheet would never interact. The principle of linear su-
perposition would hold everywhere. This is a theory of free particles. If
our theory is to describe interactions, then we must modify the potential
so that it becomes anharmonic. Unfortunately, the anharmonic oscillator
cannot be solve exactly in quantum mechanics. (If you think of a way to
do it, tell me and I'll be famous.) We have to resort to approximations,
and here is where the path integral formalism really becomes a help rather
than a complication. It makes possible a systematic and understandable
perturbation theory that, with enough patience, can be carried out to any
degree of accuracy desired.

There is an alternative way of dealing with the creation and annihilation
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of particles. It is the older way, sometimes called canonical quantization
or second quantization. The path integral formalism, seeks to banish all
operators from the theory. Second quantization goes in the other direc-
tion. It turns the wave functions themselves into operators by imbedding
creation and annihilation operators into them; but they are the raising and
lowering operators of the harmonic oscillator! The universe, according to
second quantization, is an infinity of harmonic oscillators. This approach is
complementary to path integrals in other ways as well. We need to master
both.

Continuum mechanics is not covered in most graduate mechanics classes.
There is a good discussion in the last chapter of Goldstein, but we never
make it that far. What follows is a brief introduction.

4.1 Introduction to Continuum Mechanics

The rules of continuum mechanics are derived by starting with a system
with a finite number of degrees of freedom and then passing to the limit in
which the number becomes infinite. Let’s do this with the simplest possible
system, a long chain of masses connected by springs. It’s a one-dimensional
problem. The masses can only oscillate along the chain. We will use ¢;,
the displacement of the i-th particle from its equilibrium position, as the
generalized coordinate. The Lagrangian is constructed in the obvious way.

1 .2
T = 3 Z me; (4.1)
1

_ I M (P
L=T V—2zi:a[agpi k:a< - ) (4.3)

The equilibrium separation between masses is a. The spring constant is k.
The Euler-Lagrange equations of motion are obtained from

4oL oL
dtop;  Opi

(4.4)

If there are N masses, then there are N coupled equation of this sort. They

look like
@@_ka <<Pi+12—90i> 1 ka (%'—;01‘1) -0 (4.5)
a a a
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We need different parameters to describe the continuum limit:
m/a — p mass per unit length

ka =Y Young’s modulus

The index ¢ points to the i-th mass, and ¢; gives its displacement. In the
continuum limit, the index is replaced by the coordinate x. In elementary
mechanics,  would be the displacement of a particle. Here ¢(z) is the
displacement of the string at the point x. In the continuum limit

pir1— i prta)—pl) dp
— — —
a a dx

L ;/dx [mg Ly (‘;iﬂ _ /dxﬁ(gp, 2) (4.6)

The last integral implicitly defines the Lagrangian density . The continuum
version of the Euler-Lagrange equation is!

d oL d oL oL
7|t |—F| 5 =0 (4.7)
dt | g (ng) dz | 5 <%> I
Use the Lagrangian density from (6) in (7)
Po  p\ e
o~ (v) @ (48)

(4) and (5) represent a set of N coupled equations for N degrees of freedom.
(7) is one equation for an infinite number of degrees of freedom. In this
sense, continuum mechanics is much easier that discrete mechanics.

(8) should remind you of the equation for the propagation of electromag-

netic waves.

0% i 0% . 0% 1 0%

Ox? Oy? 022 ) 2\ ot
As you know, photons are massless particles. Notice that a string of massive
particles yields a wave equation that when quantized describes the propa-

gation of massless particles. (With a different velocity, of course.) This is
worth a brief digression.

1See Goldstein for a derivation of this important equation.
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What does it mean to say that a wave function describes the propagation
of a particle of a particular mass? The wave function 1) = e***=%%) might
describe a wave in classical E&M, or a massive particle in non-relativistic
or relativistic quantum mechanics. The question is, what is the relation
between k£ and w? The relationship between the two is called a dispersion
relation. It contains a great deal of information. In the case of EM waves
in vacuum, k = w/c. Frequency and wave number are simply proportional.
This is the hallmark of a massless field. The velocity is the constant of
proportionality, so there can only be one velocity. In Schrodinger theory

h2k?
2m -

hw (4.9)

The relationship is quadratic. The relativistic wave equation for a spin-zero
particle is called the Kline-Gordon equation.

1 02 m2c?
The dispersion relation is
(chk)? + m?ct = (hw)?, (4.11)

or in other words, p?c? + m?c* = E?. All these equations can be obtained
from (7) with the appropriate Lagrangian density. They are all three-
dimensional variations of our “waves on a rubber sheet” model. What does
this have to do with the particle’s mass? It’s useful to plot (9) and (11), i.e.
plot w versus k for small values of k. In both cases the curves are parabolas.
This means that in the limit of small k, the group velocity,

dw @

vgroup = - &~ (4.12)

m
In other words, the group velocity is equal to the classical velocity for a
massive particle v = p/m. All the wave equations I know of fall in one of
these two categories; either w is proportional to k, in which case the particle
is massless and its velocity v = w/k, or the relationship is quadratic, in

which case
dk

= lim ( hk— | . 4.13
" k%( dw) (4.13)

So long as we are talking about wave-particle duality, this is what mass
means.
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One of the advantages of using Lagrangians rather than Hamiltonians
is that Lagrangians have simple transformation properties under Lorentz
transformations. To see this, let’s rewrite (7) in relativistic notation. Con-
struct the contravariant and covariant four-vectors

ot = (2% 2t 22 2%) = (ct, 1y, 2) (4.14)
xu = (20,1, 2, 73) = (ct, —x, —y, —2) (4.15)
and the corresponding contravariant and covariant derivatives

0 0
w9 v
0" = ox,, O Oxh’

(4.16)

This puts the Euler-Lagrange equation in tidy form

oL oL
* (aear) 5 D

This is slightly amazing. Equation (7) was derived without reference to
Lorentz transformations, and yet (17) has the correct form for a scalar wave
equation. We get relativity for free! If we can manage to make £ a Lorentz
scalar, then (17) will have the same form in all Lorentz frames. Better yet,

the action .
S:/dtL:/dt/d3m£:c/d4a:£ (4.18)

is also a Lorentz scalar. We can do relativity with path integrals without
having to “fix” anything.
Here’s an example. Rewrite (6) in 3-d

1 Oy 2 Oy 2 Oy 2 Oy 2
S ) Yy | ZZ -z — 4.1
£ 2{”(87&) [(8:6 * oy + 0z (4.19)
This would be the Lagrangian density for oscillations in a huge block of
rubber. Take

Bz (4.20)

Obviously £ can be multiplied by any constant without changing the equa-
tions of motion. Rescale it so that it becomes

O ROl |
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Substituting (21) into (17) yields the usual equation for EM waves, Oy = 0.

Notice how the Lagrangian for oscillations a block of rubber (19) turns
into the Lagrangian for oscillations in the ether (21). We don’t have to worry
about the mechanical properties of the ether, because p and Y are scaled
away. Despite what you may have been told, the Michelson-Morley experi-
ment proves the existence of the ether. When correctly viewed, everything
is a bunch of harmonic oscillators, even the vacuum!

Using Einstein’s neat notation, we can collapse (21) into one term

(90)? (4.22)

N

L= 3 (0u0)(@"9) =

The last piece of notation (9¢)?, is used to save ink. The fact that we can
write £ like this is proof that it is a Lorentz scalar. This is an important
point; we can deduce the symmetry properties of a theory by glancing at L.

Now you can make up your own field theories. All you have to do is add
scalar terms to (22). Try it. Name the theory after yourself. Here’s a theory
that already has a name. It’s the Kline-Gordon theory.

L= [(8(,0)2 - m2gb2] (4.23)

1
2
(T have set ¢ = 1 and A = 1.) Using our new notation, the equation of
motion is

(8,0" +m*)p =0 (4.24)

If we assume that ¢(z) (x is a 4-vector in this notation.) is a one-component
Lorentz scalar, then this describes a spinless particle with mass m propagat-
ing without interactions. Spin can be included by adding more components
to . More about this later.

It is plausible that we can adopt all the path integral results from the
previous sections. Simply replace the displacement ¢; with the displacement
field ¢(x) and the momentum p; with the canonical momentum 7(x) = g—é.

Let’s look at this more closely. We have been calculating the propagator,
(ar:trlaiti)y = (ggle™™ = lgp) g = /D[ﬁ]D[p]eiS- (4.25)

(Equation (29) in Chapter 2) The natural generalization of this is

forta)le s o)) = [ DlgiDlalexp i [ ’ dot() 29

t;
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Where the functions ¢(z) over which we integrate are constrained to the
specific configurations ¢;(x) at xo = t;, and ps(x) at to = ty.

In the previous chapter we were able to derive (2.29) directly from Feyn-
man’s sum over paths hypothesis. Here here that derivation breaks down.
The trouble is that the field operators ¢ do not have complete sets of eign-
states. The derivation can be completed using the notion of coherent states,?
but I propose a different approach. To make the notation a bit more compact
I will write the propagator,

(ef,trlpists) = Ulps, o5 T), (4.27)

where T' = ¢y —t;. Now it is possible to show? without using the completeness
hypothesis that U satisfies Schrodinger’s equation

0
zha—TU = HU (4.28)
The Hamiltonian in this equation is obtained from the Lagrangian in (26)
by the usual procedure. We argue that (26) is correct, even if we are unable
to derive it from first principles. Let’s just take it as a definition of U.
Since the exponent in (26) is quadratic in 7, we can complete the square
and evaluate the D[r] integral to obtain

t
pr@le @) = [ Diden i [Tataec) a2

t;
You will recall from (2.32) and (2.33) that this integration produces a badly
behaved normalization constant. Back then, I simply called it N and re-
assured you that it would go away. Here, this is true a fortiori. I have no
idea what the constant is and only a clue what it means. I do know that all
physically interesting quantities are quotients of two terms, each containing
the same constant. Since it always cancels, I have not even bothered to

write it in (29).

4.2 Correlation functions

The propagator in (25) is just the ticket for ordinary quantum mechanics.
After all, the ¢’s are measurable quantities. Quantum fields, on the other
hand, are not measurable, so U as it stands is not of much use. It turns out

2This is worked out in Prof. Wasserman’s lecture notes.
3See Peskin and Schroeder, Section 9.1
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that the quantities of interest are the correlation functions defined in Section
2.6, equation (59), but with fields replacing the ) operators. In other words
we are looking for

G(x1, g, ) = (QT [p(x1)(x2) - - Plen)] ) (4.30)

This is sometimes called the n-point function. The most important instance
of this is the two-point correlation function, which we will now investigate.
Consider the following object:*

(pole T T[p(x1)@(x2)le™ T |pa) (4.31)

The ¢’s are field operators in the Heisenberg picture. The times are arranged
so that both #{ and z§ fall in the interval between —T and T. ¢, represents
the field evaluated at time —T, ¢, = (=T, x) and ¢, = @(T,x). The
construction 7T'[-- -] refers to the time ordering operator, as in Section 2.6.
Let’s assume to start with that 2§ > 2. We can convert the Heisenberg
fields to Schrodinger fields, e.g.

B(xo) = €178 pg(aq)e M7

Now (31) can be written
(ple T2 pg(@g)e H#B=2D) g (1) e H D) |, (4.32)

At this point in Section 2.6 we inserted complete sets of position eigen-
states and replaced the operators with their eigenvalues. As mentioned
previously, this step is not immediately justified, because the field operators
don’t have eigenstates. I don’t want to get into the technicalities of coherent
states, so let me just reassure you that we won’t make any mistakes, if we
assume that we can replace field operators with c-number fields

Ps(x1)le1) = o1(x1)|e1),

and that the completeness relation

/D[Sﬁl] lp1) (1| = 17

T am using the notation from Section 9.2 of Peskin and Schroeder. I hope no one will
be so symbol-minded as to confuse the T in the exponentials (meaning some fixed time)
and the T in front of the fields (the time ordering operator).
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makes sense. Now insert 1 after each of the fields in (32). The result is

[ Dlar@) [ D@l ertenenteiale Bl (133)
X {pale™H =) o)) (o |eTHEHT) |5, )
This is a product of three propagators that jolly along the field from —7T —

20 — 2§ — T. For example,

T
(rle 1T = [ Diglexp [ [ s c(@]

2

combining these three factors yields the final result

(pole™ T [p(a1)(w2)]e™ T |pa) (4.34)

/D xg)exp[ /_j dix E(cp)}

where the boundary conditions on the path integral are (=T, x) = pq(x)
and (T, x) = pp(x) for some @, and pp. Notice that if we had started with
the assumption that 20 > 23, we would have arrived at the same result. We
get the time ordering for free.

I have set up the correlation function with the e s in (31) because I
want to discuss the limit 7" — oo. This has the effect of projecting out the
ground state, but exactly what does this mean and what is the ground state
anyhow? We are accustomed to dividing the Hamiltonian into two parts, the
free-particle and the potential or interaction term, H = Hy + Hj. If we set
H; = 0, the particle has energy eigenstates and eigenenergies, and clearly,
the minimum energy is Fy = 0. This makes sense mathematically, but not
physically: nature doesn’t come equipped with switches to do this. This
is a highly non-trivial problem, because a single particle can interact with
itself via intermediate particles. Worse yet, even the vacuum can interact
with itself through the spontaneous creation of particle-antiparticle pairs.
We call this minimum-energy vacuum state [Q2).

Define the eigenstates of H as follows:

—iHT»

Hin) = Ey|n)

Imagine starting with |p,), and evolving through time with H.

e MMpa) =Y e In)(nlpa)
n
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= e PTI0)(Qla) + Y e T |n)(n|pa)
n#0
Give a small negative imaginary part to T and look at what happens when
T — oo(1 —ie). Each term tends toward zero, but since Ey < E, for all
n # 0, the first term approaches zero more slowly. Put it another way: if we
divide the equation through by e~*#07(Q|¢,), the term containing the sum
will vanish.

@)= lim (7 HQlpa)) e o). (4.35)

Insert (35) into (34).

o J Dlelp(a)plws) exp |i [T d'aL]
QT p(z)e(z)]l) = lim T
—oo(1—ic) J D[] exp {z f—T d‘%ﬁ}
(4.36)

I remarked previously that the measure | D[p] produced weird normaliza-
tion constants. Here as always, these constants cancel between the numera-
tor and denominator. Often in doing perturbation theory, we are concerned
with the correlation function for two free particles. In this case we replace
|€2) with |0). The denominator is then proportional to (0/0) = 1, so we can
ignore it altogether.

Back at the end of Chapter 2, I introduced the notion of a generating
function. The key equations here are (2.64) and (2.65), which I repeat here
for reference.

o) = {4 trlai, i) = / Diq]exp { / e[ + J(t)q(t)]} (4.37)

0" z[J]

0 J(t2) - 0J(tn) | ;g

(4.38)

We take advantage of recent developments by upgrading these formulas in

two ways: (1) replacing the Q;’s with the fields, ¢(x), and (2) taking the

limit T — oo(1 — ie). It is customary to use the capital Z for this new
generating functional.

20= [ D {i [ dalo@)+ s} @)

We can use this technology to rewrite (36) as follows:

antsir @0~ o = () 57

~ ~ 2 2
(QUT (1) p(w2)]]02) = Z}O] (1> mifa[}”()

(4.40)
J=0
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The generalization to higher-order correlation functions is obvious. We
sometimes use the notation

(QITp(1)p(x2) - $(2a)]|Q) = Glar, 22, 20) (4.41)

The function G(z1, 2, - ,2,) is called the “n-point function.”

4.3 The Feyman Propagator

I will now show how this formalism works with the free Klein-Gordon field.
Use the Lagrangian (23) in (39)

Z[J) = / D[] exp {z / diz B ((09)? — m*¢* +iep?) + Jg@]} (4.42)

I have inserted the iep? to ensure that the exponential integrals converge
as explained previously. The key to doing the [ d*z integral is to Fourier
transform the integrand to momentum space.

4 .
o) = [ e o0 (.43

Substituting (43) into (42) gives the following:

1
/d4m2 [(09)* — m?p* + iep?] (4.44)
d*pd* 1 - - i
Z/W = [~pip2 —m? + ic] so(pl)w(pz)/d“me (r+22)
1

— 5 [ @ AP~ m? + i

On the other hand

/ dh T (2)p(x) = / IpI(—p)ap)  or / IpI(p)3(—p) (4.45)

or (in fact) 5 [ d'p [o(PV(-p) + &) 0]

The reason for the two terms will be clear soon. In order to make the
notation a bit more compact, I will define

A7t =p? —m? +ie (4.46)
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The complete action becomes

S—/d4a;(£+J¢)

1 ~ ) (4.47)
=5 [ @ [Hpeea + Te)e(-p) + T-p)30)]
Define a new field
P(£p) = Go(£p) — J(£p)A (4.48)
5= [ [apamat - iwicna] @)

You see the point of (49)7 It break up the action into two pieces, one
depending only on the fields and one depending only on the sources. The
peculiar sum in (45) was necessary to make this happen. Substituting into
(42) yields

20)= [ Die {3 [ woii-ma=} s

X exp {; /d4p j(p)j(p)A}
= z[0]eWl] (4.51)

where

Wil = =5 [ d T I-pAw) (452

Most path integrals are impossible to do, we just don’t have to do them.
We don’t have a snowball’s chance of calculating Z[0], but (40) guarantees
that it will always cancel out!

At this point it is useful to transform back to configuration space.

~ 4 .
J(dp) = / (Zﬂ)g DT 1 () (4.53)

A(p) = /d4:z: e D(z)

Our final result is

W= —% / e d*y J ()] (y)D(x — y) (4.54)
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where

_ dtp  ePle—y)
D(x—y) = / B e (4.55)

This is the Feynman propagator.® It is the relativistic generalization of the
one-particle Green’s function (2.48). As such it represents the amplitude
for a particle at the space time point = to propagate to y. The boundary
conditions are different, however, since D(z — y) = D(y — z). Relativity
forces this on us, as I mentioned before.

The derivation of Z[J] assumed that sources were turned on and off at
finite times before and after the limit 7' — oo. Let’s see how this idea plays
out in (50). First expand Z[J]/Z[0] in an exponential series. (See equation

(51).)

72

1
T =1+ iW A W 4.56
7 +iW+ W+ (4.56)

The second term is easy to understand.

- —é / / e d*y J(2)J(y)D(x — y) (4.57)

Suppose our source consists of two local centers of activity, so that J(x) =
Jo[o(x — 1) + d(x — z2)]. Then

iW = —iJZ[D(x1 — z2) + D(0)] (4.58)

The D(0) is meaningless. It’s an artifact of our delta function sources. The
other term is simply the probability of a particle to be created by the source
at 1 (when the source was turned on) and reabsorbed at zo (when the
source was turned off) and vice versa.

Now calculate the two-point function corresponding to i/ without spec-
ifying the nature of the sources. The following calculations use equations

5To be consistent I suppose, we should use D(p) instead of A(p), but this is not
customary notation.
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(40), (41), (56) and (57).

Gz, 22) = QITsﬁ(m e )]|Q>

Z[0] 2<1> 2 ](xz)
(1) ZZV@J(LQ>

(1) s M(@ [— [ [ dte dty s@)rwpe -y -~
(4.59)

J=0

This functional derivative was worked out as an example in Chapter 3.
The relevant equations are (3.10) and (3.12). The effect of the functional
derivatives has been to “peel off” the sources. The final result is

G(l’l,mg) = iD(l’l - .732). (460)

This is in fact the exact amplitude for a free particle to propagate from
x1 to xa. The higher order terms in (56) vanish when we set J = 0. It
is easy to see that the n-th term of the expansion (56) contains 2n factors
of J and that all the n-point functions vanish except for G(x1,x2,-,Ta,).
Your should work out the 4-point function as an exercise. It consists or a
sum of three terms corresponding to all possible ways in which two particles
can propagate between four points. Now that you have the idea, you can
represent any n-point function as a set of (2n-1)!! diagrams. Just draw
n points labelled x1,x2, - ,x2,, and draw lines connecting them in pairs,
These are Feynman diagrams.

The theory so far has been trivial in the sense that the particles don’t
interact with one another. We started with the Lagrangian based on the
simple harmonic oscillator, i.e. with a quadratic potential, and in such a
model all the normal modes are linearly independent. This is well known
from continuum mechanics, and it’s true in quantum mechanics as well.
Interacting field theories have additional terms in the Lagrangian. We’ll
look at a simple example in the next section.

4.4 Interacting Fields

In order to make out fields interact, we must add some additional term to the
Lagrangian. Many texts use the interaction term —(\/4!)¢*(z), which is as



48 CHAPTER 4. INTRODUCTION TO FIELD THEORY

good as any. As you will see, this describes identical particles interacting in
groups of four. An example is the scattering process in which two particles
come together at a point and two particles emerge from that point. Another
is the decay process in which one particle decays into three clones of itself.
The parameter A is called a “coupling constant.” It determines the strength
of the interaction. You probably don’t know any particles that act like this,
but it turns out to be an important ingredient in the non-Abelian gauge
theories we will study much later in the course. More familiar theories all
involve two or more different particle species and spin, but “Sufficient unto
the day is the evil thereof.”

The simplest non-trivial process involving these hypothetical particles is
the two-body scattering process described above, It turns out that every-
thing we can know about this process is contained in the four-point Green’s
function. We need to calculate the four-field version of (40),

= G(w1,$2,$3,$4) (4.61)
J=0

1 (1)4 ' Z[J]
Z0) \i) o0J(x1)0J(x2)0] (x3)d ] (x4)

with our new Z[J],

ZJ) = /D[go] exp {i/d4x [; ((890)2 - m2g02 + iegoQ) +Jp— ()\/4!)@4] }

(4.62)
The tricks we used in arriving at (50) no longer work, and we are forced
to make approximations. As I am fond of saying, “When in doubt, expand
in a power series.” Feynman diagrams are a kind of perturbation theory in
which the coupling constant is assumed to be “small” so that perturbation

series is really an expansion in powers of the coupling constant, in this case
A. Let’s start with the first-order term.

—iA 1
Z[J] = 4—2' /dw/D[w] exp {i/d% [—2g0(82 +m? —ie)p + Jcp] }@4(@
(4.63)
You will notice that I replaced (9¢)? in the exponential with —pd%¢. This
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is just integration by parts. Now substitute (4.63) into (4.61)

1 /1\* 042 [J]
G (w1, 22,73, 14) = Z[O](z) 0J(21)0J (22)0J (x3)0J (24) | ;g

:_M ! /d4 /D exp{/d4 [ 0(0* +m? —ze)«p+J4}

ot (w)p(x1)p(2)p(w3)p(2s)

J=0

(4.64)

You see that long string of ¢’s on the last line of (4.64)? That is the
paradigmatic integral. If you can do that, you can calculate any Green’s
function to any order in A. In fact, there is a simple, intuitive ” cookbook”
procedure for evaluating all such expressions effortlessly. The trick is yet
another application of our basic gaussian integral.

© o) N i, -
/ dxidxy - -dxy e goAatiJa _ (ge:urfz')A]eQJA - (4.65)

—0o0

The notation z - A -  means Z x;Aijx;, etc. The matrix A is assumed to
be real and symmetric. Let’s deﬁne

[ P ey e Ay
f—oo"'f_oo dzridzy - - -drne” 3

By repeated differentiation of (4.65) we can derive

<5L'i$j T xkl'l> = Z (A_l/i)ab T (A_l/i)cd (4'67)
Wick

The subscripts ab and cd in (4.67) stand for any pair of the indices i, j, - - - k, [.
A sum over “Wick contractions” consists of all possible ways of connecting
the indices in pairs. If there is only one pair,

(wizp) = (A7 /i)in (4.68)

There is a useful analogy between (4.65) and (4.66) and the last two lines
of (4.64). Clearly J; is analogous to J(z), and x; is analogous to p(z). We've
discussed this before. So far so good. The term 5.J - A~1. J is reminiscent

5There is a brief proof of this in Appendix 1 of Zee’s book. I will ask you to derive it
in more detail for homework.
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of (54), so it’s a good guess that A~! is analogous to —D(x — y), but if this
is true, A must be analogous to (02 + m? — ic). Quel horreur! Worse yet,
what does it mean to take the determinant of it?

The answer to the last question is clear: we don’t care, since the determi-
nant cancels in equation (4.66). In fact, come to think of it, the denominator
in (4.66) must be analogous to Z[0]. The other point is almost clear, since

(8% +m? —ie)D(z —y) = —6W (z —y) (4.69)

The proof of (4.69) is easily established using the definition (55). D(z — y)
is, after all, a Green’s function, and Green’s functions are by definition,
inverses of differential operators. That’s what they do for a living. In
summary then, I claim that we can use (4.65) and (4.66) for fields rather
than discrete variables by making the following replacements:

T — o(r;)
Ji —  J(xy)
AV - —D(z—vy)

i _ i
57 A Ly - —2/d4xd4yJ(y)D(x—y)J(y)
A — (9P 4 m? —ie)

—%:L’ Az — —;/d4x@(x)(32 +m? —ie)p(z)

/ dridxs - - -dx, — /D[gp]

The proof that my claim is valid is sketched out in Ryder,” but in fact,
we have implicitly proved it, at least for expressions of the form (4.64), as
you will see. Anyhow, if my claim is true then the correct generalization of
(4.66) is

(plzi)e(z;) - - - p(xk)p(z1))
_ I Dlplexp {i [ d'z [~30(0* + m® —ie)p] bo(i)p(x;) - - pla) (@)
| Dlp] exp {ifd4a: [—%@(82 +m? — ie)go]}

(4.70)

The denominator is just Zy[0], ie. equation (4.62) with J = A = 0.

"Lewis Ryder, Quantum Field Theory, Section 6.2
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To see how this works, let’s evaluate (4.70) in the case of two fields.

1 [(1\®  §2Z[J]
67

G(z1,12) = 0] (2 8J(21)0J (22) | ;_g (4.71)

_ [ Dlglexp {i [ d'z [—50(8% +m® —ic)p] po(z1)p(2)
[ Dlp)exp {i [d*z [-1p(0% +m? —ie)p]}
The first line follows from (59), and the second line uses (4.62) with A = 0.
A glance at (4.70) reveals that what we have just calculated is (p(z1)@(x2)).
Let’s pause for a moment to see how all the pieces fit together. (p(x1)p(x2))

as defined by (4.70) equals G(z1, x2). That proof required nothing more than
functional differentiation. Reasoning by analogy from (4.68) led us to hope
that (p(z1)e(x2)) would be equal to —D(z1 — x2)/i. But we already know
from (60) that G(z1,x2) = iD(x1 — x2), so our cookbook analogy has given
us the right answer for the Feynman propagator without any of the clever
calculations in Section 4.3. Put it another way: we have proved that the
analogy works correctly in the case of (71). The analogy to (4.67) is

(plai)pl(zs) - plan)p(a)) = Y Glaa,zp): - Glae z4) (4.72)

Wick
So here’s the procedure: make a list of all possible ways of pairing up the
indices i, 7,--- ,k,l. Each entry in the list corresponds to one term in the

sum. That’s all there is to it. I'm willing to believe this without further
proof.
Now you can evaluate (4.64) using (4.70).

iA
a4l
The Wick sum contains in principle (N — 1)l = 7!l = 105 terms. It is
probably the case, however, that most of these terms are of no interest.
Draw some pictures to find the interesting ones. Label five points 1,2, 3,
4, and w. Each term in the expansion corresponds to a way of connecting
these points. Here are the rules:

G(xi, z2, T3, 14) = d'w(p(@1)p(r2)p(zs)p(za) gt (W) (4.73)

e There are eight fields in (4.73), therefore there must be four lines
connecting points. Each line corresponds to one of the G(z4,xp)’s in
(4.72).

e The points 1, 2, 3, and 4, must be attached to one and only one line.
Since there are four factors of p(w) in (4.73), there must be four “line
ends” at the w point, ie. it can be connected to itself by one or two
lines.
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The points 1, 2, 3, and 4 are connected to external sources, or to put it an-
other way, J(z1), J(x2), J(x3), and J(z4) were used to define G(x1, 2, T3, x4).
The w point is not. If you want all four of these particles to interact, they
must each be contracted with one of the p(w)’s. There are 4! terms like this
in the Wick sum. The final result is

G(z1, 2,23, 24) = —i/\/d4wG(:I:1,w)G(:1:2,w)G(:rg,w)G(:m,w) (4.74)

Forgive me if I gloat a bit. A few paragraphs ago we had some algebra,
which, if done correctly, would have yielded 105 terms. Now we draw a few
pictures, and the answer is obvious by inspection. These pictures are called
Feynman diagrams.

You have noticed that we have ignored 105-4!=81 terms, These are all
pathological in the sense that the w point is connected to itself by at least
one line. It is a general rule that all Feynman diagrams with loops give rise
to divergent integrals. This is ultimately related to the fact that there are
parameters such as the mass and coupling constant (or charge) of a particle
that are fundamentally mysterious. If these integrals converged, then we
might be able to calculate them. These divergences are nature’s way of
slamming the door in our face. That’s the big bad news. The little bit of
good news is that we can go on doing field theory calculating everything else,
if we treat these divergences very carefully. This comes under the general
heading of renormalization, to which we will return later.

4.5 Momentum Space

Our derivations have for the most part used configuration space. Momentum
space was only used occasionally as a tool for evaluating certain integrals.
Momentum space is more natural for many quantum processes, however.
Scattering is a good example. The particles in the beam have a well-defined
momentum. The target particle is at rest. The momenta of the final state
particles are determined by our apparatus. The rules for Feynman diagrams
discussed briefly above also have a simpler form in momentum space.
Define the momentum space Green’s functions in the obvious way.

é(pl’p% S 7PN) — /d4l‘1d4ﬂ32 S dﬁlx]\fei(:lzplzm:I:sz:i:...:i:p]\]azt]\/)G(xl7 T, 7$N)

(4.75)
I call your attention to the + signs in the exponential. To some extent the
sign doesn’t matter, since G(z) = G(—z) and A(p) = A(—p). Moreover,
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when x or p appear as integration variables, one is always free to replace
x — —zx or p — —p. In one respect, however, the signs are all-important.
Take the Fourier transform of (4.74) using (4.75) and (4.53).

G(p1,p2, s, pa) = —iA(2m)* 6™ (p1 £ po & p3 & pa) A(p1) A(p2) A(ps) Apa)
(4.76)
The §-function is there to enforce momentum conservation. For example, if
the scattering process is one in which p; and po are the incident momentum
and p3 and p4 are the outgoing momentum, then the d-function must be
5@ (p1 +p2—p3 —pa) or 6@ (ps+py—p1 —pa). Let’s agree on a convention:
outgoing momenta are positive and incoming momenta are negative. That
way we will always get the right signs in (4.75).
Equation (4.76) illustrates some of the rules associated with Feynman
diagrams. The momentum space Green’s function corresponding to any one
diagram consists of a product of the following factors.

e A factor —i\ for each vertex.
e A factor iA(p;) for each external line.

e An energy-momentum conserving d-function (27)*6® (£py £ po £ ps +
pa)

There is one more important item that we have not yet encountered.
What happens to internal lines, ie. those that do not terminate on external
sources. To see that, let’s look at one of the pathological diagrams in which
one of the lines connected to the w loops back on itself. One such term in
the Wick expansion is®

iA

T d*w G(x1, )G (x3,w)G(24,w)G(w,w)  (4.77)

G(x1, 22,23, 74) =

The momentum space Green’s function is

_%(27[')45(4) (p1 — p2)(21)46@ (p3 — pa)
4,/
X A(p1)A(ps) A(pa) / (25)44 A(p)) (4.78)

G(p1,p2,p3,04) =

In this case, the particle that starts out with momentum p; does not interact
with the one with momentum ps, therefore their momenta are conserved

8We have not yet come to terms with indistinguishable particles. For the moment,
assume that the particles have little numbers on them like billiard balls.
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separately. There are two d-function The new feature here is an internal
line, this one labelled by p/;. Since this momentum can have any value, there
is nothing to constrain the [ d*p), integral. Such integrals always diverge.
To see that this is so, look at

4./
/ # (4.79)
b

h —m?2 + e

The numerator contains four powers of the momentum, whereas the denom-
inator contains only two. There is no oscillating phase factor, so the integral
diverges quadratically. Such integrals can be dealt with rigorously with a
variety of different techniques. For example, one can put a cutoff on the
range on integration, and then investigate analytically how the result de-
pends on the cutoff. For a certain privileged class of theories, one can show
that the only cutoff-dependent quantities are the particle’s mass and cou-
pling constant and the normalization of the wave function. Since we know
these things already, we can simply ignore the cutoff-dependent parts. Such
theories are said to be renormalizable. The fact that we have to do this is
a sign that our knowledge and theory are incomplete. The fact that we can
do it is also significant. All theories we know that describe the real world,
at least approximately, are renormalizable. If you give me a theory that is
not renormalizable, I know that it’s wrong!

4.6 Virtual Particles

We have encountered the free-particle Feynman propagator, first in mo-
mentum variables (46) and later in space-time variables (55). When we
evaluate out Green’s functions they appear attached to the external sources
as well as to points inside the region where the particles interact with them-
selves. In both cases they have a peculiar feature: in some sense they repre-
sent particles that are not “on the mass shell.” For free particles, after all,
p? = p"p, = m?, so it seems that the denominators of (46) and (55) should
vanish. They don’t of course, because p* is not a physical momentum, but
a variable of integration. There is more to it than that, however. We can-
not specify space and momentum coordinates with arbitrary accuracy. The
propagator D(x — y) describes a situation in which z and y are microscopi-
cally close together, so there is some “fuzziness” in the momentum as well.
Since we cannot specify momentum and energy with arbitrary precision, we
can’t insist that they are perfectly conserved. The propagator takes this into
account in a way that is consistent with relativity. p? is a Lorentz scalar,



4.6. VIRTUAL PARTICLES 95

it’s just not equal to m

2. We say that the propagator describes “virtual

particles.”

The propagator A(p)) in (4.78) describes particles that are virtual be-
cause they are emitted and absorbed in a very short distance. The other
propagators in (4.77) and (4.78) describe particles that are virtual for a
different reason: the sources J(x;) that we built into the theory are also
quantum mechanical objects. They are not external sources like x-ray tubes
or cyclotrons. That should be evident from the discussion in Section 4.2.
The sources were turned on sometime after —7T" and turned off again before
T, but the limits —T — —oco and +71" — +oco that were used to project out
the ground states refer to the macroscopic past and future where we live
and move and have our being. Put it another way, we live in the ground
state. The action takes place after the sources turn on , and it stops when
the sources turn off.

We often use the momentum space Green’s functions to calculate scatter-
ing reactions. Indeed, that is their principal use. But particles in scattering
experiments are produced by cyclotrons and other macroscopic sources. We
can use our Green’s functions for this by the simple expedient of removing
the A’s from the external legs. This is sometimes called “amputating the
legs of the diagram.”® This procedure then becomes part of the rules for
Feynman diagrams.

Leaving aside the very technical issue of renormalization, you now have
everything you need to do perturbation theory calculations with scalar field
theory to any order. There is a complete description of the rules in Zee’s
book, pages 53 and 54. I will restate them here for reference.

To calculate a momentum space Green’s function corresponding to a
Feynman diagram, do the following:

Draw the diagram and label each line with a momentum.

Associate each line carrying momentum p with a propagator i/(p? —
m? + ie).

Associate with each interaction vertex the coupling —iX and (27)46™ (3", pi—
> ; pj), forcing the sum of momenta ), p; going out of the vertex to
be equal to the sum of momenta » ;j going out of the vertex.

Momenta associated with internal lines are to be integrated over with
the measure d*p/(27)%.

Remove those propagators associated with external lines.

9Don’t let PETA find out about this.
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4.7 A Word About Renormalization

I have said repeatedly that all diagrams with complete loops lead to diver-
gent integrals. That’s bad news enough, but what is worse, these divergent
integrals contribute real measurable effects to the physical processes de-
scribed by the Green’s functions. The challenge is to divide these integrals
into two parts; one part that is infinite and one part that is finite and con-
tains all measurable effects. This is really a huge subject, but I would like to
give you a few of the key ideas. I will do this in the context of the simplest
possible divergent integral. It arises when one tries to do calculations in the
so-called “phi-third theory.”

A
Lint = —15903 (4.80)

When one calculates the two-point function G(z1,x2) to second order in
perturbation theory, one comes up against the integral

Ga(x1,22) = (—i)\)Q/d4w d'z G(z,w)G(w, 2)G(w, 2)G(z,x3)  (4.81)

This will diverge because of the loop. It represents the second-order correc-
tion to the propagator.
First take the Fourier transform

) d4p/ ~~d4p/
_ 4 4 4 4 i(p2xo—pix 1 4
Ga(p1,p2) = /d z1 diay d*w d*z i P2m 1)/(%)16

i) 0= 10 =2) 2D A () )i (p )i A (P )i (p)) (4.82)

Do the integrals over f d*zy d*zs d*w d*z, then do three momentum inte-
grals [ d*p) d*ply d*p}. The result when all is said and done is

Tk ARAE - )

(2m)*
(4.83)
The integration variable p}, has be renamed k, since there are no other primed
variables left.
That last integral is going to give us trouble. Let’s concentrate on it by
defining

Ga(p1, p2) = (—iN)2(20)'6@ (pr — p2)A(p1) Alp2) /

4
F) = [ iAmA—b (484)

The integral is not only difficult, it’s divergent. We will deal with these
two problems with two amazing tricks; the first due to Feynman. Feynman
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argued that a four-fold integral is hard to do, so let’s make it a five-fold
integral! The basic formula is this:

Ldz
o D(2)?

L _ /01 dz[A1z + As(1—2)] 2 = (4.85)

A1Ay

The key idea is that the product Aj As is replaced by the single factor D?.
This, as it turns out, is enough to make the d*k integrable doable. In our

case
D?=B?>+Q*—k?—ie=C?—K? —ie (4.86)

where
Q=np(l-z2) B*=m? - p*(1 - 2) k=K+Q Z=B*+Q?

Dropping the prime, we have

! d*k 1
F(p) :/0 dz/ B[O I i (4.87)

A Dbit of power counting shows that there are four powers of &k in the nu-
merator and four in the denominator. The integral diverges logarithmically,
and here is where the next great idea comes in. Note that the integral

I
1 X
/°° dv 1
1 plte ¢

ie. increasing the exponent in the denominator by an infinitesimal amount
makes the integral convergent. We would like to integrate over 1/D?*€ but
this makes no sense whatsoever (D is a four vector). Suppose we could
integrate over slightly less that four dimensions! In the context of the trivial
example above, suppose we could integrate

o0 J(1—€) 0
| =
Here’s the idea

dek 1 B i T(2-d/2) (1 2—d/2
/ (2m)d (C2 — k2 — ie)? - (47T)d/2 T(2) (CQ) (4.88)

diverges, but
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This was derived for integer d (don’t ask me how), but the I" functions and
everything else on the right side of this equation are perfectly well-defined
continuous functions of d. We use (4.88) as a definition of what it means
to integrate over a non-integer number of dimensions. We will use (4.88) to
integrate (4.87) and then see what happens in the limit d — 4. Incidentally,

I(z) = / dt 7L, (4.89)
0

Also I'(n) = (n — 1)! for integer n, and I'(x + 1) = zI'(x) in general.
After some algebra we find

i 2l(1+¢/2) (! dz
F(p) = gETE ( j / )/0 T e (4.90)

where € = 4 —d. Well I'(1) = 1, so the integral still diverges in the limit
€ — 0. We expected that, but I have one more trick up my sleeve. Look at
the expansion

A2 =1 glnA + %62(111,4)2 SR (4.91)
Insert (4.91) into (4.90).
! 2_ 2
E%F(p) =00 — on)? /0 dz In[m* — p°z(1 — z)] (4.92)

There are two points to notice here.

e The remaining integral is straightforward, since it involves only one
real variable of integration.

e The term “c0” in (4.92) is really

. 2t 1

51_13% W; (4.93)
The point is that this is a pure number; It does not depend on p! We
have cleanly separated the measurable physics in the second term from
the meaningless constant in (4.93). To used an old cliche, we don’t
have to worry about throwing the baby(s) out with the bath water,
because we have gotten all the kids out of the tub!

Well, that’s not quite true. Recall that F(p) is multiplied by A% in (4.81).
It’s as if we were working with an infinite coupling constant. Rather than
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“throwing out an infinite term,” let’s say that the A that appears in (4.80)
is not physically measurable. It’s sometimes called the “bare” coupling con-
stant \g. What we are doing is replacing Agooc — A. We have “renormalized”
the coupling constant. If we were to calculate G(p1,p2) to higher orders of
perturbation theory, we would find that these divergent integrals also have
the effect of renormalizing the mass. We use the same argument; the “bare”
mass my is not measurable, but we can always replace mgoo — m, where m
is the physical mass. It is remarkable fact that all the infinities that occur to
all orders of perturbation theory can be disposed of using these two maneu-
vers. A theory in which all infinities can be sequestered in a finite number
of physical parameters is said to be “renormalizible.” We have learned from
decades of experience that all theories that are not renormalizible are wrong
in the sense that they make predictions that are falsified by experiments.
The bad news is that we can’t calculate m and A. The good news is that we
can calculate everything else. This raises a profound and unanswered ques-
tion. Are the masses and coupling constants of elementary particles really
fundamental constants, or can they be calculated on the basis of something
else, and if so, what is that something else?
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Chapter 5

Identical Particles and
Many-Particle States

Ordinary matter consists of vast numbers of identical particles at low energy.
Quantum mechanics requires that the wave functions for such ensembles be
totally symmetric or totally antisymmetric, and this in turn is responsible
for many important properties, including the fact that atoms don’t simply
collapse into their nuclei! Ordinary quantum mechanics is capable of de-
scribing such systems so long as the number of particles remains constant.
In a sense this is always true; there is never enough energy in a semiconduc-
tor, for example, to create a single electron; but it is convenient to regard
holes in the Fermi-Dirac sea as real particles. Thus the formation of a hole
entails the creation of two particles, a positive “particle,” the hole, and a
negative particle, the excited electron. There are equivalent processes in
Boson condensates as we shall see. Second quantization is ideally suited to
describe such processes, but first we need to develop the ordinary quantum
mechanics of many-particle systems.

5.1 The Quantum Mechanics of Identical Particles
Let’s write a many-particle wave function as follows:

b =¢(1,2,...,N) (5.1)

The notation 1, for example, means x1,07. Suppose the particles had num-
bers on them like billiard balls. They don’t of course, that’s the whole point,
but suppose they did. Then (1, 2) means that the particle numbered 1 was
at the point x7 and it’s z-component of spin was o1. The wave function

61
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¥(2,1) means that the number-one ball has components x2 and oz. Our
job is to construct a theory in which the sequence of numbers in 1 has
no observable consequences. That is what we mean by indistinguishable
particles.

Define the permutation operator F;;

Pyth(oo iy gy ) =( gy iy ) (5.2)

Here are a few simple theorems about permutations. The reader is invited
to supply the simple proofs.

1. For every symmetric operator S(1,..., N) we have
[P,S] =0 (5.3)

An important example of a symmetric operator is the Hamiltonian.
This should be obvious, since a low-energy Hamiltonian will have the
form

2
_ b; >
H= : 27’Zn+ZVZ]
7 ,J

where Vj; is the interaction potential between particles 7 and j. From
Newton’s third law, we expect V;; = Vj;.

(P Py) = (¢l¢), (5:4)

which follows by renaming the integration variables.

3. Permutations have no effect on the expectation values of symmetric
operators.

(Pl S|Py) = (9| PTSPIp) = (0] S|y) (5.5)

4. If (p|O|y) = (Pp|O|Py) for all ¢ and 9, then O must be symmet-
ric. We believe that all physical observables must be invariant under
all permutations of the particles, so all operators corresponding to
observable quantities must be symmetric.

It is well known that wave functions describing identical bosons must
be symmetric with respect to the exchange of any pair of particles. Func-
tions describing identical fermions must be antisymmetric in the same sense.
There is a vast amount of experimental evidence to corroborate this. There
is also a deep result known as the spin-statistics theorem, which shows that
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it is virtually impossible to construct a covariant theory that does not have
this property.

One way to make completely symmetric or antisymmetric states is simply
to multiply single-particle states in all possible combinations. We’ll call the
basic ingredient |i),,. By this I mean that the ball that wears the number
a is in the quantum state given by i. We assume these are orthonormal,
(i7) = 6;5. We can write an N-particle state

i, d2, - yin) = [1)1]2) - [in) (5.6)

The symmetrized and antisymmetrized basis states are can be written
1 P
11,92, ..., IN) = —— +)" Pliy,io,...,1 .
Si‘llal% ,ZN> mzp:( ) |21312> 7ZN> (5 7)

The sum goes over all of the N! possible permutations of N objects. Equa-
tion (5.6) defines the symmetric- and antisymmetric-making operators Sy.
The symbol (£)? requires further explanation. All the N! permutations of
N objects can be obtained by exchanging successive pairs of particles. The
P in (+)? stands for the number of such exchanges required to achieve the
corresponding permutation. Of course, the upper sign refers to bosons and
the lower, to fermions. It is a fact that no permutation can be reached by
an even and an odd number of exchanges. Put it another way, even and odd
permutations constitute two disjoint sets.

5.2 Boson States

We must allow for the possibility that there are several particles in one
quantum state. If, for example, there are n; particles in the i-th state, there
will be n;! permutations that leave the N-particle state unchanged. In this
case (5.6) will not be normalized to unity. A properly normalized state can
be constructed as follows:

_ 1
77’ T
VT

The numbers ni, ng, etc. are called occupation numbers. The sum of all
occupation numbers must equal to the total number of particles:

]nl,ng,...):S+|i1,i2,... (58)
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All this assumes that there are exactly N particles. We are interested
in precisely the situation in which the total number of particles is not fixed.
We allow for this by taking the basis states to be the direct sum of the space
with no particles, the space with one particle, the space with two particles,
etc. A typical basis element is written |ni,ng,...). There in no constraint
on the sum of the n;. The normalization is

<7’Ll,7’L2, s |n/17n/27 . > = (5n1,n/15n2,n’2 T (510)

and the completeness relation

Z ]nl,ng,...><n1,n2,...\ =1 (511)

ni,mne,...

Since there are physical processes that change the number of particles in
a system, it is necessary to define operators that have this action. The basic
operators for so doing are the creation and annihilation operators. As you
will see, they are formally equivalent to the raising and lowering operators
associated with the harmonic oscillator. For example, suppose a state has
n; particles in the ¢’th eigenstate. We introduce the creation operator alT by

Nomi )y =V 1] ni+ 1,0, (5.12)
;r increases by one the number of particles in the i’th eigenstate. The
adjoint of this operator reduces by one the number of particles. This can
be seen as follows: Take the adjoint of (5.12) and multiply on the right by
\,nz—|—1,>

te. a

(,nz,]al\,nz—l—l,)

:\/ni+1<...,ni—|-1,...]...,ni+1,...>:\/ni—{—l

Now replace n; everywhere by n; — 1.
(...,ni—1,...’@1"...,712‘,...)
:wn,-(...,ni,...|...,nl-,...> = \/ni (513)

The effect of a; on the state |...,n;,...) has been to produce a state in
which the number of particles in the i’th state has been reduced by one.
Eqn. (5.13) also tells us what the normalization must be. In short

ail...,niy ..y =mgl...,n;—1,...) forn; > 1 (5.14)
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Of course if n; = 0, the result is identically zero.
ail...,n;j=0,...)=0

The commutation relations are important. Clearly all the a;’s commute
among one another, since it makes no difference in what order the different
states are depopulated, and by the same argument, the aI’s commute as

well. a; and a;f» also commute if ¢ # j, since

aia;r»]...,ni,...,nj,..)
:\/H1W|...,ni—1,...,7”Lj—|-1,...>
:a;r-ai|...,ni,...,nj,...>
Finally

(aiaj—aﬁai) (PP T PR P I
= (\/n,;—l—lvni—}— —\/TTi\/E)]...,ni,...,nj,..)

In summary
[ai, a;] = [a], al] =0, la;, al] = &y (5.15)
If it were not for the 7 and j subscripts, (5.15) would be the commutation
relations for the harmonic oscillator, [a,a] = [af,a’] = 0, [a,al] = 1. In this
context they are called ladder operators or raising and lowering operators.
This is the essence of second quantization. Try to imagine a quantum system
as an infinite forest of ladders, each one corresponding to one quantum state
labelled by an index i. The rungs of the i’th ladder are labelled by the integer
n;. The entire state of the system is uniquely specified by these occupation
numbers. The effect of a; and a;r is to bump the system down or up one
rung of the i’th ladder. There are several important results from harmonic
oscillator theory that can be taken over to second quantization. One is
that we can build up many-particle states using the CL;DS. Starting with the
vacuum state |0) with no particles, we can construct single-particle states,

a;-r |0), two-particle states

1 2
NeT (a;r) |0) or aga;|0>,

or in general, many-particles states.

|ni,na,...) = W (ai)m (ag)m ---0) (5.16)
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Another familiar result is that the number operator
N; = a;rai (5.17)

is a Hermitian operator whose eigenvalue is the number of particles in the
7’th quantum state.

Ni|l...oniy.o..) =mn4|...,n4,...) (5.18)

Here is a useful result that you can prove by brute force or induction.

s (al) T = ()™
Use this to do the following exercises.
e Show that (5.16) has the normalization required by (5.10).
e Prove (5.18).

e Show that the mysterious factor of v/n; + 1 in (5.12) is in fact required
by (5.16).

5.3 More General Operators

The matrix element of a single-particle operator! in a one-particle state is
just

Oij = (i|Olj)- (5.19)
If the |i)’s represent a complete set of states, we can represent the operator
as

0= 0ilij| (5.20)
i

In a many-particle system, we must distinguish between operators that work
on specific individual particles and those that operate on all the particles
in the system. One way to do this is to simply sum over one-particle states
and generalize (5.20) as follows:

N
%, a=1

T will sometimes use “hats” to emphasize that some particular symbol represents
an operator. I will do this only occasionally, however, and I reserve the right to be
inconsistent.
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The index « points to the individual particles, but the sum over « is awk-
ward; we would like to express it in terms of creation and annihilation oper-
ators. Note that when ) i), (j|, operates on an arbitrary N-particle state,
it produces n; terms in which |j) is replaced by |i), one for each particle in
the state, but these n; terms are still normalized as if they had n; particles
in the j'th state and n; particles in the i’th state. Taking this into account
gives

n
S liYalilal - omiyemgy )
a=1

1
oyl )Y

n;
=ymivni+ 1. oni+1,.m—1,..)

:a;faj|...,ni,...,nj,...>
ENij]...,ni,...,nj,...> (5.22)

You see that N;; = ajaj is a generalization of (5.17). Evidentally, N;; as
defined by (5.22) is the same as N; defined by (5.17). Finally

O => 0N (5.23)
i

From here it’s only a hop, skip, and jump to defining two-particle operators.

. 1 -
0P =23" G JlOP |k, m)alalagan, (5.24)

i7j7k7m

where
(i, 5]0P |k, m) = /dx/dy 05 (2) 0t ()0 (@, y)pr(@)em(y).  (5.25)

The factor % in (5.25) insures that each interaction is counted only once,
since for identical particles O (z,y) = o® (y, ).

5.4 Field Operators

I have used the symbol i) to indicate a one particle “quantum state.” For
example, if one were dealing with hydrogen, 7 would stand for the discrete
eigenvalues of some complete set of commuting operators, in this case n,
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[, m, and ms. The creation operators ag create particles in such a state.

Whatever these operators might be, however, none of them is the position
operator. An important question is what the creation operator formalism
looks like in terms of the position operator. First consider two basis systems
based on two alternative sets of commuting observables. Use ¢ to index one
set and X to index the other. Then

) =D DG (5.26)
i
Since this is true for states, it must also be true of creation operators.

al =Y (i]\)a] (5.27)

7

Now remember that what we call a wave function in elementary quantum
mechanics is really a scalar product on Hilbert space of the corresponding
state and eigenstates of the position operator, i.e.

(x|1) = @i(x). (5.28)
We assume that the ¢; are a complete set of orthonormal functions, so that
[ i rest) = (529)

and

> eix)ei(x) =6 (x - x) (5.30)
Combining (5.27) and (5.28) gives

9100 =3 @i (x)al (5.31)

and its adjoint

000 =3 el

wT(X) is the creation operator in the basis defined by the position opera-
tor. It creates a particle at x. o' and ¢ are called field operators. Their
commutation relations are important.

[W(x), 9 (x)]+ = [T (x),%!(x)]+ =0 (5.32)
[W(x), T (x)]x = 6P (x — x)
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I have used the symbol [--- ,---]+ to allow for both boson (commutation)
and fermion (anticommutation) rules. The first line of (5.32) is more or less
obvious. The second line follows from (5.30)

Quantum mechanics according to Heisenberg was obtained by replacing
classical quantities like P and L with noncommuting operators. Our for-
malism takes the further step of making the wave functions themselves into
operators via (5.32). This, I suppose, is the reason why it’s called “second
quantization.” Many texts in fact, start with (5.32) and use it to infer the
existence of the creation and annihilation operators. Let’s see what ordi-
nary quantum mechanics looks like in this formalism and then see what new
aspects appear. Start with the kinetic energy. Eqn. (5.19) gives the matrix
element

ﬂf—/fwﬁ@)Céivﬁwﬂﬂ—;i/ﬁ%vﬁwwvwﬁ)@3$

The last step involves an integration by parts. Eqn.(5.23) becomes

~ h2 3 + N h2 5 ;
- zmzj/d 2]V () Visasx) = o [ @ Vo) Vo)
(5.34)
The potential operator is similar.
0= [ U eu ) (5.35)

Equations (5.24) and (5.25) give us to form of any two-particle operator,

=5 3 [ [ @y alaeigi0)V ¥ )enaen (530

,]km

1
=5 [ @ [ vl )V xyu)ee
The total Hamiltonian operator is then
H=T+U+V (5.37)

From (5.17) N = )", a a; is the total number of particles operator. It
follows that p(x,t) = M(x t)y(x,t) is the spatial density operator. This
can be seen as follows. Inverting (5.31) gives

al() = [ % 1,1 (0
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ailt) = / 2 o (x)p(x)
N=Yda=3" [ / da Wx,t)so:(x,t)} [ / P’ iV 1)

i

= /dgx/dgx'¢7(x,t)¢(xl,t)é(?’)(xx’)
= /d3x DI(x, )(x,t) = /d3x p(x,t)

p(x )1 (x,1)[0) = T (', )y (', )" (x, 1) 0)
= 41, ) [0, 0 1) + 69 (x = )| [0)

= 6@ (x — x )t (x',1)|0) = 6@ (x — X' )T (x,1)[0)

The point of this is that ¥T(x,¢)|0) is an eigenstate of p with eigenvalue
§3)(x—x'). This is consistent both with our interpretation of 1 as a creation
operator and with our interpretation of p as a particle density operator.
YT (x,t) does indeed create a point-like particle at x and time ¢.

Notice that

5.5 Field Equations

The field operators so far have had no time dependence. We have been
working in the Schrodinger picture. Field theory calculations are typically
done in the Heisenberg picture, however, so we must derive an equation of
motion. The basic relation is

P(x,t) = €th/h1/J(X, O)e_th/h (5.38)

Where H is the operator given by (5.37). The Heisenberg equation of motion
is obtained by differentiating (5.38),

(@), 1) = ~[H,p(x, 1)) = e H p(x 0l (5.39)

The commutator is something of a challenge. We’ll do it one term at a time.

6] = (5, )Z [ i) a3 ntx
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I have used (5.33) for T and (5.31) for 1. At this point we use the com-
mutation relations, either (5.15) for bosons or (5.93) for fermions, to reduce
the product of three a;’s.

ala;, ax) = —a;on;

o) = (1) [ @ S 0060V S ei)e

_ (712) / P25 (x — x ) V() = ("12> VA(x)  (5.40)

2m 2m

The potential energy is rather easier.
U, ¢ (x)] = /d%U(x’)W(x’)w(x’),w(x)] = —U(x)¢(x) (5.41)

Finally, the interaction term. A straightforward application of (5.32) and
(5.36) gives

Voblo0] = 5 [ a1l (V6 X o), )
—— [ @V R (.42

Incidentally, these results are valid for both boson and fermion fields so long
as one keeps the fields ordered in exactly the way shown above. (The reader
is invited to work through these derivations to see how this comes about.
Finally combining (5.37), (5.39), (5.40), (5.41), and (5.42) gives the equation

of motion

2
ihgtw(x,t) = (—;ZmVQ + U(x)> V(x,t)+

/ Bt (0, OV (%, X)X )b(x, 1) (5.43)

The first line looks like the conventional Schrodinger equation but with field
operators rather than the usual wave functions. The last term is nonlinear
and has no counterpart in single-particle systems.
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5.6 Momentum Representation

As we have seen before, it’s usually easier to formulate a theory in position
space and easier to interpret it in momentum space. In this case we work
exclusively in a finite volume with discrete momentum eigenvalues. The
basic eigenfunctions are

1
= ——e¥% 5.44
= (5.44)

We assume the usual periodic boundary conditions force the momentum

n n n
k=2or|-2% 4 = 5.45
W(Lx’Ly’Lz) (5.45)

Where each of the n’s can take the values 0, 1, £2, - - - independently. With
this normalization, the eigenfunctions are orthonormal,

eigenvalues to be

/ &’z o} (%) ow (%) = S (5.46)
v
We can now calculate matrix elements of the Hamiltonian. Eqn. (5.33)
gives
~ h2 h2]€2
K|TK) = [ &z ¢ ——V? ) o (x) = : 4
T = [ P i) (5 ) o0 =Ty b (547

For the potential energy

W) = [ @ U eet) = 1 [ ds 60U (5as)

This is the Fourier transform of U (x) with respect to the momentum k — k’.
The two-particle potential in (5.36) should only be a function of the differ-
ence of the two coordinates, ie. V(x,y) = V(|x —y|). As with U(x) we can
take the Fourier transform?

v, = / B eV (x) (5.49)

1 .
V(x) = v Z Vae'd™
q

2 Anyone who confuses the volume V' with the potential V will be taken out and tied
to a tree.
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The matrix element of V is then

1
(P, K|V (k- K)|p. k) = v Z Va dq.p'—p dq k¥ (5.50)
a
The complete Hamiltonian is then

N R ¢ L P
H = zk: Wakak + V ;{ Uklfka/k/a/k + W EA: kaklak/ap/akap (551)

The meaning of the sum over A is that one sums over all values of k, p, k', p’
such that k + p = kK’ + p’. This is easy to interpret. Two particles with mo-
menta k and p interact in such a way that there is a momentum k — k’ = p — p’
transferred between them. After this scattering process their new momenta
are k' and p’.

5.7 Superfluids

4He atoms have zero angular moment and as such are, to a good approx-
imation, Bose “particles”. Helium is unique in that it does not crystalize
even in the limit of zero temperature (except under extreme high pressure).
The reason is that it is so light that its endpoint oscillations have sufficient
energy to prevent the formation of a lattice. Helium does liquify at T" ~ 4K
and at the lambda point T\, = 2.18K it enters the superfluid state with
some remarkable properties. One of the most striking is the ability to flow
through narrow channels without friction. Another is the existence of quan-
tized vortices. The occurrence of frictionless flow can be described in a rough
qualitative way by the two-fluid model. The two fluids — the normal and the
superfluid components — are interpenetrating, and their densities depend on
temperature. At very low temperatures the density of the normal compo-
nent vanishes, while the density of the superfluid component approaches the
total density of the liquid. Near the transition temperature to the normal
state, the situations is reversed: the superfluid density tends towards zero
while the normal density approaches the density of the liquid.

At a more microscopic level, superfluidity is explained in terms of ele-
mentary excitations. In an ideal gas an elementary excitation corresponds to
the addition of a single quasiparticle in a momentum eigenstate. For small
momenta the excitations in liquid *He are sound waves or phonons. The
phonons have a linear dispersion relation F o k, which is to say that they
are massless particles. This point is crucial to the phenomena of superflu-
idity as can be seen from the following argument. Imagine helium flowing



TACHAPTER 5. IDENTICAL PARTICLES AND MANY-PARTICLE STATES

Coordinate System S S’

Ground State E=E, E' = Eq+ Mv?/2
P=0 P =-Mv

GS + One Quasiparticle E = FEy+e(p) E =Ey+e(p)—p- v+ Mv?/2
P=p P =p-—Mv

Excitation Energy AE = ¢(p) AE =¢(p)—p-vVv

Table 5.1: Kinematics for Quasiparticle Formation

through a tube at constant velocity. We can describe this in terms of two
different coordinate systems. In the system S the helium is at rest and the
tube is moving with velocity v, and in system S’ the tube is at rest and the
helium has velocity —v. Evidentally S’ is moving relative to S with velocity
v. Momentum and energy are related by the Galilean transformation,

P =P - Mv (5.52)

E'=FE—-P-v+Mv?/2

If the fluid is ordinary, ie. not a superfluid, there will be friction between
the fluid and the walls of the tube. In S it would appear that the tube was
dragging a thin layer of fluid along with the it. In S’ the tube is decelerating
this same layer. In the limit T = 0, this deceleration comes about through
the creation of quasiparticles, and this is only kinematically possible if it
lowers the total energy of the fluid. Let’s try to create our first quasiparticle
in S with energy e¢(p) and momentum p. Call the ground state energy of
the fluid Fy and its momentum, P. Table 1 shows the relevant kinematics.
Only when AE’ < 0 does the flowing fluid lose energy. This means there is

a minimum velocity
€

min — E
This is called the Landau criterion. If the flow velocity is smaller that this,
no quasiparticles are excited and the fluid flows unimpeded and loss-free
through the tube. If the quasiparticles had finite mass so that e(v) = p%/2m,
then vy,;,, = 0 in the limit p = 0, and there could be no superfluidity. It is
essential that €/p pass through the origin with a finite positive slope.

It is possible to calculate the dispersion relation for low-energy quasipar-
ticles using the field theory formalism we have just developed. This was done
originally by N.N. Bogoliubov,? and is one of the crown jewels of many-body

v (5.53)

3N. N. Bogoliubov, J. Phys. U.S.S.R. 11, 23 (1947)
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theory. Though this was not realized in 1947, this calculation introduced
into physics some profound ideas about symmetry breaking that are impor-
tant in theories of fundamental interactions. I will take you through the
Bogoliubov calculation now and come back to the fundamental issues later.

5.7.1 Bogoliubov Theory

We have derived the relevant Hamiltonians, (5.33) through (5.37) in coor-
dinate space and (5.51) in momentum space. Since we are not concerned
with the effect of external potentials, we set U = 0. Notice that (5.37) in
invariant under the simple gauge transformation,

b — ) = e . (5.54)

Moreover (5.51) obeys a simple conservation law; is conserves the number
of particles in the system. FEach term has the same number of creation
and annihilation operators. For every particle created, one is annihilated
and vice versa. Though it’s by no means obvious, these two properties are
closely related. For every continuous symmetry transformation that leaves a
Hamiltonian invariant there is a corresponding conservation law. This deep
result is called Noether’s theorem. I will have much more to say about it
later.

We know from statistical mechanics, that if the particles do not interact
with one another, then in the limit of zero temperature, they are all in
the ground state. If we introduce a weak two-particle interaction via V in
(5.51), then it is plausible that most of the particles remain in the ground
state. The crucial approximation consists in ignoring interactions between
excited particles and keeping only those terms corresponding to particles
in the ground state interacting with one another and terms in which one
excited particle interacts with one particle in the ground state. That means
keeping in (5.51) only those terms that have at least two of the ground state
creation and annihilation operators a; and aj. We are left with

H ~ g Waliak + WVO@(T)C‘(T)“OGO + v kZ#)(VO + Vk)agaoaiak

1
ot Tt
+W l;) W (aya! apag + ajagaxa_x) (5.55)

We have ignored those terms with three ag’s, because they would not con-
serve momentum. Bogoliubov argued that the ag and ag operators in (5.55)
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can be replaced with c-numbers, ag — +/Np, ag — /Ny where Ny is the
number of particles in the ground state. For one thing, the system is in an
eigenstate of agao (with eigenvalue Np) and of aoag (with eigenvalue Np+1).
It figures that since Ny is a number on the order of 10%° or 10?2, we can
neglect the 1 in Ny + 1. To this extent ag and ag commute! Another point
the that the ag’s and ag’s are all divided by the volume V.

1 1
77 [0, af] [ No) = 3 No) (5.56)
The left side of (5.56) consist of two terms, both equal to the particle density.
This right side goes to zero as V. — oo. With that replacement (5.55)
becomes

e (k)2 s 1 o
H ~ g Wakak + WN()‘/O

N 1
—1—70 Z [(VO + Vk)aLak + §Vk(aTkaT_k + axa_x) (5.57)
k£0

The aLak operator has three contributions. The first is the kinetic en-
ergy. The second, NoVy/V, is called the Hartree energy , which comes from
the direct interaction of a particle in the state k with the Ny atoms in the
zero-momentum state. The third is the exchange , or Fock term, in which
an atom in the state k is scattered into the zero-momentum state, while a
second atom is simultaneously scattered from the condensate to the state k.

We can get some insight about the approximations made so far by notic-
ing the following. We obtained (5.51) from (5.36) by replacing

_ L a eik-x
p(x) = \/ng: KeK X, (5.58)

If we had made the replacement

p(x) = Vo + \/1? > are’™™ (5.59)

k#0

where pg = Ny/V, we would have gotten (5.57) directly. You see that
(5.59) differs from (5.58) in two related ways: the classical density py and
the k = 0 exclusion in the summation. The meaning is clear. We are
treating the ground state like a classical fluid and all the other particles as
a dilute quantum fluid. I should mention a related matter. The original
Hamiltonian conserved particle number: for every creation operator there
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was a corresponding annihilation operator. Eqn. (5.57) no longer does. The
particles simply appear out of or disappear into the ground state where they
are “invisible,” since we are treating the ground state classically. We will
have much more to say about this later on in the course when we discuss
spontaneous symmetry breaking.

Eqn. (5.57) refers to Ny, the number of particles in the ground state,
but this is not something we know ahead of time. We do know the total
number of particles, that’s something that can be measured. The two can
be related as follows:

N =No+ > alax (5.60)
k0
You see the similarity between (5.60) and (5.59). Ny is a c-number, but
the number of excited particles is obtained via an operator operating on the
state function. Substituting (5.60) into (5.57) gives

N2 N
~ T T T
H~ g Exayay + 2VV0 + Y E Vk(apa' ) + axa_x) (5.61)
k#0 K£0
k2 N
Fr=— + 2 62
k=75 + Vvk (5.62)

From (5.49), Vx = V_, so that (5.61) can be written in a more symmetric
fashion,

N2 N
H~ Vo + l;) [Ek(a;r(ak +al k) + VVk(@LaT—k +aka—x)|  (5.63)

5.7.2 The Bogoliubov Transformation

Physically realizable states must be eigenstates of the Hamiltonian, but
systems with a definite number of particles in the various energy levels are
not eigenstates of (5.63), since it does not conserve particle number. In
order to study the physical states, we must diagonalize H. The procedure
for doing this was originally invented by Bogoliubov in this context, and
the technique as since been applied to many different problems. In order
to work this out in a generic fashion (and also to keep the algebra under
control), I will pose the problem like this. Each term in the sum in (5.63)
has the form

H = eg(ala +b'b) + €1 (a’b + ba) (5.64)

4T am following the development in Bose-Einstein Condensation in Dilute Gasses, C.
J. Pethick & H. Smith, Cambridge (2002)
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In this particular instance, a = ax and b = a_y, but the final result will hold
with the generality of (5.64). ¢y and €; are arbitrary numbers with units of
energy, or since h = 1, of frequency. Of course

la,a’] = [b,b"] = 1, and [a,b] = [a,b!] = [aT,b] = [al,bT] =0 (5.65)
We would like to find linear combinations of these
o =ua+vb', and 8 = ub + va' (5.66)
such that

[, @f] = [8, 87 = 1, and [a, 5] = [8,af] = 0 (5.67)
e The only operators appearing in the Hamiltonian are afa and 374.

In other words, we will diagonalize the Hamiltonian, and resulting states,
whatever they may be, will be the observable, physical states. Insert (5.66)
into (5.67) and use (5.65). Assuming u and v to be real we get,

u? -0 =1. (5.68)
The inverse of (5.66) is
a = ua —vit, b=ul—val. (5.69)
Now substitute (5.69) into (5.64). After a bit of algebra we get,
H = 2v%ey — 2uve; + [eo(u? + v?) — 2uver](afa + B16)
+e1(u? + v?) — 2uveg) (a8 + BTal) (5.70)
We would like the last term to vanish, i.e.
e1(u? +v?) — 2uveg =0 (5.71)

Combining (5.68) and (5.71) gives
1 1
W =3 (PH1) =5 (T-1), (5:72)

where
€=/t — € (5.73)
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It is necessary to choose the positive branch of the square root so that u
and v are real. Substituting these into (5.70) gives

H=¢c(a'a+p8)+e—e (5.74)

It’s time to make contact with our original Hamiltonian, (5.61) or (5.63).
The parameter we have been calling € is best thought of as a frequency.
Where convenient I will use n = N/V.

2

€0 — — +nVi €1 — nVik
2m
k2\? k2
€ - wi = \/(> 4 Ve (5.75)
2m m
N2 k2
H ~ WVO + Z [wk(a;r(ak + Bl Bi) + wie — <2m + nd)]
k>0
—N—QV—EZ k—2+nV—w —|—Zw ol (5.76)
T2 2m koK ki '
k#£0 k#£0

The Hamiltonian consists of the ground-state energy and a sum of oscillators
of energy wy. Our new creation and destruction operators a;r( and oy refer
to the quasiparticles discussed earlier. The ground state of the system is
that in which there are no quasiparticles.

ag|Q) = 0 for all k. (5.77)

This new ground state plays the same role for the ay’s as the quantum
vacuum |0) plays for the ay’s. It is in some sense, the new vacuum. I'm sure
this was not realized back in 1947 when this work was originally published,
but we are standing on the threshold of a profound new idea. The point
is that in making the transition from the Hamiltonian (5.51) and the field
operator (5.31) to The Hamiltonian (5.63) and field (5.59), we automatically
make a transition to a new vacuum with some unusual properties. I will get
back to that in a minute.

This solution makes an interesting point about perturbation theory.
Let’s calculate the number of real particles, helium atoms say, that are
excited out of the ground state.

Nex = Q> afax|) = (Q Y vl Q) = Y v} (5.78)

Kk£0 Kk£0 k-0
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To make my point, I will take the simplest possible potential, V (x) = Ad(x),
so that Vi = A. If we were doing ordinary perturbation theory, we would
pray that A was “small” and expand the solution in powers of nA. In this
case we can get a solution which is “exact” in the sense that we don’t need
this approximation. We can replace the sum in (5.78) with an integral. After
a horrendous integration we get the simple result
3/2
Nex = % = ”;rz (An)3/2 (5.79)

Now A3/2 considered as a complex function of A is non-analytic at A\ = 0.
It has a branch point. You can’t make a power series expansion around
a branch point; it just doesn’t make sense. In this problem perturbation
theory, in the usual sense, would always get the wrong answer. It’s a sobering
thought that in scattering theory we always use perturbation theory. We
aren’t smart enough to do anything else. And it could all be wrong.

It’s clear that wy from Eqn. (5.75) is the energy of a single quasiparticle.
In the limit of small & we have

\%
wk = vk with v =4/ % (5.80)

The linear dispersion relation is the hallmark of massless particles. If there
were no potential or the potential somehow vanished at low energy, the
dispersion relation would be

k2
wg = —.
k 2m

This is the relation for an ordinary particle of mass m, i.e. the potential
creates massless particles. We could say that (5.75) interpolates between
phonon-like behavior at small £ and massive particle-like behavior at large
k.

Now let’s get back to the ground state. Since the ay’s and ay’s are
related by a canonical transformation, there must exist an unitary operator
U such that

o = Uap U ™! ax = U g U. (5.81)

It is possible to find an exact form for this operator,® but for our purposes it
is enough to know that it exists. Since ax|0) = 0, it must be that ayU|0) = 0.
Look at (5.77). It must be that

|Q) = U|0). (5.82)

5This is assigned as Problem 17.4 in Gauge Theories in Particle Physics, Vol. I, 1.J.R.
Aitchison and A. J. G. Hey, Institute of Physics Publishing, 2004
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The exact form of U shows that |Q2) is a linear superposition of states with
different numbers of particles, therefor it is not an eigenstate of the num-
ber operator (5.17). We had an intimation of this, since the Hamiltonian
(5.57) does not conserve particle number. It will turn out that the conser-
vation of particle number is related to gauge transformations. Our original
Hamiltonian is invariant under the simple U(1) symmetry transformation,
©0(x) — e “@p(x), whereas the modified Hamiltonian is not. It turns out
that the breaking of this symmetry is directly responsible for the existence
of the massless quasiparticles. I will prove this assertion when we get around
to the Goldstone theorem.

The expectation value of the field ¢(x) from (5.58) for any state with a
definite number of particles will always vanish. Let |IN) be any state with
N noninteracting particles. Then

(Nlp(x)|N) =0,
but this is not true of our new field (5.59).
. 1/2
(NIBIN) = g (5.83)

We can rewrite (5.59) in terms of the ay’s. Using (5.69) and (5.75) we get

1 .
o(x) = P(l)/Q +—= ) (ugayx — v )e**
v
Kk
Then from (5.77),
(Qp()|2) = py? (5.84)

All this was obtained as the end result of a number of approximations.
Suppose we could do the theory exactly (whatever that means), and find
the “true” field and vacuum state. We postulate that something of (5.84)
would survive, that in fact

(Qe(x)[2) # 0. (5.85)

While we are speculating, let’s guess that because we are not making
any approximations, the Hamiltonian would preserve the U(1) symmetry
discussed in connection with (5.54). Then we should not change any physical
results by replacing

P(x) = ¢'(x) = e ¢(x) (5.86)

This transformation can be brought about by a unitary operator U,, ¢’ =
UapU, L. Then

(QUGUL Q) = e *(QI2IQ) (5.87)
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I choose to interpret (5.87) as follows. I regard U;'|Q2) = |Q,a) as an
alternative ground state. Then (5.87) becomes

(Q,a]@|, a) = e (Q|3|0) (5.88)

Obviously there are an infinite number of these ground states, (5.84) corre-
sponds to the special case a = 0, but the choice of o can have no observable
physical consequences.

It’s time to summarize the plot. It is postulated that our exact Hamil-
tonian is invariant under the U(1) transformation (5.54). The Hamiltonian
gives rise to an infinite number of alternative ground states, however, and
in choosing one of them we break the symmetry. This is called “spontaneous
symmetry breaking,” and I will have much more to say about it later. In the
meantime, there is another example of spontaneous symmetry breaking that
you're all familiar with, the ferromagnet. In this case the broken symmetry
is rotation invariance. Surely the Hamiltonian for the interactions of atoms
and electrons is invariant under rotation, and so an infinite mass of molten
iron is also, but when the iron is cooled below the Curie point, the iron
spontaneously (spontaneously — get it?) “chooses” one direction to line up
all the magnetic moments, resulting in a ground state that has a preferred
direction. Thus rotation invariance is broken. It is widely speculated that
the “Hamiltonian of the universe” has many symmetries of which we are un-
aware, but we are living in or close to the ground state of this Hamiltonian,
and much of the physical world is the end result of this sort of symmetry
breaking.

5.8 Fermions

The fact that fermion wave functions are antisymmetric introduces a few
small complications regarding the creation and annihilation operators. They
are easy to explain looking at two-particle states. When I write |iq,i2), I
mean that particle 1 is in state i1, which is to say that the left-most entry
in the ket refers to particle 1, the second entry on the left refers to particle
2, etc. Antisymmetry then decrees that |i1,i2) = —|ia,71). If both particles
were in the same state |i1, 1) = —|i1,41), so double occupancy is impossible.
If I describe this state in terms of occupation numbers |n1, na), the left-most
entry refers to the first quantum state (rather than the first particle), but
which state is the first state? You have to decide on some convention for
ordering states and then be consistent about it.
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These states are constructed with creation and annihilation operators
as in the case of bosons, but now we must be more careful about ordering.
Consider the following two expressions.

af al |0) = |i1, i)

i1 19

al al

i 11‘0> = ’i27i1> = —‘7;1,1'2>

I have decreed, and again this is a convention, that the first operator on the
left creates particle 1, etc. Obviously

alal +alal =0 (5.89)

1 12 2 711
We say that fermion operators anticommute. The usual notation is

[A,B], = {A,B} = AB+ BA (5.90)

Of course, fermions don’t have numbers painted on them any more than
bosons do, so we must use occupation numbers. Here the convention is

Y ()"
|ni,m9, ) = (%‘) (CLQ) --+10) n; =0,1 (5.91)
The effect of the operator a;r must be
all..oni ) =nl om0, (5.92)

where n = 0 of n; = 1 and otherwise n = +/—, depending on the number
of anticommutations necessary to bring the a;r to the position i. The com-
mutation relations of the a;’s and aj’s are obtained by arguments similar to

those leading to (5.15). The results are
{ai,a;} = {a;r, a;r»} =0 {a, a}} = 0ij (5.93)

One can construct one- and two-particle operators just as we did for bosons.
Formulas (5.23) and (5.24) are correct as they stand, but one must be careful
to keep the creation and annihilation operators in the exact order in which
they appear in these equations.5

SStrictly speaking, I should prove this. If you want to see all the excruciating details,
consult F. Schabel Advanced Quantum Mechanics, Section 1.4.2
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5.8.1 Inclusion of Spin

Spin is just “tacked on” to nonrelativistic quantum mechanics. The wave
function for a spin-1/2 particle is just

%(I‘a t) = ¢(I‘, t)uo(t)' (5'94)

The spin wave function u, is a two-component column matrix. The subscript
o is an index that takes on the values £1/2 corresponding to spin “up” or
“down” (with respect to some axis of quantization). The space wave function
is ¢ (r,t). The point is that spin and space degrees of freedom are completely
decoupled. (This is not true in relativistic theory.) Sometime we need to
specify that a particle is in a specific spin state. This can be done in cartoon
fashion by writing 11 or ;.

It’s easy to incorporate spin into Fock-state formulation. For example,
the operator a;r( , creates a particle in a momentum and spin eigenstate with
momentum k and z-projection of spin o. If we say that there are n; particles
in the ¢’th eigenstate, we must remember that a complete specification of
the i’th eigenstate must include the spin projection o;.

5.8.2 The Fermi Sphere and the Debye Cutoff

The ground state of a system of bosons is one in which all the particles
have zero energy. Because of the exclusion principle, this is not possible
with fermions. In the case of fermions the ground state is that in which all
the energies are as small as possible. Let’s try to make that more precise.
Since the kinetic energy is a function of k2, T = h2k2/2m, there will be a
certain momentum associated with the highest occupied energy level. This
is called the Fermi momentum Akp. The ground state can be constructed
in momentum space as

= I [[ak 10 (5.95)

|k|<kp

The set of all wave numbers |k| < kp is called the Fermi sphere. Suppose
the system is contained in a cube of length L on a side. If we impose periodic
boundary conditions along x axis for example, the wave numbers are limited
by the condition ethe® — eikl‘(”L), or kL = 2mn,, where n, is an integer.

L
dn, = —dk,, .
n 5 (5.96)
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where dn,, is the number of allowed momentum states in the interval between
k. and k; + dk,. The number of states in the Fermi sphere is then

ki @Bk Vk3
N =2 =_F )
V/O (2m)3  3m2 (5:97)

The factor of 2 in front of the integral arises because there are two allowed
spin states for every one momentum state. It follows that

k} = 3%n, (5.98)

where n = N/V is the average particle density. The Fermi energy is defined
by e = (hkr)?/(2m). Typically it is on the order of a few eV’s.

At absolute zero temperature all the electrons would be inside the Fermi
sphere. The simplest excitation of this system is obtained by promoting
an electron from inside the sphere to an energy level outside. In terms of
creation and annihilation operators, such a state is written

kooa, ki01) = al__ai,o ) (5.99)

One can think of this as the creation of an electron-hole pair. We can define
hole creation and annihilation operators as by, = aT_k _, and b;rw =a_k ¢
Then (5.98) becomes

koo kion) =af , by () (5.100)

Bosons do not obey the exclusion principle, so there is nothing exactly
like the Fermi sphere for integer-spin particles. There is something simi-
lar for low-energy phonons in crystalline solids, however, called the Debye
cutoff. Phonons in crystals are sound waves in which the crystal planes os-
cillate longitudinally along the direction of propagation. The fact that the
oscillators are discrete imposes limitations on the wave numbers that can
exist. Consider a line of length L consisting of NV + 1 atoms spaced at a
distance a. Assume that the first and last atoms don’t move because they
are at the surface of the crystal. The normal modes will be standing waves
in which there are an integer number of half-wavelengths in the length L.
Consequently, the allowed values are

=T 2% 3% . (Ngl)” (5.101)
Notice that if k = N7/L, there would be a node at the site of each atom, so
that no atom could move! It doesn’t make sense to have half-wavelengths
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smaller than the interatomic separation, so the number of allowed modes
is one less that the number of atoms — just those given in (5.101). We can
now calculate the number of modes with wave number less than k. The
calculation is identical to (5.97) (without the factor of 2),

k 431/ 3
d’k Vk

We know that the number of modes is just equal to the number of atoms
that are oscillating. If we call that number N also, (5.102) gives us a formula
for the maximum allowed k.

kp = (67°N/V)1/3 (5.103)

In the long-wavelength limit, the energy and frequency are simply propor-
tional.
w = vk (5.104)

where v is the velocity of sound. This allows us to define a cutoff frequency”
wp = (67203 N/ V)3, (5.105)

It will be relevant to our discussion of superconductors that the Debye energy
hwp is usually several orders of magnitude smaller than the Fermi energy.

5.9 Superconductors

Some metals when cooled to a temperature close to absolute zero enter a dis-
tinct thermodynamic state in which current flows without resistance. Metals
in this state have many other remarkable properties as well. For example,
they are perfectly diamagnetic. Magnetic fields are excluded except for a
small penetration depth at the surface. This is called the Meissner effect.
This rich phenomenology will be covered in the spring quarter of your solid
state physics class. Here I want to concentrate on the basic physics of the
superconducting state.

Our basic ideas about superconductors come from a classic paper by
Bardeen, Cooper, and Schrieffer.® They were awarded the Noble Prize for

"Unlike (5.103), (5.105) is not an exact result. The point is that (5.104) holds in the
long-wavelength limit, whereas the Debye cutoff argument is based on short-wavelength
behavior. Nonetheless, these ideas are at the heart of several useful results for solids at
low temperature. See C. Kittel, Introduction to Solid State Physics.

8J. Bardeen, L. N. Cooper, J. R. Schrieffer, Phys. Rev. 106, 162 (1957); 108, 1175
(1957)
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this, and the body of theory has come to be called “BCS theory.” Electrons
of course repel one another, and even with the screening effect of the lattice,
the net coulomb force is still repulsive. They can interact in another way,
however, through the exchange of phonons. It was L. N. Cooper who first
realized that this interaction produces a weak attractive force over a narrow
range of electron energies. This force is sufficient under some circumstances
to produce a weakly bound spin-zero state of two electrons called a “Cooper
pair.” Since the energy of an electron in a pair is less than the Fermi energy,
the ground state becomes unstable, and electrons rush out of the Fermi sea
to make pairs. The pairs act as bosons, so they can “condense” much like
the helium atoms in a superfluid. The crucial difference is that their wave
functions overlap, so there is a strong coherence among the pairs. For this
reason they are able to spontaneously lock into phase with one another with
a macroscopic coherence length. The pairs move, not as individual particles,
but as a fluid with a rigid phase. It’s not easy to scatter one of the pairs,
because it’s locked “in step” with all the others. It is this that accounts for
the lack of electrical resistance.

This is the barest outline of an enormously rich and elegant body of the-
ory. I will concentrate on the central ideas and make numerous idealizations
and approximations along the way.

5.9.1 Effective Electron-Electron Interaction

Phonons in this context are acoustic waves in crystals. They arise because
the crystal lattice can “flex” slightly. The phonon waves are purely longitudi-
nal, they have no polarization. In this respect they are a three-dimensional
generalization of compression waves on a rubber band. Since we will be
dealing with phonons in the long-wavelength approximation, the classical
analogy is apt. In both cases, the frequency and energy are proportional.
Phonons are massless particles. If we think of phonons as particles with
definite momentum, we must allow for them to scatter from electrons. The
Hamiltonian for this interaction is derived in every advanced text on solid
state physics.

H = Z ch;f(+qck(aq + aJr_q) (5.106)
k,q

Here cy is the annihilation operator for electrons, and aq is the correspond-
ing operator for phonons. Dg is the coupling “constant.” It actually has
some momentum dependence, which we will ignore. The derivation of this
constant involves some assumptions about the mechanical properties of the
lattice. This is really a topic for a solid state class, so I will just take (5.106)
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as “given.” The significance of the terms is clear enough. This first term cor-
responds to an electron of momentum k absorbing a phonon of momentum
q and going on its way with momentum q + k. The second term gives the
emission of a phonon of momentum q leaving an electron with momentum
k — q. This is the Hamiltonian we would guess, even if we had no theory
to find Dg. In addition to the interaction term, there is the free-particle
Hamiltonian,

Hy = Z hwqaaaq + Z ekchk. (5.107)

q k

The exchange of a phonon between two electrons is at least a two-step
process, so we need to do something like second-order perturbation theory to
combine two factors of (5.106) to get an effective electron-electron Hamilto-
nian. There is an elegant trick for doing this without any special formalism.
Suppose you have a Hamiltonian of the form

H = Hy+ \H'. (5.108)

The parameter A is supposed to be “small.” We will eventually set it equal
to one. It’s really just a bookkeeping device. Our strategy is to find a
transformed Hamiltonian

ﬁze‘SHeS:H+[H,S]+%[[H,S],S]+~-, (5.109)

such that all first-order terms in A are transformed away.” This can be
accomplished by

AH' + [Hy, 5] =0 (5.110)

Substitute (5.110) into (5.109) bearing in mind that S is itself first order in
A

. 1
H = Hy + 5[AH’, S|+ 0(\?) (5.111)

That commutator will be our second-order interaction Hamiltonian. We can
make an educated guess at the form of S (with A = 1).

S = Z(AaT_q + Baq)chL+qck (5.112)
k,q

9The solid state community calls this the Schrieffer-Wolff transformation.
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Here A and B are functions that we are about to determine. A long tedious
calculation gives

[Hop, S] = Z anichrqck(hwq + €k1q —€x)A
k,q

+ Z anch+qck(ek+q —ex — hwgq)B  (5.113)
k,q

I have assumed that wqg = w_q. Now all this is supposed to equal —H’ from
(5.106). It must be that

(€k — €ktq — hwg)A =1

(ek — €kyq + hwg)B =1 (5.114)

Use the notation Ay (k,q) = ex — €x1q £ hwg. Our formula for S is then.

t
a_ a

S=> . q Dycl ¢ 5.115

A (k) Au(kg)| TR (>-419)

Some comments about (5.115) are in order.

e It’s possible to show that S is antihermitian, i.e. St = —S. This is
necessary so that (5.109) is a unitary transformation. In some sense
we have “diagonalized” the Hamiltonian. I'll explain what I mean by
that below.

e The energy denominators are typical for nonrelativistic perturbation
theory. They vanish on the energy shell. For A this corresponds to
the absorption of a phonon of momentum q, and A_ to the emission
of a phonon of momentum —q.

e Our new second-order interaction Hamiltonian from (5.111) is [H', S]/2.
In order to calculate this we will need commutators like

[(aT—q"mq)ClTﬁchk’aiq’clt%q’ck’] = 5q,—q’0L+quCk’+q’Ck’+‘ -+ (5.116)

The - -+ in (5.116) refers to terms with one pair of boson operators and
one pair of electron operators. These are second order all right, but
they are the product of two single-particle interactions and as such do
not interest us. Now you see the sense in which (5.109) diagonalizes
the Hamiltonian. Our new Hamiltonian connects two-electron states
with two-electron states, and states with one electron and one boson
with similar states with one boson and one electron.
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It’s instructive to combine the two terms of (5.115) over a common denomi-
nator. That gives the final form for our effective, second-order, two electron
Hamiltonian as

1 1
§[H/’ S] = 5 Z DZCquCLquk’Ck
kk'.q

hw
(ew — ew—q)? — (hw)?

The electron energies €y, as I pointed out in Section 8.2, are much larger than
phonon frequencies, wq, but there is a narrow window around |ex — €x/—q| =
hwp in which the potential changes sign. Outside the window the potential is
repulsive (just like a positive Coulomb potential), but inside it is attractive.
This is the famous “energy gap” upon which all superconducting phenomena
depend. Electrons with just this range of energy form Cooper pairs.

At this point it is customary to make several approximations based partly
on mathematical convenience and partly on an understanding of the physics
of superconductors. First it is known that most of the phonons in a low-
temperature solid have energies close to the Debye limit. Since the spread
in energies is so small, we do not sum over q in (5.117) but gather all the
numerical factors into one phenomonological (positive) coupling constant
V. Second, for a variety of reasons, electron pairs tend to have zero total
momentum and zero total spin. Thus if one electron of a pair has momentum
k and s, = 1/2, the other will have —k and s, = —1/2. We therefore
adopt the convention that a state written explicitly as k has spin T, and one
written as —k has spin |. The complete electron Hamiltonian with these
assumptions is

Hyes = Z ek(CLCk + CT,kC—k) -V Z CLCT,k/C_ka (5.118)
k kK

(5.117)

This is known as the BCS reduced Hamiltonian. It operates only on the
subspace consisting of the Cooper pairs that satisfy the above assumptions.

Notice that the interaction part of this Hamiltonian cannot be written
as a product of number operators. Put it another way, a state described
in terms of occupation numbers is not an eigenstate of Hycs. We have not
completely succeeded in our goal of diagonalizing it. You will recall that
this was the situation with the superfluid Hamiltonian. In fact, (5.118)
apart from the double sum is formally equivalent to to (5.63). It won’t be a
surprise then that the Bogoliubov transformation is the key to diagonalizing
it.

In 1956 Cooper!? proved a profound result that was the prelude to the
full BCS theory. He showed that two electrons directly below the Fermi

107,. N. Cooper, Phys. Rev. 104, 1189 (1956)
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surface can lower their energy by being excited into a Cooper pair with
momentum (k, —k) just above the Fermi surface, provided that an attrac-
tive interaction of the form (5.118) exists. This is known as the Cooper
instability.'* He also showed that a small center of mass momentum has
the effect of much reducing the binding energy. This is one reason why
we only consider (k, —k) pairs. It is also the reason why superconductivity
only exists at low temperature. Now suppose we could start with a free
electron gas close to T' = 0, so that the Fermi sphere is completely filled
up to a radius ep. As we “turn on” the interaction (5.118), electrons in a
thin shell, ez — wp < € < €p + wp form Cooper pairs. The one-electron
states in k-space in this shell are used in forming the BCS ground state, i.e.
the minimum-energy of the Hamiltonian (5.118). Part of our job will be to
construct this state explicitly. For the time being I will simply call it |Q2).
We'll start by deriving equations of motion for the ¢y’s.

iék — €kCk — Ctkv E C_k/Ck/
k/

ity = —accl —aV > e (5.119)
k/

The key to solving the superfluid problem was to linearize the equations of

motion by replacing the product of operators alak with their expectation

value in the ground state, |€2). Here the “particles” we are concerned with
are pairs, so the corresponding approximation is

VZc_kck — V<Q| Zc_kck]Q) = Ak
k k

VY el = VI de Q) = A (5.120)
k k

Substituting (5.120) back into (5.119) puts us back in the realm of familiar
mathematics. We look for solutions of the form ay(t) = ay(0)e ™.

wicek (0) = e (0) — Axel  (0)
wieel 1 (0) = —erel | (0) — Afer(0) (5.121)
These equations are consistent if

Wk — €k Ay

5.122
Al*( wk + €k ( )

1 Qee, P. Philips, Advanced Solid State Physics for an accessible proof.
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wk =1/ + A} (5.123)

This is an important result. It means that all excited states are separated
from e, by a finite amount, the gap parameter A.

The eigenvectors of (5.121) are in fact the Bogoliubov transformations
from Section 7.2. The analog to (5.66) is

Or

By = upck — vch_k B_x = UpC_x — vkc;f( (5.124)
with inverses
cx = ufPxk + vkﬁT_k C_x = uxf_x — ’Ukﬂ;r{ (5.125)

Both uj and v are real numbers; u; is an even function of k, vy is odd. We
would like the 8’s to satisfy fermion anticommutation relations.

{8, P } = ucuwr {cx, awr } = Ukvk’{ciw c 10} = O (up + vg)
This is the first condition on uy and vy.
up +vg =1 (5.126)
The natural parameterization is
ux = cos Oy vk = sin Oy (5.127)
Substituting (5.125) into the first of (5.121) gives
WKk = €kUKk + Augvy. (5.128)
Square and substitute (5.123)
A%(ug —vE) = 2e Augy (5.129)

from which we conclude
tan 20, = A / €k

cos? Oy = 1 <1 + 6“) sin? @y = 1 (1 — 6“) (5.130)
2 Wk 2 Wk

So far I have said nothing about the phase of A. There is an important

issue lurking here. The BCS Hamiltonian (5.118) is invariant under the

global gauge transformation cx — ¢ = e~"¢y for all k. (It is clear that

if Hpcs did not observe this symmetry, it would also not conserve fermion
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number.) It is speculated that the ground state observes this symmetry as
well so that any choice of the phase of A is equally valid. We take A real.
The magnitude of A can be estimated as follows. Substitute (5.125) into
(5.120) and use the fermion anticommutation relations.

A =V(Q| Z(cos OxSB_k + sin Hkﬂf;)(cos Oy Ok + sin HkﬁT_k)\Q)
Kk

= V(Q> " cos b sin O S8 1 |)
k

:VZ A

175 5.131
2 [+ a2 (131

I have used (5.130) in the last step. This can be converted into an integral
equation,

1

VNp [“P d
= F/ < = VNpsinh™H(wp/A) (5.132)

2 Jup @+ A2]1/2

The limits of the integral are chosen in light of the fact that the Hamiltonian
only works on the states ex where e —wp < €x < ep+wyk. N is the density
of states at the Fermi level. Eqn. (5.132) can be inverted to yield
wp
A= sinh(1/V Np) (5.133)

This was one of the original discoveries of the BCS collaborators. I under-
stand that it is in reasonable agreement with experiment. Remember that
ordinary perturbation theory requires that the interaction be in some sense
“small.” Here the magnitude of the interaction is set by the quantity V Np.
In the limit that this is small, the denominator looks like the hyperbolic
sine of infinity! This is not something you will ever get from a perturbation
theory.

Finally as promised, we construct the explicit form of the BCS ground-
state wave function. I claim that apart from normalization

1) = [ B-xB0) (5.134)
k

Substituting (5.124) we get,

1) = [ [ (—vi) (uxc + vicclel ) (5.135)
k
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It turns out that the right normalization is obtained by dropping the factors
of (—vk). This can be seen as follows:

(2192) = (0] T ] (uxc + vice—xcexe) (uxc + vicelel ]0))
k

=[] (i +v)(0]0) = 1 (5.136)
k

Thus the normalized ground state is

1) = [ ] (uxc + vieefel ) (5.137)
k

Just to make sure, let’s verify that 5|Q2) = 0.
/
B |€2) = B By B Hﬁ_kﬂkm) =0
k

The prime on the product indicates that the k = k’ term has been factored
out. The expression is zero because [y = 0 for a fermion operator.
Eqn. (5.137) represents a coherent superposition of correlated pairs, with
no restraint on the particle number.



Chapter 6

Second Quantization and
Relativistic Fields

In Chapter 5 I introduced the concept of the field operators (x) and 1 (x)
(5.31). I explained that 1'(x) is the operator that creates a particle at the
position x. In this context it seemed like a technical device for introducing
interactions in which particles are exchanged so that the number of particles
is not a constant of the motion. All this was done to “soup up” Schrodinger’s
equation. We didn’t worry too much about the physical interpretation.
There are other ways of regarding quantum field operators, however, that
are important when we are exploring other wave equations, particularly
those arising in relativistic theories.!

6.1 Introduction to Field Theory

Imagine that space is like a rubber sheet. If I put a bowling ball on the
sheet, it will create a depression, and nearby objects will roll into it. This
is an imperfect analogy for an attractive potential. We could describe the
attraction in one of two ways: we could say that there is an attractive
potential between any pair of point-like masses, or we could introduce a
continuous variable, ¢(z,y) which describes the displacement of the sheet
as a function of position. Such a continuous displacement variable is a field in
the strict mathematical sense: it assigns a numerical value (or set of values)
to each point in space. The quantum mechanics of such fields is called
quantum field theory. Now suppose that instead of using a bowling ball I

1This material also appears at the beginning of Chapter 4. It is included here to make
the next few chapters self-contained.

95
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jump up and down on the sheet. The sheet will oscillate in response. My
activity becomes a source of energy, which propagates outward in the form
of waves. This is the rubber-sheet analogy to the propagation of particles.

This analogy can easily be misleading. For one thing, I don’t want you
to think we are doing general relativity. The rubber sheet is not intended as
an analogy for ordinary space-time as it is often used in explaining general
relativity. The field ¢(x,y) describes a displacement, and I know you want
to ask, “Displacement of what?”

The same question comes up in classical electromagnetic theory. When
an electromagnet wave is propagating through space, what is waving? Folks
in the 19’th century thought it must be some sort of mechanical medium,
which they called the ether. According to the textbooks, Michaelson and
Morley proved that wrong with their famous interferometer. But just saying
that the ether does’t exist doesn’t answer the question, it just makes it
impossible to answer! Let’s bite the bullet and agree for the purposes of this
course that space is pervaded by a medium, which for lack of a better name,
we will call the ether. Well, actually the ethers. Each species of particle
corresponds to a set of vibrations in it’s own specific ether. Electrons are
all vibrations in the electron ether, etc. Space-time points in the ether can
be labelled with Lorentz four-vectors or (x,¢) as usual, and these points
obey the usual rules for Lorentz transformations. This much is required
by the M-M experiment. Ordinary bulk media have elastic properties that
are described by two parameters, the density and Young’s modulus. These
parameters are not themselves relevant to our formalism, but their ratio
gives the velocity of propagation, which is what we really care about.

I am fond of saying, “When correctly viewed, everything is a harmonic
oscillator.” Now you see that this is profoundly true. Each point on the
rubber sheet or ether acts like a harmonic oscillator! Quantum field theory
1s a theory about harmonic oscillators.

Well — I have to modify that slightly. If each point on the sheet behaved
like a simple harmonic oscillator with a quadratic potential, the waves prop-
agating on the sheet would never interact. The principle of linear superposi-
tion would hold everywhere. This is a theory of free particles. If our theory
is to describe interactions, then we must modify the potential so that it
becomes anharmonic. Unfortunately, the anharmonic oscillator cannot be
solve exactly in quantum mechanics. (If you think of a way to do it, tell
me and I'll be famous.) We have to resort to approximations. The generic
name for these approximations is perturbation theory. The path integral
formalism in Chapters 1-4 comes equipped with its own natural way of do-
ing perturbation theory, which you understand by now if you have plowed



6.2. INTRODUCTION TO CONTINUUM MECHANICS 97

through this material.

There is an alternative way of dealing with interaction involving the
creation and annihilation of particles. It is the older way, sometimes called
canonical quantization or second quantization. The path integral formalism,
seeks to banish all operators from the theory. Second quantization goes in
the other direction. It turns the wave functions themselves into operators
by imbedding creation and annihilation operators into them; but they are
the raising and lowering operators of the harmonic oscillator! The universe,
according to second quantization, is an infinity of harmonic oscillators. This
approach is complementary to path integrals in other ways as well. We need
to master both.

Continuum mechanics is not covered in most graduate mechanics classes.
There is a good discussion in the last chapter of Goldstein, but we never
make it that far. What follows is a brief introduction.

6.2 Introduction to Continuum Mechanics

The rules of continuum mechanics are derived by starting with a system
with a finite number of degrees of freedom and then passing to the limit in
which the number becomes infinite. Let’s do this with the simplest possible
system, a long chain of masses connected by springs. It’s a one-dimensional
problem. The masses can only oscillate along the chain. We will use ¢;,
the displacement of the i-th particle from its equilibrium position, as the
generalized coordinate. The Lagrangian is constructed in the obvious way.

1 )
T=3 Z me? (6.1)
1
V = 5 Z k(tpi_H — gOi)Q (62)

_ 1 m.o Pit1 — Pi 2
(2
The equilibrium separation between masses is a. The spring constant is k.

The Euler-Lagrange equations of motion are obtained from

4oL IL
dtop;  Opi

(6.4)
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If there are IV masses, then there are IV coupled equation of this sort. They
look like
m()bi —ka (%H 2_ 901‘) + ka (Qpi _fi_1> =0 (6.5)
a a a

We need different parameters to describe the continuum limit:
m/a — p mass per unit length

ka —-Y Young’s modulus

The index ¢ points to the i-th mass, and ¢; gives its displacement. In the
continuum limit, the index is replaced by the coordinate x. In elementary
mechanics, = would be the displacement of a particle. Here ¢(z) is the
displacement of the string at the point x. In the continuum limit

Yir1 — i pl@t+a)—p(x) dp
— — —
a a dx

L ;/dx [Mg Ly (Ziﬂ - /dxﬁ(gp, 2) (6.6)

The last integral implicitly defines the Lagrangian density . The continuum
version of the Euler-Lagrange equation is?

d oL d oL oL
— || || - = =0 (6.7)
d d
dt o (7?) dx b (d%) Oy
Use the Lagrangian density from (6.6) in (6.7).
Po N dPe
o = (v) @ (68)

(6.4) and (6.5) represent a set of N coupled equations for N degrees of
freedom. (6.7) is one equation for an infinite number of degrees of freedom.
In this sense, continuum mechanics is much easier that discrete mechanics.

Equation (6.8) should remind you of the equation for the propagation of
electromagnetic waves.

P\ (e, (PP _ L (P
Ox? Oy? 022 ) 2\ o2

2See Goldstein for a derivation of this important equation.
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As you know, photons are massless particles. Notice that a string of massive
particles yields a wave equation that when quantized describes the propa-
gation of massless particles. (With a different velocity, of course.) This is
worth a brief digression.

What does it mean to say that a wave function describes the propagation
of a particle of a particular mass? The wave function 1) = e***=%%) might
describe a wave in classical E&M, or a massive particle in non-relativistic
or relativistic quantum mechanics. The question is, what is the relation
between k and w? The relationship between the two is called a dispersion
relation. It contains a great deal of information. In the case of EM waves
in vacuum, k = w/c. Frequency and wave number are simply proportional.
This is the hallmark of a massless field. The velocity is the constant of
proportionality, so there can only be one velocity. In Schrodinger theory

h2k?
2m -

hw (6.9)

The relationship is quadratic. The relativistic wave equation for a spin-zero
particle is called the Klein-Gordon equation.

1 02 m2c?
V2o iy — 6.10
< c? 8t2> v h2 7 (6.10)
The dispersion relation is

(chk)? +m?ct = (hw)?, (6.11)

or in other words, p?c? + m?c* = E?. All these equations can be obtained
from (6.7) with the appropriate Lagrangian density. They are all three-
dimensional variations of our “waves on a rubber sheet” model. What does
this have to do with the particle’s mass? It’s useful to plot (6.9) and (6.11),
i.e. plot w versus k for small values of k. In both cases the curves are
parabolas. This means that in the limit of small k, the group velocity,

dww@

vgroup = - & (6.12)

m

In other words, the group velocity is equal to the classical velocity for a
massive particle v = p/m. All the wave equations I know of fall in one of
these two categories; either w is proportional to k, in which case the particle
is massless and its velocity v = w/k, or the relationship is quadratic, in

which case
m = lim hk:d—k (6.13)
o k—0 du} ’ ’
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So long as we are talking about wave-particle duality, this is what mass
means.

One of the advantages of using Lagrangians rather than Hamiltonians
is that Lagrangians have simple transformation properties under Lorentz
transformations. To see this, let’s rewrite (6.7) in relativistic notation. Con-
struct the contravariant and covariant four-vectors

ot = (2% 2t 2%, 2%) = (ct, 2,9, 2) (6.14)
x, = (0,1, T2, 23) = (ct, —x, —y, —%) (6.15)
and the corresponding contravariant and covariant derivatives
0 0
oM =— 0= —. 6.16
Oz, 7 O (6.16)

This puts the Euler-Lagrange equation in tidy form

oL oL
* (aer) 5 (047

This is slightly amazing. Equation (6.7) was derived without reference to
Lorentz transformations, and yet (6.17) has the correct form for a scalar
wave equation. We get relativity for free! If we can manage to make L a
Lorentz scalar, then (6.17)) will have the same form in all Lorentz frames.
Better yet, the action

S—/dtL—/dt/dgacE—i/dA‘xﬁ (6.18)

is also a Lorentz scalar. We can do relativistic quantum mechanics using
the canonical formalism of classical mechanics.
Here’s an example. Rewrite (6.6) in 3-d

1 Oy 2 Oy 2 Op 2 Op 2
S ) Yy | == L - 1
£ 2{“(01:) (ax \ay) T\ o: (6.19)
This would be the Lagrangian density for oscillations in a huge block of
rubber. Take

I 1

Obviously £ can be multiplied by any constant without changing the equa-
tions of motion. Rescale it so that it becomes

@) [ @) e
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Substituting (6.21) into (6.17) yields the usual equation for EM waves, O =
0.

Notice how the Lagrangian for oscillations a block of rubber (6.19) turns
into the Lagrangian for oscillations in the ether (6.21). We don’t have to
worry about the mechanical properties of the ether, because p and Y are
scaled away. Despite what you may have been told, the Michelson-Morley
experiment proves the existence of the ether. When correctly viewed, ev-
erything is a bunch of harmonic oscillators, even the vacuum!

Using Einstein’s neat notation, we can collapse (6.21) into one term

1 1
L= 5(0u0)(0"9) = 5(0p) (6.22)
The last piece of notation (9¢)?, is used to save ink. The fact that we can
write £ like this is proof that it is a Lorentz scalar. This is an important
point; we can deduce the symmetry properties of a theory by glancing at L.
Now you can make up your own field theories. All you have to do is
add scalar terms to (6.22). Try it. Name the theory after yourself. Here’s a
theory that already has a name. It’s the Klein-Gordon theory.
1
L= [(0)* — m?¢?] (6.23)
(I have set ¢ = 1 and A = 1.) Using our new notation, the equation of
motion is
(0,0" + m*)p =0 (6.24)

If we assume that ¢(z) (x is a 4-vector in this notation.) is a one-component
Lorentz scalar, then this describes a spinless particle with mass m propagat-
ing without interactions. Spin can be included by adding more components
to ¢. More about this later.

6.3 Introduction to Second Quantization

So far this has all been “classical field theory,” ie. the fields are ordinary
functions, c-numbers as they are called, and not operators. We have not yet
introduced second quantization. In the previous chapter I introduced the
field operator

h(x) = —— ek *g
d(x) = \/VEkj K (6.25)

I said that d;r( and ayx were creation and annihilation operators and that all
this was necessary to treat systems in which the number of particles was
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not constant. In this section I would like to examine the motivations behind
(6.25) more carefully and also investigate the many subtleties that arise
when we apply these ideas to relativistic wave equations. We will eventually
derive a completely relativistic generalization of (6.25), which will be our
starting point for doing relativistic field theory.

We have encountered so far three quantum mechanical wave equations,
the Schrodinger equation, the Klein-Gordon equation, and the equation for
massless scalar particles, which is just the K-G equation with m = 0. I will
write the free-particle versions of them in a peculiar way to emphasize the
complementary roles of time and energy.

0 Kk?
2
(i) wx = 4 ot (6.27)

<i>2¢(x, t) = k*p(x,t) (6.28)

I have used k = —iVy and h = ¢ = 1. The operator on the right side of (6.26)
is the kinetic energy. Einstein’s equation E? = k2 + m? suggests that the
operators on the right side of (6.27) and (6.28) are the total energy squared.
Suppose that the v’s are eigenfunctions of these operators with eigenvalue
w(k). (Each of these three equations will define a different functional relation
between k and w, of course.) The equations become

.0
zaww(x, t) = w(k)y,(x,t) (6.29)
2
(ii) Vo (x, 1) = w?(K)thy (x, 1) (6.30)
2
<z§t) Vo (x,1) = w(K)ih, (x, 1) (6.31)

Although we don’t usually use this language, we could think of i0/dt as
a kind of energy operator whose eigengvalues are the total energy of the
particle. Suppose now that the ¢,’s are also momentum eigenstates so that
ki, = ki,. The simplest solutions of (6.26) and (6.29) with w = k2/2m
are

1
Yi(x,t) = Wel(ik'xfm) (6.32)
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whereas the simplest solutions of (6.27) and (6.30) with w? = k* + m? or
(6.28) and (6.31) with w? = k? are

1 .
Yi(x,t) = We“i“m“ (6.33)

(The 1/4/V is a normalization factor put in for later convenience.) Eviden-
tally the solutions to (6.30) and (6.31) comprise a larger family than those
of (6.29), and it is this larger family that I want to investigate.

To avoid ambiguity, I will assume that the symbol w refers to a positive

quantity. Then

o _. .
iaewt = fweTw! (6.34)

Since i = 1, w has the units of energy. Schrodinger’s equation does not
have negative energy solutions. This is the clue that the upper sign in
(6.33) and (6.34) gives positive-energy solutions and the lower sign gives
negative-energy solutions whatever that may mean! What about the other
sign ambiguity? Think about the solution ¢!®*~%  Pick out some point
on the wave where the phase of the exponential is ¢. As time goes by, this
point will move so that k-x — wt = ¢, or

k-x=uwt+ ¢.

This point is moving in the general direction of k. We call this a positive-
frequency solution. If w and k-x have opposite signs, the solution has
positive frequency (in the sense above). If the signs are the same, one gets
the negative-frequency solution.

Now take an arbitrary time-independent wave function and expand it in a
Fourier series. Assume periodic boundary conditions so that k is discretized
as in (5.45).

1 .
V(x)=—= Y KXy (6.35)
D
At this point ay is a Fourier coefficient and nothing more. We can make

time dependent by building the time dependence into the ay’s, ax — ax(t).
In order that (6.30) and (6.31) be satisfied, the ax’s should satisfy

dy +wiax =0 (6.36)

This is the differential equation for the harmonic oscillator, except for two
peculiar features. First, the ay’s are complex functions, and second, the
frequency (and hence the “spring constant”) is a function of k. In some
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sense, each term in (6.35) has a harmonic oscillator associated with it. We
can tie into the usual harmonic oscillator formalism and avoid the complex
coordinates at the same time by defining the real generalized coordinate,

1
t) = ax(t) + ax(t)] . 6.37
ax(t) m[k() k(1] (6.37)
The conjugate momentum is given by p(t) = q(t), but before we take the
derivative, we must decide on whether we are dealing with the positive- or
negative-energy solution. In order that each term in (6.35) has the form
(6.33), ax(t) = Fiway. For the time being take positive energy (upper sign)

pi) = iy % flt) ~ i) (639

These are real variables oscillating with frequency w. We know that the
Hamiltonian for simple harmonic motion is

Hie = L [ + ket (6.39)
You can verify with the definitions (6.37) and (6.38) that Hy is time-
independent, that pyx is canonically conjugate to qx, and that Hamilton’s
equations of motion are satisfied. We can turn (6.39) into a quantum-
mechanical Hamiltonian by simply making ay, ay, g and py into opera-
tors. We know from our work in Chapter 5 that ax must be an annihilation
operator with the commutation relations (5.15). The operators in (5.15),
however, are time-independent, Schrodinger-picture operators as is the field
operator (6.25). We will want to work in the Heisenberg representation, so
we must be careful about the time dependence. The natural assumption is

ay (t) — age ay — dle“wt (6.40)

In (6.40) ax and &IT( are time-independent, Schrodinger-picture operators.
I'll argue presently that these is a consistent and reasonable assumption.
The commutation relations are then,

lax,al,] = bk lal,al,] = [ax, a] = 0 (6.41)

Since px and §x don’t have this simple time dependence, the commutation
relations must be taken at equal times.

(G (2), P ()] = i 1e (G (1), i ()] = [Prc(t), Prer ()] = O (6.42)
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With this substitution (6.39) becomes

N 1 i L R 1
Hy = 5wk aLak + akau = Wk [aTkak + 2:| (643)

The same replacement turns (6.35) into (6.25).

The last factor of 1/2 in (6.43) presents something of a dilemma. This
ﬁk is just the Hamiltonian for a single k value. The complete Hamiltonian
is a sum over all values.

H=> H, (6.44)
k

An infinite number of 1/2’s is still infinity. It is customary to discard the
constant with some weak argument to the effect that in defining energy,
additive constants are meaningless. Since this problem will appear again
and again in different contexts, it is useful to have some formal procedure
for sweeping it under the rug. To this end we introduce the concept of
“normal ordering.” We will say that an operator has been normal ordered
if all creation operators are placed to the left of all annihilation operators.
The usual symbol to indicate that an operator has been normal ordered is
to place it between colons, so for example,

: Hy := wied) ay, (6.45)

To put it another way, (6.45) was obtained from (6.43) by commuting the ay
past the dL in the second term and discarding the commutator. Whenever
we use a Hamiltonian in a practical calculation, we will assume that it has
been normal ordered.

We can check that this Hamiltonian is consistent with the time depen-

dence assumed in (6.40) First note that [ax, H] = wkaxk, so

ﬁdk = &k(H — wk) (6.46)
hence R A
H"y = ane(H — wi)” (6.47)
as a consequence
au(t) = eiﬁtd e iHt S efzwkt
(?) B i (6.48)

The deeper question is why this quantization procedure makes any sense
at all. The justification lies in the canonical quantization procedure from
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elementary quantum mechanics. It uses the Poisson bracket formalism of
classical mechanics and then replaces the Poisson brackets with commutator
brackets to get the corresponding quantum expression A Poisson bracket is

defined as
OoF 0G  OF 0G
F .G} = _— 6.49
6 Z (3% Opr  Opk 5Qk> (6.49)

where ¢ and pg are any pair of conjugate variables, and F' and G are any
two arbitrary functions of ¢; and pp. The sum runs over the complete set
of generalized coordinates. Obviously

{anpm} = Omn

{Gns @m} = (PP} = 0 (6.50)

This looks like the uncertainty relation in Quantum Mechanics, [z,p] =
ith. We get the quantum expression from the classical expression by the
replacement

{F,G} — [F,G]/ih, (6.51)

where F and G are the quantum mechanical _operators corresponding to the
classical quantities F and G, and [F,G] = FG — GF. In the case where F
and G depend on time, the commutator is taken at equal times. This seems
like a leap of faith, but it is valid for all the familiar operators in quantum
mechanics.> Now inverting (6.38) and (6.39) gives

v = i+ Wi at = P+ Wi (6.52)
k v 2wy k v 2wy '
Substituting (6.52) into (6.49) gives {ak,ay,} = —idxw and {ayx,arw} =
{al,ai,} =0, so that
AoaT)
ax, ay.| = O k!
G, ] = O (6.53)

[k, ax] = [af.al] =0

(with A = 1).

The value of the Poisson bracket {F,G} is independent of the choice
of canonical variables. That is a fundamental theorem. Since (6.37) and
(6.38) are together a canonical transformation, (6.42) and (6.53) are identi-
cal. Any choice of variables will do so long as they are related to ¢x and py

3Much of the formal structure of quantum mechanics appears as a close copy of the
Poisson bracket formulation of classical mechanics. See Goldstein, Poole and Safko, Clas-
sical Mechanics Third Ed., Sec. 9.7
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by a canonical transformation. We simply chose ¢, so that it was real and
had convenient units. The rest followed automatically. The fact that the
resultant Hamiltonian is that of harmonic oscillators is simply a consequence
of the fact that we choose to expand ¥ (x,t) in a Fourier series.

I can now write Equation (6.25) as

R 1 KXt .
P (x,t) = N D eiltexmwlng, (6.54)
k

The superscript (4) means the positive energy solution. The functional
form of w(k) is determined by the wave equation it represents, but I want
to concentrate on solutions of the Klein-Gordon equation. Suppose we had
chosen the negative energy solution.
2= 1 (kx4 (K)E) A
DO(x, ) = —= Y eilkxtea 6.55
0= 72 (6.55)
(This automatically becomes a negative frequency solution as well.) The op-
erators ¢, and élT( annihilate and create these new negative energy particles.

Everything goes through as before except that py(t) = Gi(t) = +iwd(t)
changes sign, so that (6.38) becomes

k
pre = iy ) [ék - EH . (6.56)
The counterpart of (6.41) is

ek ] = G (6.57)

It seems that the new creation operator CL stands in the place of the old
annihilation operator ax. This is not just a mathematical accident. It
points to an important piece of physics. To see this we define another pair

of creation and annihilation operators.
dy = ¢, If =é (6.58)

Substituting this in (6.55) and changing the sign of the summation variable
from k to —k gives

"= 1 —i(k-x—w
D (x,t) = 7 D erilexmwlian gl (6.59)
k
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What is it that the d’s are creating and destroying, and what is the
significance of the change in the sign of the momentum? In Chapter 5 we
considered the Fermi sea to be a set of low-lying energy levels all occupied by
fermions. Removing one particle from the sea leaves a “hole,” which behaves
in some ways like a real particle. If the hole moves in the positive k direction,
a real particle must move in the —k direction to backfill the hole. Dirac
proposed this mechanism to explain the negative energy states that appear
in relativistic electron theory. The correspondence between holes moving
forward and real particles moving backward is a good way of visualizing the
significance of (6.58). Unfortunately, the Klein-Gordon equation describes
bosons, so there is no Fermi sea.* Nowadays, we regard these negative-
energy solutions as representing real positive-energy antiparticles. There
are two lines of evidence for this. For one thing, the states created by di
have momentum k (rather than —k). This can be proved formally, but it is
almost obvious from (6.59), which is a positive-frequency solution. Later on
when we discuss the interaction of the electromagnetic field with bosons, we
will show that dl creates a particle of the opposite charge to that created

by dL. The complete operator-valued wave function is the sum of (6.54) and
(6.59).

WV

There are several profound reasons why the positive- and negative-energy
solutions must be added in just this way. These will emerge as we go along.

. 1 A . .
Blx,t) = —= > |ty 4 emilkexme ] (6.60)
k

Let’s note in passing that there are several neutral spin-zero particles
such as the 7° that have no non-zero additive quantum numbers. Such
particles are thereby identical to their antiparticles. If di creates a 7Y, then
dic destroys the same particle. In this case there is no point in distinguishing
between ay and di.. We write (6.60)

~

»(x,t) = [ei(k'x*m)ak 4 g~ ikx—wt) d;f(] (6.61)

1
>
Fields corresponding to neutral particles are Hermitian. Those correspond-
ing to charged particles are not.

In some ways (6.60) and (6.61) are relics of our nonrelativistic fields

from Chapter 5. Because they are based on discrete k values and periodic
boundary conditions they behave under Lorentz transformations in a most

4The idea is only relevant to low-temperature conductors anyway.
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awkward fashion. We are accustomed to passing to the continuum limit
through the replacement

A3k
VZ / 2m)3’

but this may be a bad idea for relativistic fields. The trouble is that the
integration measure d°k does not transform like a scalar under Lorentz trans-
formations. A better choice might be

Z /d4k k2 —m?), (6.62)

which is clearly invariant. (The symbol k here refers to the usual four-vector
k* — (kY k).) The dk° integration is done as follows.

/dko 5(k? —m?) = /d(k:o)2 <df:00)2> S((K%)? — wi)

d(k°)? 1
= [ s - o) = 5

Wk

Equation (6.62) becomes

d3k
v zk: / 27)32wy, (6.63)

Although this convention is sometimes used, it is somewhat simpler to use
the following

a(k)e~ ke + dT(k)ei’ﬂ (6.64)

t
ol /\/ 2 32wk

where kx = wt —k - x. The point is that we must also consider the transfor-
mation properties of the creation and annihilation operators. The natural
generalization of (6.41) is

[a(k),a’ (k)] = 6P (k —K)  [a(k),a(k)] = [a' (k),a' (k)] = 0] (6.65)

and and similarly for the d’s. Although §®) (k — X') by itself is not a Lorentz
scalar, the field definition (6.64) together with (6.65) does have the right
transformation properties. This will be apparent once we have calculated
the propagator.
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6.4 Field Theory and the Klein-Gordon Equation

The Klein-Gordon equation and its associated Lagrangian were discussed
briefly in Section 6.2. The Lagrangian density (6.54) is®

1

£=3

[(9)* — m?¢?] (6.66)
Suppose we regard ¢ as a generalized “coordinate” perhaps referring to the
displacement of some hypothetical continuous medium. The conjugate field
is

ﬂ@zxz%ﬂm (6.67)

We can use the Poisson bracket approach to quantize these fields just as we
quantized the ay’s in the previous section. Classically,’

{o(x,1), 7(x', 1)} = 6®)(x — %) (6.68)

Our quantized version of this is

[p(x, 1), #(x',t)] = i0®) (x — %) (6.69)

It is easy to verify that (6.64) satisfies (6.69) so long as the creation oper-
ators are normalized according to (6.65). It’s crucial that the two fields in
(6.69) are evaluated at the same time. As such they are called equal time
commutation relations. Many texts in fact consider (6.69) to be the funda-
mental postulate of field theory and use it to derive the properties of the
creation and annihilation operators.

Before we leave the subject of commutation relations, there is an issue
that has been hanging fire since (6.60). In that equation the positive- and
negative-energy solutions appear with equal magnitude. Nothing I have
said so far requires the presence of the negative-energy term, let alone that
it have the same normalization as the positive-energy part. In fact, we have
no choice in the matter. The argument goes like this. Consider two space-
like separated points (x,t) and (x,t'). There will always be a Lorentz frame
such that ¢t = t/. If x and x’ are distinct points, then a signal can propagate
from one to the other only by travelling at infinite velocity. We believe this
to be impossible, so our theory must not allow it, even in principle. We

°I am using ¢ in this section rather than ¢ to refer specifically to solutions of the
Klein-Gordon equation.

5See J.V. Jose and E. J. Saletan, Classical dynamics: a contemporary approach, Sec
9.3.1 for a derivation of this rather non-trivial result.
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call this the requirement of causality. It can be argued that a necessary
requirement is that the fields ¢(z) and ¢'(z') also commute at equal times.”
Let’s rewrite (6.64) with an additional parameter o that we can tweak at
our pleasure.

5(x, t) = dgik
o V (27)3 2wy,

A simple calculation now gives

[&(k)e_“” + aat (k)ei’ﬂ (6.70)

d®k , /
5(x,1), pT(X )] = [ e (1 — |af?)ekxx) 6.71
(26,0 £16¢.0)] = [ a1 =laf)e (6.71)
This is not zero (because of the w in the denominator) unless |a] = 1.

Relativity and causality together require an equal admixture of negative-
and positive-energy states. This argument takes on additional significance
when spin is taken into account. It can be shown that the requirement
proved above only holds for integer spin. In the case of half-odd integer
spin, the result only holds if the corresponding creation and annihilation
operators anticommute.

6.5 The Propagator

At this point I must anticipate some developments from the next few chap-
ters. It will turn out that one of the key ingredients of any perturbation
calculation is the Feynman propagator defined by

Glz,y) = iD(x —y) = (O|T[d(x), $(y)]|0) (6.72)

Where T, ] is the “time-ordered product” defined by

T(@(x)@(y)] = 0(z" — y°)p(2)p(y) + 0(y° — 2°)p(y) b (x) (6.73)

In a time-ordered product the time-dependent operators are ordered so that
later times stand to the left of earlier times. Time-ordered products read like
Hebrew, right to left. There are several ways of interpreting D(z —y). From
a mathematical point of view, it is the Green’s function of the Klein-Gordon
equation, i.e.

(00" —m*)D(x — y) = 6 (x — y) (6.74)

"See Paul Teller, An Interpretive Introduction to Quantum Field Theory, Chapter 4,
for a careful discussion of this point.
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From a physical point of view, it is the probability amplitude for a particle
to propagate from y to z. I need to prove the central result that

» » d*k e—tk(z—y)
iD(x —y) = z/ Gn)i R =t ic (6.75)

Each kind of particle has its own propagator, but the +ie term in the denom-
inator is ubiquitous. The € stands for an infinitesimal positive quantity. It’s
job is to get the boundary conditions right as you will see in the derivation.

We know that this will be a function of x —y, so we can make the algebra
a bit simpler by setting y = 0. Just remember to replace x — = — y at the
end of the calculation. Substituting the fields from (6.70) into (6.72) and
taking the vacuum expectation value gives

iD(z) = (O[T (2, 1)$(0,0)]0)

dgk —i(wpt—k-x) i(wpt—k-x)
= | @y 10 +ot)e

(6.76)

Equations (6.75) and (6.76) are really the same result, though this is far
from obvious. In principle, we could derive either form from the other, but
it’s probably easier to start from (6.75).

dSk‘ " " e—ikot
D — e ikex '
ib(x) l/ (2m)4 ‘ / O (ko — wy, + i) (ko + wy, — ic) (6.77)

Notice how the denominator is factored. Multiplying the two factors and
making the replacements, 2iwye — ie and €2 — 0, gives the same denomina-
tor as (6.75). The dkg integration is now performed as a contour integration
in the complex kg plane. For ¢ < 0 the contour is completed in the upper
half-pane enclosing the point kg = —wy + i€, and for ¢ > 0 the contour is
completed in the lower half-plane enclosing the point ky = w —ie. The result
is identical to (6.76). You see how the i€ in the denominator displaces the
poles so as to pick up the right integrand depending on whether ¢ is positive
or negative. Notice finally that (6.73) is a Lorentz scalar since kz, k? and
d*k are all scalar quantities. You will see how D(x—1) becomes a key player
in perturbation theory via the interaction picture in the next chapter.
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A Imk,

Figure 6.1: The complex kg plane



114CHAPTER 6. SECOND QUANTIZATION AND RELATIVISTIC FIELDS



Chapter 7

The Interaction Picture and
the S-Matrix

Most of what we know about subatomic physics comes from two kinds of
experiments: decay experiments and scattering experiments. In a decay
experiment, one starts with some system such as an atom or nucleus or
“elementary” particle and observes the spontaneous transitions that it un-
dergoes. One can determine the lifetime of the system, the identity of the
decay products, the relative frequency of the various decay modes, and the
distribution of momentum and energy among the resulting particles. In a
scattering experiment, one starts with a stable system and bombards it with
another particle. One measures the distribution of momenta among the var-
ious particles produced by the reaction and determines the probability that
the scattering will lead to a particular final state. One common feature of
both these experiments is that the particles are detected when they are not
interacting with one another. They are detected on a scale of distance that
is many orders of magnitude larger than the characteristic de Broglie wave-
length and at times that are vastly longer than the time of interaction. In
non-relativistic quantum mechanics these processes are calculated with first-
order, time dependent perturbation theory using a bit of hocus pocus called
“Fermi’s golden rule.” This is not altogether wrong, but it is inadequate
for several reasons: it can’t accommodate the creation of new particles, it’s
hopelessly non-relativistic, and it only works to first order.

Real scattering theory is difficult. There are many subtle issues involved.
Much of the material in advanced quantum books relates to scattering in one
way or another. I say this because it’s easy to lose sight of the goal amidst all
the technical difficulties. Roughly speaking, there are two basic issues: how

115
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do the quantum fields ¢(x) evolve in time, and given this information, how
can we calculate the results of these experiments in terms of the momenta
of particles measured in the asymptotic regime as explained above? The
first question is answered neatly by the interaction picture formalism first
developed by Freeman Dyson. The second question is much more difficult
and will require the remainder of this chapter.

7.1 The Interaction Picture

Path integrals use the Lagrangian; the interaction picture uses the Hamilto-
nian; so I should say a few words about Hamiltonians in general. In classical
mechanics, the two are related by

H=pj—L (7.1)

In our variety of continuum mechanics the Hamiltonian density becomes

H=mp—-L (7.2)
For the free Klein-Gordon field
1 1.
L =3 [(0up)(0"0) = m?¢*] = [¢* = (Vep)* = m*"] (7.3)
1.,
H=5 [¢"+ (Vo) +m*e?] (7.4)

We get the Hamiltonian by integrating (7.4) over all space.
H= / d>xH (7.5)

We assume that the Hamiltonian can be split up into two pieces: H =
Hy+ Hiyt. Hy is the Hamiltonian of the free field, and Hjy is everything left
over. We assume the Hj, is “small” in some sense; so that the perturbation
series converges. We also have to assume that Hiys is a polynomial of the
fields and their derivatives. The reason for this technical assumption will
appear later.

You will recall the relation between the Schrodinger and Heisenberg pic-
tures is

() g =e )y (7.6)

Qu(t) = MQge™""
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This is the usual convention at any rate. |¢);, which does not depend on
time, is a “snapshot” of [1)(t))¢ taken at ¢ = 0. This is not necessarily the
most convenient time to take the picture as we will see.

We define the interaction state by

[0()); = e (t) s (7.7)

Q1(t) = Qg e~ ot
Some comments:

o It’s clear from (7.6) the Hamiltonian H is the same in the Schrodinger
and Heisenberg pictures, and equally clear from (7.7) that Hy is the
same in the interaction picture as well. This is not true of the inter-
action piece; since in general, [Hing, Ho] # 0. T will write

Hi

int

(t) = etHot g5 o~iHot (7.8)

Naturally, Hﬂqm is the interaction Hamiltonian in the Schrodinger pic-

ture. Notice that H{ . (t) depends on time.

e If there were no interactions, [¢(t)); = |¢)y, so the interaction pic-
ture state would be stationary. Now think of a scattering experi-
ment. When the particles are far apart, there is no interaction between
them. In this regime, the interaction picture and Heisenberg pictures
are identical. As the particles begin to interact, Hiy “turns on” and
|4(t)); begins to change. Eventually, after the particles are separated
it settles down to a new Heisenberg state.

Actually, this business of “turning on” and “ turning off” skirts a
profound and difficult problem. The trouble is that Hj, never really
turns off. Even when the particles are not interacting with one another,
they are still interacting with themselves by emitting and reabsorbing
virtual particles. Worse yet, even the vacuum interacts with itself by
creating particle-antiparticle pairs. This is a difficult problem, but one
that can be dealt with rigorously.

Define the time evolution operator in the interaction picture, U(t, tp), by

[¥(#)r = Ut o) (o)) - (7.9)

Since H is Hermitian and the norm of |¢); is conserved, we feel entitled by
the rules of quantum mechanics to the following basic relations:

UT(t,t0)U(t, o) = 1 (7.10)
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Ult,t) =1 (7.11)
Ult, to) = U (to, 1) (7.12)
Ulte, to) = Ulta, t1)U(t1,t0) (7.13)

We can derive an equation of motion for U by starting with Schrodinger’s
equation

0
ZEWU»S = HI[y(t))s- (7.14)
A quick calculation with (7.7) and (7.9) yields
U1 10) = HL (DUt o). (7.15)

We know how to solve equations like this.

Ultty) = 1 —i/ dt’ HL (1)Ut 1) (7.16)

Well — maybe solve is too strong a word, since U appears on both sides of
(7.16). We would like to claim that

Uttt = e { =i [ at ly(e))
to
This would be the obvious solution if U and H were not operators. The flaw
in the reasoning here is that factors of Hj,; don’t commute at different times,
[Hint (t), Hint (t')] # 0. We can come up with a valid solution by iterating
(7.16) paying careful attention to the time dependence.

U(t,to)zl—i/ dty HL (1)

to

. (7.17)
1
—Z / dtl/ dtQH mt(tQ)—i-
The entire series can be summarized by
t1 tn 1
Uttt => (i [ an [ aty- T ) ) B )
to to
(7.18)

The series (7.18) is more difficult than it looks. Since the Hamiltonians
don’t commute, we must be meticulously careful to keep later times to
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the left of earlier times. This is called time ordering. We need some
machinery to do this for us. Define the time ordering operator,

T[H(tl)H(tQ)] = H(tl)H(tg)G(tl — tQ) + H(tg)H(tl)e(tQ — tl) (7.19)

The generalization to three or more Hamiltonians is obvious. You should
convince yourself that the following things are true:

t t1 t to
/ it / dtoH (1) H (t) — / dts / dty H (1) H (1)
to to to to

/to / dtydtsTH (8 H (1)),

and in general

t tn—1 1 t t
/ dtl---/ dtnH(t1) - H(ty) = '/ dtl---/ dtnTH(t) - H(ty)]
to to n. to to

So our final result for the U operator is

t
Ult,to) = n' /t /t dtydty - - - dt, T[HL, (t1)HL (t2) - - - HL (tn)],
n= 0 0 0
(7.20)
which can be written in shorthand notation as
U(t,tg) = Texp {—z/ dt' HEL (¢ ’)} (7.21)
to

The reason that this is a workable approximation is that the fields that make
up Hilnt are interaction-picture fields, which according to (7.8), transform as
free fields. Equation (7.20) is a “recipe.” You just insert the formulas for
the free fields and do the algebra.

7.2 The S Matrix

We can imagine quantum scattering as taking place in three phases. In the
limit ¢ — —oo the particles are separated and not interacting with one an-
other. As the particles approach one another, the interaction between them
“turns on” as they exchange virtual particles. At some later time ¢t — 400,
this interaction turns off and they again become free particles. This is diffi-
cult to treat theoretically, since the interaction Hamiltonian itself in no way
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turns on or off. So far as theoretical difficulties are concerned, this is only
the tip of the iceberg. As soon as we allow particles to interact with other
particles, they inevitably interact with themselves. When this happens, the
notions of free particles, charge, and vacuum become profoundly subtle.

From the point of view of theory, a free particle is a boiling stream of
self-interactions. From the point of view of experiment, every electron in
the universe is an unremarkable little thing with a well-defined mass, spin,
charge, and magnetic moment. These two views can exist simultaneously
because the self-interactions are virtual processes, and as such they are con-
tained within a region roughly the size of the Compton wavelength. So long
as one does not probe inside this region, the electron has it’s usual phys-
ical properties, and probing inside the region means doing a high-energy
scattering experiment.

The same sort of ambiguities also complicate our understanding of the
vacuum state. According to perturbation theory, virtual particle-antiparticle
pairs are spontaneously emitted from and reabsorbed into empty space. This
fact is established experimentally (to some extent) by an experiment measur-
ing the so-called Casimir effect,! but apart from this, these vacuum fluctua-
tions have very little consequence, and at any rate, are not well understood.?

Finally consider the charge of an electron (or more generally, the cou-
pling constant for any sort of interaction). The charge is the measure of
the strength with which photons couple to electrons, but this can only be
measured by doing a scattering experiment, and the experiment must be
interpreted in light of the virtual processes involved.

We believe that all these problems can be addressed, at least for quantum
electrodynamics, but this is a long story, which will occupy us for the next
few chapters. For the time being, let us say that the theory recognizes two
kinds of mass and two kinds of charge. There are the physical or “dressed”
masses and coupling constants — those that are measured in the lab — and
the “bare” masses and coupling constants, which are the parameters that go
into the interaction Lagrangians and Hamiltonians. Somehow the effect of all
virtual processes formulated in terms of the bare particles is to produce the
physical particles. What then are the numerical values of these bare masses
and charges? Alas, we do not know. There is no way to measure them
directly. They could be calculated in principle, but every such calculation
yields infinity! Despite this, we are able to calculate everything that can be

Two charged plates suspended parallel to one another in vacuum experience a very
small repulsive force because of virtual electron-positron pairs created between them.

20One can calculate the gravitational mass of all the virtual particle-antiparticle pairs
in the universe. The result come out too large by many orders of magnitude.
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measured (except mass and charge, of course) using only the physical mass
and charge. The fact that we have learned to skirt infinities so violent as to
give sci-fi fans nightmares, is one of the ironic triumphs of modern physics.

In view of this, the interaction picture formulation in the previous section
is a bit too naive. What masses are we to put in Hiy, the bare or the physical
mass? It seems that either way we are stuck. We need to back up and look
at the basic description of scattering processes.

Consider the state of a scattering experiment before the particles have
interacted. For mathematical purposes we say this corresponds to a time
“t — —o0” (The actual time for a relativistic particle could be as small
as t — —10723 seconds.) At this time the particles are free in the sense
explained above. It is customary to call such states “in states,” and write
them |o,in). The symbol « stands for all the quantum numbers required
to completely specify the state. We will be particularly concerned with
the momentum. If there are n particles in the initial state, we can write
|k1, k2, ..., kn,in). The field operators introduced in the previous chapter
can be written
k)e~ihe 4 of (k:)e“““"] (7.22)

@)= [ [an
It is understood that in calculating with this expression, one uses the phys-
ical mass of the particle. In the same way, one defines “out states” (3, out|,
“out fields” wout(z), and “out” creation operators alut(k:) corresponding to
the limit ¢ — co. A scattering experiment can be idealized as follows. The
initial target and beam particles are prepared so that they are in a unique
eigenstate of all the relevant operators. We call this state |a, in). The detec-
tors of the scattered particles are so refined that they can specify that the
final state was in the exact eigenstate (3, out|. The object of the experiment
is to find what fraction of particles in |, in) make the transition to (3, out|.
In other words, we are measuring the probability

Ppa = |Spal® (7.23)
where the so-called S matrix is defined by
Sga = (B, 0ut|a, in) (7.24)

If we assume that the in states and out states are both complete sets, there
must be some operator S that transforms in states into out states.

(8, 0ut| = (B,in]S (7.25)
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Sga = (4,1n|S|a, in) (7.26)

The goal of scattering theory is to calculate the S matrix and the corre-
sponding S operator.
Here are some common-sense properties of .S.

1. Nothing in — nothing out, i.e. |Sgg|? = 1. Put it another way
(0,in|S = (0, out| = €% (0, in| (7.27)

The vacuum is stable, but we must allow the possibility that phase of
the vacuum state evolves with time.

2. One-particle states are also stable.

(p,out|p,in) = (p, in|S|p,in) = (p,inp,in) =1 (7.28)

®in = S(Poutsi1 (729)

Proof:
<B) OUt|<p0ut|O‘7 in) = <ﬁa in|5900ut|047 in)

But (8, in|peut is itself an in state, so we can write
(B? in|()00ut|047 iH) = <67 Out|@ins|av in>
Comparing these two equations gives

Ssoout = (pinS

4. S is unitary.

Proof:
(8,inls = (B,out| Sty in) = [aout)

(8,in|SST|a, in) = (o, out| B, out) = Sy

7.3 The LSZ Reduction Scheme

What is the relation between the fully-interacting field ¢ and ¢;,? The
natural guess is

dim () = pin(z)
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lim ©(z) = Pout ()
t—o00

On second thought though, this can’t be right. The complete field p(x)
is capable of creating states out of the vacuum with two or more virtual
particles. A more careful analysis suggests

lim ¢(z) = VZ o
t——o00

tlim o(x) = VZ Qo (7.30)

Z is understood as the probability for ¢(z) to produce a single-particle state
out of the vacuum. Even this is not quite correct as an operator equation for
some subtle mathematical reasons that are discussed in the original article.?
It 4s correct in terms of matrix elements, for example

i (alp(2)|8) = VZ{alpw()|5)

where (a| and |) are arbitrary states. Since we are only interested in
matrix elements in the long run, we will assume (7.30) without any further
comment. Furthermore, the processes in which ¢(z) produces multiparticle
states out of the vacuum only occur in higher orders of perturbation theory.
When we are working to lowest non-trivial order we can (and will) set Z = 1.

Now we have the apparatus at hand for defining and studying the S
matrix defined in (7.24). We start from an initial state of a system with n
noninteracting physical particles, denoted by

|k1 -+ ky in) = |o in), (7.31)
and a final state in which m particles emerge denoted by

(p1- - pm out| = (B out| (7.32)

Our agenda is to convert (7.24) into an expression involving vacuum expec-
tation values of interacting fields. This is the LSZ reduction technique.
Let us write the in-field in a way analogous to (6.64)

Pin(x) = / @k | fe(@)an(k) + fi(@)al, ()] (7.33)
where
efikx
fr(x) = N (7.34)

3See also Quantum Theory of Point Particles and Strings, Brian Hatfield, Chapter 7.
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Equation (7.33) can be inverted to yield

ain(k) = i / d £ () o o)

(b = =i [ 2 fi(2) & o) (7.35)

The notation a dy b means adpb — (9pa)b. Since the in-state in (??) |a in)
is made up with a product of creation operators as in (?7), we can write

Sge = (B outlal (k)|a — k in) (7.36)

where |a — k in) represents the initial assemblage of particles represented
by a with one particle of momentum k removed. The procedure is now to
use (7.35) to replace aiTn(k) with an integral over ¢iy(z). The procedure is
then repeated until all the particles have been removed from the in- and
out- states leaving the vacuum expectation value of the fields.

Sge = (B outlal  (k)|a — k in) (7.37)

out

+(8 out| [af, (k) = aly, (k)] la-— & in)

= (f—k out|a—k in)—i(f out| [/ Bz fi.(z) 8(_(; (¢in(z) — Yout(x)) | |a — k in)

(k) and used (7.35) to eliminate ] and

in

I have added and subtracted o

out
alut. The first term in the last line vanishes unless the initial and final
states are identical. This is the unscattered wave, which we will neglect for
the time being. Now use (7.30) to replace the in- and out- fields with the

complete interacting field. The scattered part can be written as follows:

Spo~ = (i — 1) [ i) 0 (5 outlolia— kin) (7:39)

(The symbol ~ means that I have temporarily neglected the forward scat-
tering term.) The limits have a nasty non-covariant look about them. I will
clean up the expression with a series of elegant mathematical tricks. For
any two functions such as fi(z) and p(z),

< lim — lim >/d3:):fk5(;cp—/ d*z 9y [fk;?_(;w]
rg—0o0  To——00

—0o0
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o] 4 82 82
= d —p— s 7.39
The fact that f; satisfies the Klein-Gordon equation allows us to write
82
paaf = eV =m?)f = f(V* —m*)¢ (7.40)
0

The sense of the right arrow is that the subsequent expression is obtained
by integrating by parts twice and discarding the surface terms. Finally
substituting (7.39) and (7.40) into (7.38) gives the final result

Sga = (0 out|in a) = (f — k out|a — k in) (7.41)

+f@ [ fula)(© 4 w3 outlp(@la ki)

You see the pattern? We have “reduced” an asymptotic particle from the in-
state and replaced it with an interacting field ¢(x). The price we pay for this
is an integral, a wave function fi(z), and a differential operator (O + m?).
We will eventually Fourier transform this expression, whereupon all these
complications will disappear leaving only the inverse of the momentum space
propagator A(k).

As an exercise (I am getting tired of typing) you should take the next
step and reduce a particle of momentum p out of the out-state. Convince
yourself that the result is

Sga = (B — p out|ar — k in) (7.42)

b (f)/ d'e / d'y fr(@) £} (W) (O +m?)(Oy + m?)

x (8 = p,out|Tp(z)e(y)]|a — k,in)
The ~ sign again means that we have dropped the forward scattering terms.
The new thing here is the time ordered product. You should do the calcu-
lation carefully to see how this comes about. Now suppose there are m
particles in the initial state and n particles in the final state. Just repeat
this procedure n + m times to get the following result:

Spa =(p1 -+ pn outlky - - Ky, in)

. m4n m n
~ (= A fio () (T, +m2) T dhy; £ () (0, +m?)

x (0ITp(y1) - (yn)p(1) - - - p(21)]|0)

(7.43)
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Equation (7.43), to quote Bjorken and Dell, “serves as a cornerstone for all
calculation of scattering amplitudes in modern quantum field theory.” (This
was before the days of path integrals.)

Feynman rules are usually expressed in momentum space, so introduce
the Fourier transform,

1]6:131 —ip;Y;
G(wy--zmyr - H/d4 H/ pjiG(kl"'kmpl"'pn)

(7.44)
There is a possible confusion about this equation. Since

Gy xmyr---yn) = OT[p(yr) -+ o(yn)p(x1) - - p(xm)]|0)  (7.45)

There is no distinction between z’s and y’s, but in (7.44), z’s are clearly
associated with incoming particles, and y’s are associated with outgoing
particles. The point is that G(z1---Tpy1 - yn) is a “general purpose”
tool that can be used in many situations including those on a quantum-
mechanical time scale in which there is no clear-cut distinction between
past and future. In scattering experiments, on the other hand, past and
future are unambiguous. We therefore associate some coordinates with in-
states and some with out-states. We do this by assigning them to k’s (for
incoming particles) or with p’s (for outgoing particles). In this simple theory
with self-interacting scalar fields, the only difference is the 4+ or — signs in
the exponentials in (7.44), but this is necessary to get the conservation
of momentum right. When there are several different kinds of particles
involved, this choice becomes even more significant. For example, if we were
looking at the process et + e~ — 7 + ~, (positron annihilation) we would
need to assign x’s to the electron fields and y’s to the photon fields. After
making this assignment, substitute (7.44) into (7.43) and do the necessary
integrals.

S,@a :<p *Pn OUt|kl km 1n>

m—+n M 1
~ ( 2) I g
(2m)32Ey, (7.46)
<[] ————=? — m®)G (k1 kup1---pn)

Jj=1 ) 2Ep,
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7.4 Correlation Functions
The heart of (7.43) is the vacuum correlation function

G- xn) = (0[T[p(z1)p(2) - - (2n)]]0) (7.47)

The fields ¢(z) are the fully interacting fields in the Heisenberg picture.
If we are to calculate anything in this formalism, we must somehow relate
them to the “in” fields defined in (7.30). Let’s hope there exists an operator
U(t) such that

o(r) = U ) (z)U(t) with t = 2° (7.48)
I happen to know that the necessary operator is given by

U(t)= lim U(t,tg) (7.49)
to——o0
where U(t,1p) is time time-development operator given by (7.21). This is
plausible, but it need to be proved.
Both ¢ and ¢, satisfy Heisenberg equations of motion.

o o(t) = i[H(0). o(1) (7.50)
o unlt) = i), a1 (7.51)

I have written H(y) and Ho(yin) to emphasize that the Hamiltonians are
functionals of their respective fields. I have also written ¢(t). I realize the
@ is really a function of the four vector z#, but I am specifically concerned
with the time development here, and xg = t. Note that

d AUy du—1 B
%[UU ]—EU +U 7 =0
In a condensed notation this is
vt =-—uu! (7.52)

Now substitute (7.48) into (7.51) and use (7.50) to eliminate ¢.

) ) _ — . .
&%zﬁ[wﬂ N=UpU ' +UpU T +UU™!

=U(U o) U + Ui [H(p), o) U+ UU 1)U !
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=UU o — onUU " +i [(UH(p)U ), UpU ]
= {UU_l, apm] + i [H (i), ¢in) = 1 [Ho(¢in)s in] (7.53)

I have used (7.52) to simplify the second line of (7.53). I have also used the
fact that Hamiltonians are polynomials of ¢ (and possibly its derivatives),
so for example, UH (p)U ' = H(pin). Therefore

{60 st} <o

The operator in curly brackets commutes with all ¢i,. It must therefore
be a ¢ number. We could think of this constant as a number added to the
Hamiltonian. We have had several occasions to discard such numbers before
and will do so now. We conclude that (to within a meaningless additive
constant)

0 H (o) (7:54)
This is equation (7.15) with the important clarification that Hjy is con-
structed with in fields, i.e. fields using the physical masses of the particles
involved. We can take U(t,ty) to be given by (7.21) and U(t) by (7.49).
Using (7.12) and (7.13) we can argue that

Utz t1) = lim U(t2, t0)U(to, 1)

= . lim U(tQ, tQ)Uil(th to) = U(tQ)Uil(h) (755)
——00
Now consider a set of time-ordered points x1,--- ,x, satisfying a:%, >

29 > - > 29, Using (7.55) we can write

Gz, 2p) = (0]p(z1) - - - o(2n)[0)
= (0|U (to, t1) @i (x1)U(t1, t2) @i (x2) - - - Ultn—1, tn)Pin(2n)U (tn, t0)]0)
(7.56)

The sequence of times reading from left to right runs from tg — —oo to t;
and back again to —oco. We can deform the contour by writing U(tg,t1) =
U(tg, —to)U(—to,t1). An operator of the form U(—tg,ty) runs from —oo to
—+00. It has the effect of transforming asymptotic initial states to asymptotic
final states. This is just the role of the S operator defined in (7.50). We will
simply call U(tg, —tg) = S~!. With this change, our correlation function
becomes

G(xlv e 7xn)

~1 (7.57)
= (0]ST U(~to, t1)pin(x1)U(t1,t2) - - - Utn—1, tn)pin () U (tn, t0)|0)
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According to (7.27), the vacuum state is an eigenstate of S with a complex
phase. We can write (0[S~! = ¢~*(0| and find the phase as follows.

(01510)(015~" = (0|

The point is that since the vacuum is stable, |0)(0| constitutes a complete
set of states. Consequently

1 (0]
(0|57t = 015[0) (7.58)
Equation (7.57) becomes
G(xy, -+ ,xp) (7.59)
_ {0lU(=to, t1)pin(z1)U(t1, t2) - - - Ultn—1, tn) 0in(2n) U (tn, t0)|0)
(0[510)

Consider an operator like U(t;—1,t;). It contains an infinite sum of prod-
ucts of fields evaluated at various times, but every term in the sum contains
fields that are time-ordered between t;_; and ¢;. The entire numerator of
(7.59) consists of a vast array of fields, but they are all time ordered. Of
course, we started out with the assumption that the sequence of coordi-
nates x1, 2, - - - T, was already time ordered, so this makes the “scaffolding”
around which the U’s are time ordered. The original definition of G, equa-
tion (7.47) already contains the time ordering operator, so we need not have
made that assumption. We just need to write it

G(z1,- -+, an) (7.60)

OIT [U(=to, t1)pin(x1)U (81, t2) - - - U(tn—1, tn) in(2n)U (tn, t0)] [0)
(01510)

With the time-ordering operator in place, we are free to move the factors
around in the numerator to suit our convenience. In particular, we can
gather all the U’s together.

U(—to,t1)U(t1,t2) - - Ultn, to) = U(—to,t0) = S

Our final result for the correlation function function is

<O’T [(pin(wl)(pin(xQ) tr SOIH(.T”)S] ’0>

Gl o) = [0

(7.61)
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Itzykson and Zuber? in a masterstroke of French understatement, call
this derivation “heuristic.” The fact is that we just don’t know how to
do rigorous mathematics with such badly-behaved operator expansions as
(7.20), and there are many subtle physical questions as well. You might call
this “experimental mathematics.” We use this formula and it works. It is
also true that equivalent formulas can be derived using the path integral for-
malism. This also goes way beyond the limits of conventional mathematics,
but the same result is obtained in the end.

7.5 The Wick Expansion

If we can calculate Sg, in (7.46), we can calculate all possible decay rates
and cross sections. In order to do this we need the Fourier transformed
Green’s function given (implicitly) by (7.44).

m n
=1 j=1

(7.62)
Now we need the configuration space Green’s function G(x1 -+ Tyt -+ Yn)-
The formula for this is (7.61)

G(z1, @2, x0) = (0| T[p(x1)p(w2) - - - 0(2)]|0)
(O|T[pr(t1)pr(t2) - - - r(tn)S]|0) (7.63)
(01510) ’

By S in (7.63) I mean the operator U(—tg,tp) in the limit ¢y — —oo. Then
the equation for S is (7.20) with infinite limits on the integrals.

5=y n!) / / d'wid'zs - e TH (- (02) - He ()],

n=0

(7.64)
where it is understood that the limits on the time integrations are —oo <
29 < 0o and that HL, is constructed with ¢y, given by (7.33).

This seems (and is) an excruciatingly complicated set of equations to
wade through. The fact is that when you finally get the results in momentum
space, they are often embarrassingly simple. This led Feynman to formulate

a set of rules that give the right answer in momentum space without having

4 Quantum Field Theory, C. Ttzykson and J.-B. Zuber, McGraw-Hill 1980
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to calculate anything. I could just tell you the rules now, but they would
be devoid of any intellectual content. Let’s derive them step by step.

Take a look at the derivation of the propagator at the end of Chapter 6.
There we were dealing with free fields so we should rewrite (6.72)

(O|T[pr(x1)pr(22)]|0) = iD (21 — 22) (7.65)

I am going to describe the steps that led from (6.72) to (6.75) in rather
formal terms that make it easy to generalize to situations in which there are
more than two fields. In order to keep the notation under control, I will write
o(x) = pt(z) + ¢~ (z), where p* is the positive-energy piece containing an
annihilation operator, and ¢~ is the negative-energy term with the creation
operator.

e Multiply the fields together with the time-ordering 6 functions. This
gives eight terms, each one containing a product of two of the creation
and/or annihilation operators.

Tle(z1)e(x2)] = (97 (x1) + o (21)) (07 (22) + ¢ (22))0(t1 — t2)
+ (" (w2) + ¢ (22)) (" (1) + 0~ (21))0(t2 — t1)

e Use the commutation relations (6.65) to rewrite each term (if neces-
sary) in such a way that all creation operators stand to the left
of all annihilation operators. This is called normal ordering. The
usual notation for this is to enclose the expression between colons, i.e.
: o(x1)p(x2) : means that the terms between the colons have already
been placed in normal order. In the course of normal ordering there
will appear terms without operators since, for example

+ - Com +ig) - d’k
G () =t () w0) s+ [ e

—ik(x1—x2)

The first term on the right is normal ordered. The second term is a
c-number.

e Take advantage of the fact that the vacuum expectation value of any
normal ordered product is zero. As a consequence

OIT[p(z1)p(22)]]0) = (0] : p(x1)p(z2) - [0) +iD(x1 — x2)  (7.66)

Of course, the first term on the right is zero. We say that iD(x; —x2) is
the contraction of ¢(x1) and ¢(z2). I will use the overbrace to indicate
contraction. In this notation (7.66) is

Tlp(x1)p(2)] =: p(z1)p(r2) : + @ (z1)p(r2) (7.67)
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I am now in a position to state Wick’s theorem. The time ordered
product of n fields T'[p(z1)p(x2) - - - ¢(zy)] can be written as a sum of terms
as follows:

e A single term in which all n fields are normal-ordered.

e A sum of terms, each one of which consists of one pair of contracted
©’s. The n — 2 remaining fields are normal-ordered. There is one term
in the sum for each possible pairing of two of the fields.

e A sum of terms, each one of which consists of two pairs of contracted
©’s. The remaining n — 4 remaining fields are normal-ordered. There
is one term in the sum for each way in which two distinct pairs can be
made out of n fields.

e You see the pattern? One term with no contractions plus all possible
terms with one contraction plus all possible terms with two contrac-
tions plus all possible terms with three contractions and so forth. If
n is even, repeat this procedure n/2 times. The last group of terms
will consist of n/2 contractions. There will be one term in this group
for each way of choosing n/2 pairs out of n objects. If n is odd, re-
peat this procedure (n — 1)/2 times. The last terms will have one
normal-ordered field left over

This is all much easier to understand that to explain. The following
example with n = 4 should make this clear.

Tlp(z1)p(z2)p(23)p(74)] =2 (1) P(T2)P(23)P(24) :
— f—/%
+ @(@1)p(T2) : p(a3)p(74) : +p(21)P(23) : P(T2)P(24)
— f_/E
+ @(@1)e(Ta) : p(w2)p(73) : + p(22)P(23) * P(T1)P(24)
. (7.68)
+ @(@2)p(T4) = (1) p(73) : +p(3)P(24) * (1) P(22)

(z2)p(
p(z1)p(22) p(23)p(T4) + (1) 0(73) P (22)p(T4)
p(r1)p(za) p(22)p(T3)

You should try working out one of these time ordered products by brute force
starting with (6.64) and (6.65). You will be convinced that the theorem is
true. The proof is more work that it’s worth.?

SIf you want a proof see J. D. Bjorken and S. D. Drell, Relativistic quantum Fields,
Section 17.4
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This would be a good time to go back to the free field Hamiltonian, Eq.
(6.43).

H = 1 Zhwnana +aan— Zhwn<aan ;)

n=—oo n=—oo

We had to discard the hw/2 term to avoid an infinite sum. This is a common
problem whenever we make Hamiltonians our of field operators. In order
to insure that this never happens, we will agree that all Hamiltonians come
already normally ordered. Accordingly (7.64) should be written

S Z n' / /’d4'ﬁl7 d4$2 [ Hllnt(l'l) " Hllnt('x2) i H]nt(

(7.69)
When we use Wick’s theorem on this expression, we only make contractions
of pairs of fields from different Hamiltonians.

7.6 An Example

Let’s take the interaction Hamiltonian Hi = (A\/4!)¢*(z) that we stud-
ied in Sections 4.3 and 4.4, and calculate the four-point Green’s function
G(x1, o, 3, 14) to first order in A\. The S-operator (7.64) to first order is

=1- /d4x o}( (7.70)
Note that to first order (0|S|0) = 1, so (7.63) becomes

G, w2, w3, 24) = (O[T (21)p1(x2) 1 (23) 1 (24)]]0)

Z)\ <0‘T @I($1)¢[($2)¢](x3)(p1(x4) /d4m . 90}1([E> ::| ’0> L. (771)

The zeroth-order term can be read off of (7.68)
G(x1,22)G(x3,24) + G(21,23)G (22, 24) + G(21, 24)G (22, T3) (7.72)

This is the sum of all possible ways two particles can propagate between two
pairs of points. As you would expect in this zeroth-order term, the particles
do not interact .

The first-order term has eight fields each with two terms. If you were to
simply multiply them out there would be 28 = 256 terms, so here’s where

n) -
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Mr. G. C. Wick earns his keep. First notice that the vacuum expectation
value of any normal-ordered product of fields vanishes. We need only be
concerned with terms in which all eight fields are contracted. Because of
the normal-ordered Hamiltonian, we don’t contract the four ¢(z)’s with one
another. The only surviving terms are those in which each of ¢(z1), ¢(x2),
o(z3), and p(z4) is contracted with one of the ¢(x)’s. There are, of course,
4! ways of doing this all leading to the same expression for the first-order
contribution to G(z1,x2, 3, T4).

G(z1,x2,x3,T4) = —i)\/d4xG(331,x)G(ﬂzg,x)G(xg,x)G(x4,x), (7.73)

which is exactly (4.74).

Now suppose you want to calculate the S matrix element for the scat-
tering of two particles k1 + ks — p1 + po. There are two ways of doing
this.

e First do the d*z integration in (7.73). Then substitute G (z1, v2, r3, 74)
into (7.62) and find the Fourier transform G(k1,k2,p1,p2). Finally
substitute G into (7.46) to get Sgq.

e (G is a Green’s function after all, so
(O + m)G(x,2") = i(Op + m*)D(z — 2') = —i6W(z — o) (7.74)

You see, all the (O, + m?) operators in (7.43) produce factors of
—i6® (z; — z) when they operate on G(z;,z). Now all the integrals
are trivial.

Sﬁa :<p1p2 0ut|k:1/£2 in)

. 4
- <Z> (—iN)(27)26W (p1 + po — k1 — ko)

vZ (7.75)

2 2
" 1 H 1
i=1 V (27T)32Eki j=1 1/(271‘)32Epj

This second technique, though less obvious, saves a factor of two in scratch
paper.

This simple calculation illustrates most of the rules for calculating more
complicated S-matrix elements in the p* theory. To start with draw some
diagrams with the incoming and outgoing particles labelled with their mo-
menta. The diagrams will consist of straight lines and vertices where four
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lines meet. The number of vertices must be less than or equal to the corre-
sponding order of perturbation theory, i.e. if you working at the n-th order
approximation, you must draw all possible diagrams in which there are n
or fewer vertices. In the example, there was only one vertex corresponding
to first-order perturbation theory. There will be many diagrams in which
one or more of the particles don’t interact with the others. One way to say
this is that these diagrams can be separated into two or more pieces without
cutting any lines. These are called “disconnected” diagrams. These will
fall into two categories: “vacuum fluctuation” diagrams in which there is a
piece that is disconnected from all the external particles and “self interac-
tion” diagrams in which one of the external particles emits and reabsorbs
virtual particles without interacting with the other external particles. Dis-
card all these. It can be shown that the vacuum fluctuations only contribute
to the (0]S|0) term, which cancelled in the formula for the S-matrix. The
self interaction diagrams represents particles that don’t scatter, and we are
presumably not interested in the probability of things not happening. Each
of the remaining diagrams contributes a term to the perturbation expansion.
Each term will have the following factors.

e A factor 1/4/(27)32FE}, for each external particle with momentum .
e A factor (—i)\) for each vertex.

e A factor (27r)45(4) (k1+ko—p1—p2—---) to enforce all-over momentum
conservation.

These factors are all evident in (7.75). There are several new features that
are only present in higher-order terms.

e There will be internal lines, i.e. lines that begin and end in the dia-
gram. Each one of these gets a propagator

i
p? —m?2 +ie
where p is the momentum of the internal particle.

e Impose momentum conservation at each vertex.

e Integrate over each undetermined loop momentum:

[



136CHAPTER 7. THE INTERACTION PICTURE AND THE S-MATRIX

e Divide by the symmetry factor.

This last issue, the symmetry factor, has to do with redundant diagrams.
It’s too complicated to explain in the text. I'll explain it in class when I can
draw lots of diagrams on the board.

There’s still one more step on the road. How do you turn an S-matrix
into a cross section. That is the subject of the next chapter.



Chapter 8

Cross Sections and Decay
Rates

The last step in the road from Lagrangians to cross sections is this: take
the S-matrix computed in Chapter 7 and convert it to a scattering cross
section or decay rate. There are two easy ways of doing this and one right
way. One easy way is to assume that the initial and final state particles can
be described by plane waves. Plane waves occupy infinite volume, unfortu-
nately, so several key integrals diverge. This problem can be ducked with
some judicious hand waving. The other easy way is to quantize the wave
functions in a box of finite size. This avoids the infinite integrals, but of
course, real experiments aren’t done in a box. It is best to acknowledge that
the beam and target particles should be represented by wave packets, but
this makes for a long tedious derivation. We’ll do it the ssecond easy way
(at least in this edition).

8.1 Classical Scattering

From the point of view of classical mechanics, the cross section of a particle
is just its projected area. If the particle is a sphere of radius R, the cross
section o7 = wR?. This is usually called the “total” cross section. If the
particle were very small, we might contrive to measure its cross section by
means of a scattering experiment. First we prepare a target with n; of
these particles per unit volume, and bombard this target with N, incident
point-like particles. We assume that the target is so thin and the target
particles so small that no one of them gets in front of another. We then
count the number N of incident particles that are deflected as a result of a

137
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collision. The fraction of particles that are scattered, N/N; must be equal
to the fraction of the target area covered by the projected area of the target
particles, ny Lo, where L is the target thickness. The cross section is then

given by
N

N,-ntL
The idea works even if o7 is arbitrarily small. We just have to make N; and

or =

ny large enough.

We can also determine the shape with a scattering experiment. Imagine
that the target particles have concentric circles painted on them like an
archery target. If one of the incident particles hits a particular area do it
will scatter into a solid angle d€). OK — so your’re not as good with a bow
and arrow as Legolas. Just fire a gazillion arrows at random an observe the
distribution of scattering angles. Your favorite theorist should then be able
to infer the shape of the target particle from the distribution. The relevant

equation is
do 1 dN

dQ ~ NiniL dQ
If you are an experimentalist, you measure dN/d2 in your lab, compute
do /dSY, and pass it along to the theorist. This computed quantity is called
the “differential cross section.”

The quantities N;, n;, and L in (8.1) are directly measurable, but for
purposes of comparing with theory, it is more convenient to express them in
terms of flux. If the beam is moving at velocity v toward a stationary target,
then the number of particles in the beam N; is equal to the density of the
beam n; times the volume. If the beam is a pulse that is turned on for T’
seconds, then the volume of the beam is vT'A, where A is the cross-sectional
area of the beam (assumed smaller than the target.) Therefore N; = n;vT A.
The cross section can be written as:

(8.1)

do 1 dN

dQ ~ (nvTA)n,L dQ (8.2)
1dR
T 1dQ’

where the transition rate R is the number of scattering events per unit time
per unit target volume, V = AL.

R=N/VT, (8.3)

and the flux I is
I =ninv (8.4)
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8.2 Quantum Scattering

In the quantum mechanics regime, quantities like size and shape don’t have
any direct meaning, since any putative size is bound to be smaller that the
corresponding deBroglie wavelength; but the experiment can still be done
exactly as I have described it, because all the measurements are macro-
scopic and asymptotic. The differential cross section (DCS for short) can’t
be interpreted directly in terms of shape, but it does contain most of the
information we are entitled to have about particles and other subatomic
systems.

The description of scattering in terms of archery targets is appropri-
ate to low-energy potential scattering, but at higher energies new particles
can be created and the total momentum shared among them. It requires
more than a scattering angle to describe the final state. Rather we have
to specify the momenta of each of the particles: p1,p2,...,p,. Not all val-
ues of the momenta are allowed of course, because of the conservation of
momentum and energy. We can imagine the momenta as occupying some
complicated-shaped region in a 3n-dimensional space whose coordinates are
the components of the individual momenta. This construct is called “phase
space.”! A typical multiparticle scattering experiment measures the transi-
tion probability into some region of phase space. We still use the differential
cross section notation do, but now do might be an 3n-fold differential, de-
pending on the details of the experiment. I will also use the notation A to
indicate some small region of phase space (not just a region of solid angle).

Now let’s put on our theorist’s hats. We know how to calculate the S-
matrix elements. How do we now find the cross sections? You will recall
from the end of Chapter 7 that the first term of the perturbation theory
expansion of the S-matrix describes particles that don’t scatter. Feynman’s
rules decree that all other terms contain the factor (27)*6*)(P; — P;), where
P; and Py are the total momentum four-vectors of the initial and final state
particles. It is customary to define a transition matrix 7y; as follows:

Spi =85 —i(2m)6W (P — P) Ty (8.5)

The d7; just represents the particles that don’t scatter. 7 is the non-trivial
part of the S-matrix with the delta function “peeled off.” If should be clear
from (6.25) and (6.35) that the S operator is unitary. The S-matrix in
the current notation is Sy; = (f|S|é), where |7) and (f| represent complete

Note that phase space in thermodynamics is 6n-dimensional, since it includes space
as well as momentum coordinates.
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sets of states. As such we expect the S-matrix to be unitary as well. Very
schematically, this means that

>S5S = 0ik (8.6)
f

I say “very schematically” because it’s not at all clear what it means to sum
over one of these indices. I'll get back to that.

Since Sp; is a probability amplitude, we should get the corresponding
probability by squaring it. So for example,

Py = Syl (8.7)

is the probability that the initial state |i) will scatter into the final state | f).
Unfortunately this means that we have to square the delta function in (8.5),
and this is bad news, since 6(Py — P;)6(Pr — P;) = 6(Py — F;)d(0) and 6(0)
is infinite.

I'll deal with this last problem first. Squaring (8.5) gives

Py; = (2m)*6™(0)(2m)*6™ (Py — Py)|Tpi|” (8.8)

(I have ignored the non-scattering term.) Here’s the kludge. The factor
(27)*6™)(0) is interpreted as a volume of space-time, since in the limit P — 0

(2m)6W(P) = / diz e — / diz =VT. (8.9)

But the time and volume of what? We can use the derivation of (8.2) as
a model. Let V be a small arbitrary volume inside the interaction region.
Assume that it is small enough to fit inside the beam and target but very
large compared the typical quantum-mechanical dimensions. 7T is the time
required for a beam particle to pass through V. The analogy to (8.3) is

Pfi
VT
2m)*VTSW (Py — P)| Ty (8.10)
VT
=(2m)!8 (Py = P)| Ty’

Ry; = transition rate per unit volume =

This is the first of several instances in which the arbitrary V’s and T’s cancel.
Now to the question of counting and normalizing states. This is not
explained clearly in any book I know of, so I hope you will indulge me while
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I explain this boring technical detail in excruciating detail. Someone has to
do it.

First of all, Klein-Gordon wave functions have a conserved norm, but it
isn’t [ dV|¢|?. In order to have the right behavior under Lorentz transforma-
tions, the norm must transform like the time-like component of a conserved
current. That is, there must be a probability density p and a probability
current j such that
dp .

E—I—V-J:O (8.11)
The reason is that the rate of decrease of particles in a given volume is equal
to the total flux of particles out of that volume, that is

_a/pdvz/j-ﬁdS:/V-jdV
ot Jy 5 v

The procedure for finding this current should be familiar from nonrelativistic
quantum mechanics. Write the Klein-Gordon equation as

——= + Vi =m?p

Multiply this equation by —iy* and the complex conjugate equation by —i¢
and subtract.

O [.( 0p  Op* o o
m[% (soat G )]+V [—i(¢*Vp — oVe*)] =0 (8.12)

J
p

As a consequence the norm is

<~

p=i / o (z) B () (8.13)

By ¢(z) I mean the wave function, not the quantized field, and
*<—> * *
© 00 = ¢ 0o — (Oop™) .

We have been using the quantized field operator

Akefikx + d};elkm]

L d*k
w‘/m[“
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from (6.64). We obtain the classical wave function ¢ from the quantized
field operator ¢ as follows

e~ (0]axal|o)

3
p(z) = (0](x)|p) = /\/(;)%Ek
e—ipa:

(2m)32E,

(8.14)

This result depends on three normalization conventions that are to some ex-
tent arbitrary. First is the factor 1/4/(27)32F in the field operator (6.64).
Second is the commutation relations for the creation and annihilation op-
erators (6.65). Finally, we have agreed to construct single-particle states
as |p) = d};]O). Only the equal-time commutation relations (6.69) are non-
negotiable. We will finally arrive at formulas for the cross sections and decay
rates that must be independent of all conventions. This will happen, but no
two books do it the same way!

Our choice of normalization for the field operator has the advantage of
making (6.65) as simple as possible, but it results in a rather odd-looking
norm.

R * -3
p=i(p"0p) = 2Ep*p = (27)

/ pdV = (2m)73V (8.15)
V

Yes that’s right — there are (27)~3 particles per unit volume!

Equation (8.10) refers to scattering into a single final state |f). What
does this mean? Since we already are committed to the imaginary box,
we can impose periodic boundary condition to discretize the momenta. For
a single particle, quantum theory restricts the number of final states in a
volume V' with momenta in element d3p to be Vd3p/(2r)3. Our V has
(27) =3V particles, however, so

Vd3p

)V d*p (8.16)

No. of final states/particle =

In the general case in which two particles go into N particles with initial
and final states given by

i) = |k2, ko)

8.17
\f) = |p1,P2, -+ ,DN) (8.17)
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the “density of states” is

N
No. of available states = H d’p; (8.18)
7j=1

Now turn to the incident flux (8.4). With our norm n; = n; = (27)73,
and v is the relative velocity of the colliding particles.

ki ke
Ei By

1

= E1E2 \/(/{71 . k2)2 — (m1m2)2 (819)

V=

The generalization of (8.4) is

R
do = T x density of states

Using (8.10), (8.18) and (8.7) we get

do =

(2m)*0( Py

~ P)I Tl 77 5
EaE T VS

= (8.20)

N
1 10 5(4 2 3
= ;(277) sW(Py — P)|Tyl Hd Dj-
7j=1
Finally, we use this formalism to compute the probability of the decay
of a single particle. The differential decay rate dI' of an unstable particle is

defined by

R
dI' = — x density of states
T

N (8.21)
= 2m)"6W(Pr = P)| T [ &°p;
j=1

In this case n; is the number of decaying particles per unit volume, which
as usual is equal to (27)73.

8.3 Phase Space

The outcome of a scattering experiment as described by (8.20) depends,
generally speaking, on three kinds of things. First there are the fundamental
dynamics, which are encoded in the Hamiltonian of the system. Second,
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there are the details of the experiment itself, e.g. the number of particles
in the beam and target, the construction of the detectors, etc. There is a
third category of influences that arise because momentum and energy are
conserved and because the experiment must be describable in a relativistic
invariant way. These last considerations are incorporated in the notion of
phase space. Phase space in this context is the set of momentum states
available to the particles after the interaction. Imagine leaving the parking
lot in front of a movie theater after the show is over. If there is only one
narrow road leading out of the lot, then it will take you a long time to
escape. If there are freeways leading out in all directions, the lot will empty
quickly. This is an analogy based on coordinate space. Try to imagine
something like this in momentum space and you will have a feeling for what
phase space means. If there are many momentum states available to the
final-state particles, the scattering cross section will be large or the decay
will happen quickly. I will explain this again in the next paragraph using
a semi-quantitative argument based on the uncertainty principle and finally
present a version of the argument that is correct relativistically.

In classical statistic mechanics the state of motion of a particle is repre-
sented as a point in a six-dimensional manifold called phase space consisting
of three position and three momentum coordinates, i.e. (z,y, 2, Pz, Dy, Dz)-
Classical mechanics places no restrictions on the density of these points,
since x and p are supposedly measurable with complete precision. Quan-
tum mechanics on the other hand limits the precision by the uncertainty
principle,

Axz;Apj > 2mh.

Phase space can be thought of as being subdivided into elementary cells of
size (2h)3. The particle’s coordinates cannot be localized to any smaller
region. The number of states available to one particle will therefore be equal
to the total volume of phase space divided by the size of the elementary
cell. Assuming that the particle is contained in a volume V', the number of
available states is

1 v
N = 3. 13, _ / 3,
(27h)3 / Codp=roys | 4P

The limits of integration come about from the conservation of mass and
energy. Since p,pt = m?, the momentum integration is bounded by a sphere
of radius |p|> = E? — m?, so that N depends on m and E. The factor
V/(27h)? is part of the normalization discussed in the previous section. I
am concerned here with the integral over d®p.
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Now suppose there are N such particles in the final state of a scattering
experiment.

N-1
Ny = / 11 #»; (8.22)
j=1

There are only N — 1 integrals in (8.22), because the N p;’s are not all
independent,

We can incorporate this constraint in a more flexible way by introducing a

o-function.
N-1
/d3pN @) (pN +) pr- Pi) =1
k=1

N-1 N N
Ny —/ H d’pj = /HdSPj 6 <Z Pr — Pi)
j=1 j=1 k=1

Energy is also conserved, and this constraint can be included with a similar
trick.

/dE,- §(E;—E) =1

N N N
Ny = / dE; || d*p; 6® (Z P — Pz-) 5 (Z By, — E)
j=1 k=1 k=1

N
dNN 3 4
e :/gd p; 8Py — P) (8.23)

These are just the kinematic factors appearing in (8.20). It appears from
this heuristic argument, that the reaction rate is proportional to the density
of states dN /dFE;.? This is not the whole story, because (8.23) as it stands
is not Lorentz invariant, but according to the Feynman rules from Section

2You will recall from elementary quantum mechanics that the transition probability
rate for a system to make a transition from an energy E; to Ey is given by “Fermi’s golden
rule,”

2
wik = fg(Ek)|Hkl|2

where g(FE}) is the density of states whose energy is close to Ex. See R. L. Liboff, Intro-
ductory Quantum Mechanics.
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7.5, the square of the scattering amplitude, |(f|7|i)|? in (8.20), contains a
factor 1/2F;(27)3 for each particle in the final state. This is good, since

4 d’p
d*p §(p* —
/ po(p* —m?) = / 5
is clearly a Lorentz scalar. The point is that the factors
H / d*p; | (2m)*6W(P; — Py)

from (8.20) together with the factors 1/2F; from |(f|7|i)|? can be combined
into a Lorentz-invariant quantity

N d3pA
— 2 54 _p
P /HQ@é(ﬂ P)

N
=/H¢mmﬁwﬂﬂwﬁ—m
j=1

The quantity P is called the Lorentz-invariant phase space. In general we
are more interested in integrating some of the momenta in (8.24) over some
portion of their allowed kinematic range, in which case

(8.24)

dp = /p N H d*p;d(p? — m?)sW (P — Py). (8.25)

You might say that (8.24) and (8.25) lie on the interface between theory and
experiment. For example, if you were using (8.20) to predict the results of an
experiment, the limits on the integrals would be set to represent the details
of the experimental apparatus. If the apparatus did not detect particle j (it
might be a neutral particle), then the corresponding momentum p; would
be integrated out. If the momentum of the k’th particle was measured, then
the corresponding integral would not be done, and P would be left as a
function of py.

For many-particle reactions, P will have a complicated dependence on
the momentum variables.> It is often the case that the data from an ex-
periment are determined mostly by P regardless of the dynamics. Such
an experiment is a failure almost by definition. The general purpose of an
experiment is always to find some deviation from phase space.

3There are entire books written on the subject, e.g. Kinematics and Multiparticle
Systems, M. Nikolic, Gordon and Breach (1968)
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8.4 Two-Particle Scattering

To make this more concrete, let’s calculate the cross section for the elastic
scattering of two particles k1 +ko — p1+ps from the example in the previous
chapter. Comparing (7.75) (with Z = 1) with (8.5) gives

A

_— (8.26)
f (2m)8\/2E}, 2E,2E), 2E,
Then (8.20) gives
do = 2)\2 / o s 5(4)(Pf - B)
4(2m)?vEy, Ey, J 2E, 2E,, (8.27)

)\2
- 4(27‘(’)2’[}Ekl EkQ / dp

The transition matrix 7; is especially simple in this example. This is why
there is nothing inside the integral except dP. In general there will be some
complicated function that we may or may not want to integrate.

I will complete the calculation in the center of mass system assuming
equal-mass particles. In this case |ki| = |ka| = |p1] = |p2|, ki = —ka,
p1 = —p2, B, = E,, = F1, and Ej, + Ey, = E;. For the remainder of this
section only I will use the notation |p;| = p;. Integrating out d®ps gives

Ly
P = /4E12 pldplé(QEpl — El)dgl
It’s convenient to change the variable of integration from p; to Ej.

1
pldp1 = EldEl 5(2E1 — El) = ié(El — El/Q)

P = /dE15 (Ey — E;/2)d

There is still one d-function, which will enforce energy conservation and
hence fix the value of p;.

™1
—_— 2
P /8E1d - (8.28)

Notice that symmetry together with the conservation of momentum and
energy largely predetermine the outcome of such a scattering experiment.
If the particles are spinless there can be no dependence on the azimuthal
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angle. Only the scattering angle 6 is unconstrained, and the only way
the underlying dynamics could manifest itself is by affecting the differential
cross section as a function of scattering angle. Our example is trivial in the
sense that there is no # dependence, but let’s go ahead and calculate the
differential cross section anyhow. For this purpose it is best to leave (8.28)
in the form of a differential

ap = PL 40 8.29
P= 8E, 1 (8.29)

We also need v from (8.19), which in this simple case gives

_2p
- & (8.30)
Equation (8.27) becomes
A2 Ei m
do = 252 op 1
4(27‘() El 2])1 8E1 (8 31)
do A2 .

dQl - (167TE1)2

As anticipated, the scattering is isotropic. There is no ¢; dependence.

8.5 The General Case

Here is a cookbook procedure for calculating scattering cross sections and
decay rates for the general case in which there are N particles in the final
state.

e Use Feynman’s rules from Section 7.5 to calculate the S matrix.
e Find the transition matrix 7y; from (8.5).
e Find the relative velocity v from (8.19).

e The differential cross sections and decay rates are calculated from
(8.20) and (8.21) integrated over the appropriate regions of phase
space.

)10

/ Hd?’pg (P~ P)TH  (3.32)
pEAQ
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N
=) [ [[dnsOF - PITE (333)
pEAQ) j=1

When there are only two particles in the final state, one integrates
over all the momentum components that are constrained by the delta
function and leaves the remaining two angles in the form of a differ-
ential. When there are more than two particles in the final state, the
decision regarding which variables to integrate and which to leave in
the differential depends on the experiment that the theory is describ-
ing. That is the meaning of the notation p € A that specifies the
limits of the integrals
Because of our normalization conventions, |7;|? will contain one factor of
1/(27)32F for each external particle in the reaction. The factors of 27 as well
as the energies of the initial-state particles are constants that are gathered
together outside the integrals. The energies of the final-state particles are
functions of the variables of integration. It is best to think of them as part of
the phase space defined by (8.24). Needless to say, these rules are tailored
to the Feynman’s rules from Section 7.5. If you combine formulas from
different books, you are likely to get the wrong answer.
The rules so far only hold for spinless particles. The Dirac wave functions
used for spin—% scattering are normalized differently. I’ll return to that point
at the end of Chapter 10.
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Chapter 9

The Dirac Equation

There is a story to the effect that Neils Bohr once asked Dirac what he was
working on. Dirac, who was famous for not saying much, replied, “I'm try-
ing to take the square root of the Klein-Gordon equation.” The background
to the story is this: the Klein-Gordon equation is invariant under Lorentz
transformations, but it was known to have a strange pathology, it has nega-
tive energy solutions. This is inevitable with a second-order equation. The
Schrodinger equation, on the other hand, is hopeless so far as relativity is
concerned, but because it has only a first derivative with respect to time,
it has only positive-energy solutions. (I'm talking about free-particle equa-
tions here. Bound state problems usually have negative total energy.) Dirac
thought that he could combine the two equations in a way that would pre-
serve the best features of each. The result is called the Dirac equation.
Ironically, it has negative-energy solutions anyway, but it does provide a
formalism for treating spin 1/2 particles in a way that is consistent with
relativity.

9.1 The Equation

Let’s follow in the footsteps of our taciturn master and see what we can
come up with. Start with the Schrodinger equation.

o

’La—Hw

Can we come up with a Hamiltonian that (1) is first order in space deriva-
tives, (2) is Hermitian, and (3) leads to a covariant equation of motion? The

151
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answer is yes if ¢ is a matriz. Try

Y
i%e = Hi = (- p+ fm)y (9.1)
here a and 3 are Hermitian matrices and p = —i'V. We will also use the

replacement £ = i0/0t. If E is the total energy of special relativity, it must
satisfy E? = p? +m?. Combine this with equation (9.1)

2
£ = (ig) v =ta-p+ o) () = (@ p+ omps

We would like this to equal (p? 4+m?)t. This will be possible if the matrices
have some special properties.

(cip’ + Bm)* = B°m” + (i) (p')* + {ou, B} mp’ + % {ai, a5} ;0P (9.2)

I have used the convention that repeated indices are summed. The curly
brackets are endemic to Diracology. They represent the anticommutator.

{A,B} = AB + BA

We would like (9.2) to boil down to p‘p; +m?. This will be possible if these
matrices obey the following constraints:

f? = (oy)? = 1 for each i (9.3)

{ou, B} = {ai, o5}, =0 (9.4)

We are trying to construct a theory of spin 1/2 particles, and we know
that in non-relativistic QM Pauli spinors have two components. We expect
therefore that a and 8 will be 2 x 2 matrices. Alas, it is not to be. They
must be at least 4 x 4. Here is the argument:

1. Bai+a;fB = 050 B = —ayff? = —a;. Take the trace of this equation.
Tr[Ba;f] = Trla;3% = Tr[;] = —Tr[a;]. So a; is traceless. In the
same way we could prove that Tr[3] = 0.

2. We want a and (3 to be Hermitian. This together with (9.3) is sufficient
to prove that their eigenvalues are +1

3. Arguments 1. and 2. lead us to conclude that the matrices must have
even dimension.
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4. There are only three independent traceless Hermitian 2 x 2 matrices,
and you know what they are: the Pauli spin matrices.

(1) e (0) me(d9) e

Unfortunately, we need four such matrices, so 2 x 2 won’t do. We must
have 4 x 4. The traditional choice is

(o) e (%) oo

All this has a nasty, non-relativistic look about it. We therefore abandon
Dirac’s original notation for the following:!

i_ s 0 o
70 =p v = Pa; = ( —o; 0 > (97)
Now (9.4) becomes
{77} = 29" (9.8)
and (9.1) is
(90, — ) = 0 (9.9

This is Dirac’s equation. Of course v is a four-component column matrix,
the so-called Dirac spinor. g"” is the usual metric tensor. There is one other
convenient bit of notation.

YuB" =~"B, =B (9.10)

Dirac’s equation finally is (i @ — m)y = 0. It looks simple. It’s not. It is
however, covariant. This is far from obvious, but I will not prove it at this
time.

Wave functions are supposed to have something to do with probability.
This is true of @ as well, but to see the connection, we need to derive
the formula for a conserved current. Starting with (9.1) and taking the
Hermitian conjugate, we have

f f
L '&i a; + 1 Bm (9.11)

1Some authors use different conventions. This is consistent with Zee, Gross, and many
other texts.
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Multiply on the right by 3? = 1 and define
b =yip =yl (9-12)

This object v is called the Dirac conjugate. It often appears in bilinear
expressions in place of the usual Hermitian conjugate. Anyhow, the resulting
equation is

o -
~i2850 = i+
or -
P(i P +m) =0 (9.13)

The arrow indicates that the derivative acts to the left. To find the current,
multiply (9.9) on the left by ¢ and (9.13) on the right by ¢ and add the
two. The result is

Oy + o Oup = 0 = O (¥y") (9.14)

So the conserved current is B
=y (9.15)

The current density j° = 1) is positive and has the same form |+|? as the
probability density in non-relativistic QM.

9.2 Plane Wave Solutions

We know that electrons have two spin components. Why then are there four
components to the Dirac spinor? The answer is that despite Dirac’s best
intentions, there are still negative energy solutions. This in turn is related
to the existence of antiparticles. We will get to the particle interpretation
later. For the time being we will just reconcile ourselves to negative energies.

We start with
pE = Fire < i" ) (9.16)

As a convention, the symbol E = p? will always refer to a positive number.
x and n are two-component spinors. They are not independent; the Dirac
equation imposes a relationship between the two. Our job is to find it. Start
with the upper sign (positive energy) solution. Substitute (9.16) into (9.1).

E-m —o-p X\_op
—o-p E+m n )
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This will only have a solution if the determinant is equal to zero, i.e. E? —
m? — (o - p)? = 0. Remember that

ol =1 {oi,05}t;2; =0 (9.17)

1

so that
(o-p) =p°, (9.18)
which is a useful identity to have at your disposal. We conclude that E? =

p? + m?, which we knew anyhow. Unfortunately, this means that F =
++/p? + m2, so we are stuck with negative energy solutions. At any rate

_ (9P
n= E+m X

We can make x into a Pauli spinor that satisfies xTy = 1.

NE. ( (1) ) 2 = ( ; ) (9.19)

The complete positive energy solution to the Dirac equation is written

v (2, 5) = u(p, s)e” " (9.20)
where
x(®)
u(p,s) =C s=1,2 (9.21)
TP\ (s)
E+m

Notice that in the non-relativistic limit, the third and fourth components
become negligible.

The normalization constant C' has to be chosen according to some con-
vention. We will use u(p, s)u(p,s) = 1. In order to appreciate this, it is
necessary to use one of these group theory results that I have not yet proved.
It is a fact that combinations like ¥y and @u are Lorentz scalars, so that
if we choose the normalization in the rest frame of the particle, it will have
the same value in all other frames. A quick calculation shows that

2m
E+m

u(p, s)u(p,s) = C*?

)

so our normalized spinor is

E+m X
2m

u(p,s) = s=1,2 (9.22)
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so that in the rest frame

u(0,1) = u(0,2) = (9.23)

o O O
O O = O

Now back to the negative energy solutions, which I will provisionally call
u(p,3) and u(p,4). Repeating the above arguments with the lower sign in

(9.16) brings us to
— o-p
X= E+m 7

and
_op . (s—2)
E mX
u(p,s) = | 2| B s=3,4 (9.24)
2m
X(572)

It is easy to see that in the rest frame (and so everywhere else) (9.24) is
normalized so that @(p, s)u(p, s) = —1. The minus sign is forced on us. The
complete negative-energy solution is

V™ (z,5) = u(p, s)eP® s=3,4 (9.25)

9.3 Charge Conjugation and Antiparticles

The appearance of negative-energy states was both an embarrassment and a
disappointment; a disappointment because this wasn’t supposed to happen
with a linear wave equation and an embarrassment because of its physical
implications. Let us consider an atomic electron. An excited electron will
normally lose energy by emitting photons until it drops down to the lowest-
energy or ground state. In the original version of Dirac theory there is no
lowest-energy state since there exists an continuum of negative-energy states
from —mc? to —oo. The electron would fall into a bottomless pit emitting
an infinite amount of energy in the process! To sidestep this difficulty, Dirac
proposed that under normal circumstances, all negative-energy states are
completely filled. This agglomeration of filled states is called the Dirac sea.
Like all of our theories I suppose, it’s a half truth. Unfortunately, the other
half is very confusing. For one thing, it depends on the Pauli exclusion
principle. The states are full because no two Fermions can occupy a single
state. This is not true for integer spin particles, and the Klein-Gordon
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equation also has negative energy states. Obviously the Dirac sea can’t be
the whole answer, but it contains a surprising amount of physical insight.?

Suppose one of the negative-energy electrons were to absorb a photon of
energy > 2mc? and become an E > 0 state. As a result a “hole” is created
in the Dirac sea. The observable energy of the Dirac sea is now the energy
of the vacuum minus the negative energy of the vacated state, hence a pos-
itive quantity. In this way we expect that the absence of a negative-energy
electron appears as the presence of a positive-energy particle. The same
argument works with charge. Let Q¢ represent the charge of the vacuum
and e the negative charge of an electron in the sea, then the total charge of
the Dirac sea is

Q==Qo—e=0Qo—(—le]) =Qo+|e| (9.26)

The observable charge is then Qups = Q@ — Qo = |e|. This is interpreted as a
particle with positive energy and charge. This process actually happens. In
the laboratory it looks like v — e~ + e™. (It can’t happen in empty space
because of energy and momentum conservation. It does happen whenever
high energy photons pass through matter.) When Dirac first proposed this
in 1930, however, no such particle was known. For this reason it was as-
sumed that the theory couldn’t be right. The positron was discovered soon
thereafter.

According to this theory, the total energy of the vacuum as well as the
total charge is negative infinity. We have to take it on faith that these
infinities are not observable. What is observable are the deviations from
infinity corresponding to the energy and charge of a single electron! This is
an unsatisfactory aspect of the theory of course, but it will continue to devil
us long after we have abandoned the Dirac sea.

The argument made above regarding charge and energy also works for
momentum and spin. The absence of momentum p in the Dirac sea appears
as the presence of momentum —p. Similarly the absence of a spin-up £ < 0
electron is to be interpreted as the presence of a spin-down E > 0 positron.

This is all well and good, but we must face the fact that the Dirac
sea is really just a metaphor. We need to describe antiparticles in a way
that does not invoke negative energies. I once heard Edward Teller explain
antiparticles like this: “Take a particle in one hand and an antiparticle in
the other. Put them together, and what you have is — nothing”! Put less
cryptically, all the additive quantum numbers sum to zero. What are the

2The best discussion of this entire subject is still the classic, Advanced Quantum Me-
chanics, by J. J. Sakurai, Addison-Wesley 1967, Sections 3.9-3.10
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additive quantum numbers? Well, charge, baryon number, three kinds of
lepton number, and strangeness for starters. Electrons have zero baryon
number and strangeness anyhow. I will come to the issue of lepton number
presently. Let’s concentrate on the matter of charge. We can define a
transformation called “charge conjugation.” It has two effects. First, it
replaces all particles with their antiparticles, and second, it changes the
wave function in such a way that it correctly describes the new situation.

It’s easy to modify the Dirac equation to include the electromagnetic
potential. The procedure is called “minimal substitution.” The rule is
everywhere you see the derivative 0, simply replace it with 9, — D, =
Oy +iqA, where ¢ is the charge of the particle. This rule is based on the
idea of gauge invariance, which we will discuss in the next chapter. For the
time being — just believe it. With this replacement the Dirac equation for
an electron with charge —e (e > 0) becomes

(i+e A—m)p=0 (9.27)

Charge conjugation must change the charge of the electron so that Teller’s
dictum comes true. The transformed equation is

(ig—e A—m)p. = 0. (9.28)
Here 1. is the new “charge conjugated” wave function. Take the complex

conjugate of (9.28) and multiply by Cp, a 4 x 4 matrix that operates on the
space of the v’s.

Co(i"* 0, + ey A, + m);

= [(Cov"™*Cy ) (10, + eAy) +m] Cops = 0

At this point we don’t know what Cj is. The challenge is to get (9.28)

looking like (9.27). For this we will need Cgfy“*C’O_l = —y* and Coy} = 1.

It doesn’t take much trial and error to realize that all the «’s are pure real

except v2. Try Cop = i7%. (The i is necessary to make Cy Hermitian.)® You

can check that CZ = I and Coy"*Cy 1 — _~ as promised. The bottom line
is

(9.29)

Yo = Cop* = i*y* (9.30)
Let us see what this operation does to our prefab spinors. The following

identities are useful.
o-p= < bz P ) (9.31)
P+ Pz

3There are several different representations of the gamma matrices that are useful in
other contexts. Equation (9.30) is valid only in the the standard or Dirac-Pauli represen-
tation we are using.



9.3. CHARGE CONJUGATION AND ANTIPARTICLES 159

0 00 -1
001 0
Co = 010 o0 (9.32)
-1 0 0 O
1
i E+m 0 i
+ — T _ 1px
Y (z,1) = u(p,1)e - p/(E +m) e (9.33)
p+/(E+m)
0
; E+m 1 ;
*(2,2) = u(p, 2)e P = —ipe 34
Y (2,2) = u(p,2)e om p_/(E+m) e (9-34)
—p:/(E +m)
—p=/(+m)
4 (2,3) = u(p,3)e = ||| TP /EFM e (g 35
2m 1
- 0 -
[ —p-/(E+m) ]
_ ; E+m | p,/(E+m) i
— ipr _ ipx
Y (2,4) = u(p,4)e 5 0 e (9.36)
1

Let’s find the charge-conjugated version of 1™ (z,1). Using (9.30), (9.32),
and (9.33) gives

*

00 0 —1 1
001 O E+m 0 .
+ — +ipx
Ve (z,1) 010 0 om | p./(E+m) | ©
-1 0 0 O E+m
p+/( ) (9.37)
—p-/(E+m)
E , .
— 2—:nm pz/(%_‘_ m) eJrsz — —u(—p, 4)ezp:c
-1
In the same way one can prove that
¥l (2,2) = u(—p,3)e™” (9.38)

Thus the charge-conjugate wave function obtained from the positive-energy
plane-wave solution is the wave function for a negative-energy plane wave
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with the same |E| and opposite momentum. The spin direction is also
reversed since the spin-up spinor with s = 1 is changed into the spin-down
spinor with s = 4. According to Dirac’s hypothesis, the observable behavior
of the charge-conjugate wave function should be a positron with £ > 0 and
the same momentum and spin. This is consequence of the absence of an
electron with negative charge and energy and reversed momentum and spin.

If you buy into this bizarre notion of the Dirac sea, the rest is logically
consistent, but expectation values of the charge-conjugated wave functions
do not give the results you would like in terms of antiparticles. Try for
example, to calculate the expectation value of the charge of a positron. The
electromagnetic current should be proportional to the zeroth component of
the probability current (9.15).

Q= e/jod?’x = e/@ZJdegfL‘ (9.39)
The charge-conjugated wave functions give the same value for @, since
Qo= [vlvas = e [ (Cowds = [horas=q .00

where I have used the fact that Cy is Hermitian, Cg = I, and currents
are real functions. It’s trivial to show that the expectation values of the
momentum and spin do change sign. The reason is that 1) is not the positron
wave function, it’s the wave function that is interpreted as the positron
wave function. Under the skin, it’s still the wave function of a fictitious
negative energy particle.® In order to get sensible expectation values we
need to introduce second quantization with creation operators that create
real positrons. In order to do that, it is customary to define spinors for real
positrons as follows.

9.41
v(p,2) = +u(—p,3 (941)
With this definition
uc(p7 S) = COU(Pv S): = U(p, 3) s=1, (942)
Uc(pa S) - C()U(p, 8) = u(pa 3) s=1,

u(p, 3) and u(p, 4) are properly called negative-energy spinors, while v(p, 1)
and v(p, 2) are positron spinors.

4 Again — thanks to Sakurai for finally making me understand this point.
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Here is a summary of the important equations involving v and v:

U+ (@) = ulp, s)e (9.43)

Y (z) = v(p, s)etP” (9.44)

u(p, s)u(p,s') = —v(p, s)v(p, s') = sy (9.45)
uH(p,5)u(p. ) = vl (b, $)o(p. ) = oy (9.46)
a(p, s)v(p,s') = v(p, s)u(p,s’) =0 (9.47)
uf(=p, s)o(p, s") = vl (p, s)u(-p,s') =0 (9.48)
S utpoyuir.s) = () (9.49)

S

> v(p,s)u(p, s) = (p_ m) (9.50)

2m
S

These equations will all be useful later on. You can verify them by substi-
tuting the representations (9.22), (9.24), and (9.7).

9.4 Quantizing the Field

We repeat the procedure from Chapter 5 used to quantize the Kline-Gordon
field. First we’ll need a Lagrangian, which can be taken as

£="P()(i P—m)p(x) (9.51)

The conjugate momentum is

- it (9.52)
oY
and the Hamiltonian is
H = /d3m (mp — L) = /dgm iy 01 (9.53)

Next we will need the plane wave solutions of the Dirac equation. These are
u(p, 8)e~P* and v(p, s)eP*. We then expand v (z) and 7(z) in a Fourier
series in which creation and annihilation operators appear as Fourier coeffi-
cients. This should look like (6.60) with the following differences:
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1. 1 is a four-component spinor rather than a scalar like .

2. u(p,x) and v(p, s) depend on spin, so in addition to integrating over all
momentum components, we must also sum over the spin components.

3. We need two kinds of creation and annihilation operators, one set for
electrons and one for positrons. In the usual notation

b(p,s) Annihilates a positive energy electron
bi(p,s) Creates a positive energy electron

d(p,s) Annihilates a positive energy positron (9.54)
d](Lp, s) Creates a positive energy positron
The analogs to (6. 60) are
/ VE \/? > [b(p, s)u(p, s)e” " + d' (p, s)v(p, s)e™”]
(9.55)

0= /22L s 2 BV, 7 dlp, )0, )

In analogy with (6.69) we would expect the equal-time commutation rela-
tions to be

[¢a($a t)’ wg(ya t)] = 5aﬂ53(w - y)
[a (@, t), vs(y, )] = [Wh(, 1), ¥(y, 1)] = 0.

Unfortunately, this leads to some wildly unphysical consequences. The ori-
gin of the problem is that electrons are fermions, i.e. particles with half-odd
integer spin. Such particles obey the Fermi exclusion principle, no two par-
ticles can occupy the same quantum state. Mathematically, this means that
creation and annihilation operators anticommute, and so as a consequence,
must the fields themselves. We must have

{Val@.0), 0l D)} = dasd*(@ —y)

(9.56)
{a(@,0).05(v.6)} = {vh (@0 (w.0)} = 0.

Pay careful attention to the notation. ¥ is a 4 x 4 matrix,
whereas 91 is a 1 x 1 matrix, so [V, wT] doesn’t make any sense.
The commutators in (9.56) refer to the a-th component of one
1 matrix with the B-th component of another. Put it another
way, each commutator is a 4 X 4 matrix with rows and columns
indexed by « and (. Be alert to this ambiguity in other contexts.
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You should verify that (9.55) is consistent with (9.56) assuming the following
anticommutation relations

{b(p, s),b'(p', S’)} = 6,06°(p— ')

{d(p, s), d*(p’s’)} = 6.56°(p—p') (9.57)

All other combinations of b and d anticommute. The factor of y/m/FE in
(9.55) was chosen so that (9.56) would come out right.

There are at least three places where we have to make a some-
what arbitrary choice of normalization. One is the normalization
of u and v, equations (9.22) and (9.24). The second is the above-
mentioned factor in the Fourier expansion of ¢. The third is the
normalization of the creation and annihilation operators, (9.57).
Only (9.56) is non-negotiable. It is only a slight exaggeration to
say that no two books do it the same way. At least Zee, Michio
Kaku (Quantum Field Theory, A Modern Introduction), and 1
are consistent.

It’s easy to generalize charge conjugation (9.30) for the quantized fields.
Define the charge conjugation operator C by

Yo = CYC™ = Oyt = in? P17 (9.58)

The point is that complex conjugation is not defined for the creation and
annihilation operators. The combination 7 has the same effect as * on
matrices and the same effect as T on b and d. (I have put the hats back on
the operators for emphasis. They are implied in the other operator equations

in this section.) Now using (9.29), (9.55) becomes

m 3 . .
00) = [\ s S0 o, () )e

m 3 . .
D) = / \/; j(%g g[dwp, $)u(p, 5)e™” + b(p, s)o(p, )¢ P

The only change is that particle operators have been replaced by antiparti-
cles operators and vice versa, b(p, s) « d(p,s) and bf(p, s) < df(p, s) with
no change in spin. This point will be central importance in the case of the
weak interactions.

(9.59)
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Now insert the Fourier decomposition back into the expression for the
Hamiltonian, equation (9.53). Again — as an exercise in Diracology, you
should verify that the following is obtained.

1= [ dE Y W (p.90(p.5) - dlp.9)d (p5)]  (960)

Here is the first of many places where commutation relations lead to un-
physical results. If d and df commuted, the last term could be written
—d'(p, s)d(p, s), so by creating many particles with d we could create states
of arbitrarily large negative energy. With the anticommutation rules we have

:H = /dng Z[bT(p, s)b(p, s) + df (p, s)d(p, 5)] (9.61)

As in (6.45), the Hamiltonian must be normal ordered to avoid the infinite
constant. When dealing with fermions, it is necessary to include the minus
sign arising from the anticommutators. For example, if a, b, ¢, and d are
fermion annihilation operators,

S(a+ b (c+d):=ac—da+blctbldl (9.62)
Take another look at the total charge calculated in (9.39)
Q= / a2 o (@) ()

where e is the electron charge, a negative number. The usual Dirac business
gives us

Q=c [ 3 10! (p.5)b(p.) + dlp. o) (p.5) (9.63)

This operator also has to be normal ordered.
Qe [ @Y IN(ps) - NV(p.5) (9.64)

Where N* and N~ are the number operators for positive and negative
energy electrons respectively.
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9.5 The Lorentz Group

We can’t get much further with the Dirac equation without using some group
theory. Here is a brief review of the Lorentz group.
The basic equation of Lorentz transformation is

't = AP 2 (9.65)
A", is any 4 x 4 real matrix that satisfies
G = A%, gy A, (9.66)

or in matrix notation

g=ATgA. (9.67)

It is easy to show that this implies det A = 1. The identity transformation
is given by A = I. Any transformation that can be obtained from this by
a continuous variation of the transformation parameters (3 for example) is
called a proper transformation. There are three ways that a transformation
might be not proper.

1. Try A% = —1, A%, = 1, and all off-diagonal terms equal to zero. This
simply makes time run backwards, and so it is called the time reversal
transformation or T for short. It is easy to show from (9.66) that this
is improper.

2. A% =1, A%, = —1, and all off-diagonal terms equal to zero. This
reverses the spatial coordinates. We call it a parity transformation
and refer to it as P.

3. We could have a product of the two, TP=PT.

These are examples of discrete transformations, and 72 = P? = I. The most
general Lorentz transformation consists of a product of a proper transfor-
mation and P, T, or PT.?

All this is preliminary to analyzing the proper Lorentz group and its
associated Lie algebra.® Consider the basic Lorentz transformation

7 =~z — vt) v =y t' = y(t —vx/c?) (9.68)

5Later on we will use P and T to represent more general operators that have the effect
of reversing x or t.

51 am following a particularly fine exposition in Quantum Field Theory by Michio
Kaku.
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If we make the standard replacement
B 1
K V1 —02/c?

then this transformation can be written as:

= cosh (1 By = sinh (3 B=wv/c (9.69)

z"° cosh(; —sinh¢; 0 0 0
't —sinh¢; cosh¢; 0 O x!
a? |~ 0 0 10 22 (9:70)
'3 0 0 0 1 z?

Transformations of this sort are called boosts and the angle (; that parame-
terizes the boost in (9.69) and (9.70) is called the rapidity. The 4 x 4 matrix
above represents the tensor A*, in (9.65). In matrix notation 2/ = Ax.

According to the doctrine of Lie groups, we can calculate the group gen-
erators by differentiating A with respect to its parameters and then setting
the parameters equal to zero.

K'= —A(Cl) (provisional definition)
G ¢1=0

The K’s obtained in this way are constant matrices called the “generators”
of the transformation. The group can then be “reconstituted” by exponen-
tiating the generators.

AG) =0

At this point physicists often muddy the water by inserting i’s in ways that
appal the mathematicians. We usually write the above as

1 = — —_
K i 8C1A(§1) - (9.71)

and
A(G) = K (9.72)

The reason for putting in the ¢ and then taking it out will appear presently.
With this convention

0 -1 00
-1 0 00

K'=—i o 0 0 0 (9.73)
0 0 00
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The generators of boosts in the y and z directions are

0010 0001

> o000 s oo oo

E2=i1 19 0 0 E2=i19 0 0 0 (9.74)
0000 1000

Rotations are also Lorentz transformations, or to put it another way, the
rotation group is a subgroup of the Lorentz group. The usual parameters
are a set of three angles. For example, a rotation through an angle #; around
the 1 or z axis would yield

10 0 0
01 0 0
Afr) = 0 0 cos#; sinb, (9.75)
0 0 —sinf#; cosOy
The corresponding generators are
00 0 O 0 0 00
1 .| 00 0 O 2 .10 0 01
J =1 00 0 1 J =i 0 0 00 (9.76)
0 0 -1 0 0 -1 0 0
00 0 O
00 -1 0
3 .
Jo =1 01 0 o0 (9.77)
00 0 O

Notice that the J%’s are antisymmetric and because of the 4’s, Hermitian.
The corresponding rotation matrices

1) = e’ (9.78)

are unitary. This is why physicists (who are fond of unitarity) put in the i’s
and mathematicians (who would like to keep the structure constants real)
do not. The boost generators by contrast, are symmetric and boost matrices
are not unitary. The generators have the following commutation relations:”

[K® K7) = ik g*
[J8, J7] = ielik gk (9.79)
[P, K7] = ieF KF

"This is also worked out in Jackson, Sec. 11.7
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The matrices above constitute the defining representations of the group
and the algebra. That is to say, they operate on four-vectors. We are
looking for a representation that transforms Dirac spinors, however, and
for this purpose the commutation relations (9.79) must be put in a more
convenient form. To this end we start by proving a simple theorem about
the symmetry properties of the generators.

Consider infinitesimal Lorentz transformations of the form

A", = 5l 4 eM*, (9.80)

with M", a constant matrix, i.e. a member of the algebra, and € infinitesi-
mal. Substitute (9.80) into (9.66) and discard the second-order terms.

My, + M, =0 (9.81)

This is equivalent in matrix notation to the statement that M (with both
indices down) is an antisymmetric matrix. It is easy to check that the
maximum number of independent 4 x 4 antisymmetric matrices is six and
that the commutator of two antisymmetric matrices is itself antisymmetric.
Thus this set of matrices constitutes a closed Lie algebra, the algebra of the
Lorentz group. A particularly useful way of choosing such matrices is

(M™)q5 = (815 — 836%) (9.82)

Just so there’s no confusion, v is the name of the matrix and « and (8 index
it’s elements. It’s easy to remember. The matrix named M*” contains all
zeros except for two elements. The element that sits on the p’th row and
v’th column is ¢ and the element at the v’th row and p’th column is —i.
One can derive the following commutation relations:

[MH MP7] = i(g"P MHT — ghP M7 — g/ MPP 4 gho M¥P) (9.83)

The M'’s defined by (9.82) constitute a matrix representation, but any set
of objects that satisfy the commutation relations (9.83) also constitutes a
valid representation of the Lie algebra. There are two other representations
that are important. One is the differential operator

MM = i(z1d” — 2" oM). (9.84)

The other is the spinor representation, which I will come to shortly.
Referring again to (9.82), there are twelve non-zero 4 x 4 antisymmetric
matrices related in a simple way to the K’s and J’s defined previously. It’s
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easy to verify that gM® = K, gM'? = J3, etc. Infinitesimal transforma-
tions are written )
i

A% (w) =05 — §wW(M‘“')aﬁ, (9.85)

where wy,, is an infinitesimal antisymmetric tensor. We can iterate (9.85) to
build up finite transformations as usual.

Aw) = exp {—;wwM‘“’} (9.86)

9.6 Spinor Representations

The anticommutation relations (9.8) define what is called a Clifford algebra.
(This works in any even dimension.) These algebras can always be used to
define a new sort of representation. Define

1

y 7
O- =
2

v, (9-87)

It is straightforward to show using (9.8) that the object %U“” satisfies the
commutation relations (9.83) and hence constitute a representation of the
Lorentz group. The operator

S(w) = exp {iwwa“”} (9.88)

is exactly analogous to (9.86). This can also be written S(A) to remind our-
selves that given the parameters w,,,, we can calculate the defining represen-
tation A", as well as the spinor representation S. It is also straightforward

to show that ]
#5077 = (7,5 (9:89)

where M7 is defined by (9.82).

Before we apply all this to the Dirac equation, we should think about
what it means to transform a vector field. The Dirac spinor 1 (z), like the
EM vector potential A¥(x), describes some multi-component property (of
the ether, if you like) at the space-time point z. I take the passive point of
view, that a Lorentz transformed field describes the same phenomena at the
same space-time point, but both the point and the components of the field
are referred to a different set of axis, so

S(A)P(z) = ' (). (9.90)
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' = Az as usual, and the new field components 1)’ will be determined by
S(A). If the Dirac equation is to make any sense, it must remain form
invariant under this transformation, so that we must have both

(Ypu —m)(x) =0 (9.91)
and

(Y'p —m)Y'(2') =0 (9.92)
(Here p, = —i0,.) This requirement leads to an important equation for

S(A). Substitute (9.90) and pj;, = A “p, into (9.92).
STLA)Y (1A, py — m)S(A)(z) = 0
This will be identical to (9.91) if
STHAWS(A) = A¥Y (9.93)

This is interesting. The left side is a similarity transformation. This is how
one transforms a matrix like v*. The right side treats v* like a four-vector.
So is y* a matrix like S(A) or a four-vector like p#? The answer of course,
is yes!

Or at least we hope so. The covariance of the Dirac equation stands or
falls depending on (9.93). Here its proof: The first step is to prove that
(9.93) is true for infinitesimal transformations

7 7 7 1
(14 J0po0™ (1 = £0p00?) = (P = Zupo ¥, 20
. (9.94)
=(1- §wp(,M""’)“V’y”

The last line makes use of (9.89). The left side of (9.94) is the infinitesimal
form of (9.93) by construction. A glance at (9.86) shows that the last line
of (9.94) is also the infinitesimal form of the right side of (9.93). Thus
(9.93) is valid for infinitesimal transformations. It can be proved for finite
transformations by iterating infinitesimal transformations. It’s not a new
argument, but it’s very tedious to write out. I'll leave it as an exercise.

We are now in a position to prove the claim made earlier that yn) is
a Lorentz scalar. First take the Hermitian conjugate of (9.90) and right
multiply by V.

W (2')y° = 9T (2)7"7° ST (M)A

Remember that (7°)2 = 1 and (7°)T = 4°.

—

¥ (@) = P(x) S (A1
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= P(x)S7'(A) (9.95)
)

The last line follows from (9.87) and (9.88). Evidentally, ¢ (/) (/) =
(z)(z). By the same token, 1y is a genuine vector.

P (@) (2') = P(2) SIS = P(x) A 4 () (9.96)

The last step used (9.93).

Expressions like 11 and y~*1) are called Dirac bilinear forms. Notice
that unlike ¢ and ~*, they are not matrices but ordinary tensors. We
can also show that ¥o*”1 is a second-rank antisymmetric tensor. Since
these forms are essential in describing interactions, we should enumerate
the various possibilities. We need to define a new gamma matrix:

7’ =5 = i’y (9.97)
The following properties can be verified with the help of the anticommuta-
tion relations.

(V) =+ (9.98)
()P =1 (9.99)
{»*,7*} =0 (9.100)

With our conventions

S < (1) (1) ) (9.101)

There are sixteen numbers in a 4 x 4 matrix, so there should be six-
teen linearly independent 4 x 4 matrices with well-defined transformation
properties. Here they are,

1 scalar 1
A+ vector 4
otV tensor 6
y"~5  pseudo-vector 4
% pseudo-scalar 1

for a total of sixteen. The terms pseudo-tensor and pseudo-scalar are
“pseudo” in the sense that they change sign under parity conjugation. I
will return to this important subject later. One can show that these sixteen
matrices are indeed linearly independent. Any product of gamma matrices
can be reduced to a linear combination of these terms.
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9.7 The Dirac Propagator

Consider a physical process in which an electron is created out of the vacuum
at the point x and is subsequently reabsorbed at z’. This emission and
reabsorption might take place because of sources, which we discussed in
connection with path integrals, or it might come about because the electron
interacted with other particles at x and z’. In any case, the amplitude
for this process is called the propagator. It is the basic ingredient in all
perturbation theory calculations. I have argued before that the field ¥(x)
creates an electron at x and ¢ destroys it, so the product (0|¢)(2')v(x)|0)
must have something to do with the propagator. This can’t be the whole
story, however, because we cannot annihilate the electron before it has been
created. True, simultaneity is relative, but it is logically impossible in any
reference frame to make something disappear that doesn’t exist.® Therefore,
we should write out propagator as (0|1 (z)y(x)[0)0(t' —t). This looks non-
covariant, because or the (¢'—t). The argument can be made in a completely
covariant way, but this is just pedantry. We get a covariant result in the
end anyway.

This is still not the complete propagator, because there is a distinct pro-
cess that is physically equivalent. 1) doesn’t just create electrons, it reduces
the charge. So (0[)(z")(z)|0) also include the process in which negative
energy electrons travel backwards in time from z to z/, or equivalently,
positrons travel from z’ to z. We must still insist that the positron be
created before it is destroyed, so finally

iSp(a/,2) = (O (@ B@)|06(E — t) — (O[d(x)b()0)8(t — ¢)  (9.102)

So why subtract the two terms rather than adding them? The glib answer
is that the spinor fields anticommute. We will get more insight into this
presently. Just as we did in the case of the Kline-Gordon equation, eq.
(5.33), we introduce the time ordering operator

Tp (") (x)] ={ %(1;6(/;%2;') f;f (9.103)

Finally B
i(Sp)ap(’,x) = (0|T[a(2')1h5(2)]]0) (9.104)

Sp is a 4 X 4 matrix indexed with o and 3. It’s easy to calculate. Substitute
(9.55) into (9.102) and use (9.49) and (9.50) to do the spin sums. Zee

8 “Yesterday upon a stair, / T met a man who wasn’t there. / He wasn’t there again
today. / I wish that man would go away.”
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goes through this calculation in detail on pages 108-109. He arrives at the
following:

d*p ; p+m
1S(x) =1 T 9.105

i5(z) Z/ (2m)4 ¢ p? —m? +ie ( )
It turns out that (g — m)(p+m) = p> — m?. We could say that the factors
of (p+ m) in the numerator and denominator “cancel” leaving the rather
whimsical equation,’

) - d*p i )
iS(z) = / T (9.106)

In momentum space this is
i

) = e

(9.107)
Causality requires that the propagator vanishes outside the light cone.
You can show that (9.105) does have that property. It also reproduces the
minus sign in (9.102). It can also be shown'? that without that minus sign,
the propagator wviolates causality. This is an illustration of a deep result,
called the spin-statistics theorem. It says that in order to preserve causality,
Fermion fields must anticommute, and boson fields must commute.

At this point in our treatment of the scalar field, we added some in-
teractions and did perturbation theory, but electrons don’t interact with
themselves like our hypothetical scalar particle. They do interact with the
electromagnetic vector potential and with the potential that carries the weak
interactions. (The're the same field actually, but that’s a story for another
time.) Our next order of business is the electromagnetic field, to which we
turn in the next chapter.

9Your instructor will become homicidal if you divide by a matrix under any other
circumstances.
0Peskin and Schroeder, An Introduction to Quantum Field Theory page 56
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Chapter 10

The Photon Field

10.1 Maxwell’s Equations

In some sense Maxwell discovered both quantum electrodynamics and rela-
tivity. I mean by this odd remark that Maxwell’s equations are consistent
with both. Nothing about them needs to be changed. Here they are:

ot (10.1)

You may never have seen them in this simple form. It arises because: (1) We
use Heaviside-Lorentz units. (See the appendix in Jackson regarding units.)
In this system, all the factors of 47 are absent from Maxwell’s equation.
(They retaliate by showing up in Coulomb’s law, but we don’t care about
that.) There are no dielectrics or magnetic materials, so e = u = 1. (3) We
set ¢ = 1 as usual. The electromagnetic current is conserved.

op )
V- = 10.2
ot 7=0 (10-2)

The vector fields can be derived from potentials.

E=-vA' - — B=VxA (10.3)
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This can all be put in covariant notation by defining the following tensors:
Ar = (A%, A)
i+ =(p.3) (10.4)
F, =0,A, —0,A,
Then current conservation is just
o =0 (10.5)
and Maxwell’s equations can be summarized as:

" =5

10.6

The fact that these can be written in covariant form indicates that relativity
is “built in” to Maxwell’s equations.

We need a Lagrangian to do field theory, Jackson has some obscure things
to say about Lagrangians in general, but if you know the answer ahead of
time, it’s really very easy.

1
L=~ FuF" —j,A" (10.7)

To show that this does indeed generate the right equations of motion, sim-
plify the expression as follows:

—iFWF“” - —i(aMAV L 0,A) (0" A — AP
1 14 v
= —5[(8MA1,)(8“A ) — (0, Ay)(0” AF)] (10.8)
o

_ I gugY VAR — _ iy
90, Ay oFAY 4+ 0" A F

The Euler-Lagrange equations are
9 oL _oc
#\9(0,4.) 0A,
which is exactly (10.6).
The potential contains some unphysical information in the sense that

Maxwell’s equations are invariant under gauge transformations. The familiar
form for gauge transformation is

— —0,F" + ¥ =0,

A—A+VA
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OA
O — —E

where A(z) is any arbitrary function of space and time. We can write this
in covariant form as follows.

AR(z) — AM(z) — OA() (10.9)

This leaves the field tensor invariant F*”(x) — F*¥(x), and hence preserves
Maxwell’s equations. We can use this symmetry to make A* satisfy certain
relations.! For example, we can choose A so that A%(z) = 0. Imposing
constraints like this is called “gauge fixing.” This particular constraint de-
fines what is called temporal gauge. It is possible to impose an additional
constraint

V-A=0 (10.10)

This is known as Coulomb gauge or radiation gauge. Another choice is
Lorentz gauge.
0uA* =0 (10.11)

This has the advantage of being covariant, but it does not fully fix the
gauge. This poses a dilemma: we can’t fully fix the gauge without making
the equations non-covariant. We can’t make the theory covariant without
building into the theory unphysical degrees of freedom known as Fadeev-
Popov ghosts.?2 The subject is so difficult and convoluted that one distin-
guished text? simply refuses to discuss it!

Components of A* that can be set equal to zero by a gauge transfor-
mation cannot have any physical significance. It’s a well-known result from
classical field theory that any vector can be decomposed into a longitudinal
and a transverse part.

A=Ar+ Ay
where by definition
V x AL =0 V- AT =0

Furthermore, the decomposition is unique up to an additive constant. Since
F" is basically the curl of A, it cannot depend on the longitudinal compo-
nents. Only the transverse components are meaningful. There are only two

'This subject is discussed extensively in Jackson and our Ph632 class. Here I am
quoting the main results without proof.

2Where is Buffy now that we need her?

3Peskin and Schroder
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physical degrees of freedom, which correspond to the two polarization states
of an electromagnetic wave.

Perhaps the easiest way out of this mess is to quantize in Coulomb gauge,
though even this is not straightforward. This is the approach taken in the
previous generation of texts. Modern texts do this with path integrals. It’s
ironic that the photon propagator, which is all you need to do perturbation
theory in QED, is very simple. This is my excuse for spending minimal
effort on this vexatious subject.

10.2 Quantization in the Coulomb Gauge

We have two goals.” First, to find an expansion of the photon field in
terms of creation and annihilation operators, and second, find the photon
propagator. The Lagrangian density for the free fields is

1 1

L(w) = = F"F = 5(E2 —- B?). (10.12)

The conjugate momenta to A* are,

oL
) = Ha,an)
oL
(2) = —~ _ — _E, 10.1
mi(x) (00 AN (10.13)
and the Hamiltonian density is
H=m,A" — L = %(E2+B2)+E-VA0 (10.14)

The next step is to impose the equal-time commutation relations. (Compare
with (73) in the previous chapter.)

[Aa(@, 1), m3(y, t)] = i0apd(x — y) (10.15)

[Aa(wat)vAﬂ(yat)] = [Wa(wvt)ﬂrﬁ(yat)] =0

We are missing one relation, since mg = 0. This is an invitation to duck into
coulomb gauge and set A = V- A = 0. We are not out of the woods yet,

4J. D. Bjorken and S. D. Drell, Relativistic Quantum Mechanics and Relativistic Quan-
tum Fields is the Gold Standard.
°I am following B. Hatfield, Quantum Field Theory of Point Particles and Strings.
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however. Eq. (10.3) gives V - E = 0. This is Gauss’s law; so far so good. If
we take the divergence of (10.15)

[Ai(z,1), Ej(y,1)] = —idijo(z — y), (10.16)

we get the odd result
0=—i0ié(x —y)

This is time for some creative thinking. Suppose we modify (10.15) slightly
so that we avoid this contradiction. Lets replace the d-function with a
function f(x—y) such that 9; f(x—y) = 0. The usual choice is the transverse
o-function,

&k o kik;
5;“]r(:c—y)z/(27r)36k(w v) <5ij— k;). (10.17)

5;%1“ () has the desired property: 81-5}}(;0) = 0. We modify (16) to read

[A(, 1), By, 1)] = —idl 6(z — y), (10.18)
The following comments are in order:

° 5}3}(1:) # 0so A; and F; don’t commute at space-like separations. This
in itself is OK since A is not measurable.

e Electric and magnetic fields calculated using (10.18) do commute at
space-like separations, and in fact, we get the same commutators for E
and B regardless whether we use the transverse or ordinary §-function

n (10.18).

e The underlying idea here is that there are only two degrees of freedom,
but (10.16) tries to quantize three. The transverse §-function remedies
this problem.

Now we are home safe. It remains only to expand A in plane waves and
calculate the propagator.

’\(k) [a”\(k‘)e—im + a’\T(k)eikx] (10.19)

/\/ 2w 32k0

Since there is no antiphoton (or more correctly, the photon is its own antipar-
ticle) there is only one set of creation and destruction operators. Since we
are working in transverse gauge, A must be perpendicular to the direction
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of propagation. This is accomplished by defining the photon polarization
vectors e such that
k=0 (10.20)

We also require that they be orthonormal.
k) - eN (k) = oW (10.21)
Equation (10.18) will be satisfied if
[a*(k), M (K] = 6™ 6B (k — k) (10.22)

Our last mission is to calculate the propagator. The process should be
quite familiar by now.

iDp(2’ — @) = (0T[4, (") A, (2)][0)

) A4k e ik(z' —x) 2 \ \
:Z/(27r)4 k2 & e Z&‘M(k)eu(k:) (10.23)
A=1

The polarization tensors are not in a convenient form, and since they refer
to a particular frame of reference, they are not covariant. That is the price
of working in Coulomb gauge. Here is an argument that addresses both
issues. We construct a set of orthonormal vectors based on the coordinate
system in which the polarization vectors are defined. In this frame they
are perpendicular to k, and since they have no time component ¢,k* = 0
(regardless of the time component of k). We introduce a time-like unit vector
n=(1 0 0 0),n*ey =0, but n,k" # 0. We complete our set of four
unit vectors by projecting out the part of k* along n*.

o K= (k)

T (10.24)

The four unit vectors then are n, €', €2, and k. If you think of them as
column matrices,
1777T —elell — 221 _ kit = g,

where g is the usual metric tensor. Writing this as a tensor equation gives,

262(]6)53(16) = =G T MM — ]%}L];'V' (10.25)

The usual four-vector argument goes like this: equation (10.25) is valid in
one particular reference frame. g,, and k,k, are legitimate four-tensors. If
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nuny were also, then (24) would be valid in all reference frames. Unfortu-
nately, it isn’t, so it’s not. Let’s go ahead and substitute (10.24) into (10.25)
anyhow.

Kk (k- ) (kuny + kump) k*1.m,
A A B © u w
k)ed(k) = —gu — -
;5“( e (e R (TP R (PO gy
(10.26)

This is not covariant, but when the photon propagator is used in a actual
calculation it is always coupled to a conserved current. Eq. (10.5) written
in momentum space is k,j# = 0. All the terms above with uncontracted £’s
vanish! The last term is something of an embarrassment. When substituted
into (10.23) it gives the term

5(t—t)

_n“nyélﬂzc — |

This is the instantaneous Coulomb interaction. It is a well known artifact
of Coulomb gauge in classical E&M.6 It can’t be right, of course. Even the
Coulomb interaction doesn’t propagate instantaneously through space. In
this case it is cancelled by another spurious term in the Hamiltonian.” The
remaining term in (10.26) gives the correct propagator,

dik efik(x’fz)
DF(IL" _ x)m, = gm,/ (27‘()4 2 e . (10.27)

In momentum space, this is simply,

Guv
D(k) = 10.28
() k2 + ie ( )
This argument guarantees that so long as we use (10.27) or (10.28) in our
calculations, the resulting S matrix elements and Green’s functions will have
the correct covariant behavior, even though the quantization was done in
Coulomb gauge.

6See Jackson, Sec. 6.5 and references therein.
"See M. Kaku, Quantum Field Theory, Section 4.8
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Chapter 11

Quantum Electrodynamics

11.1 Gauge Invariance

Before we can do any realistic calculations, we must figure out how the
electromagnetic field couples to electrons. We could guess this as follows:
we know that the classical electromagnetic Lagrangian has the term —j*A,,,
so we assume that the interaction Hamiltonian must be of the form j*A,.
Furthermore, the electron probability current is j# = 1y, so the charge
current must be eypy*1p. We conclude that Hint = 61;7“1/114“. This is true,
but there is a profound principle here that we should linger over.

The free-particle Dirac Lagrangian is £ = (i @ — m). If we make
the transformation ¢ — €%%), then £ — £. This is called a “global gauge
transformation.” It’s not what we usually think of as a gauge transforma-
tion in E&M, but they are related as you will see. Try an infinitesimal
transformation 01 = iqdfy. If the Lagrangian is to remain invariant under
this transformation we must have

oL oL
oL=0= @5¢+ 5(%1#)5(8“1/}) (11.1)
. oL oL
= iqdf @1/} + 75(%1/}) o

Here 6 is an infinitesimal and ¢ is something like a charge. The Euler-
Lagrange equation of motion is

YNV

i (11.2)
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Substituting (11.2) into (11.1) gives

oL
1q000, | =—=——=v¢| =0 11.3
Evidentally, the quantity in brackets is a conserved current.
oL
Tallee 11.4
"< 5@, ww (11.4)

and 9y,j" = 0. Applying this formula to the Dirac Lagrangian gives j, =
yHap, which we knew before.
There is a stronger statement to be made if we make a different trans-

formation at each point in space, i.e. if we make a local transformation.
W = 0@y, (11.5)
The function #(x) is arbitrary. Now
O = €0, +iq(9,0)e'

Now L is not invariant by itself, but it can be made invariant by incor-
porating an additional field with special transformation properties. Let’s
insist that we replace 0,1 everywhere with (0, — ieqA, ). If the following
statement is true, the electron Lagrangian will be invariant:

(Ou — iquL)i// = eiqe(au —ieqAL)Y,
but ‘ ‘ '
(0 —ieqA) )Y = elqeﬁuw + iq(@,ﬁ)e"’gd} - iquLeanw
We conclude that 1
AL = gﬁlﬂ + A, (11.6)

In other words, the electron Lagrangian will be invariant under the trans-
formation (11.5) if our new fields transform according to (11.6), but these
new fields must also appear in our Lagrangian, and this Lagrangian must
be invariant under the transformation

A Ayt T 0,0(2). (11.7)

Equation (11.7) is of course, the usual statement of gauge invariance in clas-
sical E&M, but now we see it in a larger context; quantum gauge invariance,
(11.5), requires the existence on an additional vector field.
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We know that the Lagrangian for classical E&M (excluding sources) is

1
L= FuF"

where

F, =0,A,-0,A,

Transformation (11.7) does leave this invariant, but if this were the La-
grangian for a massive field, it would contain an additional term

m2AT™ A,

which would not be invariant. We conclude that local gauge invariance
requires a massless vector field.

You will notice that the “charge” ¢ cancels in the above calculation. As a
consequence the sign and magnitude of e are undetermined. As a convention
we usually write

L = (i"0, — ey AF —m)y (11.8)

so that
Hint = —Ling = ey = j*A, (11.9)

11.2 Noether’s Theorem

Zee calls Noether’s theorem, ”one of the most profound observations in theo-
retical physics.” The theorem simply states that every continuous symmetry
transformation is connected with a conserved current and hence, with some
sort of conserved “charge.” The converse is also true, for every conserved
current, there is a corresponding symmetry group. The proof is a simple
generalization to that given above. Given the Lagrangian density composed
of N fields ¢; and their derivatives, £ = L(y;, 0,¢;). Consider an infinitesi-
mal change, d¢;, brought about by some small parameter or parameters de;,
and calculate the action.

N
5L 5L
58 = /d%( 5i+5ai>

2 R TS

N
oL oL
:§ d%( 8o, + ———8,0 Z) 11.10
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(The repeated p indices are summed.) We can use the N E-L equations of
motion

oL oL
0= [5@%)] " S

to combine the two terms in (11.10).

N
5L Oy
4 ic
35S = ;:1:/(1 20, (5@%) 7e, 5ej> (11.11)

If the action is unchanged by this variation, we can define a current

gr— 9L Opi
7~ 5(Bupi) O

(11.12)

Equation (11.11) says that 8MJJ“ = 0. From this conserved current, we can
also create a conserved charge by integrating over the time component of
the current:

Q; = /d% JJ (11.13)

Now integrate the conservation equation:

0:/d3x8MJ]‘-‘:/d3x80J§]+/d3xV-Jj

d
:dtQj‘F/st'Jj

In the last term I have used the divergence theorem to convert the volume
integral into a surface integral. Assume that the fields vanish at infinity so
the last term can be neglected. Then:

d

%Qj(t) =0 (11.14)

In summary: a continuous symmetry implies a conserved current, which
in turn implies a conserved charge. It’s important to understand that the
“charge” so defined usually has no connection with electrical charge. Most
of the conserved quantities in particle physics, such as strangeness, charm,
lepton number, etc. come about in this way. Many theories in particle
physics came about because the conserved quantities were first discovered
experimentally. Theorists then reasoned “backwards” from this discovery to
construct the underlying conserved currents.
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11.3 Feynman’s Rules for QED

The derivation of Feynman'’s rules for electrons and photons proceeds along
the same lines as the derivation for scalar particles in Chapter 7. Because
fermion fields anticommute, there are some additional minus signs to keep
track of. The time-ordered product was defined in (9.103)

Tl (21)5(22)] = Ya(@1)65(22)0(Y — 23) — Bl2) pto(21)ab(@) — 22)
(11.15)
Decompose the field into positive- and negative-energy parts. 1 = ¥+ ~.
Remember that 9™ contains the electron annihilation operator by, and Pt
contains the positron creation operator dl. Rewrite (11.15) in such a way
that all creation operators stand to the right of all annihilation operators.

Ta(x1)g(2)]
= {0 (21), 0 (22)}0(2? — 29) — {5 (x2), ¥ (1) 10 (25 — 2?)

~g (@)U (w2) + U (21)15 (w2) + g (21)¥ (22) + v (1) (22)
(11.16)

You see that the second line of this equation is a ¢ number and the third, a ¢
number. We call the c-number part the “contraction” of the two fields. The
g-number part is “normal ordered” in the sense that all creation operators
stand to the left of all annihilation operators, but because of the additional
minus sign we must amend the definition of normal ordering somewhat.

Definition: The fields : ¢ (x1)9(z2) - - - 1(xy,) : are normal ordered if in
each term, all creation operators stand to the left of all annihilation opera-
tors. Each term is positive unless it required on odd number of permutations
to bring the various creation and annihilation operators into that order.

In a way analogous to (7.67), we introduce the notion of the contraction
of two fields.

—_— _ _
VYo (1) 5(22) = Tha(z1)Yg(22)] = Yalr1)P5(72) : (11.17)

Since the vacuum expectation value of normal-ordered fields vanishes, we
have

——— _
Ya(1)Y5(2) = (0T [Pa (1) g(22)]|0) = i(SF)ap(xr —x2),  (11.18)

where I have borrowed the definition of the propagator from (9.104). It’s

clear that
—_———  ——

Y(x1)p(x2) = (1) (22) =0 (11.19)
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An additional complication arises when there are more than two fields
to time order. In this case we must include a minus sign for each operator
interchange. For example, (compare with (7.68))

T[p(x1)¢(w2)(x3)h(24)] =: Y(x1)(z2)h(23)(24) -
—_—— _ —_—— _

—p(w1)h(x3)  P(x2) () + (1) (24) P (22) 0 (233) -
RN PR (11.20)

+ (w2)(x3) : (21)p(24) : — () h(2a) = (1) (23) :
— P(a1)p(x3) () (za) + (1) (24) Y(w2) Y (3)

Wick’s theorem enables us to calculate the vacuum expectation value of
any product of boson and fermion fields. The next step toward calculating
the S matrix requires a fermion version of the LSZ reduction formulas de-
veloped in Section 7.3. The derivation is similar to that leading to (7.43).
There are no new ideas, just a lot of niggling details regarding minus signs.
I will simply state the results and refer the reader to the classic exposition
in Bjorken and Drell.!

In analogy with (7.30) we define the fermion in-field

Jim g (x = \/Za () (11.21)

The constant Z5 is called the electron wave function renormalization con-
stant. There are three such constants in QED. One for the electron wave
function, one for the photon, and one for the electric charge. If it were not for
the fact that all Feynman diagrams with closed loops give divergent results,
we would be able to calculate them. As it is, we must be sure that they do
not appear in any final results. As it turns out, the photon renormalization
constant can be set equal to unity and the other two can be gathered into
the definition of the physical mass and charge of the electron. This is to
say that QED is renormalizable. One of the key ideas to come out of this
is that renormalizability is a very special property possessed by only a few
theories, and non-renormalizable theories are wrong!
Define the plane-wave solutions of Dirac’s equation as follows.

U s k —zkx
0= ) 3E’“ ! (11.22)
s k zk:p
Vs \/ (27 3Ek )

! Relativistic Quantum Fields, J. D. Bjorken and S. D. Drell, McGraw-Hill 1965, Section
16.9




11.3. FEYNMAN’S RULES FOR QED 189

In this notation the second-quantized Dirac field is
vale) = [ @k 3 lbu (kUi (w) + dl (k. 9V (11.23)

There are several formulas analogous to (7.41) depending on whether we
remove a particle or antiparticle from the in-state or out-state. If we remove
a particle from the in-state (refer to Section 7.3 for the signification of the
notation)

Sga = (B out|a in)

U /d4:n (8 outfB@)la— k )P =) U(a) Y
N
Removing an antiparticle from the in-state leads to
~ \/% /d4:v Vks(z@——mS(ﬁ out|t)(z)|a — k in) (11.25)

Removing a particle from the out-state leads to

\/72 d*z Ups(id — m)(B — k out|yh(z)|o in) Uy () (11.26)

Removing an antiparticle from the out-state gives

o [ ' 6=k owtfd@)la m{=ip - mViu(e)  (11.20)
~— x (B — k out|y(x)|a in)(—id — m x .
V7 "
After two or more particles have been “reduced,” the fields inside the bra-ket
combination are time ordered.
Finally, we need to be able to reduce photon fields. In this case the
asymptotic condition is

hm A(x,t) =/ Z3A.(x,1) (11.28)

The constant Z3 will turn out to renormalize the electron charge. The wave

function is 1
A (27T)32w ( ) ( )

so that the Fourier expansion of A;,(x) is

A, = / kY [an(k, A A () + aly(k, )AL, ()] (11.30)
A
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The reduction formulas are virtually identical to (7.43) (with m = 0 of
course) except for one minus sign.

Sga = (0 out|a in)

\/_Z%/d% (8 out|Au(2)|a — (k, A)) T A ()

The additional minus sign in (11.31) comes from the space-like nature of the
polarization unit vector

(11.31)

~

F— _e.e=—
€ue’ = —€-e=—1

This would be a good point to summarize the results so far. According
to (8.5) the S-matrix can be rewritten

Spi=0f — i(27")45(4) (Pr =P —i)Ty; (11.32)

The dy; stands for all those terms appearing in the reduction procedure in
which the two initial particles don’t scatter.? The (27)%6(P; — P;) appears
when we do the last integral over coordinate space. The interesting part is
Tt;, which is the crucial ingredient in (8.20) and (8.21) to calculate cross
sections and decay rates. To calculate the S-matrix, we start with the
basic QED Hamiltonian (11.9) and substitute it into the formula for the
S-operator (7.69). This is an infinite series. We keep only those terms
corresponding to the desired degree of approximation. These terms are
substituted into (?7?)

Sga = (B out|S|a in). (11.33)

In this context, a stands for the specific initial state you have set up in your
experiment, and 3 represents the particular final state whose probability
you wish to calculate. We then use (11.24), (11.25), (11.26), (11.27), and
(11.31) to reduce out the various electron and photon fields. Finally, do all
the implied differentiation and integration.

This is a “cookbook” procedure. No problem-solving ability is required.
You should be able to do it while in a coma. You have to have patience
though, even a modest calculation can involve, implicitly at least, tens of
thousands of terms. After you have done a few such calculations, you will
realize that you are doing the same few things over and over. These things
can be boiled down to a few simple rules known as Feynman’s rules.

’In a real experiment, the vast majority of incident beam particles don’t scatter. All
this business about calculating cross sections has to do with the infinitesimal fraction that
does.
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1. Draw all possible connected, topologically distinct diagrams, including
loops, with n external legs. Ignore vacuum-to-vacuum graphs. Each
vertex must have a continuous electron or positron line and a photon
line terminating on the fermion.

2. There is a factor given by the following rules for each external line.

Incoming fermion: _ u(p, s)

p ZQ (27T)32Ep
Incoming antifermion: _ o(p, s)

p ZQ (27T)32Ep

Outgoing fermion: _ u(p, s)
Z5(2m)32E,
p
Outgoing antifermion: _ v(p, s)
ZQ (27T)32Ep
Incoming photon: . e*(p)

\/ Z3(27T)32Ep
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X7
Outgoing photon: _ " (p)

 \/Z3(27)32E,

3. For each internal line there is a propagator

e .
Electron propagator: p _i(p+m)
p? —m?2 +ic
H v ;
Photon propagator: - _ Y
p p? + i€
4. At each vertex, place a factor of —iey*.
Electron-photon vertex: = —jeyH

5. Insert an additional factor of -1 for each closed fermion loop.

6. For each internal loop, integrate over:

4
/ (;34 (11.34)

7. A relative factor -1 appears between graphs that differ from each other
by an interchange of two identical external fermion lines.

8. Internal fermion lines appear with arrows in both clockwise and coun-
terclockwise directions. However. diagrams that are topologically
equivalent are counted only once.

Remember that the electron-photon coupling has the form ey 1 A,. As
a consequence, the spinors associated with any vertex must appear in the
order wy*u (with v replacing u as needed).

With this in mind, let’s do some examples.
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11.4 The Reaction e™ +et — pu= +put

Consider the reaction e~ +e™ — p~ + p*. In terms of momentum, that is
p+p — k+ Kk, and in terms of spin indices we have s and s’ — r and 7.
The momentum of the exchanged photon is ¢ = p+p’ = k + k’. The muons
are almost identical to electrons, i.e. they have the same electromagnetic
interactions, but they are heavier by a factor of 200. This simplifies the
problem in several ways. For one thing, we are usually entitled to neglect
the mass of the electron. For another, there are no identical particles in this
example. Feyman’s rules give
ie?
iM = Z (@E(pl)’Yuue(p)) (ﬂu(k)’mvu(k/)) (11.35)

I have added subscripts e and p to the spinors to indicate that they contain
different masses. The spin indices are implicit. I will get back to spins in a
minute.

In order to obtain a differential cross section from M we must do three
difficult things: square it, sum over final spins, and average over initial spins.
In order to make the notation more compact, I will write (11.35) as

) ie? u
iM = ?a b (11.36)

In order to calculate |M|?, we will need to figure out
|ab]® = a*a”Tb,b}, (11.37)

Notice that a and b are 1 x 1 matrices in spin space and four-vectors in
Minkowski space. There are two useful consequences; they all commute and
complex conjugation and Hermitian conjugation have the same effect. This
allows us to write

o't = ufy" 170 = ufy99%y = wy¥o (11.38)

With that insight (11.37) becomes

64
[M* = 5 EE) @)y o) @k * ) yyu(k) - (11.39)

Now make use of the spin information. The differential cross section will be

proportional to
1 1
§Z§ZZZ\M(S,S',T,7")]2 (11.40)
S s/ T r!
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Remember from a previous chapter

_ p+m
= 11.41
St ) = L 4
_ _p-m
2 )iln) = S5
Let’s do the spin sums on the first term of (11.39)
> v, s )y ulp, s)alp, s)y v (v, s) (11.42)

s,s’

1 m 17
~ om Z Ta (P, 8 )7 (B + M)pevequalp’, s')
s/

I apologize for the notational overload. An object like v* is a 4 x 4 matrix
in spin space. I have turned it in to a tensor by adding the matrix indices
a and b. Tensors commute as you know, so (11.42) can be rewritten

1 — v
= % Z Ud(plv Sl)va(p/7 S/)fysb(ls + m)bc’ycd
s/

Now v and v are in the right relation to one another so that we can use
(11.41)

2
= ( 1 ) (ﬁ/—m)da’yaub(ﬁ"i‘m)bcf)/cyd

2m
Now this is recognizable as the trace of a product of matrices.

_ <1> T [(# = m)y"(p+m)y"]

2m

Finally combining (11.39), (11.40), and (11.42), we get

4
i rM|2=i<6> Tr (4~ mey" (6 + me)y]

2
spins ma (11.43)

x Tr [(13/ - m”)’m(ﬁ + m,u)%/}

There you have it. QED calculations eventually come down to taking traces.
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11.4.1 Trace Technology

The things we are taking traces of are all 4 x 4 matrices, even when they
don’t look like that. This results in some paradoxical formulas like Tr 1 = 4
and Tr m = 4m. You can check from the representation of the gamma
matrices that Try* = 0. Traces of an even number of 4’s are generally not
zero. Here is a simple result.

1
Tr( ) = aub, Tr(r"") = Saub Tr{v", 7"} = aub, Tr(g") = da-b

I have used the important fact that the trace of a product of matrices such as
Tr(abe- - - z) is invariant under any cyclic permutation of the matrices. Thus
in the equation above Tr(y#v") = Tr(y”~y*). Our result can be summarized

Tr(y#4") = 49" (11.44)

The trace of an odd number of 4’s always vanishes. The proof requires
a trick. Remember the v° matrix. It has the properties

Ti(v*)=0  (")=1 {3’} =0
Now the line of argument goes
Tr(fy fh - fin) = Te(di do-- #0y°7°) = Te(y” fha flo- - )
= (—1)"Tr(ghy o 4ny"7") = (=1)"Tr(dy do- - fn)

The trace is zero for n odd.
There are many other identities that are easily proved. In a moment I
will use
Tr(y"""77) = 4(¢" 9" = 9" 9" + ¢"79"") (11.45)
which is obtained from repeated application of (11.44). Others can be found
in any standard text. At the moment I am looking at Peskin and Schroder,
Introduction to Quantum Field Theory Appendix A3.

11.4.2 Kinematics
A short calculation using (11.45) yields
Tr [(# — m)y(p+m)y"] = Alp"p” +p"p" — ¢ (p-p' +m2)]  (11.46)
We can set m2 = 0. Then (11.43) can be evaluated by using (11.46) twice.
8e?

12 MR =0 D ) + oK) )+ )] (1147)
spins
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Equation (11.47) is valid in any Lorentz frame. This is fine as far as it
goes, but in order to compare the result with an experiment, we need to
specialize to a definite frame of reference. Such an experiment is typically
done with a colliding beam machine for which the laboratory is the CM
frame. Let us assume then that k = (E, k), ¥’ = (E,—k), p = (F,EZ2) and
p = (E,—EZz). The angle between k and the z axis is 6. The following
kinematic identities follow with m,. = 0.

¢ =p+p) =4  p-p =28
p-k=p -k =FE*— Elk|cosf p-k=p-k = E?+ E|k|cosf
Eqn. (11.47) can be rewritten

1 m? m?
1 Z |M|? = ¢t (1 + Eg) + (1 - Eg) cos? «9] (11.48)

spins
Back in Chapter 8 I derived the relationship between M and the differ-
ential cross section. Since then we have introduced the Dirac spinors, which
must be normalized differently from the Kline-Gordon fields. I will therefore
state (without proof) the appropriate version of 77 is

do 1 |p1 2
doy  _ M
<dQ>CM SEAFnva v @r)2aEcy Pat s = pitp)]
(11.49)

This holds in any coordinate system in which generic particles A and B
scatter into a final state consisting of two particles with momenta p; and
po. In our case particles A and B are collinear and assumed massless. In
this case

ka kg

|[va—vp|=|—— —

=2 11.5
B, Ep (11.50)

In our example the M in (11.49) is replaced by the spin-averaged M of
(11.48).

11.5 Introduction to Renormalization

Every Feynman diagram with one or more closed loops yields a divergent in-
tegral.> One of the most important discoveries of twentieth-century physics

3There are some exceptions in the case of spin-zero particles, but it’s universally true
in qed.
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is that these divergent terms contain real physical content that is part of
the “right answer” to any higher-order calculation. The program of extract-
ing useful information from meaningless infinities is called renormalization.
This is an extremely technical and complicated subject, but I would like
to expose you to some of the basic ideas. To do this, I will concentrate
on a subset of divergent diagrams that go under the heading of electron
self-energy.

Consider the quantum process in which a single photon of momentum
k is emitted and reabsorbed by a virtual electron with initial and final mo-
mentum p. In the interim between emitting and reabsorbing the photon the
electron has momentum ¢ = p — k. According to Feynman’s rules, Section
11.3, the amplitude for this process is

4 —igu i(p— f+m o
i5e(0) | %(—z’ew( 9“) (B FAm) onisp(p)

k2 +ie) (p—k)? —m? +ie (1.51)
- ' d4k Y (m+ p— k) |
=1iSr(p) [—162/ (27r)4 (4{;2 — ie)(m2 —(p— ]5)2 — i€) Sr(p)
= iSr(p)X(p)Sr(p)

The last equality implicitly defines the divergent quantity >, know as a
“self-energy insertion.” It is clearly divergent, since there are five powers of
k in the numerator and only four in the denominator. We will eventually
evaluate it, but for the time being I would like to investigate some of its
general properties. Such as term would arise in perturbation theory as a
second-order correction to the electron propagator. We could define a “more
nearly exact” propagator

iSE(p) ~ iSk(p) +iSr(p)X(p)Sr(p)

I say “more nearly exact” meaning that iS7(p) contains all the second-
order corrections that would arise in the usual perturbation expansion of
the propagator. We could make an even better approximation by including
another self-energy insertion.

’LS% ~iSp +1SpXSp +iSpXSpXSy

This is not quite correct, even to fourth order, since I have ignored the dia-
gram in which the electron emits another photon before reabsorbing the first.
Diagrams of this sort are called “overlapping divergences.” Such diagrams
present a huge additional complication, but “sufficient unto the day is the
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evil thereof.” I will ignore them. My conclusions will still be qualitatively
correct.
I can go on adding diagrams like this ad infinitum. The sum would look
like this.
iS[1+ X8+ 28%S + (8% +---] (11.52)

(I have suppressed the F' subscript and well as the (p) to make the equations
easier to read.) This looks like the familiar geometric series (1 — z)~! =
1+ 224+ 2% +---, so I am tempted to write

1
1-%5
The question is, what does it mean to divide by a 4 x 4 matrix? You can

regard (11.53) as notational shorthand for (11.52). Here are some further
observations.

is' =iS (11.53)

e It’s clear from (11.52) that ¥ has the form
¥ =mA(p*)+ pB(p*) (11.54)

It’s true that A and B are infinite, but let’s ignore that for the time
being. Furthermore

(I will ignore the i€’s for the time being also. I don’t want to distract
you with details. I promise I haven’t forgotten them and will put
them back when necessary.) It follows that [S, 3] = 0. Therefore the
following forms are equivalent.

1 1 S

/ _= = = ].1
S Sl—ES 1—25’5 1-X5 (11.55)
e Since p p = p? it makes sense to write in the same spirit
p+m p+m 1
S = = = , 11.56
PomE  (Gom)btm)  bom (1159
and finally
STt =p—m. (11.57)
The propagator can now be rewritten
S St '
iS = " = (11.58)

T1-%5S1 p-m-3%
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Leaving aside the fact that X is infinite, there is still a strange pathology
in (11.57). Every propagator we have encountered so far has had a pole at
the mass of the particle. It is almost axiomatic that a propagator is the
probability amplitude for the particle to propagate from x to y such that
p? = m? on the mass shell. It must be that the series of self-energy terms we
have summed has modified the mass of the particle. We have to confess that
at least in the context of perturbation theory, the m that appears in the
Hamiltonian is not the physical mass of the particle. We call the m in the
Hamiltonian the “bare” mass and the mass that marks the pole of the exact
propagator, the “dressed” or physical mass, which I will call m. It seems
that given the bare mass, we should be able to calculate the physical mass
or vice versa. The fact that X is infinite makes this permanently impossible.
We have not faced up to this problem so far, because we have always worked
at the lowest non-trivial order of perturbation theory. To that order we can
assume the the bare and physical masses are identical, and everything works
out OK. As soon as we include the self-energy terms, we must keep track
of both m and m. Worse yet, the same sort of thing happens when we
calculate higher-order corrections to the electron-photon vertex. There we
find that the charge e put into the Hamiltonian is not the physical charge of
the electron but some “bare” charge, and again we must keep track of the
e’s and €’s.

The agenda of keeping track of these corrections goes by the name “renor-
malization.” It is a remarkable fact that all the infinite corrections brought
about by all loop diagrams to all orders of perturbation theory can swept un-
der the rug of these two constants. A theory for which this is possible is said
to be “renormalizable.” It is an article of faith that no non-renormalizable
theory can be completely right, however useful it might be phenomenologi-
cally. Fermi’s theory of weak interactions, which we will study in the next
chapter, is a good example. It explains nuclear beta decay quite nicely, but
it would require an infinite number of infinite constants to take care of all
the loops! It was eventually modified by the addition of the intermediate
vector bosons. The resulting theory is called the “standard model.” It is
renormalizable and right! It is also possible to do quantum field theory with
gravitons. The theory at least predicts Newton’s law of gravitation. To this
extent it is correct. It is non-renormalizable, however, and we have no idea
what the true theory might be.

It is necessary to rewrite (11.58) in such a way that the physical mass
appears in the denominator. To this end we expand the self energy term as
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follows.
2(p) = 2(m) + (p—m)¥' () + (¥ —m)*R(p?) (11.59)
This is the key equation, and it deserves some comment.

e It looks like a power series expansion about the point p = m, but in
fact, g can never equal m, since m is diagonal and # never is. Rather,
(11.59) defines implicitly what is meant by R(p?). I will sometimes
write it

Y(p) = X(m) + (p— m)X (M) + Zr(P) (11.60)
In which case it defines ¥ r. By construction Xz(m) = 0.

e It appears that in the term X’ we have differentiated with respect to a
matrix! That is not so strange as it seems. The point is that p> = p°.
For example, the A(p?) term in (11.54) can be differentiated as follows.

A = dApY)|  _ dAp*)d |, dAD?)
dp lpm 4 dplem dp* | e
(11.61)

Strictly speaking, ¥(m) and ¥'(m) are both infinite, so the operations
in (11.60) and (11.61) are not well defined. Our strategy for giving them a
precise meaning works as follows. I will introduce an additional parameter
€ into (11.51) in such a way the the integrals converge for e > 0. It will
turn out that A(p?) and B(p?) in (11.54) can each be split into two parts.
One part will depend on €. It becomes infinite as € — 0, but for € # 0 it is
a well-behaved mathematical expression. The other part will depend on p?
but not on €. It is finite, calculable, and important. I am about to show that
all the epsilon-dependent terms can be lumped together with the bare mass
to give the physical mass m and a new epsilon-dependent term Z5 called
the wave function renormalization factor, which cancels out in any complete
calculation of a Feynman diagram. The point is that all these calculations
are done with finite (though epsilon-dependent) terms, and when the time
comes to calculate some physical quantity such as a cross section or reaction
rate, there are no epsilon-dependent terms remaining.

Now substitute (11.60) into (11.58)

—1

e T B P o (11.62)
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I looks like the “real” mass is ™ = m+Y (7). We need one further constant.*
Zyt=1-%'(m) (11.63)
Equation (11.62) can be rewritten

B i(p+m) Z
- PP’ 1+ (M- P)Z2R(p?)

iS’ (11.64)
The looks like the “bare” propagator S (with m replaced by m) multiplied
by a factor, which, if Zy were not epsilon-dependent, would be finite and
calculable. Before we set € = 0, however, Z5 is finite, and we can show why it
does not appear in the final result of any complete calculation of a Feynman
diagram. First consider the Z; in the denominator of (11.64). You can see
from (11.51) that ¥ is proportional to e?. We must confess again the the e
that appears in the Hamiltonian is not the measured charge of the electron,
but rather a “bare” charge, which is modified by all the loop diagrams to all
orders of perturbation theory. Part of this modification is due to Z,. Let’s
tentatively define a “dressed” charge, € = v/Zse. Then Z5 disappears from
the denominator because it is absorbed into 3. The Z5 disappears from the
numerator when we realize that our virtual electron will not be observable
until it couples to a photon at each end. (Draw some Feynman diagrams
to convince yourself this is true.) Each electron-photon vertex comes with
a factor of e, so the entire diagram is proportional to eZy = &2.

Now I will evaluate the very difficult integral (11.51). Notice that the
denominator is the product of two factors that can be labelled

A=m?— (p—k)* —ic B=—k?—ie

Feyman realized that a four-dimensional integral can be simplified by making
it five-dimensional. The trick is

1 1 dz L dz
AB _/0 A=+ BI—2]  J, D° (11.65)

The term D can be simplified by completing the square. Define k* = k'* +
zp”. Then

D=C? - k" where C? = 2m? — p*(1 — 2)]

4This is standard notation. There are other Z’s, but since we are only dealing with
the electron self-energy part, these other constants don’t arise.
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With these substitutions, the numerator of (11.51) becomes

N(p, z) = H[m+ p(1 = 2)— Ky,

I can delete the £’ term using the familiar argument that an odd function
integrated over even limits yields zero. Using the fact that v#v, = 4, gives
us the final form of the numerator function.

N =22m— p(1 — 2)] (11.66)
With all these definitions the self-energy term becomes

1 4
%(p) = —z'eQ/O dzN (p, z)/ (;1%/;4 = ]:2 e (11.67)

The integral can be done for integer dimension d using the remarkable for-
mula®

dk 1 B i T(n—d/2) (1 n—d/2
/ (2m)d (C?2 — k2 — i)™ (4m)/2" T(n) (Cg> (11.68)

Here I is the Euler gamma function defined by
o0
[(a) = / dt t* et (11.69)
0

If o is an integer, say n, I'(n) = (n—1)!, and in general I'(a) = (a—1)T'(a—1).
It’s useful to get Maple to plot this function for you. You will see that I’
interpolates smoothly between the integer values of . You will also see that
I'(0) = co. We expected that. The integral (11.67) has to diverge. Now
of course, the integral on the left side of (11.68) only makes sense when d
is an integer, but the expression on the right interpolates smoothly between
integer values of d. Even if d is only infinitesimally less than four, it is still
finite. Now define ¢ = 4 — d. For our purposes, n = 2.
I(n—d/2) T(3-d/2) 2

L(n)  2-d/2 ¢

62 1 —€
S(p) = (ir)Q/O dzNC6 (11.70)

Insert the expansion
C¢=1—€elnC+ O(e?)

5This is proved in Gross, Relativistic Quantum Mechanics and Field Theory, page 344
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62 1
S(p) = (L)Q/O d=N(f, 2) (1 “n C(p2,2)> +0(e) (11.71)

The integrals in (11.71) are easy enough to do, although the resulting ex-
pressions are not very illuminating. The important point is that () can
be divided up as follows.

S(p) = (mBi+ pB2)/e + () (11.72)

where () does not contain € and so remains finite in the limit e — 0. By
and By are simple constants. When we expand X(p) using (11.60), Xr(p)
is as promised, finite. Thus we can absorb all the infinite terms into the
two constants m and Zz, and calculate Y g(p)and R(p?) which are, again as
promised, finite and important.
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Chapter 12

Weak Interactions

The field of nuclear physics began with the study of radioactive decay. There
were three identifiable processes called a- (- and 7-decay corresponding
to the emission of alpha particles, electrons, and photons respectively. In
retrospect, they manifest the strong, weak, and electromagnetic forces, the
three forces that operate at the level of nuclei and particles. Gravity is too
weak to have any effect, and there has never been any convincing evidence
of a “fifth force.”

Consider some generic nucleus that undergoes (-decay, say ¥ Xz. By
1930 the process was believed to be! VX, —N Xz+1 + e~ . Unfortunately,
the energy spectrum of the emitted electron looks something like the sketch
in Fig. 1. If there were only two particles in the final state, all the elec-
trons should have the energy marked Fmax. Several wild hypotheses were
put forward to explain this including the suggestion that energy and/or mo-
mentum were not conserved in these reactions. In 1930 W. Pauli suggested
that B-decay was in fact a three-body reaction, YN Xy =V Xz, +e” + .
The 7 was a hitherto unknown particle, which Pauli called the “neutron.”
The neutron as we know it is a constituent of nuclei, so the name was later
changed to “neutrino.” The particle would have to have zero charge and
spin /2 to conserve charge and angular momentum. So far as one could
tell from the endpoint energy, it had to have a very small mass. Since it
has proved very difficult to detect, it must interact weakly with ordinary
matter.? Now we know that there are actually three kinds of neutrinos all

!There is a similar decay in which a positron is emitted. This is harder to recognize,
however, because the positron immediately captures an electron forming positronium.
This decays quickly into two or three photons.

2] have written 7 rather than v, because in this case, the particle is actually an an-
tineutrino. The distinction between neutrinos and antineutrinos is a subtle matter, to

205
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Events max

Electron Energy

Figure 12.1: The (3-decay energy spectrum

with very small masses, but for the time being I will consider only one kind,
the so-called electron neutrino and make the very good approximation that
it is massless.?

It is ironic that whereas the radioactive decay of nuclei was the first evi-
dence of the operation of nuclear forces, it is also so very complicated that no
first-principles calculation could ever reproduce the lifetimes and branching
ratios of these decays. Nuclei are very complicated objects, and the strong,
electromagnetic, and weak forces are inextricably entangled in all of these
processes. The “scientific method” dictates that we should understand the
simplest instances first. These turn out to be the purely leptonic decays
such as p — e + v 4+ v where the strong interactions play no role. I would
like to postpone that reaction for a bit and follow a more historical line of
development. We know that once outside of a nucleus, a neutron will decay,
n — p+ e~ + v in about 13 minutes. This process is complicated slightly
by the effect of the strong interactions, but no nuclear physics is involved,
and this was the first decay to be studied quantitatively.

By the mid 1950’s it was believed that neutron decay as well as all
the other weak interactions known at the time could be described by the
interaction Hamiltonian

G Tt
Hznt_ ﬂ‘] ( )Ja( ) (121)

which I will return later.
3«Sufficient unto the day is the evil thereof.”
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Figure 12.2: e™ + e~ — p' + p~ via one photon exchange

where
G =1.166 x 1075GeV 2 (12.2)

is the universal weak coupling constant or Fermi constant. This is modelled
after the electromagnetic interactions that we have already studied. For
example the process et + e~ — u™ + p~ shown in Fig. 2 can be described
by the matrix element

Mint = —ie(@e’yo‘ue)Dag(ﬁ#’yﬁvu) = —z'ng‘Dang (12.3)

where D,g is the photon propagator. Fermi suggested that protons and
neutrons (collectively called nucleons) and electrons and neutrinos (collec-
tively called leptons) could also constitute currents just as the electrons and
muons do in (12.3). The weak current J consists of a leptonic part [* and
a hadronic part h®,

J¥(x) =1%(z) + h(z). (12.4)

The are three different leptons, the e, u and 7, so [* consists of a sum
of three separate currents. Likewise there are many hadrons that undergo
weak decay, so in principle h®* should be a sum of of all the corresponding
currents. In this way (12.1) describes many different processes. There will
be purely leptonic process such as muon decay, semileptonic processes like
neutron decay, and many purely hadronic processes such as A — p +
and K — 7+ . It is now known that the weak interactions are mediated
by the exchange of vector bosons just as the electromagnetic interactions
are mediated by the exchange of the photon. The bosons, however, are
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Figure 12.3: Feynman diagram for neutron decay

extremely heavy, so for ordinary nuclear processes, the propagator collapses
into a single constant that is absorbed into G. Weak decays therefore are
essentially point-like interactions. Neutron decay, for example, is described
by the Feynman diagram Fig 13.3.

Equation (12.1), the so-called “current-current interaction,” had its suc-
cesses, but there is much more to the story. For one thing, (12.1) does not
allow the nucleon’s spin to flip, at least not in the nonrelativistic limit. The
spin frequently does flip in nuclear S-decay, so other interaction terms must
be considered. It is also non-renormalizable so it is at best a low-energy
approximation.

12.1 Parity Violation

By far the most profound modification of (12.1), however, has to do with
parity. Until 1956 it was assumed that parity was conserved in all interac-
tions. Roughly speaking, this means that the mirror image of any allowed
process is also an allowed process with all the same reaction rates. In more
mathematical terms, there is an operation called parity conjugation, which
has two effects: first it replaces z# with 2'# = (ct,—x), and second, it
replaces every wave function or quantum field ¢ (x) with a new function
Y'(2') that describes the particle or system in the mirror-reflected world.
The statement that parity is conserved is equivalent to saying that this
transformation leaves all the equations of motion form invariant. In 1956
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Lee and Yang pointed out that there was no evidence that this was true for
the weak interactions. It was shown shortly thereafter that weak interac-
tions violate this principle mazimally.* This was done by polarizing ©°Co
nuclei in a strong magnetic field. °Co 3-decays emitting an electron. It
was found that the intensity distribution of the emitted electrons could be
described by the formula

I0)=1—(J)-p/E=1—wvcosb (12.5)

Here J is the nuclear spin and p the momentum of the electron. The impor-
tant point about (12.5) is that the distribution is not symmetric between the
forward (with respect to the nuclear spin or magnetic field) and backward
direction. This in itself is proof that parity is not conserved. To see how
this follows, imagine viewing the experiment in a mirror held perpendicular
to the nuclear spin. Since angular momentum has the form L = x X p, it
does not change sign under parity conjugation. Its mirror image is identical
to the real thing. It is an example of a pseudo- or axial vector. The elec-
tron distribution, however, does change. In this world it is peaked in the
direction opposite to J. In the mirror world it is peaked along J. Ergo,
parity is not conserved. Parenthetically, %°Co also undergoes y-decay, and
the photon distribution is symmetric between the forward and backward
directions. This is because electromagnetic interactions do conserve parity.

That was a simple argument, but incorporating parity into the theory
of relativistic electrons requires a some formalism. Our postulate of form
invariance requires that the Dirac equation in the mirror reflected world
should be

(in"9, —m)y'(z') =0 (12.6)
Multiply the ordinary Dirac equation on the left by 7°.
V("0 — m)y(x) = (iy"8), — m)y "¢ (z) = 0 (12.7)
In order for (12.6) to be true, it must be that
V(') =+ () (12.8)

In Chapter 9.4 we touched briefly on the five bilinear forms that can be
constructed with Dirac spinors. I showed that 1) transforms like a scalar
under Lorentz transformations and that ¥y transforms like a vector. I
also introduced the 7% matrix and made some vague remarks to the effect

41 will explain eventually what I mean by this
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that it had something to do with parity. For easy reference, here are its
definition and properties.

7 =ir’y'9 (12.9)
(V) =+° (12.10)
(v°)2 =1 (12.11)

(27} =0 (1212)

Let’s take a look at 17°t. Under parity conjugation,
(@) Y (x) = (@)Y (2") = ()P (@) = () e(z) (12.13)

It is, as claimed, a pseudo scalar. In the same way it can be shown that
y*y51) is a pseudo- or axial vector.

How are we to modify (12.1) to accommodate parity violation? At first
sight one could replace Y* by 7*y° making the currents into pseudovectors.
But since the Hamiltonian is a product of two such currents, the minus
signs cancel, and parity conjugation has no effect. In principle one could
use all five of the bilinear forms in arbitrary linear combinations, and in the
case of some nuclear (-decay, that possibility must be taken seriously. In
order to understand the fundamental nature of weak interactions, however,
it is useful to look at reactions in which there are no strong interactions
to complicate things. There are a few purely weak decay processes, and
the most accessible is ordinary muon decay, 4 — e + v + v. After much
experimental work it is clear that the way to construct purely leptonic weak
currents is as follows.

I =a4" (1=, (12.14)

This is called the V-A or vector minus axial vector interaction. This precise
form is tied up with the properties of the neutrino to which we now turn.

12.2 Neutrinos

We know that there are three kinds of neutrinos called the electron neutrino,
the muon neutrino, and the tau neutrino. There is considerable indirect
evidence that they all have some small mass, which from a theoretical point
of view is both a complication and an embarrassment. The neutrino that
appears in (12.14) is the electron neutrino whose mass is a tiny fraction of an
electron volt. Except for those experiments involving neutrinos from the sun
or from outer space, this mass is completely negligible, and it will simplify
our work considerably if we ignore it. In this limit, half of the neutrino
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spinor is “missing,” and the role of the 2(1—~°) in (12.14) is to “delete” it.
In order to see what this means, it is useful to reconstruct the Dirac spinors
according to a different plan.

The gamma matrices are defined by their anticommutation relations,
but there are several different matrix representations that have the same
relations. The choice given in Equations 9.6 and 9.7 is called the Dirac or
standard representation. When spinors are constructed with this choice, the
third and fourth components are proportional to p/(FE 4+ m) and so vanish
in the low-energy limit. There is another important representation called
the Weyl or chiral representation.’

0 __ 0 1 i 0 O'i 5 -1 0
7_(1 0 T =6 0 =00 1 (12.15)

The important difference is that 4" is diagonal in the standard representa-
tion, and 7 is diagonal in the chiral representation.

The Dirac equation in the limit m = 0 and in momentum space is simply
pu = 0. Using the representation (12.15) this is

[E+(37-p E_(;T.prz}:Q (12.16)

The determinant of the coefficient matrix must vanish, and so E = +|p|.
Concentrate on the positive-energy solution for the time being. We are left
with

X=0-PX (12.17)

p=-0-po

In this limit the upper and lower components decouple. The operator o - p
represents the component of spin along the particle’s direction of motion.
Its eigenvalues are called helicity. According to (12.17), massless particles
are helicity eigenstates. The spin is either aligned parallel to the direction
of motion (positive helicity, right-handed particles) or antiparallel (negative
helicity, left-handed particles).

Let us refine our notation somewhat and use A\ = %1 to represent the
helicity. Introduce the helicity eigenstates defined by

o - p dr = Alp|oa

(12.18)
o pxXx=Apxy

SBeware. There are several different sign conventions used by other authors.
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Massless positive-energy spinors are then

w(p A =1) = ( ¢0+ ) u(p A= —1) = ( ¢0— ) (12.19)

The matrix +° is called the chirality operator.® In the chiral representa-
tion the operator (1 ++°) has a simple structure.

(R AR

;<1—v5>u=[38][ﬂ:[ﬂ

Clearly the %(1 + ~°)’s are acting like projection operators. Let’s be brief
and write Py = %(1 + ~?). These operate like any God-fearing projection
operators. For example, Pf =P, PLP_ =0, and P + P_ = 1. The fact
that u, in (12.14) is always multiplied by P_ means that only left-handed

neutrinos interact.
0 ¢
Pu,(A=1)= 0 Piu,(A=-1) = 0 (12.21)

So far as one can tell from the form of the interaction, it might be that
neutrinos come in two helicity states, but somehow only the left-handed
states are allowed to participate. In fact, neutrinos only interact weakly and
always with the %(1 —~°) in front of the spinor, so whether or not there are
positive helicity states is something of a metaphysical question.” It is these
“missing” or non-interacting helicity states that are directly responsible for
parity violation. If we take the neutrino spinor to be

P_u, = [ ¢0_ } (12.22)
then the parity conjugation operation (12.8) forces us to conclude that
I 0 0
P_u, =P _~u, = [ 0 ] (12.23)

5The word “chirality” comes from the Greek meaning “hand.” Nonetheless, the terms
right- and left-handed refer to helicity not chirality.

"The fact that the left-handed rather than right-handed states interact was established
in a classic experiment by Goldhaber et al (1958) described in Perkins, Introduction to
High Energy Physics, Addison-Wesley 1987
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When I said that parity was violated maximally, I meant that the right side
of (12.23) is zero without any remaining small components.®

12.3 Chirality, Helicity and Electrons

This simple association of chirality with helicity in (12.19) does not hold for
massive particles. The Dirac equation in our new basis including the mass

term is
-m E—-o-p o |
o B [0 < 228
(E+0o-p)p=mx
(B —o-p)x=m¢

It’s convenient to take ¢ and y to be helicity eigenstates. Equations (12.24)
become

1
—(E+Alp)on = xi (12.25)
The complete spinors are

P 1 VE = Alp| éx

u(A) =C = — (12.26)
Bl g, vam VE + Xp| 65

The normalization constant C' is chosen according to our convention that
uu = 1. Now look at the relative sizes of the upper and lower components.

VE-Ipl _VE-IpP _ m _m (12.27)
E + |p| E + |p| E+|p| 2E

which vanishes in the limit m — 0 or equivalently the limit |p| > m.% In
this limit
1 0
Pur=1)= — < X > (12.28)

Pou(h=-1)= < \/%qb- >

V2m

8Now you see why the neutrino mass is such a problem. The statement is not quite
correct.

Tt is still meaningful to take the limit m — 0 despite the factor of 1/v/2m. The point is
that all physical results depend on bilinear products like wu. Because of our normalization
condition, all the m’s cancel.
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The point is that for |p| > m, the P_ in the interaction suppresses the
positive helicity components by the factor m/2E. It is easy to show that if
u1 and ug are any two spinors,

1 YH P_us = P_uyyHus = P_uyy* P_us (12.29)

so that in this limit, only the left-handed components of all fermions partic-
ipate in the interaction.

One can construct the spinors for antiparticles by repeating the pro-
cedure with E replaced by —F in (12.16) and (12.24). Equation (12.17)
becomes

p=—0-po (12.30)
X=0-PX
The signs have changed. Massless righthanded antiparticles have negative

chirality. Only right-handed antineutrinos participate in weak interactions.
Equation (12.26) becomes

=0 — o (B4 Xlpl)xa 1| —VE+Apho 1231
v = = — . .
V?2m
XA E — Alplxa

(Remember that vv = —1.) For |p| > m, the negative helicity components
are suppressed by m/2FE.

The missing helicity state in the neutrino wave function also causes
charge conjugation symmetry to be violated. According to (12.20), neutri-
nos have negative helicity. Equation (9.59) shows that the charge-conjugate
state must also have negative helicity, but we have just showed that the
helicities of massless antiparticles are opposite to those of particles. Nega-
tive helicity antineutrinos don’t exist, or if they do, they don’t participate.
The combination of parity conjugation and charge conjugation is a different
story. The helicity operator ¢ - p is odd under parity conjugation, so the
helicity of a parity-conjugated state is opposite to that of the original state.
Two minuses make a plus, right? Weak interactions are invariant under C' P.

Well — almost. There is a “superweak” component to the weak inter-
actions that does violate CP. It is so weak that it only manifests itself in
the decays of the neutral K and B mesons, and then only because of a
complicated set of fortuitus circumstances. CP violation is one of the most
profound discoveries of particle physics in recent years. It is believed to be
the origin of the preponderance of matter over antimatter in the universe.
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12.4 Lepton Number

I mentioned (without explanation) that ordinary muon decay pu~ — e~ +
v + U, requires a neutrino and an antineutrino in the final state. I also
stated (again without explanation) (12.14) that the lepton current should
be I* = @y 4 (1—7°)v, rather than say I* = @.y"1(1—~°)uy,, both of which
are allowed by Feynman’s rules. How is one to know about these things?

The following reactions and decays all conserve energy and charge, but
none have ever been observed.

w0 ot e
woAe +y

po et e Fe (12.32)
o +pAlpte
v+nbpt+e

The last reaction seems impossible to realize, but there’s a trick. Park a
swimming pool full of cleaning fluid in front of a nuclear reactor. Reactors
produce mostly antineutrinos, so one looks for the reaction

73701 =3T At e

This can be identified since 37 Ar is a radioactive gas that can be separated
from the liquid and its radioactivity measured. This is a heroic experiment,
but it’s been done, and the reaction just doesn’t occur. What is “wrong”
with these reactions? The (almost) obvious guess is that these leptons carry
some sort of additive quantum numbers that in (12.32) just don’t add up.
First of all, muons can’t decay into electrons, so there must be some measure
of “muonness” and “electronness” that must be conserved. As a convention,
we say that negative electrons have an electron number = +1, and positrons
have electron number = —1. Similarly, negative muons have muon number
= +1, and positive muons have muon number = —1. (There is also a tau
lepton, so it must carry a tau number assigned in the same way.) Reactions
like e + e~ — ~ + ~ are allowed, since 7’s are not leptons, and so all their
lepton numbers are zero. What are we to make of uy= — e~ + v +v? We
have to acknowledge that neutrinos also carry lepton number and that all
neutrinos are not created identical. There must be electron neutrinos that
carry electron number just as electrons do, as well as muon neutrinos and
tau neutrinos. The complete set of quantum numbers is given in Table 13.1.
The correct way to specify muon decay is u~ — e~ + ¥, +v,. Now it’s clear
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e Ve WV, T  Ur
ne | 1 1 0 0 0 0
n,] 0 0 1 1 0 0
n| 0 0 0 0 1 1

Table 12.1: Standard lepton number assignments. Antiparticle lepton num-
bers have the opposite sign. All other particles have zero lepton number.

Figure 12.4: Muon decay u~ — e~ + v, + V.. The solid lines represent the
flow of muon number current. The dotted lines represent electron number
current.

that both sides of the reaction have n, = 1 and n, = 0.

Lepton numbers also resolve the question raised above regarding the
construction of lepton currents. You will recall that the conservation of
charge was a key requirement in constructing currents for electromagnetic
currents. Take for example, the term j& = ve7“ue in (12.5) illustrated in
Figure 13.2. It represents an electron current that “flows” up the electron
leg of the diagram and down the positron leg. Conservation of charge means
that you can trace the current along this path following the arrows without
lifting your pencil from the page. In the same way lepton number represents
a kind of “charge” that must be conserved. In Figure 13.4 I have illustrated
muon decay using solid lines to represent the flow of muon number and
dotted lines to represent electron number current. The complete matrix
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element for muon decay is then

G, _
M = E Uy"y %(1 - ’75)11’;1 ue’)/a%(l - 75)uu (12'33)
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Chapter 13

The Electroweak Theory

13.1 Weak interaction of quarks

From the point of view of quarks, ordinary neutron decay, n — p+ e~ + I,
amounts to a process in which a down quark beta decays into an up quark
and a lepton pair, d — u+e~+v. When allowance is made for the differences
in mass and phase space, the strength of this reaction is almost the same
as the purely leptonic process u — ¢ + v + 0. We can construct weak V-A
currents for these processes as follows,

j*(lepton) oc a()y"§ (1 — 7°)u(e) (13.1)
o vpyter,

" (quark) oc @(u)y* (1 —~°)u(d) (13.2)
o urytdr

Notice the condensed notation: uy is the left-handed projection of the up
quark. At this point I am not concerned with whether this is a u-type or a
v-type spinor. Of course that is important when doing an exact calculation,
but you have Feynman’s rules to figure that out. Here I am trying to present
an idea with a minimum of notational complications. By the same token,
o means “proportional to.” The constant of proportionality will be all-
important, but not now. Finally, notice that the projection operator, %(1 —
%) projects the left-handed components of both spinors as shown in class.

The currents in (13.1) and (13.2) are both “charged currents,” in the
sense that the currents change charge in the process of the interaction. Put
it another way, they couple to charged intermediate vector bosons. Until
the 1970’s it was believed that there were no neutral current interactions,

219
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since processes like Ko — ptpu_ seem to be forbidden. The Kj carries
one unit of strangeness, however, so this is an example of a strangeness-
changing interaction, and these are forbidden. With the advent of high-
energy neutrino beams it became possible to see reactions such as v, + N —
v, + X, where N is some heavy nucleus, and X stands for some hadronic
"stuff.” In terms of quarks, these are examples of the reaction v+¢q¢ — v+q.
(g stands for any quark.) There is no reason to believe that these interactions
have the pure V-A form, so the corresponding currents are

j*(leptonic neutral current) oc vy*Z(1 — S (13.3)

j*(neutral hadronic current) oc gv*3(cy — cay’)q (13.4)

The constants ¢y and c4 have been determined experimentally with inelastic
neutrino scattering. As a consequence of (13.4), weak neutral currents have
both right- and left-handed components.

13.2 Weak Isospin

The electroweak theory per se does not involve quarks, nonetheless, the
following facts established in the previous section are foundational.

e Weak leptonic currents and weak charged hadronic currents have only
left-handed components.

e The weak, neutral, hadronic currents that they couple to have both
right- and left-handed components.

Electrons, of course, also have both right- and left-handed components, but
only the left-handed components participate in the weak interactions. Or
so it seems. The underlying idea of the electroweak theory is that the weak
and electromagnetic interactions are closely related, and the relationship is
cemented by the marriage of the right-handed piece of the electron current
and the right-handed piece of the weak, neutral, hadronic current.

To bring this marriage about I will define

JiF = vrer (13.5)
I =N =eryr (13.6)

The notation J*(J~) means that the initial lepton gains (loses) one unit of
charge in the course of the interaction. It does this by coupling to a negative
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(positive) intermediate vector boson. It is customary to use the formalism
of spin or isospin to combine these various currents. To this end, define the

“spinor,”
v
XL = ( _ > , (13.7)
€ /L

and raising and lowering operators,

or = (o1 £ 09) (13.8)

. 01 o — 00
TTN00 -~ \10
The o0;’s are the usual Pauli spin matrices. Then

JL=xuwsona JE = Xm0 (13.9)

This is familiar angular momentum physics in an unfamiliar context. Think

of x1 as a Pauli spinor. We can combine two spin-1/2 doublets to make a

spin-1 triplet and a spin-0 singlet. In this case, the underlying quantity is

not spin but something conventionally called ‘weak isospin.” The currents
J ff are two components of the triplet. The third member is

Jﬁ = XL’YM%USXL = %DL’YMVL - %éL')’ueL (13.10)

This J 3 is a weak neutral current, but it can’t be the whole story, because

the complete neutral weak current has right-handed components. The key
idea is to split up the electron current into right- and left-handed pieces.

it = —eyue = —enuz(1 = 7")e — vz (1 +1°)e (13.11)

= —E€rYu€r — €LYueL

Despite the fact that it contains electron spinors, Ju" 1s a neutral current
for reasons explained previously. Notice in this particular definition I have
not included the electron charge. In (13.11) e is just the electron spinor.
Suppose the “missing” right-handed components of the weak neutral current
actually come from the right-handed components of the electromagnetic
current. This is the idea, but it plays out in ways that are rather subtle.
We assume that in addition to charge and the third component of isotopic
spin, there is a third “good quantum number” called hypercharge or Y. The
three are related by
Q=T3+Y/2 (13.12)
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lepton | T T3 Q Y
vel3 3 0 -1
er, % —% -1 -1
er | O 0o -1 -2

Table 13.1: Weak quantum number assignments

According to Noether’s theorem, for every conserved charge there is a con-
served current. The currents in this case must be related by

g =Ji+ 5in (13.13)

The new current j}f is called the weak hypercharge current.! The quantum
numbers are given in Table 12.1. Similar assignments can be made for the
quarks.

13.3 The Intermediate Vector Bosons

In conventional QED, the interactions are mediated by the photon field A,
and the basic interaction vertex is —ieJ,. In electroweak theory there are
four currents, the three components of Jﬁ and the hypercharge current j}f.
In the conventional notation they couple to vector boson fields as follows

—ig (7)) Wi —i% ()" B, (13.14)
The two new coupling constants g and ¢’ will be related to the Fermi coupling
constant and the electric charge later on. The fields W and B are assumed
to be massless. They acquire mass through a mechanism called spontaneous
symmetry breaking, which will be explained in a subsequent chapter. The
so-called Weinberg angle 6y, is another constant that must be determined
from experiment. The particles that are detected in the laboratory are the
photon which is massless, two heavy charged bosons, the W*’s, and the
even heavier neutral vector boson, the Z°. Their fields are related to those
in (13.15) as follows

W = \@(W; TiW?) (13.15)
A, = By cos by + WE sin Oy (13.16)
Z, = —B,sinby + Ws’ cos Oy

!There is a strong hypercharge also.
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The neutral current piece of (13.14) is

—ig (%) W} =i% (¥)" By (13.17)

= —i(g sin@WJg + ¢ cos GWij/Q)AH —i(gcos GWJ/f — ¢'sin 9Wj5/2)Z“

Since A, is the actual photon field, the current coupled to it must be j5™
from (13.13). This can only be so if

g cosOy = gsinfy = e (13.18)

Whatever it is that couples to the Z° must be the complete neutral weak
current, which I will call Jj¢. The last term in (13.17) can be rewritten

2n2
g |cos Oy — S OW em gy gu i 9 pxegu(134)
B cos? Oy M # cos Oy *
where
JNC = J3 —sin® Oy (13.20)

As promised J, EC inherits its right-handed components from j;* and its left-
handed components form J 3 and j;".

13.4 The Feynman Rules

Now that the smoke has cleared, we are left with the following interactions.

e Two charged IVB’s, the W*’s, coupling to the weak charged current.
The interaction term in (13.14) can be rewritten using (13.6), (13.9),
and (13.15) as

—ig [(JY W, + (J)W] = —i%(J“W; +JHWr) (13.21)

e One neutral IVB, the Z°, coupled to JN° with coupling constant
g/ cos By . Typically we write the vertex function

g
cos Oy

—1 Y 1(ev — cav®) (13.22)

The constants ¢y and c4 can be determined from based on the charge
and isotopic spin of the particles that make up J~C.
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e The photon coupling to the electromagnetic current with the usual
constant e.

The Feynman rules from Section 11.3 require the following additions.

1. At each vertex at which a W¥ couples to a charged current, insert the
vertex factor p
—i=H1(1—4° 13.23
At each vertex at which a Z% couples to a neutral current, insert the
vertex factor

. g nl 5
— slcy — 13.24
ZC 50 Yy 2(6 CAY ) ( 3 )

2. For each virtual W or Z insert the propagator

i(—g" + p'p? /M?)

E— (13.25)

3. For each free W or Z insert the spin polarization tensor ,(\). When
summing over the polarization state A use the completeness relation

o
N eV )M (p) = —g + LI (13.26)
A

The other rules are unchanged.



Chapter 14

Symmetry Breaking

Consider an atom with a spherically symmetric potential. Because of the
symmetry, the energy eigenstates are independent of the m and ms quantum
numbers. Put it another way, the SU(2) symmetry of the Hamiltonian
causes these states to be degenerate. If we put the atom in an external
magnetic field, the degeneracy is removed and the energies become functions
of both m and mg. The system is still symmetric about the direction of the
field, so the imposition of the external field has broken the symmetry from
SU(2) down to U(1). This sort of symmetry breaking is called the Wigner
Mode.

There are several other ways to break symmetry that are more relevant
to this chapter. Try standing a straight flexible rod upright and press down
on the top of it with a force F'. Let’s assume that the rod remains straight for
some minimal force, but beyond some threshold force F, the rod “buckles,”
and assumes a curved shape. The symmetry is broken, the rod is no longer
straight, but there are an infinite number of equivalent states corresponding
to the possible orientations of the rod. We can summarize this as follows:

1. A parameter (in this case F') assumes some critical value. Beyond that
value,

2. the symmetric situation becomes unstable, and
3. the ground state is degenerate.

The second example is the ferromagnet. The atoms in a ferromagnet
interact through a spin-spin interaction

H=-Y J;Si-8;

i7j
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which is a scalar and therefore invariant under rotations. The ground state
however, is one in which all the spins are aligned, and this is clearly not ro-
tationally invariant. The direction of spontaneous magnetisation is random,
and all the degenerate ground states may be reached from a given one by
rotation. The spontaneous magnetisation disappears at high temperature,
when the ground state becomes symmetric.

It is clear that the general situation here is the same as in our first exam-
ple, the relevant parameter here being T'. These two examples exhibit what
is known as “spontaneous symmetry breaking. In both cases the system pos-
sesses a symmetry (rotation symmetry) but the ground state in not invariant
under that symmetry; rather, it changes into one of the other (degenerate)
ground states.

14.1 A Simple Example

Consider a classical self-interacting real scalar field ¢ with a Lagrangian

density

1

1 1
£ = S(0,0)(0"9) — 56" — o (14.1)

We assume A > 0 so that there is a finite minimum energy. This Lagrangian
is invariant under the discrete transformation

b — —o. (14.2)

There are two quite different cases depending on the sign of p?. The po-
tential for 2 > 0 has a single minimum, V(¢) = 0 at ¢ = 0. This point
corresponds to the ground state, so in quantum mechanical terms

(#)o = (0[¢]0) =0

Expanding the Lagrangian about (¢)g to second order gives

L S (0,0)(0"9) — 36 (14.3

which is the Lagrangian density of a free scalar field of mass . The pertur-
bations induced by the ¢* term can be thought of as oscillations about the
origin.

Now consider the case u? < 0. Now the potential has minima at

(P)o = £/ _A"Q = tv. (14.4)
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Now there are two degenerate vacuum states. The minima at (¢)? = v are
equivalent and either may be chosen as the classical ground (vacuum) state
of the system. Once this choice has been made, the vacuum is no longer
invariant under the transformation (2). This is a new form of symmetry
breaking: the Lagrangian is invariant but the vacuum state is not. This
is called the Goldstone mode, spontaneous symmetry breaking, or hidden
symmetry.
Let’s choose
(P)o = +v. (14.5)

We can no longer do perturbation theory by expanding the Lagrangian about
(¢)o = 0, since the slightest perturbation about this point would send the
system plunging down into one of the two minima. It makes more sense to
shift the field by defining

§(x) = ¢(x) — (9o = d(x) — v, (14.6)

In terms of this new variable the vacuum state is ({)o = 0, and the La-
grangian density is (neglecting constant terms)

L=Ly— I — i){“ (14.7)

We can think of the ¢ and ¢* terms as perturbations of the free-field La-
grangian
1
Lo = 5(85)2 — g2 (14.8)
which is the Lagrangian for a free scalar field with mass m¢ = /—2u2.
(Remember that u? < 0.)
This is a toy model, of course, but it illustrates many of the features of
spontaneous symmetry breaking as it manifests itself in quantum mechan-

ICS.1

1. There is a nonzero expectation value of some field in the vacuum state.

2. The resulting classical theory has a degenerate vacuum, with the choice
among the equivalent vacuum states completely arbitrary.

3. The transition from a symmetric vacuum to a degenerate vacuum typ-
ically occurs as a phase transition as some order parameter (u? in the
example) is varied.

'T am copying almost verbatim from Mike Guidry, Gauge Field Theories John Wiley
& Sons (1991)
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4. The chosen vacuum state does not possess the same symmetry as the
Lagrangian.

5. After we have expanded the Lagrangian around the chosen vacuum,
the original symmetry is no longer apparent. The degenerate vacua
are related to each other by symmetry operations, which tells us that
the symmetry is still there, but it is not manifest; it is hidden.

6. The masses of the particles appearing in the theory with and without
the spontaneous symmetry breaking may differ substantially. We say
that the masses have been acquired spontaneously in the latter case.

7. Once the theory develops degenerate vacua the origin becomes an un-
stable point. Thus the symmetry may be “broken spontaneously” in
the absence of external intervention.

14.2 Goldstone Bosons

The transformation (2) was discrete. The next generalization makes use of
a continuous global gauge transformation. For this we will need a complex
or non-Hermitian field. In previous chapters we used Hermitian scalar fields
for spin zero particles. In terms of second quantization, this means that the
particle is its own antiparticle. If the particle caries charge or some other
quantum number that is different for particles and antiparticles, then the
field must be non-Hermitian (as is the case with electron fields). Take the
Lagrangian to be

L= (9)1(0"¢) — ¢'d — A(o'9)? (14.9)

The X terms represents self interaction. Under normal circumstances, we
would regard p as a mass. Here p? is just a parameter, since we are going to
make p? < 0. This Lagrangian is invariant under the group of global gauge
transformations,

o(z) — ¢'(2) = 4o(a). (14.10)

Using polar coordinates p? = ¢¢, we may identify a potential
V(p) = u?p* + \pt. (14.11)

As before, set u? < 0. The minima now occur in the complex ¢ plane on a
circle of radius

2_;:“2: 2
9] = 55— =a (14.12)
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The shape of the potential has been likened to a Mexican hat or perhaps the
bottom of a champagne bottle. There is now an infinity of degenerate ground
states, corresponding ro different positions on the ring of minima in the
complex ¢ plane, and the symmetry operation (10) relates one to another.
In the quantum theory, where ¢ becomes an operator, this condition refers
to the vacuum expectation value of ¢.

1{01¢]0)[* = a®. (14.13)

We could choose any point in the minimum and expand the Lagrangian
about that point. For simplicity, we choose the real axis Re(¢) = a, and
expand around it to investigate the spectrum. It is convenient to work in
polar “coordinates”

o) = pla)e?), (14.14)

so the complex field ¢ is expressed in terms of two real scalar fields p and 6.
In quantum language, we choose the vacuum state

(0|9]|0) = a (14.15)
where a is real; then
(0|p|0) = a, (0]0|10) =0 (14.16)
Now let us put
6(z) = [ (2) + ale®) (14.17)

We regard p’ and 6 as “small” displacements from the point ¢ = a. Substi-
tute (17) into (9)and keeping only the quadratic terms gives

L = (0,0") (0" p)+(p'+a)?(9,0)(9"0)—4a® p*+O(p")+ constants (14.18)

The coeflicient of the square of the field in a free-field Lagrangian is the
mass squared of the corresponding particle. In this case the p’ field has a
mass given by

m’, = 4\a’ (14.19)

There is no term in 62, so 6 is a massless field. As a result of spontaneous
symmetry breaking, what would otherwise be two massive fields (the real
and imaginary parts of ¢), become one massive and one massless field. The
difference between the two coordinates is easy to visualize. It requires no
energy to displace a particle in the € direction, but it does cost energy to dis-
place p’ against the restoring force of the potential. The 6 particle is known
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as a Goldstone boson. This phenomenon is general: spontaneous breaking
of a continuous symmetry entails the existence of a massless particle. This
is the Goldstone theorem.

Try the same thing in cartesian coordinates. Introduce two real fields ¢,

d ¢o.
02 1+ g2
\/i )

so that the vacuum expectation values of both fields are zero. Then

¢ =a-t (14.20)

L= %(au(ﬁl)? + %((9#(?2)2 —2Xa?¢ — V201 (67 +¢3) — %(é? +03)° (14.21)

The ¢ field is massless, but the ¢; has a mass squared of 4\a?, the same
as (19).

There is an analogy here to spin waves in a ferromagnet. Spin waves are
periodic variations in M. Because the forces in a ferromagnet are of short
range, it costs very little energy excite such a wave. Such a wave could carry
zero energy in the limit of infinite wavelength, i.e. it’s a massless excitation.

14.3 A More Abstract Look

There is a profound result regarding symmetries known as Noether’s theo-
rem, to the effect that there is a conserved current associated with each gen-
erator of a continuous symmetry. The proof is simple: consider a Lagrangian
composed of several fields, which we call ¢,. Our symmetry transformation
changes each field ay an infinitesimal d¢,. since £ does not change, we have

oL oL
0=0L=—0¢a+ ———0(0uda
5¢a ¢ 5(ay,¢a) ( ,u¢ )
The equations of motion are
oL oL

6¢a " 0(0uta)

so we can combine the two and get

oL
0=0, —=—90¢, 14.22
: (50r°%) (14.22)

If we define se
JH= —0¢, (14.23)

0(Oua)
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Then (22) says that 0,J" = 0. (We are also assuming that repeated a’s are
summed.) (We have already used this argument to get the electron current
in Dirac theory.)
To make this more concrete, imagine that the N fields make up a mul-
tiplet,
¢1
o=

ON
and the Lagrangian contains terms like (8¢)2 = (8u¢a)(au¢a)’ and ¢2 _
Pada, arranged in the form

L= % [(00)? = m?¢?] — ca(d?)* — c3(¢?)” — - (14.24)

(Unless otherwise stated, repeated indices are summed.) This Lagrangian
will be invariant under a “rotation,” ¢, — Rup®p, where R is a member of the
rotation group SO(N). (This is sometimes called an “internal symmetry.”)
We can write R = €% where the X are the group generators. Under a
infinitesimal transformation ¢, — Rapdp =~ (1+6°X?) ¢, or in other words,
we have the infinitesimal change d¢, = 0"X, ¢p. Equation (23) assures us
that the N(IN — 1)/2 currents

JZ = (8u¢a)Xéb¢b (14.25)

are conserved. So there is one conserved current, J*, for each of the N
generators of the symmetry group.
For every conserved current there is a conserved “charge”

_ 3,70 _ 3, 0L
Q—/d xJ —/d x5(80¢a)5¢a (14.26)

We notice that 6L£/§(0ype) = 7a, the canonically conjugate field. The equal-
time commutation relation then gives the elegant result

ilQ, da] = 6¢a (14.27)

We are now in a position to prove the Goldstone theorem. The charges
defined by (26) are conserved, they are constant in time. Therefore,

[H,Q] =0 (14.28)
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Let the vacuum (or ground state in quantum mechanics) be denoted by |0).
We can always write H|0) = 0. (The vacuum must be an eigenstate of the
Hamiltonian. If it should happen that H|0) = ¢, we could always redefine
the Hamiltonian H — H — ¢.) Normally the vacuum is invariant under the
symmetry transformation, ¢®@|0) = |0), or in other words Q|0) = 0.

In the previous examples, we had to choose a specific vacuum that was
not invariant under the symmetry transformation; i.e. @|0) # 0. So what is
this state, @Q|0)7 Clearly, it’s a zero-energy eigenstate of the Hamiltonian.

HQ|0) = [H,Q][0) = 0 (14.29)

I claim it corresponds to a massless particle. Consider the state

0lk) = [ a0 (14.30)
We make use of the fact that the momentum operator P satisfies
[P, ¢(z)] = —iV(z), (14.31)

where ¢(z) could be any field operator including J(z). Then

Ply(k)) = / Bre*®PJ%(x,1)|0)

= /d?’a:eik'm[P,JO(m,t)HO) = —i/d?’xeik'mVJO(:c,t)\m
Integration by parts then gives

Plp(k)) = klip(k)) (14.32)

Evidentally |¢(k)) describes a particle with momentum k. In the limit that
k goes to zero, (30) becomes

lim [u(k)) = Q[0) (14.33)

We know from (29) that Q|0) is a state of zero energy. This relationship
between momentum and energy is the signature of a massless particle.

In general there will be as many conserved charges as there are generators
in the symmetry group. For each one of these charges that does not leave
the vacuum invariant, i.e. those for which Q?|0) # 0, there will be one of
these massless Goldstone bosons.
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14.4 Non-Relativistic Field Theory

Field theory is necessary whenever particles are created and destroyed. This
is bound to happen at relativistic energies, but it can happen at very low
energy, if the “particles” represent some collective phenomena. Spontaneous
symmetry breaking can occur in solids and liquids. In fact, superconductiv-
ity and superfluidity are outstanding examples of the mechanism. In order
to study these examples, we will have to have a low-energy version of the ¢*
theory discussed previously. Start with the Lagrangian

L= (09)1(0®) — m>dTd — \(dTd)? (14.34)
When X\ = 0 this gives the Kline-Gordon equation
(& +m?)® =0. (14.35)
We can turn this into Schrodinger’s equation as follows. Define

® = e Wo(x,t) (14.36)

or _ e[ —im + 9
ot at ) ¥

2 2
%T‘f = i (—im + ;) ®
The low-energy approximation consists in setting 9% /0t?> = 0. Then (35)
becomes

V2 0y
Tom” T o

which is Schrodinger’s equation.
The same technique works on the Lagrangian, but we must be careful

(14.37)

about the normalization.

1 .
b= ——e Mp(x,t 14.38
T el ) (14.38)
First note that
o001 0® 5 1 0 9,
T _plete = — ol (- Yo —m2t 14.39
ot ot om [<Zm+ g0 (Timt e —mielel (14.39)
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The last step required an integration by parts. The final result is
) 1
£ =ipldop — 5 Oipldip — g (1)’ (14.40)

where g2 = \/4m?. (Relativistic is beautiful. Non-relativistic is ugly.)
It’s often useful to write the fields in terms of polar coordinates.

© = /pe'? (14.41)

The Lagrangian is

= - — - — ] + —(0; — 14.42

p and @ should be thought of as independent fields, just like ¢ and of. In
this case the canonical momentum is

oL
= _ 14.43
so the equal-time commutation relation is
ol 1), 6(', )] = id(@ — ') (14.44)
We can normalize the wave function so that
N = /p(:c,t) dx = number of bosons (14.45)
then
[N,0] =i (14.46)

In other words, number is conjugate to phase angle.
What sort of interactions do these Lagrangians describe? There is a hint
in (42). The interaction Hamiltonian is

2 2
Hint = —Lint =9°p

Since p represents the density of bosons, we can see that packing bosons
together costs energy, i.e. bosons repel regardless of the sign of \. We
can learn more about this with a complicated argument from Zee 1.3. Let’s
use the generating functional formalism from Fall quarter to calculate the
propagator for a Lagrangian such as (34). Look at

7= / D[®)e! | '#L£(®) (14.47)
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Last quarter you proved that

AN 1/2
 igpAxtidJx _ (2mi) —iJALg
H/dwz ez TATTUIT — <det[A]> e 2 (14.48)

We learned to generalize equations such as this by replacing the coordinates
with fields.

/D[(p]eifd‘lx(écp-A-cerJ-cp) . 67% Jd*z JATLT (14'49)

Our strategy will be to introduce a new “auxiliary” field called o which has
the effect of transmitting the repulsive between the bosons. To see how this
works, make the following substitutions in (49):

J — 200f w—0 A—2/\

Then

1 1
5@-A-g0—|—J—g0—>02/)\+20(I><I>T —EJ-A_l-J—>2J<I><I>T

The identity (49) becomes
[ Diojei{#tervt s i stexony (14.50)

The right side of (50) contains the boson interaction term A®®', the left
side represents a o “particle” coupling to the ®. Using this in (47) gives

7 = /D[¢]D[a] exp {i/d4x[(8®)2 —m?®? 4+ 200PT + 02/)\]} (14.51)

To put it another way, we have a new Lagrangian?®

L= (00)2 —m2®? + 200" + 02/) (14.52)

It contains a scalar ® particle obeying the Klein-Gordon equation. We know
that the exchange of such a particle will produce a force of range ~ m~'. It
is coupled to a o particle via the 20®®' term, so presumably the exchange
of a o will produce a force between two ®’s, although it’s not clear at this

2Zee calls the transition from (47) to (52) the Hubbard-Strantonovic transformation.
I will have to take his word for it.
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point what the range and sign may be. To determine these things I will first
review Zee’s argument from Section 1.3-4 regarding the ®.
Introduce the Fourier transform

4 . ~
O(z) = / (;’7:;2 e~ PP (p). (14.53)
Then
/d4x [(0®)? — m?®?)] = /d4p % (p)(p* — m?) (14.54)

We have learned to extract the propagator from this integral. The argument
briefly is this:

Z[J] = z[0]e" ] = (0]e=H(T=T0) (14.55)

WiJ) = —% / dadby. ] (2)J(y)D(x — y) (14.56)
d4 eip(z—y)

D@%—w:=/(%£%ﬁ_nﬁ+ie (14.57)

Let’s put two delta function sources in (56) and see how they affect one
another.
J(x) = 0% (z — 21) + 6O (2 — )

W[J] will contain terms with 6®) (2 —x1)5®) (y — 29) and @) (2 — 22)6®) (y —
x1) representing the interaction between the two sources. Substitute them
into (56)

de Y d3p eik~(:131—:132)
W=—[d d lp(ary)o/
/ xo/ yo/27re (2m)3 k2 — m? + ie

Integrate over yo to get d(po), then integrate over py.

T/2 A3k eik-(mg—ml)
W = d 14.58
o / (2m)® k2 +m? (14.58)

Have another look at (55). It seems that (0|e~*#7|0) ought to be some-
thing like e*#T where F is the energy due to the presence of the two sources
acting on one another. Since this is just a qualitative argument that should
do for now. In this spirit then —iRT = iW. (58) gives us

d3]€ eik~(a‘:2 —:1‘:1)
E:_/Qm3W+m2 (14.59)
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This contains two great truths: (1) a negative potential means an attractive
force, and (2) the range of the force is ~ 1/m. The integral can be done

easily. The result is
1
E=——2¢e™, 14.60
47rre ( )
Now go back to the Lagrangian (52). We have just analyzed the free ®
field, and the interaction term speaks for itself, but what are we to make of
the free o field? There is nothing in the Lagrangian but o2/\. Let’s repeat

the steps from (52) to (57)

4 .
o(z) = / (;iﬂ];Qe_zpz&(p) (14.61)

/ d%%ﬂ@:) _ % / d*pe(p) (14.62)

Compare this with (54). The momentum space propagator is simply +A\.
The Fourier transform of this is the delta function. The force is repulsive
and zero-range.

14.5 Spontaneous Breaking of Local Symmetry

The situation is quite different when the broken symmetry is a local or gauge
symmetry. Let’s revisit the model from equations (9) and (10), this time
with the transformation

¢ — @), (14.63)

We discussed this in the chapter on quantum electrodynamics. The La-
grangian will remain invariant only if there is an additional massless field
A,,. Moreover, this field must appear in the Lagrangian through the replace-
ment

By — Oy +ieA,, (14.64)

and in the kinetic energy term —%F‘“’FW, where Fy,, = 0,A, — 0,A,.
Substituting this into (9) gives

1

L= [(0, +ieA)|T[(0" — ieAM)¢] — u2¢* b — A(¢*¢)* 1 FF(14.65)
As before, we treat ¢ as a complex classical field and ;2 as a parameter that

can be positive or negative.
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The equations of motion for the A, field can be found from the Euler-
Lagrange equations

5L 5L
— = 14.
On 50,4 " oA, " (14.66)

The resulting equation is
DAY — 0¥ (9,A") = j¥ (14.67)

where
3 = iq [610"6 — (0 6")0| — 276 94" (14.68)

For the time being, I will use the Lorentz gauge condition 9, A* = 0. If we
take ¢ to be real with constant value

o =+p (14.69)
a simple result emerges.
OAF = j* = —2¢4%pAH, (14.70)

which is the equation for a free vector particle of mass M = 1/2pq. Consider
for a moment the static case. (70) becomes

V:B = M’B (14.71)
In one dimension this would give
B = Bye Mz, (14.72)

In other words, the magnetic field is screened out by the currents. We
might say that the magnetic field has developed a “mass.” This is the origin
of the Meisner effect in superconductors. The boson field ¢ is a coherent
many-body wave function consisting of Cooper pairs.

How could this be relevant to particle physics? What is there in free
space that is like the Bose-Einstein condensate in a superconductor? Per-
haps an analogy will help. Maxwell noticed that in some sense, something
like current flows between the plates of a capacitor when it is charging or
discharging. He therefore postulated a displacement current

oFE
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Is there really a current flowing between the plates? It depends on what you
mean by “really.” In the same sense we will postulate vacuum screening cur-
rents. They come about through the mechanism of spontaneous symmetry
breaking.

In the second-quantized version of quantum field theory, we represent
the field operators in terms of creation and annihilation operators.

. 3k " "
= | ————[e (k) + e**al (k 14.73
6= | ol i) + ) (1473)
with the understanding that
(0]a(k)|0) = (0laf|o) =0 (14.74)

i.e. the vacuum is the state in which there are no particles. (I am temporar-
ily using “hats” to emphasize that we are dealing with operators rather than
classical fields.) In the path integral formulation, the vacuum was regarded
as the lowest energy state, cf. Section 2.4. The two are not necessarily the
same thing. In superconductors, for example, the ground state is one in
which all the Cooper pairs are in their lowest energy state. It would not
make sense to represent this state with a field operator of the form (73). It
is at least plausible under these circumstances that (0|¢|0) # 0. The generic
classical ¢* Lagrangian (65) we have been considering is a phenomonolog-
ical model for such systems. If —u? is taken as a positive parameter, the
minimum energy state appears at |¢| = a, where

_ 2
a= \/% (14.75)

In polar form, the ground state wave function is
¢ = ||e?@. (14.76)

Any phase is possible, the Lagrangian is still symmetric, but the system
will choose some vacuum, and this will break or hide the symmetry. The
most familiar example of this symmetry breaking is the ground state of a
ferromagnet below the transition temperature. The spin-spin interaction is
invariant under rotation, but once the spins have “decided” to align them-
selves in one particular direction, the symmetry is apparently broken.

Let us assume then along with the high-energy physics community, that
there is some field ¢ called the Higgs field that fills space and has a non-zero
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vacuum expectation value. We choose the vacuum phase § = 0. In the
vicinity of this point we can write

b=a+h (14.77)

The implication is that (0|¢|0) = a is a constant given by (75), and his a
quantum field. Inserting (77) into (67) (with d,A* = 0) gives

OA* = —2¢%a®> A" + terms depending on h (14.78)

Compare with (70), the photon has acquired a mass M = \/2q2fw2 .

This argument seems to depend on the gauge condition 8MA” =0, so
we have lost gauge invariance. Can we have our mass and gauge invariance
too? To answer this question, first combine (76) and (77) so that

~

¢ = ae’?® + terms depending on h (14.79)
and substitute into the operator forms of (67) and (68)(again ignoring ).
OAF — §¥(9,A") = —2¢%a®(AY + ¢~10"0) (14.80)

Let’s define A
Av — AV = AV +¢710v6 (14.81)

This is just a gauge transformation after all, and we know that the left side
of (80) is gauge invariant, so

(O — M)A" — 9 (9,A™) = 0. (14.82)
Differentiating with respect to 0, reveals
9, A" =0, (14.83)
so we can have our proverbial cake and eat it too.
(O+MHAY =0 (14.84)
Gauge transformations are customarily written
Al Al = AP M (14.85)

so we have simply chosen the gauge x = —0 /q.
Conclusions:
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e Setting 6§ = 0 in (76) breaks the rotational symmetry of the theory
but it does not break gauge invariance, because any choice of 6 can be
compensated by an equivalent gauge transformation of A*.

e By allowing the photon to interact with a scalar field with a non-zero
vacuum expectation value, we enable the photon to acquire a mass.

So far, we have only looked at the free-particle component of the theory.
We can get an idea of the interactions by substituting the complete form of
(77) into (68).

(O + M) AY = —4¢2ahA” — 2¢4°h* AY (14.86)

There is no such thing as a relativistic superconductor, of course, this ex-
ample is only intended to illustrate the ideas behind the Higgs mechanism.
Equation (86) is intended to illustrate one final point. There is a new par-
ticle, the h or Higgs boson, and it couples to the photon field in a specific
way. The mechanism not only produces the mass, it decides the form of the
interaction.

Suppose we did not set 6 = 0 but kept it around as an additional particle?
This would change the equations of motion and hence the propagator. This
is not necessarily a bad thing, because the renormalization properties of
the theory are more transparent with other choices of the gauge function 0.
This is the key to the remarkable fact that gauge theories are renormalizable.
This a technical issue that will not be covered in these lectures.

In the absence of the gauge field, the vacuum is at

o=a= () e

As in (20) we introduce two real fields ¢; and ¢2 and substitute into (36).
Keeping only the quadratic terms, we have

1 1 1
L= FuF" + ?a® A, A" + §(au¢1)2 + 5(8u¢2)2

—2Xa*¢? + V2ea A" Oypo + - - - (14.88)

Now it appears from the second term that the photon has developed a mass
m? = e?a®. The ¢; field has a mass, and ¢, the Goldstone boson, is
massless, but it couples to the “photon” with a derivative coupling. This
suggests that the photon could simply turn itself into a ¢9. Let’s count the
degrees of freedom. Originally we had
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2 (complex scalar field)
+2  (transverse field for massless photon)

4
After the spontaneous symmetry breaking we have

1 (¢1, a massive scalar field)
1 (¢2 a massless scalar field)
+3  (massive vector field A,)
5
Something is wrong. A degree of freedom seems to have been gained in the
spontaneous symmetry breaking. This is an illusion, as can be make obvious

by an appropriate change of gauge. The ¢ field, however, can be removed
by means of a gauge transformation. Putting an infinitesimal A in (34) gives

¢ = d1 — Ago

¢y = ¢2 + Ad1 + V2Aa (14.89)
We can always choose A so that ¢, = 0. This will affect the higher-

order terms, of course, but for the moment we are only concerned with
the quadratic terms. Simply set ¢2 = 0 in (38)

1 1
L= _ZFWFW +e*a? A, AF + 5(8H¢1)2 —2Xa%¢7 + - (14.90)

There are now only two fields. A massive spin-one “photon” and a massive
scalar field, the ¢;1. The Goldstone boson has disappeared. This is called
the Higgs mechanism.



Chapter 15

LNAGS and the Standard
Model

These notes are intended to summarize the last few lectures on local non-
abelian gauge fields (LNAGS) and the standard model. They will not be a
substitute for your own careful notes.

We have been considering the consequences of the transformation

W — 1 = T (15.1)

Here 7 represent the three Pauli spin matrices, here interpreted as isospin
operators, and v represents some generic two-component spinor. The La-
grangians we have used all have the “kinetic energy” term

(00)T (0"9) (15.2)

In order to keep (2) invariant under the transformation (1), desperate mea-
sures are called for. We need to introduce a triplet of massless spin-one
fields

WH = (W', Wi, W), (15.3)

and construct with them the “covariant derivative”

Dt = ot +igT - WH/2 (15.4)
These fields must satisfy additional constraints so that

D'ty = 9T ®)/2 piy (15.5)

One consequence of these constraints is that the W# fields interact with
themselves. As a practical measure, we can derive the correct Lagrangian

243
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and equations of motion by simply replacing 9, — D,, wherever it appears.
The Lagrangian also has to be modified by the addition of the “free-particle”

energy!
F., =0,W, —0,W, — gW, x W, (15.6)

15.1 Spontaneously broken global SU(2) symme-
try

The W particles will eventually acquire a mass via the Higgs mechanism.
Let us first see how the massless precursors of the W's arise as goldstone
bosons from spontaneously broken local SU(2) symmetry. We consider an
SU(2) doublet, not of fermions this time, but of bosons.

o= (5 )= (i) 15

If these are interpreted as particle creation and annihilation operators, ¢
destroys a positive particle or creates a negative antiparticle, whereas ¢~
destroys a neutral particle or creates a neutral antiparticle.

The Lagrangian we choose is the generic “phi to the fourth” interaction

£= @,6)(@"9) + W66~ 3 (6167 (15.5)

This has a classical minimum at
(670)min = 2%/ X = v*/2, (15.9)
which we interpret as a condition on the vacuum expectation value of ¢f¢
(0]61610) = v?/2 (15.10)

Notice that (8) is invariant under the transformation (1) and also under a
separate global U(1) transformation

¢ — ¢ =e W, (15.11)

where « is separate from o = (a1, a2, a3). The constant y is included for
later use. It will stand for the weak hypercharge. The full symmetry is then
referred to as SU(2) x U(1).

L «Free-particle” is in quotes because the particles are still interacting with themselves.
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There are infinitely many ways of implementing (10), all summarized by
the equation,

(01¢1|0) = (0](41 + 3 + ¢35 + 67)[0) = v*. (15.12)

There is an important subtlety here. We have to choose (0]¢;|0) # 0 for
at least one of the fields ¢;. Since there are four independent symmetry
transformation that leave the Lagrangian invariant, we expect four massless
fields. It is inevitable, however, that any choice we make will be invari-
ant under one of these four transformations, and hence the corresponding
particle will remain massive. We choose

ool = (0 ) (15.13)

In this case the vacuum remains invariant under the combined transforma-
tion of the third component of the SU(2) transformation (1) plus the U(1)
transformation (11)

(1/2 + t3)(0]|4]0) =0 (15.14)

and hence

(01¢[0) — (0[6]0)" = explia(1/2 + t3)](0]4]0) = (0]¢]0) (15.15)

As usual t3 = 73/2. T am using lower case t for weak isospin. The point is
that the vacuum is invariant under (15) so the corresponding field will not
acquire a mass.

We now need to consider oscillations about (10) in order to see the
physical particle spectrum. We parameterize these as

¢ = exp(—i@(x) - T/2v) < (v —|—H?:U))/ﬁ > (15.16)

Now ¢ is invariant under the SU(2) gauge transformations, and clearly
setting 6 = 0 is such a transformation, so consider it done and write

o= (or ez ) 1517

As a consequence of the gauge symmetry (11), the Lagrangian will con-
tain an additional massless vector field, which we call B#. Our Lagrangian
now is

1

14 1 4
1Fw P = GG (15.18)

£= (D) (D#0) + w2016 — J(610)?
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where
Dt = 0" +igT - WH/2 +ig'yBH" /2 (15.19)

GH = otBY — 9" B* (15.20)
and F),, is given by (6). Substitute (19), (6), and (20) into (18) and keep
only terms that are quadratic in the fields. We find

L= S(OuH) 0" H) — 1 H?
1 v v L 5o
~ 1 0uWay = 0, Wy, ) (0" WY = 0" W) + CgPv Wy, W
_i(aywb — 0, Wa,,)(0"Wy — "W + égQUQWQ#W;
_%(aﬂwg,, — 0, W) (0" Wy — O"W') — iGqu“V

1
+50*(9Wsp — ¢/ Bu)(gW§ — ¢'BY) (15.21)

The fields W3 and B are mixed in a way that suggests that neither of
them are real physical fields. They can be unmixed by introducing

ZF = cos Oy WL — sin Oy B¥ (15.22)

and
AP = sin Oy WL + cos Oy B* (15.23)

The resulting Langrangian is

1
L= 50,HO"H ~ prH?

1 1

=1 OWay = 0, W) (WY = W) + SgPo W, W
1 1

O Way = 0, Wa ) ("W — "W + SgPo* W, WY

1 1 1
=10u2y = 0,2,)(0"2" = 0" Z1) + gUQ(gQ +9*2,7" — 1 Fw " (15.24)

where
Fu= (9NA,, — 81/14# (15.25)

and
tanfy = ¢'/g (15.26)
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This is the “free-particle” Lagrangian for the vector fields. Now that
the smoke has cleared, we see the consequences of our various maneuvers.
The three W particles that were initially massless have acquired masses,
although W3 has done so by mixing with the B particle. We are left with
a single massless particle, the A, which we identify with the photon. The
masses and coupling constants can be read off the Lagrangian. This is left
as an exercise.

Anyhow, these are the “messenger particles.” But whose messages do
they carry? The answer, of course, is the leptons and quarks. How they fit
in is the subject of the next section.

15.2 Quarks and Leptons

The Dirac Langrangian is

L = P(idy" — m)p (15.27)

Because of our gauge hypothesis we must replace 9, — D, where D, is
given by (19), but now v is a two component object containing the rele-
vant fermion fields. We have discussed weak interaction processes in which
leptons scattered from leptons and those in which leptons scattered from
quarks. Our new Lagrangian should include both processes, so we must
construct ¥’s with both quarks and leptons. We have in hand several clues
to help us do this.

e The ®’s should transform as doublets under the weak isospin group
SU(2)w.

e Leptonic transitions associated with charged currents change leptons
into neutrinos and vice versa. For example, v, < e or v, < p. This
suggests that these should be doublets of the group.

e We also talked about the quark doublet,

u u
1= < d, > o ( dcosf. + ssin b, )’ (15.28)

where 6, is the Cabibo angle.

e Consider a process like et +d — v, +u resulting from the exchange of a
W, The current that raises the quark charge from down (¢ = —1/3)
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to up (¢ =2/3) is

7T\ 1
7= () 50w (15.29)

= \% urdy, cos 8, + % Ur,sy, sin b,
The %(1 — 75) projects out the left-handed parts of the quark wave
functions

1
Sl =m)e=a (15.30)

So far as we know, there is no process that connects right and left-
handed states, so we can write

Jgtn="9g L (15.31)
\/Q 4L Yu 2 qr .

We can combine charge raising, charge lowering and neutral-current
terms by defining the operators

+ ; 0
T o1 109 T o3
R == 15.32
2 2 2 2 ( )
With this, (31) can be written more compactly as
an_ 9 o ouT"
JH = == " —-qur, (15.33)

NG 2

which also includes the neutral-current contribution.

s () () (Z) s
- (2), (), (1),

The subscript “c” on the d, s, and b remind us that these are not pure
quark states, but rather they are mixed according to a scheme that we
haven’t time to discuss. The symbols that appear in these arrays stand for
the Dirac spinors u and v with the left-handed parts projected out. For
example “e~” stands for 3(1 — 5)ue(k, A). (X is the spin index.)

Here then is the family portrait.
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The couplings of the gauge fields to these left-handed doublets is given
simply by -
Ling = ' Dy, (15.36)

where ¢ and ¢ stand for any of the doublets in (34) and (35), and D* is
given by (19). There is a technical point regarding the W’s however. W; and
Ws are real fields, and as such they don’t represent the physical particles.
The real charged particles are given by

Wy W,
V2
The /2 in the denominator is an indirect consequence of the normalization

we chose in (7). As a consequence, the vertex factor that appears whenever
a W couples to a quark or lepton is

W (15.37)

9 ul=7
T

Still unaccounted for are the right-handed components of the fermion
fields. There is at present no evidence for any weak interactions coupling
the the right-handed field components and it is therefore natural that all ‘R’
components are singlets under the weak isospin group. The ‘R’ components
do interact via the U(1) field B*: it is this that allows electromagnetism
to emerge free of parity violating 75 terms. Just for the record then, the
right handed fields are eg, pgr, TR, uR, dr, Sr, ¢r, tr, and bg, all with weak
isospin, t = 0. We will not have time this quarter to consider any of the
interactions of these fields.

—1

(15.38)



