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Preface

It is well known for physicists that in order to describe dynamical systems of
finite number of degrees of freedom in the macro- and micro-scale, classical
and quantum mechanics, respectively, were developed. They are among the best
recognized physical theories whose correctness has been confirmed experimentally
with high accuracy. The classical Hamiltonian mechanics has been developed since
the first half of the nineteenth century, while quantum Hamiltonian mechanics has
been developed since the first half of the twentieth century. Reviewing textbooks
presenting both theories, the reader finds two fundamental inconsistencies concern-
ing quantum theory versus the classical one. Both inconsistencies are related to
mathematical language used in the quantum model. In classical mechanics, every
measurable quantity (observable) is represented by a smooth real-valued function
on a phase space, while in quantum mechanics every observable is represented
by a self-adjoint operator in a Hilbert space over configuration space. It means
that mathematical languages of both theories are drastically different. On the
other hand, as both theories describe similar systems in the macro- and micro-
scale, we expect that related formalisms should transform one into the other
when we change the scale in both directions. So how to achieve it when the
languages are not compatible? The second inconsistency is even worse. On the one
hand, the modern classical Hamiltonian mechanics is formulated in a coordinate
independent way, in the language of appropriate tensor fields. On the other hand,
even contemporary textbooks of quantum mechanics formulate the theory mostly
in Cartesian coordinates, like in the case of classical mechanics and classical
electrodynamics in the nineteenth century. It is obvious that quantum mechanics
requires a modern coordinate free formulation. One could say that the so-called
geometric quantization fulfills that requirement at least to some extent. Although
it is true, due to its mathematical complexity it was never adopted to the level of
standard textbooks of quantum mechanics. We believe that the presented theory is
an interesting alternative to the geometric quantization approach, strongly unifying
formalisms from classical and quantum level.
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viii Preface

Thus, the first aim of this book is a common, coordinate free formulation of
classical and quantum Hamiltonian mechanics, in the frame of common mathe-
matical language. In the presented formulation, quantum mechanics appears as an
appropriate deformation of classical mechanics. It means that quantum formalism
reduces to classical formalism when the deformation parameter tends to zero. What
is more, the model presented in the book solves two inconsistencies mentioned
above. To be more precise, presented formalism covers only the bosonic sector
of classical and quantum Hamiltonian mechanics. The fermionic sector, involving
Grassmann variables, although worthy of separate presentation, is beyond the scope
of the book.

Obviously, the idea of deformation quantization is not new and was developed
in many papers during the last few decades, but mainly by mathematicians for their
own purposes. It was less appreciated by physicists. In this book, we formulate
a coordinate free model of quantum bosonic Hamiltonian systems in Riemannian
spaces, based on the mathematical idea of deformation quantization, as a complete
physical theory with an appropriate mathematical accuracy.

The second aim of the book is related to the particular class of dynamical systems
considered on both the classical and quantum level. It is well known that the
number of classical and quantum problems which can be solved analytically, i.e.,
by quadratures, is very limited. So, it is very important to develop the theory which
will allow for a deeper understanding of classical and quantum integrability. Thus,
the second aim of the book is the presentation of the modern separability theory on
both the classical and quantum level.

On the classical level, the Hamilton-Jacobi theory is one of the most powerful
methods of integration by quadratures a wide class of systems described by
nonlinear ordinary differential equations. The theory in question is closely related to
the Liouville integrable Hamiltonian systems. The main difficulty in that approach
is that it demands distinguished coordinates, so-called separation coordinates, to
work effectively. In this book, we present a modern geometric separability theory,
based on bi-Poissonian and bi-presymplectic representations of finite dimensional
Liouville integrable systems. This approach leads to the construction of separation
coordinates in a systematic way. For the sake of the physical interest, we mainly
concentrate on the class of Hamiltonians quadratic in momenta.

We also develop the modern quantum separability theory. Actually, we present
the formalism which allows us to find a separable quantization of quadratic in
momenta classical separable systems. After such quantization, quantum stationary
Schrödinger equations also separate and respective quantized constants of motion
commute.

In order to make the text consistent and self-contained, we start from the compact
overview of mathematical tools necessary for understanding the remaining part of
the book. Moreover, because the book is dedicated mainly to physicists, despite
its mathematical nature, we resigned from highlighting definitions, theorems, or
lemmas. Nevertheless, all the claims presented are either proved or the reader is
referred to the literature where the proof is available. There are two highlighted
pieces of text. The first are examples, which illustrate the presented theory. The



Preface ix

second are observations, which contain the most important messages for the reader,
resulting from the presented theory. We also boxed the most important formulas
from each chapter.

Poznań, Poland Maciej Błaszak
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Chapter 1
Introduction

Classical and quantum Hamiltonian mechanics belong to the most important
physical theories which are able to model with an incredible precision various
physical processes which take place in the real world, from astronomical macro
scale to atomic and molecular micro scale. Historically, classical Hamiltonian
mechanics grew out from Newtonian (later on Lagrangian) mechanics, describing
particle dynamics under influence of potential forces, in the form of second order
ordinary differential equations (ODE’s) in base Euclidian (Riemannian) space.
Simple, n second order ODE’s on a base space was replaced by 2n first order
ODE’s on a phase space, parametrized by n position coordinates and n momentum
coordinates. In such formulation, the flow, governed by conserved total energy
(classical Hamiltonian) of the system, represented particle dynamics on the phase
space. Such Hamiltonians consisted of the kinetic part, quadratic in momenta, and
the potential part, position dependent. Since then, the Hamiltonian mechanics has
developed into an independent general theory allowing to describe a much wider
class of dynamical systems than only particle dynamics on some configuration space
(base space). Actually, it is a theory of Hamiltonian flows on Poisson manifolds
M , governed by arbitrary smooth real valued functions (Hamiltonians) on M .
In consequence, considered dynamical systems are subject to Poisson geometry.
Obviously, for particular Poisson manifolds and particular Hamiltonians, one can
adopt the Riemannian geometry to Hamiltonian formalism, regarding a Poisson
manifold as a cotangent bundle to some Riemannian space and momentum part of
Hamiltonian as defined by a respective metric tensor. Nevertheless, on the general
level of the Hamiltonian formalism, there is no related Riemannian geometry and
hence there is no configuration space where the dynamics could be transferred.

As a consequence, the most fundamental quantization procedure of classical
Hamiltonian mechanics should take place on a Poisson manifold in the form of
smooth deformation of a classical formalism. As a result, one should obtain a
theory of quantum Hamiltonian flows on quantum Poisson manifolds, governed by
quantum Hamiltonian functions. All these objects should be deformations of their
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M. Błaszak, Quantum versus Classical Mechanics and Integrability Problems,
https://doi.org/10.1007/978-3-030-18379-0_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-18379-0_1&domain=pdf
https://doi.org/10.1007/978-3-030-18379-0_1


2 1 Introduction

classical counterparts. To be more precise, one should deform a Poisson algebra of
classical observables with a Poisson bracket as a Lie bracket to a new Lie algebra
with a Lie bracket being deformation of the Poisson bracket. As a consequence we
present the reader the theory of quantum flows on a phase space being an appropriate
deformation of the classical theory of flows on the same space.

On the other hand, in order to unify the languages of both theories, it is
reasonable to begin on the classical level from a bit more extended formalism than
the classical Hamiltonian mechanics, i.e. from the so called statistical Hamiltonian
mechanics. There are a few advantages of such an extension. First of all, it is a
more realistic theory as in any physical experiment the physical measurement is
made with finite accuracy. Secondly, such an extension allows for introducing the
concept of classical states in the form of probability distributions on the phase
space. Obviously, after quantization we get quantum states in the form of pseudo-
probability distributions on the phase space as well, being appropriate deformations
of classical states. As a consequence, on the classical level one can introduce notions
familiar from the quantum level, i.e. pure, mixed and coherent classical states,
classical uncertainty relations, classical Schrödinger picture for time evolution of
classical states and classical Heisenberg picture for time evolution of classical
observables. As the deformation formalism presented in the book is coordinate
independent, the obtained quantum Hamiltonian theory is also formulated in a
coordinate free form.

For the distinguished class of systems, when we can adopt a Riemannian geom-
etry on the classical level, we construct a Riemannian representation (generalized
position representation) of general quantum formalism, where quantum observables
are represented by self-adjoint operators acting in a Hilbert space over Riemannian
space, with the measure induced by an appropriate metric tensor. In the particular
case of Euclidian space and Cartesian coordinates, our representation is reduced
to the standard formulation of quantum mechanics from textbooks. Obviously,
as in Riemannian representation we also have a coordinate free formulation of
quantization procedure, so we demonstrate how to properly quantize a given
Hamiltonian system in arbitrary curvilinear coordinates.

The quantization procedures performed in the general setting have more advan-
tages than the ones presented till now. Actually, it allows to control the types of
admissible quantizations. Any admissible deformation of classical Poisson algebra
is related to the particular quantization. Hence, from the mathematical point of view,
we have infinitely many admissible quantizations of classical Hamiltonian systems.
Each deformation has its own representation in a Hilbert space over phase space,
where quantum observables are represented by an appropriate self-adjoint operators.
Various quantizations differ from each other by different orderings of position
and momentum operators. So, each deformation is in one to one correspondence
with an appropriate ordering of operators of position and momenta. This is why
the ordering formalism is treated with a particular attention. The same ordering
structure is induced to Riemannian representation, if such exists. Now, which
quantization properly describes quantum behavior of real physical systems can only
be decided by physical experiments. On the other hand, our experimental experience
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is mainly related to the flat configuration space, which is not enough to chose a
unique quantization in the general case. In the book, for a given metric tensor,
we construct a two-parameter family of admissible quantizations, containing in
particular a majority of quantizations considered in literature and derived with the
help of various approaches. All these quantizations are reduced to a standard Weyl
quantization in the case of the flat configuration space and ‘natural’ Hamiltonian
function being the sum of kinetic and potential parts.

A large part of the book is dedicated to the problem of integrability and in
particular separability in Hamiltonian mechanics, which allows for integration of
particular nonlinear ODE’s on a classical level and particular linear PDE’s on a
quantum level. On the classical level we first define a class of so called Liouville
integrable systems and then develop a theory of Stäckel transforms, which allows
for systematic construction of new Liouville integrable systems from the old ones.
What is interesting, the flows of Stäckel related systems are transformed into each
other by an appropriate transformation between evolution parameters, depending on
points from a phase space.

Besides, we present a modern version of Hamilton-Jacobi (HJ) separability
theory of Liouville integrable systems, based on the so called separation relations.
Such formulation allows to classify separable systems of Stäckel type. In order
to apply the HJ method, one has to find a complete integral of the so called HJ
equation for generating function of canonical transformation, necessary for further
linearization of the considered system. This equation is in general nonlinear PDE,
and the only effective method of solving this equation turns out to be the method
of separation of variables, carried out in a distinguished coordinate system. In these
particular coordinates HJ equation admits a complete integral in the form of a sum
of functions depending on one variable only, determined by a set of first order
ODE’s, called separation equations. In the presented approach we show that for
general separability, in order to find separation equations, one HJ equation is not
sufficient and it is necessary to consider simultaneously all HJ equations generated
by functionally independent constants of motion which are in involution. Only such
a set of nonlinear PDE’s, written in separation coordinates, can be transformed
through purely algebraic operations into a set of separation equations, i.e. a set
of nonlinear first order ODE’s, each one of one variable. The class of systems for
which, in order to find the separation equations a single HJ equation is sufficient,
is very restrictive. Nevertheless, in standard textbooks on classical mechanics that
particular case (which is a historical one) is the only case considered.

The main problem of the classical HJ theory is the construction of transformation
to separation coordinates in which the method works effectively. For many decades
there was no general theory allowing to identify the separation coordinates for a
given Liouville integrable system. Only recently, at the turn of the twentieth and
twenty-first century, a few constructive theories of separation coordinates have
appeared. In this book we present two of them, related to particular geometric
properties of Liouville integrable systems.
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The first one is the so called bi-Hamiltonian separability theory. It enables
to construct a transformation from original coordinates to separation coordinates
and to derive appropriate separation relations, directly linked to the searched
separation equations. It was clear from the very beginning that in order to find
a transformation to separation coordinates for Liouville integrable systems, some
extra information is required. In this case it is a bi-Hamiltonian representation of the
considered system. It means that a given vector field has two different Hamiltonian
representations in the same coordinate system. Actually, there exist two different
Hamiltonians (constants of motion) and two different Poisson bi-vectors which
define the same vector field. In general, both Poisson bi-vectors are degenerate.
When the considered vector field is defined on symplectic manifold it means that
there exists its extension to Poisson manifold where bi-Hamiltonian formulation is
available. The construction of separation coordinates is related with the projection
of the second Poisson structure onto symplectic leaves of the first Poisson structure.
Thus, the reduction theory for Poisson tensor fields is required and so is presented
in the book with particular care. Once we have reduced both Poisson tensors into a
symplectic leaf of the first one, we construct the so called recursion operator being
the product of symplectic form related to the first reduced Poisson bi-vector with
the second reduced bi-vector. It is a second order tensor field of (1, 1) type. Its
eigenvalues define the first half of separation coordinates, while conjugate momenta
represent the second half of separation coordinates.

The second separability theory presented in the book is a bi-presymplectic (bi-
inverse-Hamiltonian in particular) theory. It is an alternative geometric approach,
based on the fact that the majority (possible all) of Liouville integrable systems
on symplectic manifold admit the extension to higher dimensional presymplectic
manifold, where there exists an additional presymplectic two-form such that the
differential of Hamiltonian has two different inverse-Hamiltonian representations in
the same coordinate frame. Now, the construction of separation coordinates relies
on the restriction of both presymplectic two-forms to the original manifold where
we have now two symplectic two-forms and a related recursion operator. The further
procedure leading to separation coordinates is analogous as in the bi-Hamiltonian
model.

The universality of both, mentioned above, separability theories relies on the fact
that any separable system (Stäckel system), defined by a separation curve, has bi-
Hamiltonian and bi-inverse-Hamiltonian extensions.

On the quantum level, by quantum separability we understand the integration by
quadratures of a stationary Schröedinger equation (Helmholtz equation in the case
of arbitrary metric tensor). Actually, in separation coordinates each eigenfunction of
quantum Hamiltonian multiplicatively separates into a product of one-dimensional
functions and in consequence, a multi-dimensional eigenvalue problem splits into an
appropriate number of one-dimensional problems. In this book we present a modern
quantum separability theory being a generalization of Roberson and Eisenhart
approach. As the result we prove that for any classical Stäckel system with all
constants of motion quadratic in momenta and for which Stäckel matrix consists
of monomials in position coordinates, there exist infinitely many quantizations,
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parametrized by n arbitrary functions, each of one variable, that turn this system
into a quantum separable Stäckel system. Moreover, separable quantizations are
constructed in explicit form.

The book is composed of eight chapters and each chapter is divided into sections
and then subsections.

Chapter 2 presents a brief survey of differential calculus, necessary for further
considerations. We review the concept of tensor fields over finite dimensional
manifolds. Exterior algebras of forms and multi-vectors, important in Hamiltonian
theory are presented with a special care. Then the transformation properties of tensor
fields via push-forward and pull-back given by an arbitrary local diffeomorphisms
are derived. Next, the theory of Lie transport and Lie derivatives of various tensor
fields is presented. A subsequent section is devoted to a linear connection and
covariant derivatives of tensor fields. Some important formulas, necessary for the
theory developed, are collected there. Finally, in the last section, the concept of
symplectic manifolds and symplectic connections is briey sketched.

In Chap. 3 a particle dynamics on Riemannian space, its variational construction
and the standard Hamiltonian representation is briefly reminded to the reader. The
particle representation of higher order variational problems is also presented. In the
next section, a coordinate free formulation of Hamiltonian mechanics on Poisson
manifold and inverse-Hamiltonian mechanics on presymplectic manifold is system-
atically derived and then related to each other. The notion of Hamiltonian flows
on symplectic manifold is discussed. Then the extension of classical Hamiltonian
mechanics to statistical Hamiltonian mechanics is presented, allowing to introduce
on a classical level the notions of states, Schröedinger and Heisenberg representa-
tions of classical dynamics, ucertainity relations and other notions familiar to the
reader from quantum level. Finally, in the last section, a geometric reduction theory
of Poisson bi-vectors onto submanifolds is discussed with a great care.

Chapter 4 is dedicated to Liouville integrable systems with particular attention to
the ones that are separable. First, the notion of Liouville integrability (superintegra-
bility in particular) is introduced and recently formulated theory of multi-parameter
Stäckel transforms is discussed, allowing for the construction of new integrable
(superintegrable) systems from the old ones in any coordinate frame. Then the
modern formulation of Hamilton-Jacobi theory is presented, built on the notion of
separation relations as the fundamental objects. A particular attention is paid to
separable systems (Stäckel systems) with all constants of motion being quadratic in
momenta. Such systems are classified, adopted to Riemannian (pseudo-Riemannian
in general) geometry and then integrated by quadratures. Finally, the explicit form of
Stäckel transforms relating systems from different classes as well as systems from
the same class of presented classification is constructed.

In Chap. 5 are described two geometric separability theories allowing for explicit
construction of separable coordinates for considered Liouville integrable system.
First, bi-Hamiltonian theory is presented. Bi-Hamiltonian chains of vector fields
are defined on bi-Poisson manifold and the formalism of their reduction to
quasi-bi-Hamiltonian chains on bi-symplectic submanifold is discussed. Then the
construction of separation coordinates and separation relations is presented in
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details. Second, a dual to bi-Hamiltonian, i.e. bi-presymplectic separability theory
is described. Bi-inverse-Hamiltonian chains of closed one-forms are defined on
bi-presymplectic manifold and the formalism of their reduction, again to quasi-
bi-Hamiltonian chains on bi-symplectic submanifold, is demonstrated. A separate
section is dedicated to bi-Hamiltonian and bi-presymplectic systems on R

3. In the
last section is considered a subclass of Stäckel systems whose geodesic parts are
defined by Killing tensors of some flat metrices. In that case, particularly important
from the physical point of view, a transformation from separation coordinates to flat
coordinates is derived in explicit form for all admissible flat metrices.

In Chap. 6 formalism of quantum deformations of classical Poisson algebra of
smooth complex-valued functions on Poisson manifold is discussed. The main
attention is paid to symplectic case when the phase space is a cotangent bundle
of some pseudo-Riemannian manifold. A class of isomorphic star-algebras is
constructed in the form of appropriate deformations of commutative algebra of
functions on a phase space. For every star-algebra a Lie bracket in the form of star-
commutator represents a quantum Poisson bracket being an appropriate deformation
of classical Poisson bracket. Moreover, it is explained why equivalent quantum
Poisson algebras lead to non-equivalent quantizations of classical Hamiltonian
systems. Finally, in the last section, operator representations in a Hilbert space over
phase space is constructed for every quantum Poisson algebra considered in the
previous section. As constructed representations are related to different ordering
rules, so the general theory of orderings is also presented.

Chapter 7 contains the formulation of quantum Hamiltonian mechanics on a
phase space. Quantum states over phase space are defined. Their time evolution
is presented in the frame of Schröedinger picture and the time evolution of quantum
observables is presented in the frame of Heisenberg picture. Quantum Hamiltonian
equations of motion are represented by nonlinear (in general) ODE’s from the space
of star-functions. The set of solutions of quantum Hamiltonian equations defines
a quantum flow on the phase space. Like in the classical case, each quantum
trajectory from the quantum flow represents a one-parameter group of quantum
symplectomorphisms (quantum canonical transformations), but contrary to classical
case, the group multiplication differs from a simple composition of maps. Various
cases of quantum trajectories are consider with particular care.

Finally, in Chap. 8, the situation when a particular Riemannian geometry is
adopted to Hamiltonian dynamics is analyzed. In such a case, the class of quan-
tizations on a phase space has a Riemannian (position) representation in a form of
self-adjoint operators acting in a Hilbert space over respective configuration space
(Riemannian space). A two-parameter family of admissible quantizations in curved
configuration space is constructed in a coordinate free way. It allows to quantize
any classical system in arbitrary coordinate frame according to various quantization
procedures. A simple but instructive example of quantization of hydrogen atom
directly in spherical coordinates is presented. The last section of that chapter is
dedicated to modern quantum separability theory. First, quantum integrability and
quantum stationary separability are defined. Then, it is proved that for all considered
classically separable systems with constants of motion quadratic in momenta, there



1 Introduction 7

always exists a distinguished family of metric tensors and related quantizations
which preserve separability on a quantum stationary level, i.e. eigenfunctions of
respective Hamiltonian operator separate multiplicatively onto functions of one
variable and multi-dimensional eigenvalue problem splits into one-dimensional
problems. The problem of quantum superintegrability and quantum R-separability
is also discussed.



Chapter 2
Basic Mathematical Tools

In this chapter we briefly discuss some elements of differential calculus which are
important for understanding the content of this book. The reader who is familiar
with the theory of tensor fields, Riemannian geometry and symplectic (Poisson)
geometry can skip that part, keeping in mind that all important formulas of these
formalisms are collected in this chapter. The reader who is less familiar with these
mathematical tools will find here necessary knowledge presented in a compact
form. For a more comprehensive treatment of the subject we refer the reader to
the literature [1, 71, 116, 178, 255, 258].

2.1 Linear Tensor Algebra

Let V has an algebraic structure of a linear space of dimension dimV = n, with
vectors as elements. Denote by V ∗ a set of linear forms (linear maps) α : V −→ R,
where R are real numbers, which form a linear space in its own right, called dual
space, also of dimension dimV ∗ = n. Its elements are called covectors (1-forms):

α : v −→ α(v) ∈ R, v ∈ V, α ∈ V ∗.
There is no distinguished canonical isomorphism between V and V ∗, but there is
such an isomorphism between V and (V ∗)∗:

f : V −→ (V ∗)∗ such that f (v)(α) := α(v).
So, both vectors and 1-forms can be treated equally as linear maps:

V � v −→ v(α) = 〈α, v〉 ∈ R : V ∗ −→ R,

V ∗ � α −→ α(v) = 〈α, v〉 ∈ R : V −→ R,
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where the bilinear map

〈., .〉 : V ∗ × V −→ R (2.1.1)

is known as a duality map, pairing V and V ∗.
A tensor of type (r, s) on V is called a multilinear map

T : V ∗ × . . .× V ∗
︸ ︷︷ ︸

r

× V × . . .× V
︸ ︷︷ ︸

s

−→ R,

(v1, . . . , vr , α1, . . . , αs) −→ T (v1, . . . , vr , α1, . . . , αs) ∈ R,

T (. . . , v + λw, . . .) = T (. . . , v, . . .)+ λT (. . . , w, . . .).

The set of (r, s) tensors will be denoted by T (r,s)(V ) and its elements are
called tensors which are r-times covariant and s-times contravariant, wherein
T (0,0)(V ) := R. The set T (r,s)(V ) is also a linear space in its own right. How
to calculate values of various tensors using the duality map? In order to do it we
have to introduce the notion of tensor product.

The tensor product⊗ of linear spaces T (r,s)(V ) and T (p,q)(V ) we call a map

⊗ : T (r,s)(V )× T (p,q)(V ) −→ T (r+p,s+q)(V ),

such that

(A⊗ B)(v1, . . . , vs , w1, . . . , wq, α1, . . . , αr, β1, . . . , βq)

= A(v1, . . . , vs , α1, . . . , αr )B(w1, . . . , wq, β1, . . . , βq),

where A ∈ T (r,s)(V ) and B ∈ T (p,q)(V ). As a consequence, the linear spaces
T (r,s)(V ) can be represented by an appropriate tensor product

T (r,s)(V ) = V ∗ ⊗ . . .⊗ V ∗
︸ ︷︷ ︸

r

⊗ V ⊗ . . .⊗ V
︸ ︷︷ ︸

s

(2.1.2)

and hence any tensor T (r,s)(V ) is of the respective form

T (r,s) = γ 1 ⊗ . . .⊗ γ r ⊗ z1 ⊗ . . .⊗ zs, γ i ∈ V ∗, zi ∈ V,

so

T (r,s)(v1, . . . , vr , α1, . . . , αs) =
〈

γ 1, v1
〉

. . .
〈

γ r , vr
〉 〈α1, z1〉 . . . 〈αs, zs〉 .
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Let {ej } be a basis in V and {ej } so called dual basis in V ∗ defined by

〈

ek, ej

〉

= δkj , k, j = 1, . . . , n.

For arbitrary vector v ∈ V and covector α ∈ V ∗

v = vkek, α = αkek,

where Einstein summation convention is used. From (2.1) follows that

〈α, v〉 = viαi, vk =
〈

ek, v
〉

, αi = 〈α, ei〉 .

So, components of the tensor T (r,s) ∈ T (r,s)(V ), in a given basis, are of the form

T (r,s)(ek1, . . . , ekr , e
j1, . . . , ejs ) = (γ 1 ⊗ . . .⊗ γ r ⊗ v1 ⊗ . . .⊗ vs)(ek1, . . . , e

js )

= 〈γ 1, ek1

〉

. . .
〈

ejs , vs

〉

= T j1...jsk1...kr
,

while the tensor itself is as follows

T (r,s) = T j1...jsk1...kr
ek1 ⊗ . . .⊗ ekr ⊗ ej1 ⊗ . . .⊗ ejs .

A direct sum of all linear spaces T (r,s)(V )

T (V ) :=
∞
⊕

r,s=0

T (r,s)(V )

constitutes noncommutative, associative algebra with respect to tensor multiplica-
tion.

Example 2.1 Let us consider second order tensors

T (0,2) = z1⊗z2, T
(2,0) = γ 1⊗γ 2, T

(1,1) = γ⊗z, z1, z2, z ∈ V, γ 1, γ 2, γ ∈ V ∗,

then

T (0,2)(α1, α2) = 〈α1, z1〉 〈α2, z2〉 , T (2,0)(v1, v2) =
〈

γ 1, v1
〉 〈

γ 2, v2
〉

,

T (1,1)(α, v) = 〈α, z〉 〈γ , v〉 ,
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where v1, v2, v ∈ V, α1, α2, α ∈ V ∗. In our basis we have

T (0,2) = z1 ⊗ z2 = zi1zj2ei ⊗ ej = T ij ei ⊗ ej ,
T (2,0) = γ 1 ⊗ γ 2 = γ 1iγ 2j e

i ⊗ ej = Tij ei ⊗ ej ,
T (1,1) = γ ⊗ z = γ j ziej ⊗ ei = T ij ej ⊗ ei .

The operation producing tensors from tensors is said to be a tensor operation. So
far we have at our disposal a linear combination of tensors and a tensor product of
tensors. Another important tensor operation is contraction defined as follows

C : T (r,s)(V ) −→ T (r−1,s−1)(V ), T −→ C(T ) := T (. . . , ek, . . . , ek, . . .),

where the pairing (2.1.1) is applied to the ith V ∗ factor and the j th V factor in
(2.1.2).

Some tensors will play an important role in our further considerations. One of
them is so called metric tensor. It is a second order covariant tensor g ∈ T (2,0)(V ),
which is symmetric and non-degenerate, i.e.

g(v,w) = g(w, v) symmetric,

∧

w∈V
g(v,w) = 0 
⇒ v = 0, non-degenerate: det(gij ) �= 0.

Sometimes one demands stronger requirement, namely to be positive definite

∧

v∈V
g(v, v) ≥ 0.

Metric tensors which are not positive definite are said to be pseudo-metric tensors.
As it is well known from the linear algebra, any nondegenerate symmetric matrix
takes in a suitable basis a canonical form

g = diag(1, . . . , 1
︸ ︷︷ ︸

n+

,−1, . . . ,−1
︸ ︷︷ ︸

n−

). (2.1.3)

Then, one says that the metric tensor g has signature (n+, n−).
Metric tensor defines a scalar product in V

v · w := g(v,w) = gij viwj . (2.1.4)

A linear space over complex numbers with scalar product (2.1.4) is called a unitary
space. A basis in which the metric tensor g takes the canonical form (2.1.3) is called
an orthonormal basis.
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In a given basis denote the matrix (Gij ) as the inverse matrix to (gij ), i.e.

gikG
kj = δji .

Gij constitute the components of contravariant metric tensor G ∈ T (0,2)(V ).
Consider the maps

V ∗ → V : α→ Gα := G(α, ·)
V → V ∗ : v→ gv := g(v, ·) (2.1.5)

They are inverses to each other and define isomorphism between linear spaces V
and V ∗, which in arbitrary basis takes the form

αi = gij vj , vi = Gijαj , v ∈ V, α ∈ V ∗.

2.2 Tensor Fields

Let Q be a smooth manifold. In many applications we will consider a very simple
case whenQ = R

n. Then, let F(Q) := {f : Q −→ R} be a set of smooth functions
onQ. F(Q) constitutes a commutative and associative algebra with respect to point
(local) multiplication. For an open set U ⊂ Q, homeomorphism

ϕ : U −→ R
n(x1, . . . , xn)

is called a chart of local coordinates. In local coordinates

fϕ ≡ f ◦ ϕ−1 : Rn −→ R

will be identified with f .
Let TxQ denote the tangent space to Q in a point x ∈ Q. TxQ has a structure

of a linear space. Moreover, let T ∗x Q denote the dual space. Define the sets TQ and
T ∗Q overQ as

TQ :=
⋃

x∈M
TxQ,

∧

x∈M
TxQ = V,

T ∗Q :=
⋃

x∈M
T ∗x Q,

∧

x∈M
T ∗x Q = V ∗,

i.e. all vectors at all points x ∈ Q are regarded as points of a new set TQ, while all
covectors at all points x ∈ Q are regarded as points of a new set T ∗Q, with natural
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surjective maps

π : TQ→ Q, TxQ � v→ x,

τ : T ∗Q→ Q, T ∗x Q � p→ x.

TQ and T ∗Q have a natural structure of smooth manifolds induced by differential
structure (maximal atlas) on Q. Besides, if ϕ : Q ⊃ U −→ R

n(x1, . . . , xn)

is a local chart on U, where xi are local coordinates, then on the domain Ũ :=
π−1(U) ⊂ TQ one can introduce canonical coordinates as follows. If v ∈
Ũ 
⇒ v(x) ∈ TxQ for x ∈ U then

v = vi ∂
∂xi

|x= vi(x) ∂
∂xi

, (2.2.1)

so

ϕ̃ : TQ ⊃ Ũ −→ R
2n(x1, . . . , xn, v1(x), . . . , vn(x))

is a local chart with canonical coordinates (x1, . . . , xn, v1(x), . . . , vn(x)). In a
similar way, for the domain Ũ := τ−1(U) ⊂ T ∗Q

ϕ̃ : T ∗Q ⊃ Ũ −→ R
2n(x1, . . . , xn, p1(x), . . . , pn(x))

is also a local chart with canonical coordinates (x1, . . . , xn, p1(x), . . . , pn(x)),
where p(x) ∈ T ∗x Q. Its decomposition with respect to the coordinate basis reads

p = pidxi |x= pi(x)dxi. (2.2.2)

For special cases, whenQ = R
n, orQ is a Lie group orQ is a set contractible to

a point, then TQ (T ∗Q) is diffeomorphic to Q × R
n and represents trivial tangent

(cotangent) bundle,while TxQ and T ∗x Q are respective fibers over a point x. Locally,
we always deal with trivial bundles.

The simplest tensor fields are:

1. scalar field: f : Q −→ R; f (x) ∈ R,

2. vector field: v : Q −→ TQ; v(x) ∈ TxQ,
3. covector field: α : Q −→ T ∗Q; α(x) ∈ T ∗x Q.

The dual map on a smooth manifold is defined by:

〈α, v〉 : T ∗Q× TQ −→ F(Q); 〈α, v〉 (x) ∈ R. (2.2.3)
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Notice, that 〈α, v〉 is F(Q)-bilinear mapping:

∧

f∈F(M)
〈α, v + fw〉 = 〈α, v〉 + f 〈α,w〉 ,

∧

f∈F(M)
〈α + f β, v〉 = 〈α, v〉 + f 〈β, v〉 .

Thus, vectors and covectors constitute a linear space over R, while vector fields and
covector fields constitute a module over algebra F(Q).

Tensor fields of (r, s)-type can be treated as maps

T (r,s)(Q) : T ∗Q× . . .× T ∗Q
︸ ︷︷ ︸

r

× TQ× . . .× TQ
︸ ︷︷ ︸

s

−→ F(Q), (2.2.4)

which are F(Q)-linear in each argument. A direct sum

T (Q) :=
∞
⊕

r,s=0

T (r,s)(Q)

with tensor product ⊗ acting point-wise, constitutes the algebra of tensor fields on
Q. The algebra is associative and noncommutative.

A vector field v overU ⊂ Q (v ∈ Ũ ⊂ TQ) in local coordinate chart ϕ : U −→
R
n(x1, . . . , xn), according to (2.2.1), is of the form

v(x) = vi(x)∂i ≡ vi(x) ∂
∂xi

,

{

∂

∂xi

}

i=1,...,n
the base (frame) in T (1,0)(U),

where functions vi(x) represent vector field components. Alternatively, vector fields
can be considered to be mappings in the algebra F(Q)

v : F(Q) −→ F(Q),

F(Q) � f −→ v(f ) = vi(x) ∂f
∂xi

∈ F(Q)

of derivative type, i.e. such that are linear and fulfill the Leibniz rule

v(f + λh) = v(f )+ λv(h), f, h ∈ F(Q), λ ∈ R

v(f h) = v(f )h+ f v(h).
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A particular case of covector field over U ⊂ Q is a differential df of function
f : Q→ R, which acts on a vector field v in the following way

〈df, v〉 = v(f ).

Coordinate differentials dxi ∈ T (0,1)(U) constitute a dual basis (coframe) of
covector fields

〈

dxi, ∂j

〉

= ∂j (xi) = δij ,

so

α(x) = αi(x)dxi, αi(x) = 〈α, ∂i〉 ,

is consistent with (2.2.2), and in particular

α = df = ∂f

∂xi
dxi.

The dual map in a chosen basis is of the form

〈α, v〉 (x) = αi(x)vi(x).

If T (Q) ∈ T (r,s)(Q), then in a local basis on U ∈ Q

T (r,s)(U) = T j1...jsk1...kr
dxk1 ⊗ . . .⊗ dxkr ⊗ ∂j1 ⊗ . . .⊗ ∂js . (2.2.5)

Notice, that second order tensor fields T (2,0)(Q), T (0,2)(Q), T (1,1)(Q) can be
treated as appropriate maps:

1. T (0,2)(Q) : T ∗Q −→ TQ,

2. T (2,0)(Q) : TQ −→ T ∗Q,
3. T (1,1)(Q) : TQ −→ TQ, T (1,1)(Q) : T ∗Q −→ T ∗Q.

Let

A(0,2) = Aij ∂i ⊗ ∂j , A(2,0) = Aij dxi ⊗ dxj , A(1,1) = Aji dxi ⊗ ∂j ,

then, we will use the following notation

A(0,2)α = C(A(0,2) ⊗ α) = v, A(0,2)(β, α) =
〈

β,A(0,2)α
〉

= 〈β, v〉 ,

A(2,0)v = C(A(2,0) ⊗ v) = α, A(2,0)(w, v) =
〈

A(2,0)v,w
〉

= 〈α,w〉 ,
(2.2.6)
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A(1,1)v = C(A(1,1) ⊗ v) = w, A(1,1)(v, α) =
〈

α,A(1,1)v
〉

= 〈α,w〉 ,

A(1,1)α = C(A(1,1) ⊗ α) = β, A(1,1)(v, α) =
〈

A(1,1)α, v
〉

= 〈β, v〉 ,

where for the tensor A(1,1) the first contraction is made over the contravariant
index (the upper one) while the second contraction is made over covariant index
(the lower one). Thus, later in the book, the symbols of second order tensors, like
A(0,2) one, will denote the bilinear map in the notation A(0,2)(α(x), β(x)) ∈ R and
simultaneously will denote the map between one-forms and vectors in the notation
A(0,2)α(x) = v(x), where α(x), β(x) ∈ T ∗x Q, v(x) ∈ TxQ.

Tensor fields on smooth manifolds are important objects, as they are our tools in
many further considerations. What particular manifold we choose and what tensor
fields it is endowed with depends on the physical context in which the tools will
be used. In our case we mainly concentrate on pseudo-Riemannian manifolds,
Poisson manifolds and symplectic manifolds. Although tensor fields themselves are
coordinate free objects, in order to make any particular calculations we have to fix
a coordinate chart. We also have to know the transformation rule for tensor field
components when we pass from one coordinate frame to another one. Here we only
recall the basic formulas. Consider a local coordinate transformation on U ⊂ Q

xi −→ x̄i(x), J ij (x) =
∂x̄i

∂xj
Jacobian of the transformation.

Then, one can show that

dx̄i = J ij (x)dxj , ᾱi (x̄) = (J−1)
j
i (x)αj (x),

∂̄i = (J−1)
j

i ∂j , v̄
i (x̄) = J ij (x)vj (x),

T̄
i1...is
j1...jr

(x̄) = J i1k1
(x) . . . J

is
ks
(x)(J−1)

l1
j1
(x) . . . (J−1)

lr
jr
(x)T

k1...ks
l1...lr

(x).

In particular, in matrix notation

dx̄ = Jdx, ∂ = J T ∂̄,
v̄ = Jv, ᾱ = (J−1)T α,

Āij = J ir J js Ars ⇐⇒ Ā = JAJT ,
Āij = (J−1)ri (J

−1)sjArs ⇐⇒ Ā = (J−1)T AJ−1,

Āij = J ir (J−1)sjA
r
s ⇐⇒ Ā = JAJ−1.

Tensor field g ∈ T (2,0)(Q) such that in arbitrary point P the tensor g is the
metric tensor in TPQ, is called the metric tensor field, and the pair (Q, g) is
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called Riemann or pseudo-Riemann space. In the simplest case, when Q = R
n,

in orthonormal basis we have

gij (x) = ηij = diag(1, . . . , 1
︸ ︷︷ ︸

n+

,−1, . . . ,−1
︸ ︷︷ ︸

n−

).

In particular

(Rn, ηij ) ≡ E
n+,n− − pseudo-Euclidean space,

(R4, ηij ) ≡ E
1,3 −Minkowski space,

(Rn, δij ) ≡ E
n − Euclidean space.

A metric tensor field identify elements of tangent bundle with elements of cotangent
bundle

g(vi∂i) = vidxi, vi = gij vj ,
G(αidx

i) = αi∂i , αi = Gijαj , G = g−1.

2.3 Differential Forms and Multi-Vectors

There are two subclasses of tensor fields particularly important from the point of
view of various physical theories (models). One is the class of totally antisymmetric
and fully covariant tensor fields and the other is the class of totally antisymmetric
and fully contravariant tensor fields. They are main tools in the construction of
mathematical models of important physical processes. One of such models is
Hamiltonian mechanics, the subject of a few chapters of our book. Here we only
briefly review some basic facts about these objects, important for our further
applications, referring the reader to standard textbooks for more details.

Differential k-form in a point x ∈ Q is called k-linear antisymmetric map

ω(x) : TxQ× . . .× TxQ −→ R,

ω(x)(. . . v . . . w . . .) = −ω(x)(. . . w . . . v . . .).

It means, that k-forms can be identified with totally antisymmetric covariant tensor
fields T (k,0)(Q). Let us denote the space of k-forms by 
k(Q). From definition 0-
forms are scalar fields onQ, i.e. 
0(Q) ≡ F(Q) and 1-forms are covectors, that is

1(Q) = T (1,0)(Q). As from the antisymmetry of a given form follows that

ω(x)(. . . v . . . v . . .) = 0,
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so, on n dimensional manifold Q, nontrivial k-forms are these for which k =
0, . . . , n. So, a direct sum


(Q) :=
n
⊕

k=0


k(Q) (2.3.1)

constitutes a space of differential forms.
Any covariant tensor field T (k,0) ∈ T (k,0)(Q) can be antisymmetrized by means

of antisymmetrization (alternating) operator A: AT (k,0)(Q) ∈ 
k(Q)

(AT )(v1, . . . , vk) := 1

k!
∑

σ

(sgn σ )T (vσ(1), . . . , vσ(k)), (2.3.2)

where σ are permutations (elements of symmetric group Sk) of indices (1, . . . , k)
and sgn σ means a number of transpositions building a given permutation σ . In
local coordinates, components of the tensor AT are expressible by components of
the output tensor T in the following way

(AT )j1...jk ≡ T[j1...jk] =
1

k!
∑

σ

(sgn σ )Tσ(j1)...σ (jk). (2.3.3)

For example, for k = 2, 3 we have

T[ab] = 1

2!(Tab − Tba),

T[abc] = 1

3!(Tabc + Tcab + Tbca − Tbac − Tcba − Tacb).

Notice that analogously to the above construction, any tensor T (k,0) ∈ T (k,0)(Q)
can be symmetrized by means of symmetrization operator S

(ST )(v1, . . . , vk) := 1

k!
∑

σ

T (vσ(1), . . . , vσ (k)).

In local coordinates, components of the tensor ST are expressible by components
of the output tensor T in the following way

(ST )j1...jk ≡ T(j1...jk) =
1

k!
∑

σ

Tσ(j1)...σ (jk). (2.3.4)
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For example, for k = 2, 3 we have

T(ab) = 1

2! (Tab + Tba),

T(abc) = 1

3! (Tabc + Tcab + Tbca + Tbac + Tcba + Tacb).

The operation which lowers the degree of a differential form is the interior
product (or the Cartan product) w.r. to a vector field v. The interior product ivω
of a k-form ω with a vector field v is a (k − 1)-form defined by the relation

ivω(x)(v1, . . . , vk−1) = ω(x)(v, v1, . . . , vk−1), (2.3.5)

with components

(ivω)a...b = vcωca...b.

In particular, by definition, interior products of 0-form f , 1-form α and two-form ω
are

ivf = 0, ivα = α(v) = 〈α, v〉 , α ∈ 
1(Q),

(ivω)(v1) = ω(v, v1) = −ω(v1, v)

(2.2.6)= 〈−ωv, v1〉 = 〈α, v1〉 , ω ∈ 
2(Q),

and thus

ivω = −ωv = vT ω = α.

The following properties of the interior product hold:

1. iviw = −iwiv 
⇒ (iv)
2 = 0,

2. iv+λw = iv + λiw.
The operation which increases the degree of a differential form is an exterior

differentiation. The exterior derivative of a k-form ω is a (k+ 1)-form dω such that

dω(x)(v1, . . . , vk+1) =
k+1
∑

i=1

(−1)i+1ω′(x)[vi](v1, . . . , vi−1, vi+1, . . . , vk),

(2.3.6)
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where ω′(x)[vi] denotes the derivative of a k-form ω into the direction of vector
field vi , given by

(ω′(x)[vi])j1...jk =
∂ωj1...jk (x)

∂xr
(vi)

r

(see (2.5.7) and (2.5.8) for the case of arbitrary tensor fields). Thus d provides a map

d : 
k(Q) −→ 
k+1(Q).

Exterior derivative of 0-form f (x), one-form α(x) and two-form ω(x) are given by

df (x)(v) = f ′(x)[v] = 〈df, v〉 (x),

dα(x)(v1, v2) = α′(x)[v1](v2)− α′(x)[v2](v1)

= 〈α′[v1], v2
〉

(x)− 〈α′[v2], v1
〉

(x),

dω(x)(v1, v2, v3) = ω′(x)[v1](v2, v3)− ω′(x)[v2](v1, v3)+ ω′(x)[v3](v1, v2)

= ω′(x)[v1](v2, v3)+ ω′(x)[v2](v3, v1)+ ω′(x)[v3](v1, v2)

= 〈ω′[v1]v2, v3
〉

(x)+ 〈ω′[v2]v3, v1
〉

(x)+ 〈ω′[v3]v1, v2
〉

(x)

and respectively in the coordinate basis

(df )i = ∂if, (2.3.7a)

(dα)ij = ∂iαj − ∂jαi, (2.3.7b)

(dω)ijk = ∂iωjk + ∂kωij + ∂jωki, ωij = −ωji . (2.3.7c)

Generally, the component rule with respect to the coordinate basis is as follows

(dω)i...jr = (−1)k(k + 1)ω[i...j,r], ω ∈ 
k(Q),

where we used the notation ωi...j,r ≡ ∂rωi...j , and which agrees with formulas
(2.3.7). The exterior derivative d is a linear map which is nilpotent

dd = 0 
⇒ d(dω) = 0

and so, k-form ω with dω = 0 is called a closed form and k-form ω is called an
exact form if there exists (k − 1)-form η such that ω = dη.
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The space of differential forms 
(Q) on a manifold endowed with the exterior
derivative constitutes a complex

0 → 
0(Q)
d0→ 
1(Q)

d1→ . . .
dn−1→ 
n(Q)

dn→ 0.

This complex is called de Rham complex of a manifold Q. As the composition of
two adjacent maps dd gives zero, hence

Im dk−1 ⊂ ker dk,

and moreover elements of ker dk are closed k-forms while elements of Im dk−1 are
exact k-forms. The quotient

Hk(Q) := ker dk/ Im dk−1

is a linear space in its own right, called k-th de Rhama cohomology group. In a
special case, when ker dk = Im dk−1, all closed forms are exact. Actually, according
to Poincare Lemma, if Q is of the star shape (

∧

x∈Q
{λx : 0 ≤ λ ≤ 1} ⊂ Q), or

more generallyQ is contractible to the point, then each closed k-form is exact. For
example, it is the case for any manifold diffeomorphic to R

n, or in particular for an
open neighborhood of an arbitrary point x on an arbitrary, possibly non-contractible,
manifold.

For any r ≥ 0 and s ≥ 0 such that s + r ≤ n there exists an exterior product of
forms

∧ : 
s(Q)×
r(Q) −→ 
s+r (Q), (ω, η) −→ ω ∧ η, (2.3.8)

such that

(ω ∧ η)(x)(v1, . . . , vr , vr+1, . . . , vr+s ) = (r + s)!
r!s! A(ω ⊗ η)(x)(v1 , . . . , vr , vr+1, . . . , vr+s ),

where A is an alternating operator (2.3.2), of the following properties

1. ω ∧ η = (−1)rsη ∧ ω,
2. (ω ∧ η) ∧ ζ = ω ∧ (η ∧ ζ ),
3. ω ∧ (η + ζ ) = ω ∧ η + ω ∧ ζ ,
4. d(ω ∧ η) = dω ∧ η + (−1)sω ∧ dη,
5. iv(ω ∧ η) = ivω ∧ η + (−1)sω ∧ ivη.

The space of differential forms 
(Q) (2.3.1) together with the exterior product
constitutes the so called exterior algebra of forms. We know from (2.2.5) that the
tensors dxs1 ⊗ . . . ⊗ dxsk constitute the basis of T (k,0)(Q) which is of dimension
nk. Since the dimension of the subspace of k-forms is

(
n
k

)

, the induced basis
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dxs1 ∧ . . . ∧ dxsk := k!A(dxs1 ⊗ . . . ⊗ dxsk ) is an admissible basis in 
k(Q).
For example, basic 2-forms and 3-forms are as follows:

dxi ∧ dxj = dxi ⊗ dxj − dxj ⊗ dxi,

dxi ∧ dxj ∧ dxk = dxi ⊗ dxj ⊗ dxk + dxk ⊗ dxi ⊗ dxj + dxj ⊗ dxk ⊗ dxi

− dxj ⊗ dxi ⊗ dxk − dxk ⊗ dxj ⊗ dxi − dxi ⊗ dxk ⊗ dxj .

Hence, in such a defined basis, arbitrary two-form is represented by

ω =
∑

i>j

ωij dx
i ∧ dxj = 1

2!ωij dx
i ∧ dxj ,

and arbitrary 3-form by

ω =
∑

i>j>k

ωijkdx
i ∧ dxj ∧ dxk = 1

3!ωijkdx
i ∧ dxj ∧ dxk.

Finally, the exterior derivative of k-form

ω = ωi1...ik dxi1 ∧ . . . ∧ dxik ,

is the following (k + 1)-form

dω = dωi1...ik ∧ dxi1 ∧ . . .∧ dxik .

Example 2.2 LetQ = R
3 with basis {∂x, ∂y, ∂z} and its dual {dx, dy, dz}. Exterior

derivative of 0-form f (x) (differential of f ):

df = ∂f

∂x
dx + ∂f

∂y
dy + ∂f

∂z
dz.

Exterior derivative of 1-form α = f dx + gdy + hdz :

dα = (gx − fy)dx ∧ dy + (hx − fz)dx ∧ dz+ (hy − gz)dy ∧ dz.

Exterior derivative of 2-form ω = f dx ∧ dy + gdy ∧ dz+ hdx ∧ dz :

dω = (gx − hy + fz)dx ∧ dy ∧ dz.

For two 1-forms α = α1dx + α2dy + α3dz and β = β1dx + β2dy + β3dz, the
external product is

α∧β = (α1β2−α2β1)dx∧dy+ (α1β3−α3β1)dx∧dz+ (α2β3−α3β2)dy∧dz.
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For 2-formω = f dx∧dy+gdy∧dz+hdx∧dz and vector field V = u∂x+v∂y+w∂z
the interior product is

iV ω = −(f v + hw)dx + (f u− gw)dy + (hu+ gv)dz.

In matrix representation the last formula takes the form

ω =
⎛

⎝

0 f h

−f 0 g

−h −g 0

⎞

⎠ , V =
⎛

⎝

u

v

w

⎞

⎠ ,

iV ω = −ωV =
⎛

⎝

−f v − hw
f u− gw
hu+ gv

⎞

⎠ .

Objects dual to differential forms on manifoldQ are multi-vectors. By definition,
multi-vectors are totally antisymmetric and fully contravariant tensor fields:

π(x) : T ∗x Q× . . .× T ∗x Q −→ R,

π(x)(. . . α . . . β . . .) = −π(x)(. . . β . . . α . . .).

Let us denote the space of k-vectors by �k(Q). In particular 1-vectors are ordinary
vector fields, that is �1(Q) = T (0,1)(Q). As from the antisymmetry of a given
multi-vector follows that

π(x)(. . . α . . . α . . .) = 0,

so, on n dimensional manifold Q, nontrivial k-vectors are these for which k =
0, . . . , n. Thus, a direct sum

�(Q) :=
n
⊕

k=0

�k(Q)

constitutes a space of multi-vectors.
In a complete analogy to the covariant exterior algebra of forms one can define

contravariant exterior algebra of multi-vectors with the respective basis

∂i1 ∧ . . . ∧ ∂ik , 1 ≤ i1 ≤ . . . ≤ ik ≤ n.

For example 2-vector (bi-vector) in the above basis is of the form

π(x) =
∑

i>j

π ij (x)∂i ∧ ∂j .
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Like any k-form can be represented by the exterior product of 1-forms (covectors)

ω(x) = α1(x) ∧ . . . ∧ αk(x),

so every k-vector can be represented by the exterior product of 1-vectors (vectors)

π(x) = v1(x) ∧ . . .∧ vk(x).

It is a well known product (bracket)

[., .] : �1(Q)×�1(Q)→ �1(Q) (2.3.9)

between vector fields, called commutator (Lie bracket) (2.5.12), (2.5.13). There
exists a natural generalization of (2.3.9) onto multi-vectors

[., .]S : �k(Q)×�l(Q)→ �k+l−1(Q) (2.3.10)

called Schouten-Nijenhuis bracket [230, 271]. It is a bilinear skew-symmetric
map identical to the ordinary Lie bracket in the case of vector fields. Let
v1, . . . , vk,w1, . . . , wl be vector fields over Q, πk = v1(x) ∧ . . . ∧ vk(x) and
πl = w1(x) ∧ . . .∧ wl(x). Then the bracket is defined by

[πk, π l]S = [v1(x) ∧ . . .∧ vk(x),w1(x) ∧ . . . ∧ wl(x)]S
=
∑

i,j

(−1)i+j v1 ∧ . . . v̂i . . .∧ vk ∧ [vi, wj ] ∧ w1 ∧ . . . ŵj . . .∧ wl

(2.3.11)

where v̂i , ŵj denote the absence of vi and wj . From definition (2.3.11) it follows
that:

1. [πk, π l]S = (−1)kl[πl, πk]S,
2. [πk, πr ∧ πl]S = [πk, πr ]S ∧ πl + (−1)(k−1)rπr ∧ [πk, πl]S,
3. (−1)k(l−1)[πk, [πr, πl]S]S + (−1)l(r−1)[πl, [πk, πr ]S]S + (−1)r(k−1)[πr,
[πl, πk]S]S = 0.

For example, using the above properties of the Schouten-Nijenhuis bracket one can
easily show that if v,w are some vector fields and π is a bi-vector, then

[v ∧w,π ]S = w ∧ [v, π ]S − v ∧ [w,π]S. (2.3.12)

Let (x1, . . . , xn) be local coordinates on Q, K ∈ �k(Q) and R ∈ �r(Q) be of
the form

K = 1

k!K
i1...ik ∂i1 ∧ . . . ∧ ∂ik , R = 1

r!R
i1...ir ∂i1 ∧ . . . ∧ ∂ir
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and

[K,R]S = 1

(k + r − 1)! [K,R]
l1...lk+r−1
S ∂l1 ∧ . . .∧ ∂lk+r−1

then

[K,R]l1...lk+r−1
S = 1

k!r!
(

kKn[l1...∂nRlk...lk+r−1] + (−1)krRn[l1...∂nKlr ...lk+r−1]
)

(2.3.13)

where [. . .] is the antisymmetrization operator over the indices.
For more details on Shouten-Nijenhuis bracket we refer the reader to the

literature [230, 251, 271].

2.4 Mappings of Tensor Fields Between Manifolds

Let f be a smooth map

M
f−→ N (2.4.1)

from manifoldM to manifoldN for which the inverse map f−1 may not exist. The
push-forward (direct image) under f of a tensor field will be denoted by f∗, while
the pull-back (inverse image) under f of a tensor field will be denoted by f ∗. For
the function ψ : N −→ R

M
f−→ N

ψ−→ R

the admissible composition of maps ψ ◦ f : M −→ R, i.e.

f ∗ψ = ψ ◦ f

represents a pull-back of function ψ on N to function ψ ◦ f on M . Let {xi} be
a local coordinate on M and {ya} be a local coordinate on N . In local coordinates
f : x −→ y and

f ∗ψ(x) = ψ(y(x)).

For the composition of maps M
f−→ N

h−→ S there holds (h ◦ f )∗ = f ∗ ◦ h∗.
Moreover,

f ∗ : F(N) −→ F(M)
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represents a morphism between algebras of functions, as

f ∗(ψ1 + λψ2) = f ∗ψ1 + λf ∗ψ2, f ∗(ψ1ψ2) = (f ∗ψ1)(f
∗ψ2).

Vector fields are transported from M to N . For vectors the natural push-forward
is defined by

f∗ : TxM −→ Tf (x)N,

such that for arbitrary function ψ : N −→ R

(f∗v)(ψ) := v(f ∗ψ).

In local coordinates we have

v(f ∗ψ) = vi∂i(ψ(y(x)) = vi ∂ψ
∂ya

∂ya

∂xi
= J ai vi∂aψ


⇒ f∗v = (J ai vi)∂a,

where f ′ ≡ J ai := ∂ya(x)

∂xi
means the derivative of the map (Jacobian of the map). For

dimM ≤ dimN the mapped basis vectors f∗∂i = J ai ∂a are linearly independent if
J ai (x) has maximum rank, i.e. f∗ is injective.

In contrast, for 1-forms (covectors) natural is the pull-back defined as

f ∗ : T ∗f (x)N −→ T ∗x M,

such that

〈

f ∗α, v
〉 := 〈α, f∗v〉 , v ∈ TM, α ∈ T ∗N.

In coordinates we have

f ∗dya = J ai dxi, f ∗α = f ∗(αadya) = (αaJ ai )dxi.

The pull-back of arbitrary covariant tensor field

f ∗ : T (r,0)(N) −→ T (r,0)(M)

is defined as follows

(f ∗T (r,0))(v, . . . , w) := T (r,0)(f∗v1, . . . , f∗vr ), v1(x), . . . , vr (x) ∈ TxM
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and in coordinates takes the form

T (r,0) = Ta1...ar (y)dy
a1 ⊗ . . .⊗ dyar

⇓

f ∗T (r,0) = Ta1...ar (y(x))J
a1
i1
(x) . . . J

ar
ir
(x)dxi1 ⊗ . . .⊗ dxir .

In a similar way, the push-forward of arbitrary contravariant tensor field

f∗ : T (0,s)(M) −→ T (0,s)(N) (2.4.2)

is defined as follows

(f∗T (0,s))(α1, . . . , αs) := T (f ∗α1, . . . , f
∗αs), α1(y), αs(y) ∈ TyN

and in coordinates takes the form

T (0,s) = T i1...is (x)∂i1 ⊗ . . .⊗ ∂is

⇓

f∗T (0,s) = T i1...is (x)J a1
i1
(x) . . . J

as
is
(x)∂a1 ⊗ . . .⊗ ∂as . (2.4.3)

In order to push-forward any covariant tensor field or pull-back a contravariant
tensor field, f has to be a diffeomorphism, i.e. we assume that f is a differentiable
bijection, whose inverse is also differentiable. In general, we rarely have to do with
global diffeomorphism of manifolds. For our further considerations the existence of
local diffeomorphism will be a sufficient assumption.

If f is a diffeomorphism, the push-forward with respect to f is the same as pull-
back with respect to f−1, so

α ∈ T ∗M : f∗α = (f−1)∗α = ((J−1)iaαi)dy
a,

and

v ∈ T N : f ∗v = (f−1)∗v = ((J−1)iav
a)∂i .

Then, the pull-back of a tensor field of arbitrary type (r, s)

f ∗ : T (r,s)(N) −→ T (r,s)(M)
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is defined by the relation

(f ∗T (r,s))(v1, . . . , vr , α1, . . . , αs) := T (r,s)(f∗v1, . . . , f∗vr , (f−1)∗α1, . . . , (f
−1)∗αs),

where v1, . . . , vr ∈ TM, α1, . . . , αs ∈ T ∗M. In a local basis it takes the form

T (r,s) = T a1...as
b1...br

(y)dyb1 ⊗ . . .⊗ ∂as

⇓

f ∗T (r,s) = T a1...as
b1...br

(y(x))J
b1
j1
(x) . . . (J−1)isas (x)dx

j1 ⊗ . . .⊗ ∂is .

In a similar fashion, the push-forward of a tensor field of arbitrary type (r, s)

f∗ : T (r,s)(M) −→ T (r,s)(N)

is defined by the relation

(f∗T (r,s))(v1, . . . , vr , α1, . . . , αs) := T (r,s)((f −1)∗v1, . . . , (f
−1)∗vr , f ∗α1, . . . , f

∗αs),

where v1, . . . , vr ∈ TN, α1, . . . , αs ∈ T ∗N and hence, in local coordinates,

T (r, s) = T i1...isj1...jr
(x)dxj1 ⊗ . . .⊗ ∂is

↓

f∗T (r, s) = T i1...isj1...jr
(x)J

j1
b1
(x) . . . (J−1)

as
is
(x)dyb1 ⊗ . . .⊗ ∂as .

Example 2.3 Induced metric tensor on a sphereM = (S2, gij ) from its embedding
into N = (E3, δij ):

f : x = R cosϕ sin θ, y = R sin ϕ sin θ, z = R cos θ, R = const.

The differential of the map is

J =
⎛

⎝

−R sin ϕ sin θ R cosϕ cos θ
R cosϕ sin θ R sin ϕ cos θ

0 −R sin θ

⎞

⎠ ,

hence

g = f ∗δ = J T δJ =
(

R2 sin2 θ 0
0 R2

)

⇐⇒ g = R2(sin2 θ dϕ ⊗ dϕ + dθ ⊗ dθ).
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2.5 Lie Derivative of Tensor Fields

A curve on a manifoldQ is a smooth map

γ : R[t] � I −→ Q.

If ϕ : � −→ R
n[x1, . . . , xn] is a chart, i.e. (x1, . . . , xn) are local coordinates on

� ⊂ Q, one obtains a local representation of a curve γ

γ ϕ ≡ ϕ ◦ γ : R[t] −→ R
n[x1, . . . , xn],

i.e. a curve on R
n

t −→ (x1(t), . . . , xn(t)),

which will be identified with γ . Vector v(t) tangent to the curve γ (t)

γ̇ := dγ

dt
= v(t), γ̇ (P ) = vP ,

can be interpreted as a velocity vector of a dynamical system, whose trajectory is
represented by a curve γ (t). Vector vP is a velocity vector at the point P on a curve.
The metric tensor is the essential element for the concept of the length of a curve on
(Q, g) between the points γ (t1) and γ (t2)

L[γ ] =
∫ t2

t1

dt
√

g(γ̇ , γ̇ ).

Let us consider a one-parameter set of maps

I ×Q −→ Q,

which in a local basis (x1, . . . , xn) takes the form

(t, x) −→ �(t, x), �(0, x) = x (2.5.1)

and defines a transport on the manifoldQ. For fixed x0, �(t, x0) represents a curve
onQ which passes through x0. In general, �(t, x) can be represented by particular
solutions of a set of partial differential equations of evolutionary type

∂�i

∂t
= Ki(�,�x,�xx, . . .), i = 1, . . . , n

with initial condition�i(0, x) = xi .
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Now the important question appears: when, using the notion of transport, can
one define a vector field on Q, or at least locally on U ⊂ Q? It is possible when
with arbitrary point x ∈ U it can be related one and only one vector. Geometrically
it means that curves which fill U do not intersect. Then we say that the transport
is represented by a flow. So the next question is: when is the transport (2.5.1)
represented by a flow? The answer is as follows: the one-parameter set of maps
(2.5.1) represents a flow if it is one-parameter Lie group

∧

x∈Q

∧

t1,t2∈I
�(0, x) = x, �(t2, x) ·�(t1, x) = �(t1 + t2, x), (2.5.2)

where dot means a group multiplication. In particular, when the group multiplication
is point-wise (local), i.e. its value depends on x only, a vector field generated by a
flow is represented by a contravariant tensor field of type (0, 1) : v = T (0,1) and
will be discussed in detail in Sect. 3.2.4. In particular, such flows represent classical
Hamiltonian dynamics in a phase space. When the group multiplication is nonlocal,
the flow cannot be described by local tensor algebra presented in this section. In
particular, such flows are related with quantum Hamiltonian dynamics in a phase
space and will be described in Sect. 7.2.3.

Let us consider a flow onQ

R×Q −→ Q : (t, x) −→ ψ(t, x)

such that

∧

x∈Q

∧

t1,t2∈R
ψ(0, x) = x, ψ(t1, x) · ψ(t2, x) = ψ(t1, ψ(t2, x)) = ψ(t1 + t2, x),

(2.5.3)

i.e. the group multiplication is point-wise in the form of the composition of maps. It
assigns diffeomorphism φt to every t ∈ R

φt : Q −→ Q, (2.5.4)

x̄ = φt · x = φt(x) = ψ(t, x), φt2 · φt1 = φt1+t2 . (2.5.5)

It is a special case of the map (2.4.1) when N = Q, f = φt and φ−1
t = φ−t .

The flow is completely determined by its infinitesimal generator

v(x) = d

dt
ψ(t, x)|t=0 = d

dt
φt (x)|t=0,
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i.e. a vector field onQ. At arbitrary t

d

dt
φt = v ◦ φt , (2.5.6)

which means that for any initial condition x(0)

x(t) = φt · x(0) = ψ(t, x(0))

is an integral curve of the dynamical system

·
x ≡ xt = v(x), t − evolution parameter.

Example 2.4 Consider the one-parameter group of rotations in the plane:

(

x(t)

y(t)

)

= φt ·
(

x

y

)

=
(

x cos t − y sin t
x sin t − y cos t

)

=
(

ψ1(t, x, y)

ψ2(t, x, y)

)

,

where the infinitesimal generator of this flow has two components

v1(x) = d

dt
ψ1(t, x)|t=0 = −y, v2(x) = d

dt
ψ2(t, x)|t=0 = x.

It is not difficult to verify that indeed ψ(t, x, y) is a flow (a set of integral curves)
of the dynamical system

xt = −y, yt = x.

Let T ∈ T (r,s)(Q) and v ∈ T (1,0)(Q) be a vector field, then a directional
derivative of the tensor field T in the direction of v is defined as follows

T ′(x)[v] := d

dt
T (φtx)|t=0 = lim

t→0

T (φtx)− T (x)
t

= lim
t→0

T (x̄)− T (x)
t

,

(2.5.7)

where φt is the flow generated by v.
For |t| << 1 from definition

T (φtx) = T (x)+ T ′(x)[v] · t +O(t2).

On the other hand

x̄ = φt(x) = x +
d

dt
φt (x)|t=0 · t +O(t2) = x + v(x) · t +O(t2),
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so

T (x̄) = T (x + v(x) · t +O(t2)) = T (x)+
(

∂T

∂xi
vi
)

t +O(t2)

and in consequence

(T ′(x)[v])i1...isj1...jr
= ∂T

i1...is
j1...jr

(x)

∂xi
vi(x). (2.5.8)

The Lie transport is a process of displacing a given geometric object along a flow.
More precisely, for a given flow (2.5.4) and an arbitrary tensor field T (r,s), the Lie
transport of T (r,s) along φt is a push-forward

φt∗ : T (r,s)(Q) −→ T (r,s)(Q)

and a pull-back

φ∗t : T (r,s)(Q) −→ T (r,s)(Q),

where from (2.5.5) follows that

φ∗t =
(

φ−1
t

)

∗ = φ−t∗. (2.5.9)

For a given flow φt it may happen that for particular tensor fields T

φ∗t T = T 
⇒ φt∗T = T .

Then, we say that such tensor fields are tensor invariants of the flow φt . As the next
step, the natural question appears: how to measure the rate of change of arbitrary
tensor field T along a flow φt? The concept of the Lie derivative gives the solution
to that problem.

Let φt be a flow, v(x) its infinitesimal generator, and T (r,s)(x) an arbitrary tensor
field. The Lie derivative of a tensor field T (x) along the flow φt is defined as follows

LvT (x) := d

dt
(φ∗t T )(x)|t=0 = d

dt
(φ−t∗T )(x)|t=0. (2.5.10)

Hence,

LvT (x) = d

dt
(φ−t∗T )(x)|t=0 = − d

dt
(φt∗T )(x)|t=0

= lim
t→0

T (x)− (φt∗T )(x)
t

= lim
t→0

T (x)− T̄ (x)
t

, (2.5.11)
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and the recipe how to calculate it is as follows: push forward a tensor to the point x̄
according to the transformation low

T (x)
φt∗−→ T̄ (x̄),

pull back its argument from x̄ to x

x̄
φ−t−→ x

and compare T with T̄ in the point x. Hence, indeed the Lie derivative measures the
change of tensor field along a given curve.

From the definition it follows, that for |t| << 1

(φ∗t T )(x) = T (x)+ t · LvT (x)+O(t2),

(φt∗T )(x) = T (x)− t · LvT (x)+O(t2).

The Lie derivative has the following properties:

1. Lv : T (r,s)(Q) −→ T (r,s)(Q),
2. Lv(A+ λB) = LvA+ λLvB, λ = const., linearity,
3. Lv(A⊗ B) = (LvA)⊗ B + A⊗ LvB, Leibniz rule.

So Lv considered to be the map

Lv : T (Q) −→ T (Q)

is of a derivative type on the algebra T (Q) and maps (r, s) type tensors into (r, s)
type tensors.

How to derive the explicit form of the Lie derivative for various tensor fields
T (r,s)(x) ? We will use the definition and the following known relations

φt (x) = x + t · v(x)+O(t2), φ′t (x) = 1+ t · v′(x)+O(t2),

(where the prime means the derivation) and

T̄ (x̄) = T̄ (x)+ T ′(x)[v] +O(t2),

lim
t→0

T̄ (x̄) = lim
t→0

T̄ (x) = T (x).

For a scalar field T (x) = T (0,0)(x) = f (x) push-forward is of the form

f̄ = φt∗f = f ◦ φ−t 
⇒ f̄ (x̄) = f (x)
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and moreover

f (x) = f̄ (x̄) = f̄ (x + tv +O(t2)) = f̄ (x)+ t · f̄ ′(x)[v] +O(t2).

As the result

f (x)− f̄ (x) = t · f̄ ′(x)[v] +O(t2)

⇓

Lvf = f ′(x)[v] = v(f ).

For a vector field T (x) = T (1,0)(x) = w(x) push-forward takes the form

w̄(x̄) = φt∗w(x) = φ′t [w(x)] = w(x)+ t · v′(x)[w(x)] +O(t2),

so

w̄(x̄) = w̄(x)+ t ·w′(x)[v(x)] +O(t2),

⇓

Lvw = w′[v] − v′[w] := [v,w]. (2.5.12)

Thus, if v and w are vector fields, then u = [v,w] is also a vector field called the
commutator of v and w, such that

[v,w](f ) = v(w(f ))−w(v(f )) = u(f ), ui = (∂kwi)vk−(∂kvi)wk. (2.5.13)

For 1-forms: T (x) = T (0,1)(x) = α(x) we have

α(x) = φ∗t ᾱ(x̄) = φ′Tt ᾱ(x̄) = ᾱ(x̄)+ t · v′T (x)[ᾱ(x̄)] +O(t2)

and in consequence

ᾱ(x̄) = ᾱ(x)+ t · ᾱ′(x)[v(x)] +O(t2),

⇓

Lvα = α′[v] + v′T [α].
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In local coordinates, considered Lie derivatives take the form

Lvf (x) = ∂f

∂xk
vk(x), (2.5.14)

(Lvw(x))
i = ∂wi

∂xj
vj − ∂vi

∂xj
wj , Lv∂i = −∂v

j

∂xi
∂j , (2.5.15)

(Lvα(x))i = ∂wi

∂xj
vj + ∂v

j

∂xi
αj , Lvdx

i = ∂vi

∂xj
dxj . (2.5.16)

The general formula for Lie derivative of an arbitrary tensor field follows from the
Leibniz rule and the formulas (2.5.14)–(2.5.16)

Lv

(

T
i1...is
j1...jr

∂i1 ⊗ . . .⊗ dxjr
)

=Lv
(

T
i1...is
j1...jr

)

∂i1 ⊗ . . .⊗ dxjr + T i1...isj1...jr
Lv(∂i1)⊗ . . .⊗ dxjr

+ . . . + T i1...isj1...jr
∂i1 ⊗ . . .⊗ Lv(dxjr ),

and hence

(

LvT
(r,s)(x)

)i1...is

j1...jr
=∂T

i1...is
j1...jr

∂xm
vm + ∂vm

∂xj1
T
i1...is
m...jr

+ . . .+ ∂vm

∂xjr
T
i1...is
j1...m

− ∂v
i1

∂xm
T
m...is
j1...jr

− . . .− ∂vis

∂xm
T
i1...m
j1...jr

.

(2.5.17)

In particular, for second order tensors, we have

LvT
i
j =

∂T ij

∂xm
vm + ∂v

m

∂xj
T im −

∂vi

∂xm
T mj ,

LvT
ij = ∂T ij

∂xm
vm − ∂vi

∂xm
T mj − ∂vj

∂xm
T im,

LvTij = ∂Tij

∂xm
vm + ∂v

m

∂xi
Tmj + ∂v

m

∂xj
Tim.

Notice that the Lie derivative is not an F -linear map, as for any f ∈ F(Q)

Lf v �= fLv, (2.5.18)

which follows immediately from the formula (2.5.17). For example, if f ∈ F(Q),
v,w ∈ T (0,1)(Q) and π ∈ �2(Q), then

Lfvw = fLvw −w(f )v, Lf vπ = fLvπ − πdf ∧ v. (2.5.19)
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For the Lie derivativeLv , the exterior derivative d , the interior product iv and for
arbitrary k-form ω, the following relations hold

1.

Lvω = (iv d + d iv)ω, (2.5.20)

2.

d Lvω = Lvdω, (2.5.21)

3.

ivLvω = Lvivω. (2.5.22)

To show the first relation we proceed by induction on k. For k = 0 we have ω =
f, ivf = 0 and Lvf = 〈df, v〉 = ivf. Now assume that (2.5.20) holds for k. Then
a (k + 1)-form may be written as α ∧ ω, where ω is a k-form and α is a 1-form.
Hence

(iv d + d iv)(α ∧ ω) = iv(dα ∧ ω)− iv(α ∧ dω)+ d(ivα ∧ ω)− d(α ∧ ivω)
= ivdα ∧ ω + dα ∧ ivω − ivα ∧ dω − α ∧ ivdω
+divα ∧ ω + ivα ∧ dω − dα ∧ ivω − α ∧ divω

= α ∧ Lvω + Lvα ∧ ω = Lv(α ∧ ω)
by our inductive assumption and the properties of the external product. To show the
second relation we apply the formula (2.5.20) and the fact that d2 = 0

Lvd = d ivd + ivd2 = d ivd = d(Lv − div) = dLv − d2iv = dLv.
Finally, to show the third relation we apply the formula (2.5.20) and the fact that
iviv = 0

Lviv = (d iv + ivd)iv = ivd iv = iv(Lv − iv d) = ivLv.
A linear space V with a bilinear product [., .] : V × V −→ V which is

antisymmetric

[a, b] = −[b, a], a, b ∈ V (2.5.23)

and satisfies the so called Jacobi identity

[a, [b, c]] + [c, [a, b]] + [b, [c, a]] = 0, (2.5.24)

is called the Lie algebra.
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The linear space of vector fields onQ is an example of the Lie algebra with a Lie
product being the commutator. Antisymmetry follows from definition (2.5.12) and
the Jacobi identity is a consequence of the fact that the second directional derivative
is a symmetric bilinear form.

Another example is related to Lie derivatives themselves. First notice that Lie
derivatives constitute a linear space. The commutator

[Lv1, Lv2 ] = Lv1Lv2 − Lv2Lv1

endows this vector space in a natural way with a Lie algebra structure. The map
v→ Lv is a Lie algebra isomorphism from the Lie algebra of vector fields onto the
Lie algebra of Lie derivatives

[Lv1, Lv2 ] = L[v1,v2].

At the end of this section let us mention that the flow φt itself, as well as its pull-
back φ∗t may in turn be often expressed in a useful form of the exponent. Indeed, for
any flow φt and arbitrary t (2.5.6)

d

dt
φt = v ◦ φt . (2.5.25)

The formal solution of this equation takes the form

φt(x) = etv 
⇒ x(t) = etvx(0).

In a similar way, from relations (2.5.10) and (2.5.11) it follows that

d

dt
φ∗t = Lv ◦ φ∗t , (2.5.26)

with formal solution

φ∗t = etLv 
⇒ T (x(t)) = etLvT (x(0)).

2.6 Linear Connection and Covariant Derivative

A linear combination of two vectors from different spaces does not make sense.
However, if A : W −→ V is an isomorphism of the mentioned linear spaces, then
the operation

v + λA(w), v ∈ V, w ∈ W
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is admissible. A simple example of such problems is given by the acceleration of a
point mass which measures the change of velocity vector in time. Let us consider
an acceleration vector in R

2. In order to measure a change of the velocity v(t) in
a moment t at the point r(t) we make a parallel shift of the vector v(t + ε) in a
moment t + ε from the point r(t + ε) back to the point r(t) and then compare both
velocity vectors, as now they belong to the same linear space.

The procedure which seems “obvious” for R2 becomes completely unclear if we
pass to the sphere S2 for example. How can one define the parallel shift in such a
case? A similar problem appears with the generalization of the notion of a straight-
line from R

2 to S2. The solution to such problems is given by the theory of linear
connection, which allows us to extend the notion of a parallel transport onto smooth
manifoldQ. In what follows, the manifoldQ equipped with a linear connection will
be denoted by (Q,∇). We say that a rule of parallel transport is given on a manifold
Q if, for an arbitrary curve γ on Q and two points x, y on the curve, there is a
prescription which assigns uniquely to vectors in x vectors in y, i.e.

τ
γ
y,x : TxQ −→ TyQ, v −→ τ

γ
y,xv.

As it has to be a generalization of the parallel shift from R
n, we demand some

natural restrictive conditions on τ like linearity

τ
γ
y,x(v + λw) = τγy,x(v)+ λτγy,x(w),

composition property

τ
γ
z,y ◦ τγy,x = τγz,x

and in particular

τ
γ
x,x = id.,

(

τ
γ
y,x

)−1 = τγx,y.

Note that the rule of parallel transport needs as an input not only the edge points
x, y but also a path connecting them. In general, the resulting transported vector
may be different for different passes between x and y. We will see that the path
dependence of the parallel transport is an important and typical phenomenon and it
enables one to speak about the curvature of the manifold (Q,∇).

In the case of the Lie transport along the curve γ we have introduced the notion
of the Lie derivative along the vector field v = γ̇ . In a similar way, for the parallel
transport along the curve γ ,we can introduce the so called absolute derivative called
also a covariant derivative along the vector field v = γ̇ :

DT (t)

Dt
:= lim

t→0

T
‖
ε (t)− T (t)

ε
≡ ∇ γ̇ T = ∇vT , (2.6.1)
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where T ‖ε (t) denotes the tensor field transported parallel backwards from the point
γ (t + ε) to the point γ (t). If T = w(γ (t)) is a vector field on γ , such that its
absolute derivative along γ vanishes

∇vw = 0, (2.6.2)

we call it autoparallel. It means that w(γ (t)) = w‖ε (γ (t)). In practice, the situation
is reverse. First, we define the connection, i.e. the covariant derivative, and then the
parallel transport is defined by the demand of the condition (2.6.2). The vanishing
of the covariant derivative on a curve means that the field w(t) may be regarded in
such a way that its values everywhere on γ arose by a parallel transport of its value
at a single fixed point into all the points of the curve.

Let us be more specific with the definition of a linear connection on the manifold
Q. With each vector field v on Q one may associate an operator ∇v , the covariant
derivative along the field v, having the following properties:

1. it is a linear operator on the tensor algebra, which preserves the tensor degree

∇v : T (r,s)(Q) −→ T (r,s)(Q),

∇v(A+ λB) = ∇vA+ λ∇vB, A,B ∈ T (r,s)(Q),

2. on a tensor product it fulfills the Leibniz rule

∇v(A⊗ B) = (∇vA)⊗ B + A⊗∇vB, A ∈ T (r,s)(Q), B ∈ T (r ′,s ′)(Q),

3. for a scalar field T (0,0) = f we demand the following property

∇vf = v(f ) ≡ Lvf,

4. it commutes with contractions

∇v ◦ C = C ◦ ∇v,

5. it is F -linear

∇v+fw = ∇v + f · ∇w,

which is the only property that differs the covariant derivative from the Lie
derivative (see (2.5.18)).

The covariant derivative is uniquely specified by the coefficients of linear connection
�kij (x) with respect to the frame field {∂i}

∇j ∂i =: �kij ∂k, (2.6.3)
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where �kij (x) are called the Christoffel symbols of the second kind. Hence

∇w∂i = ∇(wk∂k)∂i = wk∇k∂i = (�jikwk)∂j .

Then, one can show that

∇j dxi = −�ikj dxk, ∇wdxi = −(�ijkwk)dxj . (2.6.4)

Indeed, since

0 = ∇wδij = ∇w
〈

dxi, ∂j

〉

2,4=
〈

∇wdxi, ∂j
〉

+
〈

dxi,∇w∂j
〉

=
〈

∇wdxi, ∂j
〉

+
〈

dxi, �ljkw
k∂l

〉

= (∇wdxi)j + �ijkwk

we obtain (2.6.4).
The coefficients of the linear connection �kij have one upper index and two lower

indices. Nevertheless, they are not components of any (2, 1)-tensor. Indeed, for a
given coordinate transformation xi −→ x̄i(x), i = 1, . . . , n we have

�′kij ∂
′
k = ∇′i∂ ′j = (J−1)ki∇k(J−1)lj ∂l

= (J−1)ki

[(

∂k(J
−1)lj

)

∂l + (J−1)lj∇k∂l
]

= (J−1)ki

[

J sk

(

∂ ′s(J−1)lj

)

∂l + (J−1)lj�
s
lk∂l

]

=
[(

∂ ′i (J−1)lj

)

J kl + (J−1)ki (J
−1)lj�

s
lkJ

k
s

]

∂ ′k

⇓

�̄kij =
(

∂ ′i (J−1)lj

)

J kl + (J−1)ki (J
−1)lj�

s
lkJ

k
s (2.6.5)

= ∂x̄
k

∂xl

∂2xl

∂x̄j ∂x̄i
+ ∂x̄

k

∂xr

∂xs

∂x̄i

∂xm

∂x̄j
�rsm,

where J ik = ∂x̄i

∂xk
and the first term in (2.6.5) is “non-tensorial”.

Applying properties 1–3 we get

∇w
(

T
i1...is
j1...jr

∂i1 ⊗ . . .⊗ dxjr
)

= w
(

T
i1...is
j1...jr

)

∂i1 ⊗ . . .⊗ dxjr

+ T i1...isj1...jr

(∇w∂i1
)⊗ . . .⊗ dxjr

+ . . .+ T i1...isj1...jr
∂i1 ⊗ . . .⊗ (∇wdxjr ),
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and thus, applying formulas (2.6.3)–(2.6.4), the component formula for the covari-
ant derivative of a general tensor field T into the direction of a vector field w has
the form

(∇wT )i1...isj1...jr
= wm∂T

i1...is
j1...jr

∂xm
+ �i1nmwmT n...isj1...jr

+ . . .− �njrmwmT i1...isj1...n
. (2.6.6)

For vector fields and 1-forms we have

∇wv =
(

∂vk

∂xi
wi +wivj�kij

)

∂k, (2.6.7)

∇wα =
(

∂αk

∂xi
wi −wiαj�jki

)

dxk.

The F -linearity of the operator ∇w with respect to w enables one to introduce
the operation of the covariant gradient

∇ : T (s,r)(Q) −→ T (s+1,r)(Q),

(∇T ) (v, . . . , w, α, . . .) = (∇wT ) (v, . . . , α, . . .), (2.6.8)

(∇T )i1...isj1...jrm
= (∇mT )i1...isj1...jr

=: T i1...is
j1...jr ;m. (2.6.9)

From (2.6.6) it follows that

T
i1...is
j1...jr ;m=

∂T
i1...is
j1...jr

∂xm
+ �i1nmT m...isj1...jr

+ . . .+ �isnmT i1...nj1...jr
− �nj1mT i1...isn...jr

− �njrmT i1...isj1...n

and in particular

∇kf = ∂f

∂xk
:= f,k,

∇kva = ∂kva + �abkvb := va;k,
∇kαa = ∂kαa − �bakαb := αa;k,
∇kT ab = ∂kT ab + �ackT cb + �bckT ac := T ab;k,
∇kTab = ∂kTab − �cakTcb − �cbkTac := Tab;k,
∇kT ab = ∂kT ab + �ackT cb − �cbkT ac := T ab ;k.

(2.6.10)

Notice, that for a scalar field f , the covariant gradient (2.6.10) coincides with an
“ordinary” gradient, i.e. grad f := ∇f = df . The covariant derivative along w
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may be written in terms of the covariant gradient as

(∇mT )i1...isj1...jr
= wmT i1...is

j1...jr ;m.

Using relations (2.6.8) and (2.6.9) one can calculate higher order covariant
derivatives of an arbitrary tensor field. In particular, for the scalar field f we get

(∇f )j1 = f,j1
(∇∇f )j1j2 = (∇f )j1,j2 − �kj1j2(∇f )k = f,j1j2 − �kj1j2f,k

(∇∇∇f )j1j2j3 = (∇∇f )j1j2,j3 − �kj1j3(∇∇f )kj2 − �kj2j3(∇∇f )j1k
= f,j1j2j3 − �kj1j2,j3f,k − �kj2j3f,j1k − �kj1j3f,j2k − �kj1j2f,j3k
+�kj1j3�skj2f,s + �kj2j3�sj1kf,s

Consider the manifold Q endowed with a pair of structures, the metric tensor
g, which enables us to measure the length of the vectors and the linear connection
∇, which enables us to transport the vectors along paths. We are interested in a
particular class of connections which preserve the length of vectors under parallel
transport, like in the case of the parallel shift in E

n. Let γ be an arbitrary curve in
(Q, g,∇) and v an autoparallel field

∇ γ̇ v = 0.

The requirement of preservation of the length of v by parallel transport may be
stated as

∇ γ̇ (g(v, v)) = 0 if ∇ γ̇ v = 0.

If this is to be true for an arbitrary curve γ and an arbitrary initial vector v, then for
any two vector fields w, v one should demand

∇w(g(v, v)) = 0 if ∇wv = 0,

which is a particular example of the more general assumption that for any three
vector fields w, v, u the covariant derivative should obey

∇w(g(v, u)) = 0 if ∇wv = 0 = ∇wu.

�

∇g = 0, gij ;k = 0. (2.6.11)
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A connection ∇ which satisfies equations (2.6.11) is called the metric connection.
The requirement (2.6.11) imposes 1

2n
2(n+1) constraints on n3 Christoffel symbols

�ijk , following from symmetry of metric tensor g. From (2.6.11) we have

∇kgij ≡ gij ;k = ∂kgij − �likglj − �ljkgil = 0.

Let (Q,∇) be a manifold with a linear connection. The map

T : T (1,0)(Q)× T (1,0)(Q) −→ T (1,0)(Q),

T (v,w) := ∇wv −∇vw − [w, v]

defines the so called torsion tensor of the connection ∇ : T (2,1)(Q). The tensor is
antisymmetric in the lower indices

T (w, v) = −T (v,w), i.e. T ijk = −T ikj

and so it has 1
2n

2(n− 1) independent components

〈

dxi, T (∂j , ∂k)
〉

≡ T ijk = �ikj − �ijk. (2.6.12)

If the torsion of the connection vanishes, i.e.

∇wv −∇vw = [w, v]

then the Christoffel symbols are symmetric in the lower indices

�ikj = �ijk
and the connection is called symmetric or torsionless. If the connection is required
to be at the same time metric and symmetric, it imposes n3 constraints on n3

symbols �ijk(x), hence determines the connection uniquely. In order to construct
this connection explicitly, let us introduce the Christoffel symbols of the first kind
as

�ijk := gil�ljk . (2.6.13)

Then, the connection which is metric and symmetric satisfies

�ijk + �jik = ∂kgij ≡ gij,k , (2.6.14)

�ijk − �ikj = 0
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and the two relations result in

gij,k + gik,j − gjk,i = 2�ijk, (2.6.15)

and eventually

�ijk =
1

2
Gil(glj,k + glk,j − gjk,l) (2.6.16)

where (Gij ) := (gij )
−1. It means that the connection coefficients are determined

uniquely by the metric tensor. This distinguished linear connection on Riemannian
manifolds is called the Levi-Civita connection. In particular, if we choseQ = E

n in
the Cartesian coordinates �ijk = 0 and

∇i → ∂i, ∇T → T ′, ∇wT → T ′[w].

Example 2.5 For Q = E
2 in polar coordinates (r, φ), the metric tensor and non-

vanishing Levi-Civita connection coefficients are as follows

g =
(

1 0
0 r2

)

, �rφφ = −r, �φrφ =
1

r
.

ForQ = E
3 in spherical coordinates (r, θ, φ) we have respectively

g =
⎛

⎝

1 0 0
0 r2 0
0 0 r2 sin2 θ

⎞

⎠ ,

�rθθ = −r, �rφφ = −r sin2 θ,

�
φ
rφ =

1

r
, �

φ
φθ = cot θ,

�θrθ =
1

r
, �θφφ = − sin θ cos θ.

Killing vectors represent these flows along which the metric tensor is invariant,
i.e.

Lξg = 0 
⇒ ξ -Killing vector (2.6.17)

or in component expressions (2.5.17)

gij,kξ
k + gjkξ k,i + gikξ k,j = 0. (2.6.18)
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Using relations ∇kgij = 0, Killing equations (2.6.18) can be written in terms of
covariant derivatives

∇i ξ j +∇j ξ i := ∇(iξ j) = 0, ξ i = gij ξj . (2.6.19)

Indeed

0 = ∇i ξ j +∇j ξ i = (gjkξ k);i + (gikξ k);j
= gjk;iξ k + gjkξk;i + gik;j ξ k + gikξk;j
= (gjk,i − �ljiglk − �lkigjl)ξk + gjk(ξ k,i + �kliξ l)
+(gik,j − �lij glk − �lkj gil)ξ k + gik(ξk,j + �klj ξ l)

= (gjk,i − �kji − �jki)ξk + (gik,j − �kij − �ikj )ξk

(�ikj + �jki)ξk + gjkξk,i + gikξk,j
= gij,kξk + gjkξ k,i + gikξk,j ,

where we used formulas (2.6.10), (2.6.13), (2.6.14) and the relation

�ikj + �jki = gij,k
which follows from (2.6.15).

In a complete analogy to equations (2.6.19), the Killing tensor of order m is
called a symmetric tensor K , whose components are solutions of the following
Killing equations

∇(i1Ki2...im+1) = 0. (2.6.20)

Killing tensors of order 2 will be analyzed in Sect. 4.3.
Let us consider one more geometric object, important for the construction of

classical and quantum Hamiltonian systems. The parallel transport of a vector,
as well as an arbitrary tensor, depends in general on the path along which it is
performed. An alternative formulation of the same property is that if the tensor
is transported along a closed path (a loop), the resulting tensor may differ from
the initial one. Then we say that the considered manifold Q has nonzero curvature
with respect to the chosen connection ∇. A useful object “measuring” the curvature
(see literature [71, 116, 258] for a deeper insight into the problem) is the curvature
operator R(w, v) expressed by

R(w, v) := ∇w∇v −∇v∇w − ∇[w,v] ≡ [∇w,∇v] − ∇[w,v].
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It is a derivation of the tensor algebra T (Q), which commutes with the contraction,
vanishes on scalar fields: R(w, v)f = 0, f ∈ F(Q) and depends F(Q)-linearly on
both w and v. With the operator R(w, v) one can relate a R(3,1)(Q) tensor, called
the Riemann tensor (curvature tensor)

R(u,w, v, α) := 〈α,R(w, v)u〉 ≡ 〈α, ([∇w,∇v] − ∇[w,v]
)

u
〉

.

Its components are expressed by connection coefficients in the following way

Rijkl =
〈

dxi, (∇k∇ l −∇ l∇k)∂j
〉

= �ijl,k − �ijk,l + �mjl�imk − �mjk�iml .
(2.6.21)

Moreover, in particular we have

R(w, v)u = (Rijklwkvluj )∂i (2.6.22)

and antisymmetry in the last pair of indices

Rabcd = −Rabdc.

For u = ∂i and v = ∂j the curvature operator reduces to the commutator of the
covariant derivatives

R(∂i, ∂j ) = ∇i∇j −∇j∇i = [∇i ,∇j ].

As the result, one can show that the commutator of the coordinate covariant
derivatives acts on the coordinate basis as

[∇i ,∇j ]∂k = Rlkij ∂l, [∇i ,∇j ]dxk = −Rklij dxl.

The first relation follows from (2.6.22) while the second one is a consequence of the
identity

0 = R(w, v) 〈α, u〉 = 〈R(w, v)α, u〉 + 〈α,R(w, v)u〉 .

Thus, for an arbitrary tensor field T (r,s) there holds

T
i1...is
j1...jr ;kl − T

i1...is
j1...jr ;lk = ([∇k,∇ l]T )

i1...is
j1...jr

= T m...isj1...jr
R
i1
mlk + . . .+ T i1...mj1...jr

R
is
mlk − T i1...ism...jr

Rmj1lk − . . .− T i1...isj1...m
Rmjr lk,

(2.6.23)
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as

[∇k,∇ l]T = T i1...isj1...jr
[∇k,∇ l]dxj1 ⊗ . . .⊗ [∇k,∇ l]∂is .

The curvature tensor, as a tensor of (3, 1)-type, admits three contractions
Riikl , R

i
jil , R

i
jki all the resulting tensors being of (2, 0)-type. It follows from the

antisymmetry of the last pair of indices that the second contraction differs from the
third one only in a sign and it turns out that the first one vanishes for the Levi-Civite
connection

Riikl = 0, Rijil = −Rijki = Rjl Ricci curvature tensor.

In the case of a Riemannian manifold a further contraction is possible and one can
define a scalar field

R := Raa ≡ gabRba scalar curvature.

Obviously, in En+,n− Riemann tensor, Ricci tensor and scalar curvature vanishes.
At the end of this section let us briefly remind the notion of normal coordinates.

The basic idea behind Riemann normal coordinates is to use the geodesics through
a given point to define the coordinates for nearby points. Let the given point be P
and consider some nearby point P1. If P1 is close enough to P then there exists a
unique geodesic joining P1 to P . The construction is as follows. On a manifold with
connection (Q,∇) define the exponential map (centered at point P ∈ Q)

exp : TPQ→ Q v �→ exp v := γ v(1) ≡ P1

where γ v(t) is the geodesic. So one assigns to a vector v the point P1 fromQ which
we arrive at t = 1, if at time t = 0 we start from the point P with the initial velocity
v and all the time the motion is uniform and straight-line (i.e. along a geodesic). The
coordinate representation of the exponential map is

exp : vi → xi(v1, . . . , vn) ≡ xi(P )+ vi − 1

2
�ijk(P )v

j vk + . . .

The exp maps bijectively (diffeomorphically) some neighborhood of zero in TPQ
to some neighborhood of the point P . Moreover, the uniform straight-line motion in
the tangent space is mapped to the uniform straight-line motion on a Riemann space

exp(vt) = γ v(t).

The fact that a neighborhood of a point P may be diffeomorphically mapped on a
neighborhood of the zero in a linear space TPQmeans in practice that we have local
coordinates in the neighborhood of the point P . The most important property of the
coordinates constructed in such a way is the vanishing of all Christoffel symbols in
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the point P . So, let exp be exponential map centered at P ∈ Q. If in TPQ a basis ei
is fixed, we may introduce Riemann normal coordinates in the neighborhood of the
point P according to the prescription

P1 = (x1, . . . , xn)⇐⇒ P1 = exp(v) ≡ exp(xiei)

So a geodesic is constructed starting in P (t = 0) and passing through the point
P1 (t = 1) which is to be assigned coordinates. The geodesic has the unique initial
velocity v with components vi with respect to ei . These components are identified
by definition as the coordinates xi . In these coordinates the geodesic γ v(t) reads
xi(t) = vi t . Moreover, for any symmetric connection (the Levi-Civite in particular)
�ijk(P ) = 0 and gij,k(P ) = 0, so that in the neighborhood of P

gij (x) = gij (P ) + 1

2
gij,kl (P )x

kxl + . . .

i.e. the linear term is missing in the expansion.

2.7 Symplectic Manifolds and Symplectic Connections

An arbitrary closed and non-degenerate two-form ω on the manifold M is called
a symplectic form and the pair (M,ω) is a symplectic manifold. The detailed
consideration of such objects, both in non-degenerate and degenerate cases, is
presented in Sect. 3.2. Here we consider a particular family of simplectic manifolds,
i.e. cotangent bundles T ∗Q of arbitrary manifoldsQ. As was presented in Sect. 2.2,
the manifold M = T ∗Q itself carries local coordinates (xi, pi) where the x
are coordinates on the base Q and the p are the coordinates in the fibre. The
most important canonical object on T ∗Q is the canonical 1-form θ . Its pointwise
definition is as follows. Let p ∈ T ∗Q and w ∈ TpT ∗Q, then

〈θ,w〉 := 〈p, τ ∗w〉. (2.7.1)

We thus first project the vectorw to x = τ(p) ∈ Q and then insert it into the 1-form
p ∈ T ∗x Q ≡ τ−1(x), which corresponds to the point p ∈ T ∗Q. The θ form in
canonical coordinates (xi, pi) on T ∗Q is given by

θ = pidxi.

Moreover, on T ∗Q there exists a natural exact symplectic form ω given by ω = dθ
or in canonical coordinates

ω = dpi ∧ dxi.
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Thus, T ∗Q is a symplectic manifold. In this book, on both classical and quantum
level, the manifold Q is taken as a pseudo-Riemannian manifold. The manifold Q
represents a configuration space of a given dynamical system. If dimQ = n then
dimT ∗Q = 2n and further on we will use the following notation: by Latin letters
i, j, k, . . . we will denote indices ranging from 1 to n, by letters ı̄, j̄ , k̄, . . . indices
ranging from n to 2n and by Greek letters α, β , γ , . . . indices ranging from 1 to 2n.
Thus we have α = (i, ı̄) and ı̄ = n+ i, respectively.

Let (Q, g,∇) be a Riemannian space and T ∗Q its cotangent bundle. Let V be a
union of n-dimensional linear spaces tangent to the fibres of T ∗Q. It is an integrable
distribution on T ∗Q which we called the vertical distribution. Let us remind that
for a manifold Q, a k-dimensional distribution is called a subset D ⊂ TQ of the
tangent bundle such that for every x ∈ Q a Dx is k-dimensional subspace of TxQ.
A distribution is differentiable if it is spanned by k vector fields X1(x), . . . , Xk(x).

A distribution is integrable if it can be spanned by commuting vector fields.
A torsionless linear connection ∇ on Q determines uniquely on T ∗Q an

n-dimensional distribution complementary to V. This distribution is called the
horizontal distribution associated with ∇ and is denoted by H . Obviously

V ⊕H = T T ∗Q

and the pair (H, V ) defines the so called almost product structure on T ∗Q [267].
Let {τ−1(U), (xi, pi)} be an induced coordinate system on T ∗Q. The horizontal

distribution H restricted to τ−1(U) is spanned by the n independent vector fields

Dj ≡ δ

δxj
= ∂

∂xj
+ �ji ∂

∂pi
, �ji = pk�kji .

The vertical distribution V restricted to τ−1(U) is spanned by the n independent
vector fields

Dj̄ ≡ Dj =
∂

∂pj
,

It follows that {Dα} = {Dj,Dj } = { δδxj , ∂
∂pj
} constitute a frame on τ−1(U). As the

frame is adopted to the almost product structure (H, V ) it is called adopted frame
on τ−1(U). The coframe {Dα} = {dxj , δpj }, dual to the adopted frame, is given
by

δpj = −�jidxi + dpj .

Another natural frame on τ−1(U) is the one related to canonical coordinates
(ξα) = (xi, pi), called Darboux frame {∂α} = {∂j , ∂j̄ } ≡ {∂j , ∂j } = { ∂

∂xj
, ∂
∂pj
}

with related dual coframe {dxj , dpj }. Both frames and coframes are related in the
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following way

(

δ
δx
∂
∂p

)

=
(

In �

0 In

)
(

∂
∂x
∂
∂p

)

,

(

dx

δp

)

=
(

In 0
−� In

)(

dx

dp

)

,

where (�)ij = �ij and �T = �.
Starting from a torsionless linear connection ∇ on Q, such that the components

in U of ∇ are �kji , the symmetric tensor of (2, 0)-type on τ−1(U) with component
matrix

g̃ =
(−2� In
In 0

)

(2.7.2)

in Darboux frame is called the Riemann extension of ∇. It follows that the
corresponding component matrix in the adopted frame is

g̃ =
(

0 In
In 0

)

.

Let ∇̃ be the Riemannian connection on T ∗Q associated with the Riemann
extension g̃. It is called a complete lift of ∇ to T ∗Q [268]. The non-zero connection
coefficients �̃αβγ in Darboux frame, calculated according to (2.6.16), where

G̃ = g̃−1 =
(

0 In

In 2�

)

,

are

�̃kij = �kij , �̃k̄
ij̄
= −�jik, (2.7.3)

�̃k̄ij = pl(2�rij�lrk + �lij,k − �lki,j − �ljk,i) = pl(�rij�lrk + �rik�lrj − �ljk,i −Rlijk).

The connection coefficients in the adopted frame cannot be calculated according to
formula (2.6.16) as Dα operators do not commute. The right formulas are more
complicated and we refer the reader to the literature [202, 267]. The non-zero
components �̃αβγ of the complete lift ∇̃ in the adopted frame are

�̃kij = �kij , �̃k̄
ij̄
= −�jik, �̃k̄ij = −plRlkij .
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If, for example, X̃ is a vector field on T ∗Q whose frame components are X̃α , then

∇̃βX̃α = Dβ(X̃α)+ �̃αβγ X̃γ

are exactly the frame components of the covariant derivative ∇̃X̃ of X̃.
A symplectic connection on T ∗Q is a symmetric linear connection ∇(S) on T ∗Q

such that ∇(S)ω = 0. So, the symplectic connection is defined locally by

∇(S)δ ωαβ = ∂δωαβ−ωκβ �̄καδ−ωακ �̄κβδ = 0, �̄δαβ = �̄δβα, α, β, δ = 1, . . . , 2n,

where �̄δαβ are the local components of ∇(S). In Darboux coordinates, as

(ωαβ) =
(

0 −In
In 0

)

,

we have

�̄βαδ − �̄αβδ = 0, �̄αβδ − �̄αδβ = 0, (2.7.4)

where

�̄αβδ := ωακ�̄κβδ.

From (2.7.4) one infers that if (M,ω) is a symplectic manifold and ∇ a linear
connection onM , then∇ is a symplectic connection if and only if for every Darboux
coordinate system in M the components �αβδ of ∇ are totally symmetric with
respect to the indices (α, β, δ).

Let ∇̃ be any symmetric linear connection on M and �̃δαβ = �̃δβα its local
components. Then one can verify that

�̄δαβ := �̃δαβ − 1
3ω

δκ(∇̃αωβκ + ∇̃βωακ), ωακωκβ = δαβ,

are the components of a symplectic connection [119]. Then,

�̄δαβ = �̃δαβ − 1
3 (∇̃αωβδ + ∇̃βωαδ)

= 1
3 (�̃δαβ + �̃βδα + �̃αβδ)− 1

3 (∂αωβδ + ∂βωαδ),

where �αβδ := ωακ�κβδ . Hence, in any Darboux coordinates

�̄δαβ = 1
3 (�̃δαβ + �̃βδα + �̃αβδ) (2.7.5)

we call this symplectic connection the symplectic connection on M induced by the
symmetric linear connection ∇̃ onM .
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Assume thatM is the cotangent bundle T ∗Q overQ, whereQ is n-dimensional
differentiable manifold endowed with a Riemannian metric g. From the previous
considerations we know that (T ∗Q,ω) with ω defined by (2.7.1) is a symplectic
manifold, but also (T ∗Q, g̃) with g̃ defined by (2.7.2) is a Riemannian manifold
and the Levi-Civita connection of the metric g̃ on T ∗Q is given by (2.7.3). This
connection induces the symplectic connection on T ∗Q according to (2.7.5). Thus,
we conclude that in the presented case the symplectic connection on T ∗Q is induced
by the Levi-Civita connection onQ [54, 55, 219].

From (2.7.3) and (2.7.5) one finds the components �̄δαβ of the symplectic

connection ∇(S) on T ∗Q in Darboux frame in terms of the Christoffel symbols
�kij of the metric g onQ

�̄ijk = �ijk, �̄ı̄
j̄ k
= −�jik, �̄ı̄

j k̄
= −�kji ,

�̄ı̄jk = pl(�rjk�lri + �rik�lrj − �lij,k − 1
3R

l
ijk − 1

3R
l
jik),

(2.7.6)

with the remaining components equal zero. In the adopted frame {Di,Dj } the
connection �̄αβγ takes the form

�̄ijk = �ijk, �̄ı̄
j̄ k
= −�jik, �̄ı̄jk = −

1

3
pl(R

l
ijk + Rljik), (2.7.7)

with the remaining components equal zero. Straightforward but tedious calculations
lead to the following components R̄αβγ δ for the curvature tensor of the symplectic

torsionless connection ∇(S) given by (2.7.6)

R̄ijkl = Rijkl, R̄ı̄
jkl̄
= 2

3R
l
(ij)k,

R̄ı̄jkl = − 1
3pr

(

Rrjkl;i + Rrikl;j − 6�rs(iR
s
j)kl + 4Rs(ij)[k�

r
l]s
)

, (2.7.8)

with all remaining independent components equal zero, where ( · , · ) and [ · , · ]
stand for the symmetrization and anti-symmetrization, respectively. From (2.7.8) it
is possible to calculate the components of the Ricci curvature tensor, R̄αβ = R̄γαγ β ,
receiving

R̄ij = 2
3Rij , R̄ij̄ = Kı̄j = R̄ı̄j̄ = 0. (2.7.9)

In an analogical way as it was done in the previous section, Riemann normal
coordinates can be introduced on T ∗Q with respect to the symplectic connection
∇(S).



Chapter 3
Classical Hamiltonian Mechanics

In this chapter we present the basic facts about the underlying structure of classical
Hamiltonian mechanics and in particular statistical Hamiltonian mechanics. The
theory is formulated in the frame of Poisson geometry and presymplectic geometry.
On the level of statistical Hamiltonian mechanics we introduce the language and
notions familiar from the quantum level in order to further unify both theories.
In particular we consider such issues as Hamiltonian representation of variational
problems of arbitrary order as well as the reduction of Poisson bi-vectors on
submanifolds, important for further separability theory.

3.1 Lagrange Formalism and Canonical Hamiltonian
Formalism

In this section we briefly remind the reader equations of motion of a particle in
Riemannian space Q and their relation with extremals of an appropriate functional
of first order. We also remind the reader a canonical Hamiltonian representation of
considered dynamics in cotangent bundle T ∗Q. What is important, the Hamiltonian
formalism is not necessarily related directly to some dynamics on configuration
space. We illustrate that fact presenting Ostrogradsky Hamiltonian representation in
a phase space for extremals of functionals of arbitrary order. We also present how
to adopt a flat Riemannian geometry to Ostrogradsky representation in the case of
functionals of a single variable.

3.1.1 Equations of Motion in Riemann Space

Having been equipped with the theory of the linear connection, we may return to
the concept of acceleration. Let (Q, g) be a Riemannian space and γ (t) be a curve
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in Q, parametrized by t . If we realize what is actually performed with the velocity
field v(t) on a curve in order to compute the acceleration a(t), we immediately
conclude that the acceleration at a given point on the curve is the absolute derivative
of the velocity field along the curve, or in other words the covariant derivative of the
velocity along the velocity itself

a = ∇ γ̇ γ̇ = ∇vv, v := γ̇ -the velocity vector.

A particularly interesting case arises when acceleration vanishes a = 0. Such
curves represent trajectories of a uniform motion (a free particle motion), i.e. are
a reasonable generalization of the notion of straight lines from R

n. The respective
curves, characterized by the equation

∇ γ̇ γ̇ = 0,

are called affinely parametrized geodesics. The geodesic equation in local coordi-
nates takes the form

ẍi + �ijkẋj ẋj ≡ xit t + �ijkxjt xkt = 0, i = 1, . . . , n (3.1.1)

so we get a system of n ordinary second-order differential equations for the
unknown functions xi(t), which parametrize γ in these coordinates. Equations
(3.1.1) follow immediately from (2.6.7). The geodesics in R

n, when expressed in
Cartesian coordinates, are “ordinary” straight lines

ẍi ≡ xit t = 0 
⇒ xi(t) = xi0 + vi0t, xi0 = xi(0), vi0 = xit (0).

In the general case, the first two terms of the expansion in t of the coordinate
representation of a geodesic are

xi(t) = xi(0)+ ẋi(0)t + 1
2 ẍ
i(0)t2 + . . . = xi0 + vi0t − 1

2�
i
jkv

j

0v
k
0 t

2 + . . .

Now, let us come back to the issue of the parametrization of geodesics. One
may also traverse the geodesic path, which corresponds to the uniform straight line
motion, non-uniformly. Although the acceleration does not vanish in this case, it
remains tangent to the path

∇ γ̇ γ̇ ∼ γ̇ 
⇒ ∇ γ̇ γ̇ = f (t)γ̇ .

Let γ a be an affinely parametrized geodesic and let γ := γ a ◦σ be a reparametrized
curve γ (t) = γ a(σ (t)), σ ′(t) > 0, then

∇ γ̇ γ̇ = σ ′′(t)γ̇ .
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Indeed, as γ̇ = σ ′(t)γ̇ a so

∇ γ̇ γ̇ = σ ′∇ γ̇ a (σ ′γ̇ a) = σ ′(σ ′′γ̇ a + σ ′∇ γ̇ a γ̇ a) = σ ′′σ ′γ̇ a
= σ ′′(t)γ̇ .

Affine reparametrization σ(t) = αt + β does not spoil the affine parametrization of
a geodesic. Thus, the affinely parametrized geodesic curve represents the motion of
a free particle of unit mass and is the solution of equations of motion

a = 0 ⇔ ai = 0, i = 1, . . . n,

where a is the acceleration vector.
If F(x) = F i(x)∂i is a force (vector) field acting on a particle, then the

parametric trajectory of a particle is a solution of the generalized Newton equation
in a Riemannian space (Q, g): a = F, which in local coordinates takes the form

xit t + �ijkxjt xkt = F i(x).

For the potential force field, when F(x) is a gradient vector field of a (by definition
negative) scalar potential (potential energy) V (x)

F (x) = −G dV (x) 
⇒ F i(x) = −Gij ∂jV (x), i = 1, . . . , n,

equations of motion take the form

xit t + �ijkxjt xkt = −Gij ∂jV (x), i = 1, . . . , n. (3.1.2)

In the case of a flat Riemannian space (pseudo-Euclidean space) there exist
flat coordinate systems for which �ijk = 0. A flat coordinate system which is
orthonormal, i.e. g(∂i, ∂j ) = ±1, is called pseudo-Euclidean coordinate system.
In the particular case of Euclidean space En and Euclidean (Cartesian) coordinates,
equations of motion (3.1.2) turn into the well known Newton equations

xit t = −∂iV (x) = F i(x), i = 1, . . . , n.

Now we show how to derive equations of motion (3.1.2) from a variational
problem. In a Riemann space (Q, g) let us consider a functional (action integral)
for the unit mass particle motion γ (t)

S[γ ] :=
∫ t2

t1

[

1
2g(γ̇ , γ̇ )− V (x)

]

dt ≡
∫ t2

t1

L(x, xt )dt, (3.1.3)
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where

L(x, xt ) = 1
2gij x

i
t x
j
t − V (x) = T (x, v)− V (x). (3.1.4)

The functional density L is called Lagrangian, T (x, v = xt ) is the kinetic energy
of the particle and V (x) the respective potential energy. Trajectories which are
extremals of the functional (3.1.3) are solutions of the so called Euler-Lagrange
equations

δS[γ ] = 0 ⇐⇒ δS

δxi
= 0 ⇐⇒ ∂L

∂xi
− d

dt

∂L

∂xit
= 0, i = 1, . . . , n, (3.1.5)

where δS[γ ] is a covector being a variational derivative of the functional (3.1.3) (see
next subsection for details of the derivation).

The most important is that Euler-Lagrange equations (3.1.5) are equivalent to
equations of motion (3.1.2) as they share the same set of solutions. Indeed, applying
the relation (2.6.16) to the Levi-Civita connection, we have

0 = ∂L

∂xk
− d

dt

∂L

∂xkt

= 1
2gij,kx

i
t x
j
t − 1

2
d
dt
(gkj x

j
t + gikxit )− ∂kV

= 1
2 (gij,kx

i
t x
j
t − gkj,r xrt xjt − gkj xjt t − gik,rxit xrt − gikxit t )− ∂kV

= −gkrxrt t − 1
2 (gik,j + gkj,i − gij,k )xit xjt − ∂kV

= −gkr
(

xrt t + �rij xit xjt
)

− ∂kV (x)

= −gkr
(

xrt t + �rij xit xjt +Grk∂kV (x)
)

.

The equivalence follows from the assumption that detg �= 0.

3.1.2 Hamiltonian Representation of Variational Problems

Let us remind the reader of the classical problem from analytical mechanics: how
to transform a Lagrangian representation of equations of motion (3.1.5), being a
system of n ordinary differential equations (ODE’s) of the second order on Q
(nonlinear in general), into a system of 2n ordinary differential equations of the
first order on T ∗Q? First, let us notice that equations (3.1.5) can be immediately
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transformed into a system of 2n ordinary differential equations of the first order on
TQ

xit = vi, i = 1, . . . , n, (3.1.6a)

∂L

∂xi
− d

dt

∂L

∂vi
= 0, i = 1, . . . , n. (3.1.6b)

Next, we transform equations (3.1.6) from TQ to the equivalent equations of motion
on T ∗Q. Notice that the metric tensor g maps any vector v ∈ TxQ onto the dual
covector p ∈ T ∗Q called generalized momentum

pk = gkivi = ∂L

∂vk
. (3.1.7)

Let us define the following function on T ∗Q

H(x, p) = pkvk(x, p)− L, (3.1.8)

where

vi = Gikpk
and follows from (3.1.7) and the invertibility of the metric g. For the Lagrangian L
of the form (3.1.4), i.e.

L(x, v) = 1
2gij v

ivj − V (x),

we get immediately

H(x, p) = 1
2G

ij (x)pipj + V (x) = T + V. (3.1.9)

Hamiltonian (3.1.9), or more precisely classical Hamiltonian, will be further called
a natural Hamiltonian, as it is the sum of kinetic energy T and potential energy V
of a particle of unit mass.

On T ∗Q equations of motion (3.1.6a), (3.1.6b) take the form

xit =
∂H

∂pi
, (pi)t = −

∂H

∂xi
. (3.1.10)

Equations of motion (3.1.6) and (3.1.10) are equivalent, and relations (3.1.7), (3.1.8)
are called the Legendre transformation, invertible as far as g is non-degenerate. In
fact, as

∂L

∂xi
= −∂H

∂xi
, vi = ∂H

∂pi
, pi = ∂L

∂vi
,
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so

0 = xit − vi = xit −
∂H

∂pi
,

and

0 = ∂L

∂xi
− d

dt

∂L

∂vi
= −∂H

∂xi
− (pi)t .

More information about Legendre transformation as well as their coordinate free
formulation the reader finds in the literature [116, 178, 258].

Equations of motion (3.1.10) are called canonical Hamiltonian equations of
motion on a spaceM = T ∗Q, called further the phase space. Coordinates (x, p) are
called canonical coordinates (Darboux coordinates). A coordinate pi, constructed
with the help of transformation (3.1.7), and called generalized momentum coordi-
nate (fiber coordinate), canonically conjugates with a position coordinate xi.

Now, we briefly demonstrate that the Hamiltonian formalism is not necessarily
directly related with particles dynamics, so in fact it is much more universal. Let us
consider the class of functionals

S =
∫ t2

t1

L(x, xt , xtt , . . .)dt (3.1.11)

where functional densities L[x] = L(x, xt , xtt , . . .) are differential functions of
arbitrary order. Consider the following problem: for which x(t) the functional
(3.1.11) attains a local extremum, minimum in particular. A necessary condition
of the extremum takes the form

d

dε
S(x + εη)|ε=0 = 0,

where η(t) is an arbitrary function that has at least as many t-derivatives as x(t)
does and vanishes at the endpoints t1 and t2. Then we have

d

dε
S(x + εη)|ε=0 =

∫ t2

t1

d

dε
L(x + εη)|ε=0 dt

=
∫ t2

t1

n
∑

i=1

(

∂L

∂xi
ηi + ∂L

∂xit

dηi

dt
+ ∂L

∂xit t

d2ηi

dt2
+ . . .

)

dt

by parts=
∫ t2

t1

n
∑

i=1

(

∂L

∂xi
− d

dt

∂L

∂xit
+ d2

dt2

∂L

∂xit t
− . . .

)

ηidt

=
∫ t2

t1

n
∑

i=1

δS

δxi
ηidt =

∫ t2

t1

〈δS, η〉 dt
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where δ =
(

δ
δx1 , . . . ,

δ
δxn

)

and

δS

δxi
=
∑

k≥0

(

− d
dt

)k ∂L

∂xikt

, xikt =
dk

dtk
xi (3.1.12)

is the variational derivative of functional (3.1.11) with respect to xi(t) [212]. From
arbitrariness of η it follows that functional (3.1.11) attains a local extremum for
xi(t) being solution of the following system of ODE’s

δS

δxi
=
∑

k≥0

(

− d
dt

)k
∂L

∂xikt

= 0, i = 1, . . . , n (3.1.13)

known as Euler-Lagrange equations. In particular, for L = L(x, xt ), equations
(3.1.13) reduce to the form (3.1.5) considered in the previous subsection. Notice
that

ker δ = Im
d

dt
. (3.1.14)

Example 3.1 Consider a two dimensional case with the notation x1 = x, x2 = y.
For density

L[x(t), y(t)] = − 1
2x

2
t + 2y2

t t + 1
3y

2xt + 1
6x

3

we have

δL

δx
= 1

2x
2 − d

dt

(

1
3y

2 − xt
)

= 1
2x

2 − 2
3yyt + xtt ,

δL

δy
= 2

3yxt +
d2

dt2
(4ytt ) = 2

3yxt + 4y4t .

If on the other hand

L[x(t), y(t)] = d

dt
(xy + xtyt ) = xty + xyt + xttyt + xtytt

then

δL

δx
= yt − d

dt
(y + ytt )+ d2

dt2
yt = 0,

δL

δy
= xt − d

dt
(x + xtt )+ d2

dt2
xt = 0

what illustrates the relation (3.1.14).
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To be more specific, let us consider an action functional S, whose density is
represented by a Lagrangian of m-th order

L = L (x, xt , . . . , xmt )

and which fulfills the non degeneracy condition

det

(

∂2L

∂ximt∂x
j
mt

)

�= 0.

The condition δS = 0 is equivalent with n ODE’s

δL

δxi
= 0, i = 1, . . . , n (3.1.15)

of order 2m (nonlinear in general), which are not related directly to any particle
dynamics. Nevertheless, there exists a generalized Legendre transformation to 2mn
dimensional phase space, where equations (3.1.15) are represented by a canonical
Hamiltonian equations

(qj,k)t = ∂H

∂pj,k
,
(

pj,k
)

t
= − ∂H

∂qj,k
(3.1.16)

in terms of the so called canonical Ostrogradsky variables (q, p) [262]

qj,k := xj(k−1)t , k = 1, . . . ,m, j = 1, . . . , n, (3.1.17)

pj,k = δL

δx
j

kt

:=
m−k
∑

i=0

(

− d
dt

)i ∂L

∂x
j

(k+i)t
(3.1.18)

with the Hamiltonian function in the form

H(q, p) =
n
∑

j=1

[

pj,mq
j,m
t +

m−1
∑

k=1

pj,kq
j,k+1

]

− L. (3.1.19)

Example 3.2 Consider the action

S[x(t)] =
∫
(

1
2x

2
t t − 5xx2

t + 5
2x

4
)

dt,

generated by the second order Lagrangian on the one-dimensional manifold and the
related 4-th order ODE

δL

δx
= x4t + 10xx2t + 5x2

t + 10x3 = 0.
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Then, Ostrogradsky coordinates are of the form

q1 = x, q2 = xt, p1 = δL

δxt
= −10xxt − x3t , p2 = δL

δxtt
= xtt

and the respective Hamiltonian

H(q, p) = p2q
2
t + p1q

2 − L = 1
2p

2
2 + q2p1 + 5q1(q2)2 − 5

2 (q
1)4.

Thus, four Hamiltonian equations (3.1.16) of the first order

(q1)t = ∂H

∂p1
= q2,

(q2)t = ∂H

∂p2
= p2,

(p1)t = −∂H
∂q1

= 10(q1)3 − 5(q2)2,

(p2)t = −∂H
∂q2

= −p1 − 10q1q2

are equivalent to one equation of the fourth order.

Example 3.3 Consider the action

S[x(t)] =
∫
(

1
2x

2
3t − 7xx2

t t + 35x2x2
t − 7x5

)

dt,

generated by the third order Lagrangian on the one-dimensional manifold and the
related 6-th order ODE

x6t + 14xx4t + 28xtx3t + 21x2
t t + 70x2xtt + 70xx2

t + 35x4 = 0.

Then, Ostrogradsky coordinates are of the form

q1 = x, q2 = xt, q3 = xtt , p1 = δL

δxt
= x5t + 14xx3t + 14xtxtt + 70x2xt ,

p2 = δL

δxtt
= −x4t − 14xxtt, p3 = δL

δx3t
= x3t

and the Hamiltonian (3.1.19)

H(q, p) = p3q
3
t +p1q

2+p2q
3−L = 1

2p
2
3+q2p1+q3p2+7q1(q3)2−35(q1)2(q2)2+7(q1)5.
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Again, six Hamiltonian equations of the first order

(q1)t = ∂H

∂p1
= q2,

(q2)t = ∂H

∂p2
= q3,

(q3)t = ∂H

∂p3
= p3,

(p1)t = −∂H
∂q1

= −7(q3)2 + 70q1(q2)2 − 35(q1)4,

(p2)t = −∂H
∂q2

= −p1 + 70(q1)2q2,

(p3)t = −∂H
∂q3

= −p3 − 14q1q3,

are equivalent to one equation of the 6-th order.

The presented examples demonstrate that the Ostrogradsky parametrization
(3.1.17), (3.1.18) of the phase space M = T ∗Q, where (qi) are local coordinates
in some Q, is “non physical” in the sense that it does not describe any particle
dynamics (3.1.2) on Q, as Hamiltonians (3.1.19) are not natural Hamiltonians
(3.1.9).

3.1.3 Newton Representation of Variational Problems

In this subsection we present a particular parametrization for higher order ODE’s
of a single variable, which turns them into a set of Newton equations in pseudo-
Euclidean space and then, as a consequence, into a Hamiltonian representation with
natural Hamiltonian function (3.1.9) [41]. In other words, we show the equivalence
between a single variable variational problem of arbitrary order with particle
dynamics in pseudo-Euclidean space. Later on we will call such constructions the
process of adaptation of Euclidean (Riemannian in general) geometry to Poisson
geometry (see Sect. 4.3) and will be important for the construction of position
representation (Riemannian representation) of quantum mechanics.

Let us consider some 2n-th order ordinary differential equations of a single
variable x in the form

x2nt + γ n+1[x] = 0, (3.1.20)
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where γ n+1[x] = γ n+1(x, xt , . . . , x2(n−1)t ) is a differential polynomial. We assume
that (3.1.20) is homogeneous with respect to the scaling transformation

x → εx, t → ε−1/2t . (3.1.21)

For these equations we introduce a new parametrization which turns them into a set
of Newton equations of the form

(rk)t t = rk+1 + fk(r1, . . . , rk), k = 1, . . . , n− 1, (3.1.22)

(rn)t t = fn(r1, . . . , rn),

where each variable rk scales as rk → εkrk and functions fk are homogeneous
polynomials of order k + 1 with respect to this scaling transformation. If equations
(3.1.22) are Lagrangian then its Lagrangian function has an indefinite kinetic energy
term and scales as L→ εn+2L.

Let us start from the 4-th order equations. A general 4-th order equation which is
homogeneous of order ε3 with respect to the scaling (3.1.21), has the form

x4t + a1xxtt + a2x
2
t + a3x

3 = 0, a1, a2, a3 = const. (3.1.23)

We are looking for a Newton representation

(r1)t t = r2 + b1(r
1)2, (r2)t t = b2r

1r2 + b3(r
1)3, b1, b2, b3 = const.

(3.1.24)

If r1 = x then r2 = xtt − b1x
2 and equations (3.1.24) are equivalent to (3.1.23) if

a1 = −2b1 − b2, a2 = −2b1, a3 = b1b2 − b3.

Thus every Eq. (3.1.23) admits the Newton representation (3.1.24), where

b1 = − 1
2a2, b2 = a2 − a1, b3 = 1

2a1a2 − 1
2a

2
2 − a3.

If we assume that Eq. (3.1.23) is Lagrangian, with

L[x] = 1
2x

2
t t + axx2

t + bx4, a, b = const., (3.1.25)

(homogeneous of order ε4) then its Euler-Lagrange equation

δL

δx
= x4t − 2axxtt − ax2

t + 4bx3 = 0 (3.1.26)
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is equivalent to

(r1)t t = r2 + 1
2a(r

1)2, (r2)t t = ar1r2 + ( 1
2a

2 − 4b)(r1)3, (3.1.27)

which also follows from the natural Lagrangian

L[r] = rTt grt −V (r) = r1
t r

2
t + 1

2a(r
1)2r2+ ( 1

8a
2−b)(r1)4+ 1

2 (r
2)2, (3.1.28)

where

g =
(

0 1
1 0

)

,

so (r1, r2) are flat, non-orthogonal coordinates. Notice that L[r(x)] = −L[x]
modulo total derivative. System (3.1.27) is also Hamiltonian with the Hamiltonian
function

H = y1y2 − 1
2a(r

1)2r2 + (b − 1
8a

2)(r1)4 − 1
2 (r

2)2, (3.1.29)

where y1 = (

r2
)

t
, y2 = (

r1
)

t
are conjugate momentum. So, the natural

Hamiltonian representation of the variational problem (3.1.25), (3.1.26) is as follows

(r1)t = y2,

(r2)t = y1,

(y1)t = r1r2 + ( 1
2a

2 − 4b)(r1)3,

(y2)t = 1
2a(r

1)2 + r2,

as

r1 = x, r2 = xtt − 1
2ax

2,

y1 = (r2)t = x3t − axxt, y2 = (r1)t = xt .
On the other hand, the Hamiltonian representation of Lagrangian dynamics

(3.1.25) in Ostrogradsky representation (3.1.17), (3.1.18) takes the form

q1 = x, q2 = xt , p2 = δL

δxtt
= xtt ,

p1 = δL

δxt
= 2axxt − x3t ,

H = p2q
2
t + p1q

2 − L = 1
2p

2
2 + q2p1 − aq1(q2)2 − b(q1)4
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and hence

(q1)t = q2,

(q2)t = p2,

(p1)t = a(q2)2 + 4b(q1)3,

(p2)t = −p1 + 2aq1q2.

Both representations are related by the following canonical transformation (see
Sect. 4.1.4 for details) of the phase space coordinates

r1 = q1, r2 = p2 − 1
2a(q

1)2,

y1 = −p1 + aq1q2, y2 = q2.

Example 3.4 The Newton representation of the variational problem from Example
3.2 is as follows. As a = −5 and b = 5

2 then

r1 = x, r2 = xtt + 5
2x

2,

y1 = r2
t = x3t + 5xxt, y2 = r1

t = xt ,

H = y1y2 + 5
2 (r

1)2r2 − 5
8 (r

1)4 − 1
2 (r

2)2,

and hence

(r1)t = y2,

(r2)t = y1,

(y1)t = r1r2 + 5
2 (r

1)3,

(y2)t = − 5
2 (r

1)2 + r2.

Both Ostrogradsky and Newton representations are related by the following trans-
formation

r1 = q1, r2 = p2 + 5
2 (q

1)2,

y1 = −p1 − 5q1q2, y2 = q2.

The 4-th order case suggests that there is a unique Newton representation (3.1.22)
for the ODE in the form (3.1.20). In fact this is an exceptional case. For higher
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order ODE’s we have a lot of freedom in the construction of admissible Newton
representations. To see this let us consider the 6-th order case in detail. The most
general equation (3.1.20) of 6-th order is

x6t + a1xx4t + a2xtx3t + a3x
2
t t + a4xx

2
t + a5x

2xtt + a6x
4 = 0. (3.1.30)

The admissible Newton representation reads

(r1)t t = r2 + b1(r
1)2,

(r2)t t = r3 + b2r
1r2 + b3(r

1)3, (3.1.31)

(r3)t t = b4r
1r3 + b5(r

1)2r2 + b6(r
1)4 + b7(r

2)2,

where

r1 = x, r2 = xtt − b2x
2, r3 = x4t − 2b1x

2
t − (2b1 + b2)xxtt + (b1b2 − b3)x

3.

Equivalence of (3.1.31) and (3.1.30) requires that

a1 = −(2b1 + b2 + b4), a2 = −(8b1 + 2b2), a3 = −(6b1 + b2 + b7),

a4 = 6b1b2 + 2b1b4 − 6b3, a5 = 3b1b2 + 2b1b4 + b2b4 + 2b1b7 − 3b3 − b5,

a6 = b3b4 + b1b5 − b1b2b4 − b2
1b7 − b6. (3.1.32)

This is an undetermined system of equations, so we have some freedom in the choice
of the Newton representation (3.1.31). We can fix one bi coefficient arbitrarily
and then solve (3.1.32) with respect to the other bj coefficients. For example, if
we choose a solution with fixed b1, then we obtain the Newton equations (3.1.31)
parametrized by b1

b2 = − 1
2a2 − 4b1,

b3 = − 1
6a4 − 1

3 (a1 + a2)b1 − 10
3 b

2
1,

b4 = −a1 + 1
2a2 + 2b1,

b5 = 1
2a4 − a5 − 1

4a
2
2 + 1

2a1a2 + (3a1 − 3
2a2 − 2a3)b1 − 10b2

1,

b6 = −a6 + 1
6a1a4 − 1

12a2a4 + ( 1
6a4 − a5 + 1

3a
2
1 − 1

6a
2
2 + 1

6a1a2)b1

+ ( 5
3a1 − 4

3a2 − a3)b
2
1 − 20

3 b
3
1,

b7 = 1
2a2 − a3 − 2b1.
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Let us consider the subclass of Lagrangian systems. The most general Lagrangian
for (3.1.30) (up to a total t-derivative) reads

L[x] = 1
2x

2
3t + axx2

t t + bx2x2
t + dx5, (3.1.33)

where a, b, d are some suitable constants, and its Euler-Lagrange equation yields

δL

δx
= x6t −2axx4t −4axtx3t −3ax2

t t+2bx2xtt +2bxx2
t −5dx4 = 0. (3.1.34)

Then, in terms of Newton variables, we obtain the following (b1-parametrized)
equations

(r1)t t = r2 + b1(r
1)2,

(r2)t t = r3 + (2a − 4b1)r
1r2 + (− 1

3b + 2ab1 − 10
3 b

2
1)(r

1)3,

(r3)t t = 2b1r
1r3 + (−b + 6ab1 − 10b2

1)(r
1)2r2 + (5d − 5

3bb1 + 5a2b2
1 − 20

3 b
3
1)(r

1)4

+ (a − 2b1)(r
2)2, (3.1.35)

with the natural Lagrangian

L[r] = rTt grt − V (r)

= 1
2 (r

2
t )

2 + r1
t r

3
t + r2r3 + b1(r

1)2r3 + (−1

3
b + 2ab1 − 10

3 b
2
1)(r

1)3r2

+ (a − 2b1)r
1(r2)2 + (d − 1

3bb1 + a2b2
1 − 4

3b
3
1)(r

1)5 (3.1.36)

where

g =
⎛

⎝

0 0 1
0 1 0
1 0 0

⎞

⎠ ,

so (r1, r2, r3) are again flat, non-orthogonal coordinates. Notice that L[r] = L[x]
modulo total derivative. System (3.1.35) is also Hamiltonian with the Hamiltonian
function

H = 1
2y

2
2 + y1y3 − r2r3 − b1(r

1)2r3 + (1
3
b − 2ab1 + 10

3 b
2
1)(r

1)3r2

− (a − 2b1)r
1(r2)2 + (−d + 1

3bb1 − a2b2
1 +

4

3
b3

1)(r
1)5, (3.1.37)
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where y1 =
(

r3
)

t
, y2 =

(

r2
)

t
and y3 =

(

r1
)

t
are conjugate momenta. So, the

natural Hamiltonian representation of the variational problem (3.1.25), (3.1.26) is
as follows

(r1)t = y3,

(r2)t = y2,

(r3)t = y1,

(y1)t = 2b1r
1r3 − (b − 6ab1 + 10b2

1)(r
1)2r2 + (a − 2b1)(r

2)2

+ 5(d − 1
3bb1 + a2b2

1 − 4
3b

3
1)(r

1)4,

(y2)t = r3 − ( 1
3b − 2ab1 + 10

3 b
2
1)(r

1)3 + 2(a − 2b1)r
1r2,

(y3)t = r2 + b1(r
1)2,

as

r1 = x, r2 = xtt − b1x
2,

r3 = x4t − 2b1x
2
t + 2(b1 − a)xxtt + 1

3 (b − 2b2
1)x

3,

y1 = x5t − 2(a + b1)xtxtt + 2(b1 − a)xx3t + (b − 2b2
1)x

2xt ,

y2 = x3t − 2b1xxt, y3 = xt .

On the other hand, the Hamiltonian representation of Lagrangian dynamics
(3.1.33) in Ostrogradsky representation (3.1.17), (3.1.18) takes the form

q1 = x, q2 = xt , q3 = xtt ,

p1 = δL

δxt
= x5t − 2axx3t − 2axtxtt + 2bx2xt ,

p2 = δL

δxtt
= −x4t + 2axxtt, p3 = δL

δx3t
= x3t ,

H = p3q
3
t + p2q

3 + p1q
2 − L

= 1
2p

2
3 + q3p2 + q2p1 − aq1(q3)2 − b(q1)2(q2)2 − d(q1)5
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and hence

(q1)t = q2,

(q2)t = q3,

(q3)t = p3,

(p1)t = a(q3)2 + 2bq1(q2)2 + 5d(q1)4,

(p2)t = −p1 + 2b(q1)2q2,

(p3)t = −p2 + 2aq1q3.

Both representations are related by the following transformation of the phase space
coordinates

r1 = q1,

r2 = q3 − b1(q
1)2,

r3 = −p2 − 2b1(q
2)2 + 2b1q

1q3 + 1
3 (b − 2b2

1)(q
1)3,

y1 = p1 + 2b1q
1p3 − 2b1q

2q3 − (b + 2b2
1)(q

1)2q2,

y2 = p3 − 2b1q
1q2,

y3 = q2,

which again is the canonical transformation.

Example 3.5 The Newton representation of the variational problem from Example
3.3 is as follows. As a = d = −7 and b = 35 then, for b1 = 1

2a, we find

r1 = x, r2 = xtt + 7
2x

2,

r3 = x4t + 7x2
t + 7xxtt + 7

2x
3,

y1 = x5t + 21xtxtt + 7xx3t + 21

2
x2xt ,

y2 = x3t + 7xxt, y3 = xt .

H = 1
2y

2
2 + y1y3 − r2r3 + 7

2 (r
1)2r3 + 7

2 (r
1)3r2 − 21

4 (r
1)5,
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and hence

(r1)t = y3,

(r2)t = y2,

(r3)t = y1,

(y1)t = −7r1r3 − 21
2 (r

1)2r2 + 105
4 (r

1)4,

(y2)t = r3 − 7
2 (r

1)3,

(y3)t = r2 − 7
2 (r

1)2.

Both Ostrogradsky and Newton representations are related by the following trans-
formation

r1 = q1,

r2 = q3 + 7
2 (q

1)2,

r3 = −p2 + 7(q2)2 − 7q1q3 + 7
2 (q

1)3,

y1 = p1 − 7q1p3 + 7q2q3 − 119
2 (q

1)2q2,

y2 = p3 + 7q1q2,

y3 = q2.

3.2 Coordinate Free Formulation of Hamiltonian Mechanics

In the previous section we reminded the reader of the standard canonical formulation
of classical Hamiltonian mechanics via an appropriate Legendre transformation
from Lagrangian representation. Nevertheless, the modern Hamiltonian mechanics
is formulated independently of the Lagrangian formalism (variational problems) and
what important, in a coordinate free way. In consequence, Hamiltonian formalism
not always has to be related with some dynamics in a Riemanian space. As will
be presented in the following section, Hamiltonian mechanics will be formulated
in the language of Poisson geometry (presymplectic geometry) not Riemaniann
geometry. It means that dynamical systems it describes, are from Poisson manifolds.
Nevertheless, in some particular class of examples, when the Poisson manifolds will
be chosen as the cotangent bundle of some Riemaniann spaces, the Riemannian
geometry can be adopted to Poisson geometry with great freedom in choosing an
appropriate metric tensors. That observation will be crucial for further quantization
procedure developed in the second part of the book.
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3.2.1 Poisson and Presymplectic Manifolds

Consider a manifold M of dimM = m, the algebra F(M) of smooth, real-valued
functions onM and a duality map 〈., .〉 : T ∗M×TM −→ F(M). A Poisson tensor
� of co-rank r onM is a bi-vector� ∈ �2(M) with vanishing Schouten-Nijenhuis
bracket [180]:

[�,�]S = 0, (3.2.1)

whose kernel is spanned by exact one-forms

ker� = Sp{dci}i=1,...,r ,

i.e. �dci = 0 according to the notation in (2.2.6). In a local coordinate system
(ζ 1, . . . , ζm) onM we have

� =
m
∑

i<j

�ij
∂

∂ζ i
∧ ∂

∂ζ j
, (3.2.2)

while the Poisson property (3.2.1) takes the form of the so called Jacobi equation

�jl∂l�
ik +�il∂l�kj +�kl∂l�ji = 0, ∂i := ∂

∂ζ i
(3.2.3)

and is derived as a particular case of the formula (2.3.13) for r = k = 2 and
R = K = �. Any smooth function c(ζ ) ∈ F(M) is called a Casimir function of
the Poisson tensor� if�dc = 0.

Having a Poisson tensor we can define a Hamiltonian vector fields on M . A
vector field XH related to a functionH ∈ F(M) by the relation

XH = �dH, (3.2.4)

(consistent with the notation defined by (2.2.6)), is called the Hamiltonian vector
field with respect to the Poisson tensor �. The function H is called a Hamiltonian
function or simply a Hamiltonian.

Poisson tensor� induces the Lie algebra structure into the associative algebra of
functions F(M) through a particular Lie bracket

{., .} : F(M)× F(M) −→ F(M),

{F,G}� := �(dF, dG) = 〈dF,�dG〉 , (3.2.5)
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that additionally satisfies Leibniz rule, i.e. the bracket is also a derivation for
multiplication in the algebra of functions. Such bracket is called a Poisson bracket.
Indeed

1. {F,G}� = −{G,F }�, antisymmetry,
2. {F,GH }� = {F,G}�H +G{F,H }�, Leibniz rule,
3. {F, {H,G}�}� + {H, {G,F }�}� + {G, {F,H }�}� = 0, Jacobi identity ⇐⇒
[�,�]S = 0.

Antisymmetry is obvious. The Leibniz rule follows from the fact that d(FG) =
(dF )G+ F(dG). To show the Jacobi identity notice that

{F, {H,G}�}� = {F, dHi�ij dGj }� = {F,�ijH,iG,j }� = �rsF,r (�ijH,iG,j ),s
= �rs�ijF,rH,isG,j +�rs�ijF,rG,jsH,i +�rs�ij,sF,rH,iG,j

and moreover �ij = −�ji, F,ij = F,ji , where �ij,s ≡ ∂s�
ij and F,ij = ∂i∂jF .

Thus

{F, {H,G}�}�+ c.p. = (�rs�ij,s +�is�jr,s +�js�ri,s )F,rH,iG,j = 0 (3.2.6)

according to (3.2.3). Such an algebra is called a Poisson algebra and a pair (M,�)
is called a Poisson manifold.

The distinguished representation (canonical representation) of arbitrary Poisson
tensor is described by the Darboux theorem. It claims that if a Poisson bi-
vector � on m-dimensional manifold M (dimM = m = 2n + r) has constant
rank 2n on some open domain, then there are local coordinates (ζ 1, . . . , ζm) =
(ξ1, . . . , ξ 2n, c1, . . . , cr ), where ci are Casimir coordinates, such that

� =
n
∑

i=1

∂ξi ∧ ∂ξn+i ,
(

�ij
)

=
⎛

⎝

0 In 0
−In 0 0

0 0 0

⎞

⎠ , (3.2.7)

where In is n-dimensional unit matrix.
The Casimir functions ci(ζ ) of � define a foliation of M denoted further by S.

This foliation consists of the leaves Sν = {ζ ∈ M : ci(ζ ) = νi , i = 1, . . . , r},
ν = (νr , . . . , νr ). From the Darboux theorem it is obvious that the restriction of
� to any leaf Sν , i.e. πν := �|Sν is a non degenerate Poisson bi-vector. Such a
foliation is called the symplectic foliation of a Poisson manifold (M,�) and Sν is
called a symplectic leave.

Further, a presymplectic form
 onM is defined by a two-form that is closed, i.e.
d
 = 0, degenerate in general. Thus, in a local coordinate system (ζ 1, . . . , ζm) on
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M the two-form
 is represented by


 =
m
∑

i<j


ij dζ
i ∧ dζ j , (3.2.8)

while the closeness condition takes the form

∂i
jk + ∂k
ij + ∂j
ki = 0. (3.2.9)

Moreover, the kernel of any presymplectic form is an integrable distribution

ker
 = Sp{Zi}i=1,...,r , [Zi,Zj ] = 0. (3.2.10)

A pair (M,
) is called a presymplectic manifold.
Like for Poisson bi-vectors, there exists the Darboux theorem for presymplectic

forms. It claims that if a presymplectic form 
 on m-dimensional manifold M
(dimM = m = 2n + r) has a constant rank 2n on some open domain, then there
are local coordinates (ζ 1, . . . , ζm) = (ξ 1, . . . , ξ2n, c1, . . . , cr ), such that


 =
n
∑

i=1

dξn+i ∧ dξi , (
ij ) =
⎛

⎝

0 −In 0
In 0 0
0 0 0

⎞

⎠ . (3.2.11)

Coordinates, in which� and
 take the canonical forms (3.2.7), (3.2.11) are canon-
ical coordinates (Darboux coordinates). Canonical coordinates can be equivalently
defined in the following way. Coordinates (ζ 1, . . . , ζm) are canonical if and only if

{ζ i , ζ j }� = �ij (3.2.12)

where�ij are given by (3.2.7).
A vector field XF related to a function F ∈ F(M) by the relation


XF = dF (3.2.13)

is called the inverse Hamiltonian vector field with respect to the presymplectic form

.

Any non-degenerate (r = 0) closed two form ω onM is called a symplectic form.
The inverse of a symplectic form is a non-degenerate Poisson bi-vector π , called an
implectic operator which satisfies

(ωπ)α = α, α ∈ T �M
(πω)v = v, v ∈ TM.
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Thus, if some ω satisfies relations (3.2.9) then its inverse satisfies respective
relations (3.2.3). In such a case

ω−1 = π 
⇒ XH = XH . (3.2.14)

Notice that in what follows we will use small letters to denote non-degenerate
Poisson and symplectic tensors and the capital letters otherwise. Hence, in the non-
degenerate case, the theory of Hamiltonian systems coincides with the theory of
inverse Hamiltonian systems. Moreover, a symplectic operator ω defines the same
Poisson bracket as the related implectic operator π

{F,G}ω := ω(XF ,XG) = 〈ωXF ,XG〉 =
〈

ωXF ,XG

〉

= 〈dF,XG〉
= 〈dF, πdG〉 = π(dF, dG) = {F,G}π .

(3.2.15)

Darboux theorem suggests an admissible construction of symplectic two-forms
and implectic bi-vectors with the help of appropriate 1-forms and vector fields.
Such a construction will be particulary important for further quantization process.
Let (X1, . . . , X2n) be a collection of 2n linearly independent vector fields on M ,
which commute [Xβ,Xγ ] = 0. Then

π =
n
∑

i=1

Xi ∧Xn+i

is a Poisson bivector, as from the commutativity of vector fields follows immediately
the vanishing of related Schouten-Nijenhuis bracket [π, π ]S = 0.

Let (α1, . . . , α2n) be a collection of 1-forms, linearly independent on M , which
are exact: αβ = dfβ . Then

ω =
n
∑

i=1

αn+i ∧ αi

is a closed two-form. Besides, if αβ is a 1-form dual to vector field Xβ , i.e. when
〈

αβ,Xγ
〉 = Xγ (αβ) = δβγ , then

ωπ = πω = I2n.

Classical Hamiltonian dynamical system on a Poisson manifold is defined by a
system of the first order ODE’s in a coordinate free form (tensorial form)

ξ t = XH(ξ) = �dH 
⇒ ξ it = �ij (dH)j , (3.2.16)
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Hence, the solutions of the system (3.2.16) are represented by a classical flow,
generated by the Hamiltonian vector field XH . Alternatively, equations of motion
(3.2.16) can be represented by an appropriate Poisson bracket

ξ it = {ξ i,H }� (3.2.17)

as

{ξ i ,H }� = ξ i,k�kjH,j = δik�kjH,j = �ijH,j = �ij (dH)j .

In Sect. 3.1.2 we considered the particular (but very important from physi-
cal point of view) example of a Poisson manifold being a phase space M =
T ∗Q, dimM = 2n, i.e. a cotangent bundle to some Riemannian space (Q, g)
(configuration space) of dimQ = n, with canonical parametrization (ξ) =
(x1, . . . , xn, p1, . . . , pn) which means that

{xi, xj } = {pi, pj } = 0, {xi, pj } = δij .

Then, equations of motion (3.1.2)

xit t + �ijkxjt xkt = −Gij ∂iV (x), i = 1, . . . , n

of a particle, moving in a base space Q under the influence of a force of potential
V (x), have the canonical Hamiltonian representation in the phase space T ∗Q in a
form

(

x

p

)

t

=
(

∂H
∂p

− ∂H
∂x

)

=
(

0 In

−In 0

)

⎛

⎝

∂H
∂x

∂H
∂p

⎞

⎠ = πdH (3.2.18)

with natural Hamiltonian (3.1.9). Notice that in a canonical basis, Hamiltonian
vector fields are given by the formula

XH =
(

∂piH
)

∂xi −
(

∂xiH
)

∂pi

and Poisson bracket of a pair of functions A(x, p), B(x, p) by the formula

{A,B} = ∂A

∂xi

∂B

∂pi
− ∂A

∂pi

∂B

∂xi
. (3.2.19)

Example 3.6 Let us consider the Hénon-Heiles system [146] in the phase space
R

4 = T ∗E2 and the canonical representation (x, y, pxpy), with the Hamiltonian

H = 1
2p

2
x + 1

2p
2
y + x3 + 1

2xy
2.



78 3 Classical Hamiltonian Mechanics

Equations of motion are of the form

⎛

⎜

⎜

⎝

x

y

px

py

⎞

⎟

⎟

⎠

t

=

⎛

⎜

⎜

⎝

px

py

−3x2 − 1
2y

2

−xy2

⎞

⎟

⎟

⎠

= πdH,

where

π =

⎛

⎜

⎜

⎝

0 0 1 0
0 0 0 1
−1 0 0 0

0 −1 0 0

⎞

⎟

⎟

⎠

. (3.2.20)

The next example presents a more general case of a Poisson manifold, not related
to any particular configuration space.

Example 3.7 Let us consider the Euler equations of motion of a rigid body, so called
Euler top, as an example of Hamiltonian dynamics on a three dimensional Poisson
manifold (in this case being the Lie algebra so(3))

⎛

⎝

ω1

ω2

ω3

⎞

⎠

t

=

⎛

⎜

⎜

⎝

I2−I3
I2I3

ω2ω3

I3−I1
I1I3

ω1ω3

I1−I2
I1I2

ω1ω2

⎞

⎟

⎟

⎠

=
⎛

⎝

0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

⎞

⎠ d

(

1

2

ω2
1

I1
+ 1

2

ω2
2

I2
+ 1

2

ω2
3

I3

)

= �dH,
where ωi are components of body angular momentum and Ii are the moments of
inertia about the coordinate axis. As the manifold is of odd dimension, the Poisson
tensor is degenerate and the Casimir function is of the form c = ω2

1 + ω2
2 + ω2

3.

Finally, let us recall two identities important for further considerations. Let� be
a Poisson bi-vector and
 be a closed two-form, then

L�α�+�dα� = 0, Lv
 = d(
v), (3.2.21)

where v ∈ TM and α ∈ T ∗M . The second identity follows immediately from
relations (2.5.20)–(2.5.22)

Lv
 = (d iv + ivd)
 = d iv
 = d(
v),

while the proof of the first identity is a bit more involved and can be found in [24].
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3.2.2 Tensor Invariants of Hamiltonian Systems

In this subsection we turn our attention to various tensor invariants of a given
Hamiltonian flow. Assume that (M,�) is a given Poisson manifold and XH =
�dH is a respective Hamiltonian vector field, which in a local basis (ζ 1, . . . , ζm)

takes the form

XH = �ij
(

∂jH
)

∂i = XiH ∂i, i, j = 1, . . . ,m.

As was demonstrated in Sect. 2.5, a change of considered tensor field T along a
Hamiltonian flow φHt , generated by a vector field XH , is measured by the Lie
derivative LXH

d

dt
T = ∂

∂t
T + LXH T . (3.2.22)

So, a tensor field T , which does not depend explicitly on t , is invariant along the
flow φHt if

LXH T = 0.

The invariant scalar field F is called a constant of motion. Thus F ∈ F(M) is the
constant of motion if

0 = LXHF = XH(F) = �ij
(

∂jH
)

(∂iF ) = {F,H }�.

We say that F is in involution withH . It means that if we fix a trajectory of the flow,
F has a constant value for all points from that trajectory.

Observation 1 This is a proper moment to observe why bi-vectors with a vanishing
Schouten-Nijenhuis bracket (3.2.1) lead to a natural, coordinate free, generalization
(3.2.4) of canonical Hamiltonian equations of motion (3.2.18). In the canonical
formulation (3.2.18), with the Poisson tensor in the form of a constant bi-vector,
the related Poisson bracket of two constants of motion is either equal to zero or
to another constant of motion. To keep that property for a non-constant bi-vector,
the Jacobi property (3.2.6) is required. On the other hand, Jacobi identity follows
from Jacobi equation (3.2.3) which is a consequence of vanishing of the Schouten-
Nijenhuis bracket (3.2.1).

Invariant vector field Y which fulfils the condition

0 = LXH Y = [XH, Y ] (3.2.23)

is called a symmetry (or more precisely a symmetry generator) of a Hamiltonian flow
generated by XH . If by φt we denote the flow generated by XH and by φτ the flow
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generated by Y , then φτ is the one-parameter group of symmetries of Hamiltonian
flow φt if

φt ◦ φτ − φτ ◦ φt = 0.

On the level of respective infinitesimal generators it means their commutativity
(3.2.23).

Poisson tensor� itself is tensor invariant of type (0, 2), i.e.

LXH� = 0.

It follows from the fact that [XH,XH ] = 0 and�(dH, dH) = 0 :

0 = LXHXH = LXH�dH = (LXH�)dH +�(LXH dH)
= (LXH�)dH +�d(LXHH) = (LXH�)dH 
⇒ LXH� = 0.

Assume now that F is a scalar field. Then we have

�d{H,F }� (3.2.2)= �dLXFH
(3.2.2)= LXF�dH = LXFXH = −[XH,XF ],

(3.2.24)

where XF = �dF . It means that the map �d : F(M) → T (0,1)(M) is an
anti-homomorphism of the Poisson algebra of scalar fields into the Lie algebra of
vector fields. It also means that a respective Hamiltonian vector field XF such that
[XH,XF ] = 0, is related with any constant of motion F i.e. XF is a symmetry
generator of the flow. It is nothing but the expression of the Noether theorem in
the Hamiltonian formulation. It says that for the arbitrary Hamiltonian system, a
Hamiltonian symmetry is related with the constant of motion and vice versa, a
constant of motion is related with the Hamiltonian symmetry. Observe that the
number of all symmetries of a given flow is larger in general than the number
of constants of motion, as beside Hamiltonian symmetries there may exist non-
Hamiltonian symmetries as well.

When the Poisson bi-vector is impectic, then in an obvious way the tensor field
T (2,0) = ω = π−1 is also the invariant of considered Hamiltonian flow

LXHω = 0.

3.2.3 Dual Poisson-Presymplectic Pairs

As was shown in the previous subsection, if the Poisson structure is nondegenerate,
i.e. if the rank of the Poisson tensor is equal to the dimension of a manifold, then



3.2 Coordinate Free Formulation of Hamiltonian Mechanics 81

the manifold becomes a symplectic manifold with a symplectic structure being just
the inverse of the Poisson structure. In such a case there exists an alternative (dual)
description of Hamiltonian vector fields in the language of symplectic geometry
as inverse Hamiltonian systems coincide with Hamiltonian systems (3.2.14). So, a
natural question arises, whether one can relate Hamiltonian and inverse Hamiltonian
pictures in the degenerate case, when there is no natural inverse of the Poisson
tensor [101]. For such a case we introduce the notion of dual Poisson-presymplectic
structures [38].

A pair (π, ω) is called a dual implectic-symplectic pair on M if π is a a non-
degenerate Poisson tensor, ω is a non-degenerate closed two-form and the following
partition of unity holds on TM , respectively on T ∗M: I = πω and I = ωπ. So, in
the non-degenerate case, dual implectic-symplectic pair is a pair of mutually inverse
operators onM .

Let us extend these considerations onto a degenerate case. In order to do it
let us introduce the concept of a dual pair [38]. Consider a manifold M of an
arbitrary dimension m. A pair of tensor fields (�,
) on M of co-rank r , where �
is a Poisson bi-vector and 
 is a closed two-form, is called a dual pair (Poisson-
presymplectic pair) if there exists r exact one-forms αi = dci and r linearly
independent commuting vector fields Zi , such that the following conditions are
satisfied:

1. αi(Zj) = Zj(ci) = δij , i, j = 1, 2 . . . r .
2. ker� = Sp{dci : i = 1, . . . r}.
3. ker
 = Sp{Zi : i = 1, . . . r}.
4. The following partition of unity holds on TM , on T ∗M respectively

I = �
+
r
∑

i=1

Zi ⊗ dci, I = 
�+
r
∑

i=1

dci ⊗ Zi. (3.2.25)

Condition 1 of the above definition implies that the distribution Z spanned by
the vector fields Zi is transversal to the symplectic foliation S. Thus, for any x ∈ M
we have

TxM = TxSν ⊕ Zx , T ∗x M = T ∗x Sν ⊕ Z∗x

where Sν is a leaf from the foliation S that passes through x, the symbol⊕ denotes
the direct sum of the vector spaces, Zx is the subspace of TxM spanned by the
vectors Zi at this point, T ∗x Sν is the annihilator of Zx and Z∗x is the annihilator of
TxSν . Condition 2 of the above definition implies that Im(�) = T S, Condition 3
means that Im(
) = T ∗S and Condition 4 describes the degree of degeneracy of
our pair.

A presymplectic form
 plays the role of an ’inverse’ of Poisson bivector� in the
sense that on any symplectic leaf of the foliation defined by ker�, the restrictions of

 and� are inverses of each other. Contrary to the non-degenerate case, for a given



82 3 Classical Hamiltonian Mechanics

Poisson tensor� the choice of its dual is not unique. Also for a given presymplectic
form 
 the choice of a dual Poisson tensor is not unique either. We will come back
to that problem at the end of this subsection.

For the degenerate case the Hamiltonian and the inverse Hamiltonian vector
fields are defined in the same way as for the non-degenerate case, but for degenerate
structures the notion of Hamiltonian and inverse Hamiltonian vector fields do not
coincide any more. For any degenerate dual pair one can find a Hamiltonian vector
field that is not inverse Hamiltonian and an inverse Hamiltonian vector field that is
not a Hamiltonian one. Actually, assume that (�,
) is a dual pair, XF = �dF

is a Hamiltonian vector field and dF = 
XF is an inverse Hamiltonian one-form,
where XF is an inverse Hamiltonian vector field. Having applied
 to both sides of
the Hamiltonian vector field, � to both sides of the inverse Hamiltonian one-form
and using the decomposition (3.2.25) we find that

dF = 
(XF )+
r
∑

i=1

Zi(F )dci, XF = XF −
r
∑

i=1

XF (ci)Zi. (3.2.26)

It means that an inverse Hamiltonian vector field XF is simultaneously a Hamil-
tonian vector field XF , i.e. XF = XF , if dF is annihilated by ker(
) and XF

is annihilated by ker(�). Besides, for any dual pair (�,
), the following useful
relations hold

LXF� = 0, LXF 
 = 0, LZi� = 0, LZi
 = 0, i − 1, . . . , r.

(3.2.27)

The first relation was proved in (3.2.2). The second one follows immediately from
(3.2.21)

LXF
 = d(
XF ) = d(dF ) = 0.

For the third one we have

0 = LZi (�dcj ) = LZi (�)dcj +�LZi (dcj )
= LZi (�)dcj +�d(LZi cj ) = LZi (�)dcj +�d(δij )
= LZi (�)dcj 
⇒ LZi� = 0.

Finally, the forth relation also follows from (3.2.21)

LZi
 = d(
Zj) = 0.

In the previous subsection we proved that in nondegenerate case the Poisson
bracket (3.2.5) can be alternatively expressed by a related symplectic form (3.2.15).
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The same formula is valid in a degenerate case, when the inverse of implectic bi-
vector is substituted by any dual presymplectic form

{F,G}
 := 
(XF ,XG) =
〈


XF ,XG

〉

= 〈dF,XG〉 = 〈dF,�dG〉
= �(dF, dG) = {F,G}�

(3.2.28)

as, although XF �= XF , but 〈
XF ,�dG〉 =
〈


XF ,�dG
〉

. Notice also that

(XF ,XG) = 
(XF ,XG).

Now, let us consider the problem of a ’gauge freedom’ for a duality property. In
other words: given a dual pair (�,
) how can we deform
 to a new presymplectic
form 
′ so that (�,
′) is again a dual pair, or how can we deform � to a new
Poisson tensor�′ so that (�′,
) is also a dual pair?

Let� be a fixed Poisson tensor and
 be a dual presympectic form. Assume that
αi = dci ∈ ker�, Zi ∈ ker
 and Zi(cj ) = δij , i, j = 1, . . . , r . Define a new
closed 2-form


′ = 
+
r
∑

i=1

dci ∧ dfi, (3.2.29)

where fi ∈ C(M). Then (�,
′) is a dual pair, with ker(
′)= Sp {Z′i=Zi +�dfi
}

,
provided that

�(dfi, dfj )+ Zj(fi)− Zi(fj ) = 0 for all i, j . (3.2.30)

Now define a new bi-vector

�′ = �+
r
∑

i=1

Zi ∧Xi, 
Xi = dFi, (3.2.31)

then �′ is Poisson and (�′,
) is again a dual pair, with ker�′ = Sp{dc′ = dci +
dFi}, provided that


(Xi,Xj )+Xj(ci)−Xi(cj ) = 0 (3.2.32)

for any pair of indices i, j and

Zk(Xj (ci)) = 0
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for any triple of indices i, j, k. In addition, notice that from (3.2.31) follows that

Zi(Fj ) = 0 and Xi = �dFi +
r
∑

k=1

Xi(ck)Zk.

Indeed, to prove duality of (�,
′), as we have


′� = 
�+
r
∑

i=1

dci ⊗�dfi = I +
r
∑

i=1

dci ⊗ (Zi +�dfi)

and Z′i (cj ) = δij , it remains to show that Z′i ∈ ker
′. In fact, as


′Z′i = (
+
r
∑

k=1

dck ∧ dfk)(Zi +�dfi)

= 
�dfi +
r
∑

k=1

Zi(fk)dck − dfi +
r
∑

k=1

�(dfk, dfi)dck

=
r
∑

k=1

[�(dfk, dfi)+ Zi(fk)− Zk(fi)] dck

it vanishes under condition (3.2.30).
On the other hand, to prove duality of (�′,
), notice that for (3.2.31) we have

�′
 = �
+
r
∑

i=1

Zi ⊗ dFi = I +
r
∑

i=1

Zi ⊗ (dci + dFi)

and Zi(c′j ) = δij . Also c′i ∈ ker�′ as

�′dc′k = (�+
r
∑

i=1

Zi ∧Xi)(dck + dFk)

= �dFk +
r
∑

i=1

Xi(ck)Zi −Xk +
r
∑

i=1

Xi(Fk)Zi

=
r
∑

i=1

Xi(ck)Zi −
r
∑

i=1

Xk(ci)Zi +
r
∑

i=1

Xi(Fk)Zi

=
r
∑

i=1

[
(Xk,Xi)+Xi(ck)−Xk(ci)]Zi
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and vanishes under condition (3.2.32). Finally, it remains to prove that (3.2.31) is
Poisson. Using formula (2.3.11) and in particular (2.3.12) we have

[�′,�′]S = 2
r
∑

i=1

[Zi ∧Xi,�]S +
r
∑

i,k=1

[Zi ∧Xi,Zk ∧Xk]S

= 2
r
∑

i=1

[Zi ∧Xi,�]S +
r
∑

i,k=1

Zi ∧ [Xi,Xk] ∧ Zk − 2
r
∑

i,k=1

Xi ∧ [Zi, Xk] ∧ Zk

= 2
r
∑

i=1

[Zi ∧Xi,�]S +
r
∑

i,k=1

Zi ∧ [Xi,Xk] ∧ Zk

where [Zi,Xk] = 0 follows from condition (3.2.3) and relations (3.2.3). Now, using
relation

[X,�]S = LX�, X ∈ �1(M), � ∈ �2(M) (3.2.33)

relation (3.2.28) and the form (3.2.3) we get

2
r
∑

i=1

[Zi ∧Xi,�]S = 2
r
∑

i,k=1

Zi ∧�d(Xi(ck)) ∧ Zk

=
r
∑

i,k=1

Zi ∧�d(Xi(ck)−Xk(ci)) ∧ Zk

and

[Xi,Xk] = �d
(Xk,Xi)

so finally

[�′,�′]S =
r
∑

i,k=1

Zi ∧�d(
(Xk,Xi)+ Xi(ck)−Xk(ci)) ∧ Zk

and vanishes under condition (3.2.32).

3.2.4 Classical Hamiltonian Flows on Symplectic Manifold

In order to compare classical and quantum dynamical systems, let us analyze
classical Hamiltonian flows from the point of view of transport equations [93].
Consider a transport (2.5.1) on the phase space in local Darboux coordinates (x, p)
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carried out by some functions

Q(x, p, t), Q(x, p, 0) = x, (3.2.34a)

P(x, p, t), P (x, p, 0) = p, (3.2.34b)

being a solution of the following system of partial differential equations

(Qi)t (x, p, t) = {Qi(x, p, t),H(x, p)}π(x,p), Q(x, p, 0) = x, (3.2.35a)

(Pi)t (x, p, t) = {Pi(x, p, t),H(x, p)}π(x,p), P (x, p, 0) = p, (3.2.35b)

where π is given by (3.2.20). These equations are equations of motion of a classical
Hamiltonian transport on a phase space.

What is important, the system of PDE’s (3.2.35) is equivalent to the system of
ordinary differential equations

(Qi)t = {Qi,H(Q,P)}π(Q,P ), Qi(0) = xi, (3.2.36a)

(Pi)t = {Pi,H(Q,P)}π(Q,P ), Pi(0) = pi, (3.2.36b)

i.e. classical Hamiltonian equations of motion. Indeed, from a previous section
it follows that both the function H and the bi-vector π are invariants of the
Hamiltonian flow, thus H(x, p) = H(Q,P) and π(x, p) = π(Q,P). Hence,
PDE’s (3.2.35) can be written in the form of ODE’s (3.2.36).

As the implectic bi-vector π is an invariant, so the flow

φHt : φHt (x, p) = (Q(x, p, t), P (x, p, t))

is a one-parameter group of canonical transformations (symplectomorphisms). It
means that from relations

{xi, pj }π(x,p) = δij
follows that

{Qi(x, p, t), Pj (x, p, t)}π(x,p) = δij . (3.2.37)

In other words, (3.2.34) represents a classical trajectory passing at t = 0 through
the point (x, p).
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The time evolution of any function A(x, p) ∈ F(M) is given by the equation

dA

dt
≡ At = LXHA = {A,H }π . (3.2.38)

On the other hand, we know that the pull back of a function

φ∗t A = A ◦ φt ,

which is a consequence of the fact that the product of two diffeomorphisms φt1 · φt2
is a simple composition of maps (2.5.3). As the result, the time evolution of any
function A(x, p) along the Hamiltonian flow φt is given by

A(t) = A(Q(x, p, t), P (x, p, t)). (3.2.39)

It means that once we have solutions of Hamiltonian equations of motion (3.2.36),
the time evolution of arbitrary functionA(x, p) ∈ F(M) is given by (3.2.39) which
obviously solves the Eq. (3.2.38) as

d

dt
A = ∂A

∂Q

∂Q

∂t
+ ∂A

∂P

∂P

∂t
= ∂A

∂Q
{Q,H }π + ∂A

∂P
{P,H }π

= {A,H }π .

Notice that if functionA depends explicitly on t, thenA(Q(x, p, t), P (x, p, t), t)
solves the equation

dA

dt
= ∂A

∂t
+ LXHA =

∂A

∂t
+ {A,H }π, (3.2.40)

i.e. a particular case of the Eq. (3.2.22).

3.3 Statistical Hamiltonian Mechanics

In order to relate classical and quantum Hamiltonian mechanics to each other, we
have to unify the language of both theories. For this purpose we have to extend
the standard classical Hamiltonian mechanics to its more realistic (more ‘physical’)
version, i.e. statistical Hamiltonian mechanics. Then, on the classical level, one can
define such notions as observables, states, uncertainty relations, coherence et cetera,
familiar to the reader from the quantum level.
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3.3.1 Classical Poisson Algebra and Classical States

Let us consider a Poisson manifold (M, π) (symplectic manifold (M,ω = π−1)

in particular), where M is a differential manifold of dimension dimM = 2n and
π is real, nondegenerate bi-vector, of the vanishing Schouten-Nijenhuis bracket
[π, π]S = 0. Then, let us consider the space of complex valued functions
C∞(M,C) on M . The space C∞(M,C) has a structure of commutative algebra
with involution, where the product is a simple point-wise multiplication

(f · g)(ξ) = f (ξ)g(ξ), ξ ∈ M,

and the involution is a complex conjugation f → f̄ .
Recall that the involution in algebra A is represented by anti-automorphism,

whose square is an identity,

∗ : A −→ A

such that for a, b ∈ A
1. (a + b)∗ = a∗ + b∗,
2. (ab)∗ = b∗a∗,
3. 1∗ = 1,
4. (a∗)∗ = a.

The Poisson tensor π defines in the algebra C∞(M,C) the Poisson bracket
(3.2.1), (3.2.5), which is a particular realization of a Lie bracket. Such a double
algebra with involution (C∞(M), ·, {., .}π ,_ ) is called a classical Poisson algebra
and will be denoted by AC . In particular, two Poisson manifolds are diffeomorphic
if and only if the related Poisson algebras are isomorphic. The elements of AC,
which are self-adjoint with respect to the involution, i.e. real functions, are called
classical observables. They constitute the subalgebra of AC.

The points in a phase space (M, π) represent states of the classical system. Each
point in M can be interpreted as generalized positions and momenta of particles
composing a classical system. Values of generalized positions and momenta of the
particles can be extracted from a point in M by writing this point in canonical
coordinates (x, p). Then, xi are values of generalized positions and pi are values of
generalized momenta.

When the exact state of the system is not known, but only a probability that the
state is in a given region of the phase space, then there is a natural need to extend the
concept of a state to take into account such a situation. In fact it is a very physical
situation as any measurement is performed with finite accuracy. The natural way of
doing this is to define states as probabilistic measures defined on a σ -algebra B(M)
of Borel subsets of M . In such a chosen setting, points ξ of the phase space are
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identified with Dirac measures δξ

δξ (E) =
{

1 for ξ ∈ E
0 for ξ /∈ E , E ∈ B(M).

In what follows Dirac measures will be called pure states while other probabilistic
measures mixed states, respectively. Further on we will be interested in such
probabilistic measures μ that can be written in a form dμ = ρ d
ω, where ρ is
an integrable function onM satisfying

∫

M

ρ d
ω = 1 (normalization),

ρ ≥ 0 (positive-definiteness)

and thus can be identified with functions ρ. Here d
ω is a measure induced by a
volume form


ω := 1

n!ω ∧ . . . . ∧ ω︸ ︷︷ ︸

n

.

In local coordinates (ξ 1, . . . , ξ 2n) onM

d
ω = ±
√|detω|dξ 1 ∧ . . . . ∧ dξ2n (3.3.1)

and in canonical coordinates (x, p), the measure (3.3.1) turns into Lebesgue
measure

d
ω = dx1 . . . dxndp1 . . . dpn.

In particular, for Dirac measures we will use a notation dδξ (ξ ′) = δ(ξ−ξ ′)d
ω(ξ ′),
where δ(ξ − ξ ′) is Dirac delta distribution.

Observe that states can be alternatively defined as those “functions” ρ,where ρ ∈
L1(M) or ρ = δξ , which satisfy:

1. ρ = ρ̄ (self-conjugation),
2.
∫

M ρ d
ω = 1 (normalization),
3.
∫

M
f̄ · f · ρ d
ω ≥ 0, f ∈ C∞0 (M)⇐⇒ ρ ≥ 0 (positive-definiteness),

where C∞0 (M) denotes a space of all smooth functions defined onM with compact
support.

Classical states form a convex set. Pure classical states are defined as extreme
points of the set of states, i.e. as those states which cannot be written as convex linear
combinations of some other states. It can be proved that such a characterization of
pure states is equivalent with the definition of pure states as Dirac measures. In
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such a case, as will be proved later, statistical Hamiltonian mechanics reduces to
the ordinary Hamiltonian mechanics. States which are not pure are called mixed
classical states.

For M = T ∗En+,n− classical pure and mixed states can be alternatively defined
as follows. Let us introduce a multiplication between states ρ1, ρ2 ∈ L1(M) in the
form of convolution

ρ1 ∗ ρ2 =
∫

M

ρ1(ξ
′)ρ2(ξ − ξ ′)dξ ′. (3.3.2)

The space L1(M) is closed with respect to that product and so form the algebra
which is commutative, associative and distributive. No algebra of functions pos-
sesses an identity for the convolution. The lack of identity is typically not a major
inconvenience, since most collections of functions on which the convolution is
performed can be convolved with a Dirac delta distribution δ or, at the very least
(as is the case of L1) admit approximations to the identity. Specifically,

ρ ∗ δ = ρ.

Pure states are defined as these which are idempotent

ρ ∗ ρ = ρ. (3.3.3)

In fact, states which fulfill (3.3.3) are just Dirac delta distributions. Any mixed state
is a convex combination of pure states

ρ =
∑

n

pnρ
(n)
pure, pn ≥ 0,

∑

n

pn = 1. (3.3.4)

The summation in (3.3.4) can be substituted by integration overM such that p ≥ 0,
∫

M p d
ω = 1

ρ(ξ) =
∫

M

p(ξ ′)ρpure(ξ
′) d
ω =

∫

M

p(ξ ′)δ(ξ − ξ ′)dξ ′ = p(ξ ),

where p fulfills the properties 1-3 of the classical state.
For a given observable A ∈ C∞(M) and state μ (dμ = ρ d
ω) the expectation

value of the observable A in the state μ is defined by

〈A〉μ :=
∫

M

Adμ =
∫

M

(A · ρ) d
ω. (3.3.5)
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Note, that the expectation value of the observableA in a pure state δξ is equalA(ξ).
Indeed,

〈A〉δξ =
∫

M

A(ξ ′)δ(ξ − ξ ′) d
ω(ξ ′) = A(ξ).

The expectation values of observables play an important role in the theory as they
are identified with measurements in a physical experiment.

Thus, it is clear that in classical statistical mechanics appear integrals over a
phase space which cannot be considered in arbitrary local coordinates, since doing
this would change the values of integrals. For example, if ψ : M ⊃ O → R

2n,
ψ : ξ �→ (ξ 1, . . . , ξ 2n) is a coordinate chart, then in general

∫

M

f d
ω �=
∫

ψ(O)
f (ψ−1(ξ)) dξ

where f is a function defined onM and d
ω is a measure induced by the Liouville
form
ω. These integrals will be equal only whenM \O is of measure zero. For this
reason we introduce the following distinguished class of coordinates. A coordinate
systemψ : M ⊃ O→ R

2n on a symplectic manifold (M,ω) is called almost global
ifM\O is of measure zero with respect to the measure d
ω. Similarly, if (Q, g) is a
Riemannian manifold representing a configuration space, then by an almost global
coordinate system on Q we mean a coordinate system defined on an open subset
U ⊂ Q such thatQ \ U is of measure zero with respect to the measure induced by
the metric volume form ωg. It can be proved that an almost global coordinate system
onQ induces a canonical coordinate system on T ∗Q with the same property.

Observation 2 Classical Hamiltonian statistical mechanics can be well formulated
on Poisson manifolds (simplectic manifolds in particular) which admit almost
global coordinate systems.

More general manifolds, where a full integration measure exists, are beyond the
scope of the book.

Example 3.8 Let Q = E3 and consider Cartesian coordinates (x, y, z). Consider
also spherical coordinates (r, θ, φ) related to the Cartesian coordinates by a
transformation φ : (0,∞) × (0, π) × (0, 2π) → O, where O = R

3 \ {(x, y, z) ∈
R

3 | x ≥ 0, y = 0}, φ : (r, θ, φ) �→ (x, y, z),

x = r sin θ cosφ,

y = r sin θ sin φ,

z = r cos θ.

In the Cartesian coordinates (x, y, z) the metric volume form ωg on E3 is equal
dx ∧ dy ∧ dz, and the corresponding measure dωg takes the form of the Lebesgue
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measure dxdydz. It can be seen that a set R3 \ O is of Lebesgue-measure zero,
hence the spherical coordinates (r, θ, φ) are almost global on E3.

Let (x, y, z, px, py, pz) be canonical coordinates on T ∗E3 induced by the
Cartesian coordinates (x, y, z) on E3. Canonical coordinates (r, θ, φ, pr , pθ , pφ)
on T ∗E3 induced by the spherical coordinates (r, θ, φ) are related to the Cartesian
coordinates (x, y, z, px, py, pz) by a transformation T : (0,∞)×(0, π)×(0, 2π)×
R

3 → Ô = O × R
3, T : (r, θ, φ, pr , pθ , pφ) �→ (x, y, z, px, py, pz),

x = r sin θ cosφ,

y = r sin θ sin φ,

z = r cos θ,

px = rpr sin2 θ cosφ + pθ sin θ cos θ cosφ − pφ sin φ

r sin θ
,

py = rpr sin2 θ sin φ + pθ sin θ cos θ sin φ + pφ cosφ

r sin θ
,

pz = rpr cos θ − pθ sin θ

r
.

(3.3.6)

In the Cartesian coordinates (x, y, z, px, py, pz) the Liouville form
ω on T ∗E3 is
equal dx∧dy∧dz∧dpx∧dpy∧dpz, and the corresponding measure d
ω takes the
form of the Lebesgue measure dxdydzdpxdpydpz. It can be seen that a set R6 \ Ô
is of Lebesgue-measure zero, hence the canonical coordinates (r, θ, φ, pr , pθ , pφ)
are almost global on T ∗E3.

3.3.2 Time Evolution of Classical Systems

For a given classical Hamiltonian system (M, π,H) there exists a dual description
of its time evolution. The first one is known as the classical Heisenberg picture, The
second one, known as classical Schrödinger picture, in which observables remain
still whereas mixed states undergo a time development.

As was mentioned in Sect. 3.2.4, the Hamiltonian H governs the time evolution
of the dynamical system. Actually, H generates a Hamiltonian field XH . Then
integral curves ξ(t) of the vector field XH , i.e. curves on M which satisfy
Hamiltonian equation of motion

ξ t = XH(ξ(t)) = π dH(ξ(t)), (3.3.7)

represent positions of points ξ ∈ M for every instance of time t . All integral curves
of a Hamiltonian field XH generate a map φHt : M → M, called a phase flow or a
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Hamiltonian flow, by a prescription that for each point ξ ∈ M a curve

ξ(t) = φHt (ξ) (3.3.8)

is an integral curve of (3.3.7) passing through that point at time t = 0. Equation
(3.3.7) is a Hamiltonian equation and integral curves of the Hamiltonian field are
classical trajectories. For Darboux coordinates ξ = (x, p), the flow (3.3.8) takes
the form (3.2.4) while the Hamiltonian equation of motion (3.3.7) the form (3.2.36),
respectively. As we will see later on, the Hamiltonian equation of motion (3.3.7) has
a twofold interpretation (see Observation 3).

An equation of motion of mixed states can be derived from the probability
conservation law, i.e. from the assumption that every probabilistic measureμ (mixed
state) has to be constant along any trajectory in the phase space

μ(t)(E) = μ(t + βt)(�Hβt (E)), E ∈ B(M).

That property, written in terms of the pull-back of a measure, takes the form

μ(t) = (�Hβt )∗μ(t + βt). (3.3.9)

From (3.3.9) it follows that

0 = lim
βt→0

(�Hβt )
∗μ(t + βt)− μ(t)

βt
= d

ds
(�Hs )

∗μ(t + s) |s=0

= d

ds
(�H0 )

∗μ(t + s) |s=0 + d
ds
(�Hs )

∗μ(t) |s=0,

which further implies that

∂μ

∂t
+ LXHμ = 0, (3.3.10)

where LXHμ denotes a Lie derivative of the measure μ in the direction of the vector
field XH . Equation (3.3.10) is called a Liouville equation and it describes the time
evolution of the state μ.

When a mixed state μ takes a form dμ = ρ d
ω, for a smooth function ρ, then
the Liouville equation (3.3.10) can be written in an alternative form. Actually, from
(3.3.10) we have

0 = ∂

∂t
(ρ(t)
ω)+ LXH (ρ(t)
ω) =

(

∂ρ

∂t
(t)+ LXH ρ(t)

)


ω,
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where the fact that LXH
ω = 0, following from (3.2.2) and (3.3.1), was used. It
further implies that

0 = ∂ρ

∂t
+ LXH ρ =

∂ρ

∂t
+ XHρ = ∂ρ

∂t
+ {ρ,H }π .

Hence, the following time evolution equation for the function ρ corresponding to
the state μ was derived

∂ρ

∂t
− {H,ρ}π = 0. (3.3.11)

Notice that Liouville equation (3.3.11), for time evolution of a classical mixed
state, is a single linear PDE and represents the Schrödinger picture of classical
Hamiltonian evolution.

For a pure state δx(t) the Liouville equation (3.3.10) is equivalent to the
Hamiltonian equation (3.3.7). Indeed, from (3.3.10) it follows that

0 = ∂δξ(t)

∂t
+ d

ds
(�Hs )

∗δξ(t) |s=0= ∂δξ(t)

∂t
+ d

ds
δ�H−s (ξ(t)) |s=0

and from the above equation we get

0 = ξ̇ (t)− d

ds
�Hs (ξ(t)) |s=0= ξ̇ (t)− XH(ξ(t)),

which is just the Eq. (3.3.7).
Until now the states undergo the time development whereas the observables do

not. As we have just mentioned, this is a counterpart of a well known Schrödinger
picture in quantum mechanics. There is also a dual representation in which states
remain still whereas the observables undergo the time development. This approach
corresponds in quantum mechanics to the Heisenberg picture. A pull-back of the
Hamiltonian flow UHt = (�Ht )

∗ = etLXH is, for every t , an automorphism of the
algebra of observables AC(M) (it preserves the linear structure as well as the point-
wise product and the Poisson bracket). Its action on an arbitrary observable A ∈
AC(M) is interpreted as the time evolution of A

A(t) = UHt A(0) = etLXH A(0) = etXHA(0) = e−t{H, · }πA(0). (3.3.12)

Differentiating Eq. (3.3.12) with respect to t we obtain the known time evolution
equation (3.2.38) for an observableA

dA

dt
(t)− {A(t),H }π = 0. (3.3.13)
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Contrary to Liouville equation (3.3.11), Eq. (3.3.13) is a single nonlinear ODE
and represents the Heisenberg picture of classical Hamiltonian evolution of an
observable. In particular, for coordinate observablesA = ξ, we get

dξ

dt
(t)− {ξ(t),H }π = 0

(3.2.1)⇐⇒ ξ t = π dH(ξ)

i.e. again the Hamiltonian equation (3.3.7).
For any observable A, both presented approaches to the time development yield

the same predictions concerning the results of measurements, since

〈A(0)〉μ(t) =
∫

M

A(0) dμ(t) =
∫

M

A(0) d
(

(�H−t )∗μ(0)
)

=
∫

M

(�Ht )
∗A(0) dμ(0)

=
∫

M

A(t) dμ(0) = 〈A(t)〉μ(0).

From (3.3.13) follows that the time evolution of the expectation value of
observableA in a mixed state ρ(t), i.e. 〈A〉ρ(t) , fulfills the following equation

d

dt
〈A〉ρ(t) − 〈{A,H }π 〉ρ(t) = 0. (3.3.14)

Indeed
∫

M

A(ξ)
∂ρ

∂t
(ξ, t)d
ω = d

dt

∫

M

A(ξ)ρ(ξ, t)d
ω = d

dt
〈A〉ρ(t) ,

∫

M

A(ξ){H,ρ}(ξ , t)d
ω =
∫

M

{H,Aρ}(ξ, t)d
ω −
∫

M

{H,A}(ξ)ρ(ξ, t)d
ω

= −
∫

M

{H,A}(ξ)ρ(ξ, t)d
ω = d

dt
〈A〉ρ(t) .

In second equality we used the fact that onM

∫

M

{H,Aρ}(ξ, t)d
ω =
∫

M

(

d

dt
− ∂

∂t

)

(Aρ)(ξ , t)d
ω

=
(

d

dt
− d

dt

)

〈A〉ρ(t) = 0.

Observation 3 From our considerations follows that in classical statistical Hamil-
tonian mechanics time development can be realized by two equivalent schemes.
Actually, we can either evolve in time a mixed state according to linear PDE (3.3.11)
or evolve in time an observable according to nonlinear ODE (3.3.13). Exceptional
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are classical Hamiltonian equations of motion which represent simultaneously time
evolution of classical pure stat in the frame of classical Schrödinger picture and
time evolution of position and momentum observables in the frame of classical
Heisenberg picture.

In Hamiltonian statistical mechanics the classical uncertainty relations for
canonical observables of position xi and momentum pj in a state ρ are of the form

#xi # pj ≥ 0, i, j = 1, . . . , n, (3.3.15)

where

#A =
√
〈

A2
〉

ρ
− 〈A〉2ρ

is a standard deviation. The above uncertainty relations state that it is possible to
measure simultaneously the position and momentum of a particle with an arbitrary
precision. In particular, the equality in (3.3.15) takes place for pure states. On the
other hand, all states which minimize (3.3.15) will be called classical coherent
states. So, on a classical level, arbitrary pure state

ρC(x
′, p′) = δ(x ′ − x)δ(p′ − p), (3.3.16)

is simultaneously a coherent state. That property will not be preserved on a quantum
level.

Observation 4 According to the presented model, “physics” is represented by
measurable objects, i.e. expectation values of observables in any classical state. On
the other hand, for pure coherent classical state (3.3.16) Eqs. (3.3.13) and (3.3.14)
coincide. In particular Qi(t) = 〈

Qi(t)
〉

ρC
and Pi(t) = 〈Pi(t)〉ρC , so classical

trajectory (3.2.34) represents simultaneously the time evolution of expectation
values of position and momentum in a classical pure coherent state (3.3.16).

3.4 Reduction of Poisson Structures and Hamiltonian
Systems Onto Submanifolds

The reduction theory of dynamical systems consists of two branches: the first
branch deals with constrained Lagrangian systems, the second one with constrained
Hamiltonian systems. In the Lagrangian approach one considers separately the
case of holonomic constraints, i.e. the constraints which may depend on velocities,
but only in such a way that the equations of constraints can be integrated to
eliminate velocities, and the non-holonomic case [195]. In many cases authors
first consider the Lagrangian formulation and then pass to the corresponding
Hamiltonian formulation (see the example [252]).
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The reduction theory in the Hamiltonian context has been initiated by P.A.M.
Dirac, who in his famous paper [94] described a method of reducing a given Poisson
bracket onto a submanifold given by some constraints ϕ provided they were of
“second class”. In this approach the classical notion of holonomic constraints is
usually not introduced as in this context on arbitrary Poisson manifold (M,�) there
is no obvious division of variables between “position” and “momentum”. The ideas
of Dirac were developed in many papers, among others in [122, 135, 179, 180, 197,
198, 237] (see also the literature quoted there).

A very general geometric interpretation of the Poisson reduction procedure has
been investigated in [197] by Marsden and Ratiu. Nevertheless, it is presented in
an abstract, formal way which is made hard to handle with particular “physical”
reduction problems. In this section, following [190], we present a constructive,
computable method of reducing (locally) a given Poisson tensor � to any regular
submanifold (foliation) S. The idea of the method is to chose a distribution Z (not
necessarily integrable) that is transversal to the foliation S, i.e. at any x ∈ M

it completes TxS to TxM. Moreover, the choice of Z is such that makes the
operator � Z-invariant (see definitions below) and allows to deform the Poisson
tensor � to a new Poisson tensor �D such that its image will be tangent to the
submanifold S. This new operator �D will be always Poisson (and so its natural
restriction to S will be Poisson). In consequence, we obtain a method of reducing a
Hamiltonian system onM to a Hamiltonian system on every leaf Sν of the foliation
S. This reduced system strongly depends on the choice of the distribution Z . As
a special case we obtain the classical Dirac reduction of the Hamiltonian system.
All our considerations will be local in the sense that our manifold M is perhaps
only an open submanifold of a larger manifold. The presented construction is
equivalent to the reduction method proposed by Marsden and Ratiu. However, it has
advantages: it can be performed simultaneously on any leaf Sν of the foliation S, it
is constructive and it is formulated in the language of Poisson bi-vectors rather than
Poisson brackets. The reader can also find some elements of the proposed scheme
in [85, 112, 113] in the context of Poisson pencils.

The detailed analysis of the reduction procedures for Poisson bi-vectors will be
crucial for a bi-Hamiltonian separability theory of integrable systems, developed in
Chap. 5.

3.4.1 Geometric Reduction of Poisson Bi-Vectors

Let us consider a smooth manifold M of the finite dimension m and a foliation S
of M consisting of the leaves Sν parametrized by ν ∈ R

r (so that r ∈ N is the
codimension of every leaf Sν). Moreover, consider a regular distribution Z on M
(i.e. a smooth collection of the spaces Zx ⊂ TxM where ν is such that x ∈ Sν) such
that it completes every TxS to TxM in the sense that

TxM=TxSv ⊕ Zx (3.4.1)
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for every x in M . In consequence, every vector field X on the manifold M has
a unique decomposition X = X‖ + X⊥ such that for every x in M the vector
(

X‖
)

x
∈ TxS (X‖ is tangent to the leaves of the foliation S) while (X⊥)x ∈ Zx

(X⊥ is contained in the distribution Z). The splitting (3.4.1) induces the respective
splitting of the dual space T ∗x M:

T ∗x M=T ∗x Sv ⊕ Z∗x (3.4.2)

where T ∗x Sv is the annihilator of Zx while the space Z∗x is the annihilator of TxSv .
Thus, any one-form α on M has a unique decomposition α = α‖ + α⊥ such that
(

α‖
)

x
∈ T ∗x S (α‖ annihilates the vectors from Z) while (α⊥)x ∈ Z∗x (α⊥ annihilates

the vectors tangent to the foliation S ). We will call X‖ and α‖ projections of X and
α (respectively) on the foliation S. Abusing notation a bit we will write thatX ⊂ T S
if X = X‖, X ⊂ Z if X = X⊥ and similarly for one forms: α ⊂ T ∗S if α = α‖,
α ⊂ Z∗ if α = α⊥.

Assume now that our manifold M is equipped with a Poisson bi-vector �. A
smooth real-valued function F on M is called Z-invariant if the Lie derivative
LZF = 0 for any vector field Z ⊂ Z . We will now adopt the following definition.
The operator � is said to be Z-invariant if LZ {F,G}� = 0 for any pair of Z-
invariant functions F and G and every vector field Z ⊂ Z .

Observe that our definition does not necessarily mean that LZ� = 0 for all
vector fields Z ⊂ Z , as for any pair F,G of Z-invariant functions the condition
LZ {F,G}� = 0 means only that the function 〈dF, (LZ�) dG〉 vanishes. Thus,
� does not have to be an invariant of the distribution Z to be Z-invariant in our
meaning. Notice also, that the above definition is equivalent to the statement that
for any pair α, β ⊂ T ∗S we have 〈α, (LZ�) β〉 = 0 (since if F is Z-invariant then
dF ⊂ T ∗S).

Let us assume that the distribution Z is spanned by r vector fields Zi and that for
operator� there exist vector fieldsWij , j = 1, . . . r such that

LZi� =
r
∑

j=1

Wij ∧ Zj . (3.4.3)

It is obvious that this definition does not depend on the choice of the basis in Z
(although the vector fields Wij do). If the operator � fulfills the condition (3.4.3),
then it is Z-invariant, as then for any two one-forms α, β ⊂ T ∗S

〈α, (LZ�)β〉 =
r
∑

j=1

〈

α,
(

Wij ∧ Zj
)

β
〉 = 0,

since α and β annihilate all the vector fields Zi . The converse statement is not true
in general.
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For a Poisson tensor� onM let us define the following bi-vector:

�D (α, β) = �(α||, β ||) for any pair α, β of one-forms. (3.4.4)

We will call the bi-vector�D a deformation of�. Observe that it always exists and
that it is uniquely defined once the foliation S and the distribution Z are given. Its
image lies always in T S. �D(α) ⊂ T S for any one-form α on M , i.e. the image of
�D is tangent to the foliation S. To prove it we have to show that 〈β,�Dα〉 = 0 for
any β ⊂ Z∗, but

〈β,�Dα〉 = �D (β, α) = �
(

β‖, α‖
) = 0

since β‖ = 0 for every β ⊂ Z∗.
Thus, the deformed bi-vector �D has its image in T S and if we regard it as

mapping from one-forms to vector fields on M then it can be naturally restricted to
a bi-vector πSν on every leaf Sν of S by simply restricting its domain to Sν :

πSν = �D|Sv .

Besides, �D induces a new bracket for functions onM

{F,G}�D = �D (dF, dG) = �((dF)|| , (dG)||). (3.4.5)

Obviously, the bi-vector �D (and thus even πSν ) does not have to be Poisson.
However, it turns out that if � is Z-invariant then �D (and thus every πSν ) is
Poisson. Obviously, this bracket is antisymmetric and satisfies the Leibniz property.
It remains to show, that it also satisfies the Jacobi identity for any functionsF,G,H .
Using the definition of�D , this condition can be written as

〈
(

d
〈

(dF )‖ ,� (dG)‖
〉)

‖ ,� (dH)‖
〉

+ cycl. = 0.

However, for any vector field Z ⊂ Z we have

〈

d
〈

(dF )‖ ,� (dG)‖
〉

, Z
〉 = Z (〈(dF )‖ ,� (dG)‖

〉) = LZ
〈

(dF )‖ ,� (dG)‖
〉 = 0

due to the assumed Z-invariance of�. This means that d
〈

(dF )‖ ,� (dG)‖
〉 ⊂ T ∗S,

so that

(

d
〈

(dF )‖ ,� (dG)‖
〉)

‖ = d
〈

(dF )‖ ,� (dG)‖
〉

,

and thus condition (3.4.1) turns out to be the Jacobi identity for�, which is satisfied
since� is Poisson.
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Thus, given a foliation S on M and a transversal distribution Z on M , such
that (3.4.1) is satisfied, we can reduce any Poisson bi-vector � that is Z-invariant
to a Poisson bi-vector πSν on the leaf Sν of S by deforming � to �D and then
by restricting �D to Sν . This construction yields the same operator πSν as in
the approach of Marsden and Ratiu [197] and besides we will show how this
construction can be easily realized in practice.

Notice, that in a trivial case when the foliation S coincides with the symplectic
foliation of � then �D = � , since in this case �((dF)⊥) = 0 for any function F
and so

{F,G}�D = �((dF)|| , (dG)||) = �(dF, dG) = {F,G}� .

In this case πSν is the standard reduction of� on its symplectic leaf Sν .
Let us consider a few special cases of our general construction. We firstly observe

that the annihilator Z∗ of T S is defined as soon as the foliation S is determined, so
we do not need to specify a particular Z in order to define Z∗. The distribution
D = �(Z∗) (so that Dx = �

(

Z∗x
)

) is called further on a Dirac distribution
associated with the foliation S. Thus, the distribution D is determined by S and by
�. A priori, two limit cases are most interesting. If TM= D ⊕ T S we say that we
are in the Dirac case, while if D ⊂ T S we say that we are in the tangent case. In the
Dirac case we have a canonical choice of Z , i.e. we can choose Z = D. In this case
� is automatically Z-invariant, since Z is spanned by the vector fields Hamiltonian
with respect to�. Nevertheless, we can also choose some other distribution Z �= D
(non-canonical choices). Contrary to the previous case, in the tangent case we have
no canonical choice of Z and we are free to find a distribution Z that makes �
Z-invariant. Anyway, in both cases we have many non-equivalent deformations�D
and hence many non-equivalent projectionsπSν . Generically, the distributionD will
not be tangent to S, but it will not suffice to span TM together with T S.

Let us now suppose that the foliation S of M is parametrized by the set of r
functionally independent real valued functions ϕi(x) so that its leaves have the form
Sν = {x ∈ M : ϕi(x) = νi , νi ∈ R, i = 1, . . . , r} where r is the codimension of the
foliation. The one-forms dϕi constitute a basis in Z∗. Then, the Dirac distribution
D is spanned by k (possibly dependent) Hamiltonian vector fields Xi = �dϕi . Let
us denote a basis of Z dual to the basis

{

dϕi
}

in Z∗ by Zi , i.e. Zi(ϕj ) = δij . Our
projectionsX‖ and α‖ are then given by

X|| = X −
r
∑

i=1

X(ϕi)Zi,

(obviously X||(ϕi) = 0 for all i so that indeed this vector field is tangent to the
leaves of S) and by

α|| = α −
r
∑

i=1

α(Zi)dϕi
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(and obviously α||(Zi) = 0 for all i). Thus

�(α||, β ||) = �
⎛

⎝α −
r
∑

i=1

α(Zi)dϕi, β −
r
∑

j=1

β(Zj )dϕj

⎞

⎠

= �(α, β)−
r
∑

j=1

β(Zj )�(α, dϕj )−
r
∑

i=1

α(Zi)�(dϕi, β)+

+
r
∑

i,j=1

α(Zi)β(Zj)�(dϕi, dϕj ),

and so the deformation�D can be expressed by

�D = �−
r
∑

i=1

Xi ∧ Zi + 1
2

r
∑

i,j=1

ϕijZi ∧ Zj , (3.4.6)

where the functions ϕij are defined as

ϕij =
{

ϕi, ϕj
}

�
= Xj(ϕi) = �(dϕi, dϕj ).

In the canonical Dirac case (Z = D), all the vector fields Xi are transversal
to the foliation S and are moreover linearly independent. It happens precisely
when det(ϕij ) �= 0 and the functions ϕi are then ’second class constraints’ in the
terminology of Dirac. The vector fieldsZi (the dual basis to

{

dϕi
}

) can be expressed
through the vector fields Xi by

Zi =
r
∑

j=1

(ϕ−1)jiXj , i = 1, . . . , r

as indeed

Zj(ϕi) =
r
∑

s=1

(ϕ−1)sjXs(ϕi) =
r
∑

s=1

(ϕ−1)sj ϕis = δij .

Moreover, in this case the deformation (3.4.6) attains the following form

�D = �− 1
2

r
∑

i=1

Xi ∧ Zi (3.4.7)
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and�D is Poisson as � is Z-invariant (3.4.3). It follows from (2.5.19), (3.2.2) and
(3.2.24) as we have

LZm� =
r
∑

j=1

(ϕ−1)jmLXj�−
r
∑

j=1

�d(ϕ−1)jm ∧Xj

=
r
∑

j=1

[Xj,Xm] ∧Xj =
r
∑

j=1

Wmj ∧ Zj , m = 1, . . . , r.

�D defines the following bracket on C∞(M)

{F,G}�D = {F,G}� −
r
∑

i,j=1

{F, ϕi}�(ϕ−1)ij {ϕj ,G}�, (3.4.8)

which is just the well known Dirac bracket [94] related to the bracket {., .}�. Notice
also that for the Dirac-Poisson tensor (3.4.7) constraints ϕi are its Casimir functions,
as

�Ddϕm =
(

�− 1
2

r
∑

i=1

Xi ∧ Zi
)

dϕm

= Xm − 1
2

r
∑

i=1

Zi(ϕm)Xi + 1
2

r
∑

i=1

Xi(ϕm)Zi

= Xm − 1
2

r
∑

i=1

δimXi + 1
2

r
∑

i=1

ϕmi

r
∑

j=1

(ϕ−1)jiXj (3.4.9)

= Xm − 1
2Xm − 1

2

r
∑

i,j=1

ϕmi(ϕ
−1)ijXj

= Xm − 1
2Xm − 1

2

r
∑

j=1

δmjXj = 0.

In the tangent case all the vector fields Xi are tangent to the foliation S and the
deformation (3.4.6) attains the form

�D = �−
r
∑

i=1

Xi ∧ Zi (3.4.10)
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where transversal distribution Z has to be chosen in a form which makes � Z-
invariant (3.4.3). Thus,

LZm� =LZm(�D +
r
∑

i=1

Xi ∧ Zi)

=LZm�D +
r
∑

i=1

[Zm,Xi ] ∧ Zi +
r
∑

i=1

Xi ∧ [Zm,Zi]

and the condition of being Z-invariant is as follows

LZm�D +
r
∑

i=1

Xi ∧ [Zm,Zi] = 0.

Its strong solution, when Z is an integrable distribution,

LZm�D = 0, [Zm,Zi ] = 0, m, i = 1, . . . , r, (3.4.11)

will be discussed in detail in the next chapter in the frame of the bi-Hamiltonian
separability theory. Observe, that (3.4.11) is equivalent to the condition

LZm� =
r
∑

i=1

[Zm,Xi ] ∧ Zi,

where [Zm,Xi ] := Wmi (3.4.3). Also here the constraints ϕi are Casimir functions
of the�D Poisson tensor (3.4.10) as

�Ddϕm =
(

�−
r
∑

i=1

Xi ∧ Zi
)

dϕm

= Xm −
r
∑

i=1

Zi(ϕm)Xi +
r
∑

i=1

Xi(ϕm)Zi (3.4.12)

= Xm −
r
∑

i=1

δimXi = 0.

3.4.2 Reduction of Hamiltonian Dynamics

Let us begin this subsection by stating a well-known theorem about the relation
between the Dirac deformation �D of � and the dynamic imposed by the con-
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straints. Suppose, thus, that our manifoldM is a cotangent bundle of a Riemannian
manifold (Q, g) with a covariant metric tensor g. Denote the corresponding con-
travariant metric tensor by G. Let us consider a particle moving in our Riemannian
manifoldQ according to Lagrangian equations of motion

∂L

∂xi
− d

dt

∂L

∂xit
= 0, i = 1, . . . , n, (3.4.13)

with a Lagrangian function L(x, xt ) = 1
2gij x

i
t x
j
t − V (x). As we know, this leads to

Hamiltonian equations of motion onM = T ∗Q

(xi)t = {xi,H }� , (pi)t = {pi,H }� (3.4.14)

with the Hamiltonian H = 1
2p
T Gp + V (x) and with the canonical Poisson tensor

�. Now, suppose that this particle is subordinated to some holonomic constraints
onQ

ϕk(x) = 0, k = 1, . . . , s (3.4.15)

defining a submanifoldQ0 of Q. One often makes a physical assumption here that
the surface Q0 acts on our system with a reaction force R(x, xt ) that is orthogonal
toQ0 and such that the trajectories of the constrained system

∂L

∂xi
− d

dt

∂L

∂xit
= Ri(x, xt ) (3.4.16)

that start on Q0 remain on Q0. The velocity xt = v = vi ∂
∂xi

of this particle must
then remain tangent to this submanifold so that

0 = 〈dϕk, v
〉 = ∂ϕk

∂xi
vi

and since vi = Gijpj the motion of the particle is constrained not only by the s
relations (3.4.15) but also by the s relations

ϕs+k(x, p) ≡ Gij (q)
∂ϕk(x)

∂xi
pj =

(

dϕk
)T
Gp = 0, k = 1, . . . , s,

(3.4.17)

that are the lift of (3.4.15) to M . We call the constraints (3.4.17) a g-consequence
of the constraints (3.4.15), as they are natural differential consequences of (3.4.15)
at a given metric tensor g. The constraints (3.4.15)–(3.4.17) define a submanifold S
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ofM of dimension n− 2s and so modify the (3.4.14) to

(xi)t = {xi,H }� , (pi)t = {pi,H }� + Ri(x, p). (3.4.18)

The equations (3.4.18) are Hamiltonian ones and can be written in the form

(xi)t = {xi,H }�D , (pi)t = {pi,H }�D (3.4.19)

where �D = � − 1
2

∑r
i=1Xi ∧ Zi is the Dirac deformation (3.4.7) of � given by

the constraints ϕi, i = 1, . . . , 2s = r . Thus, the response of the Lagrangian system
(3.4.13) subordinated to the reaction forces R is accounted for by the related Dirac
deformation of the Poisson tensor �. Below we will only sketch the proof in the
case of a pair of constraints.

The reaction force R can be calculated by differentiating the assumed identity
ϕ(x(t)) ≡ 0 twice with respect to t and eliminating the second derivatives

(

xi
)

t t
applying equations (3.4.16) and by using the demand that the force is orthogonal to
Q0. After some calculations we obtain the result

R(q, p) = 1

(dϕ)T G (dϕ)

(

(dϕ)T G dV − (pT G)Hϕ(Gp)+ A
)

dϕ, (3.4.20)

where
(

Hϕ
)

ij
= ∂2ϕ

∂xi∂xj
is the Hessian of ϕ and A = A(x, p) is given by

A = ∂ϕ

∂xs
�sijG

irGjmprpm.

Notice that it vanishes in flat coordinates when all Christoffel’s symbols �ijk are
equal to zero. On the other hand, calculating the explicit form of (3.4.19) on the
submanifold Q0 given by the constraints ϕ1, ϕ2, leads to the equations (3.4.18)
with R given by (3.4.20).

Consider now a Hamiltonian vector field X = �dH on M. We constantly
assume that we have a smooth, regular foliation S onM and a regular distribution Z
on M such that (3.4.1) is satisfied. Thus, the corresponding�D defined by (3.4.4)
is Poisson and has its image tangent to the foliation S, so that it can be properly
restricted on every leaf Sν of S. Then, we call the vector field XD = �DdH the
Hamiltonian projection of the Hamiltonian vector field X = �dH .

The vector field XD lives on every leaf of the foliation, i.e. its restriction on the
leaf Sν is tangent to Sν . Moreover, on the leaf Sν it coincides with the Hamiltonian
vector field πSν dh:

�DdH|Sν = πSνdh,
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where h = H|Sν is the restriction of the Hamiltonian H to the leaf Sν . To see this it
is enough to choose a parametrization

{

ϕi
}

of S and to pass onM to any system of
coordinates of the form (x, ϕ). In these coordinates the bi-vector �D has a matrix
form with a non-zero upper-left block coinciding with the matrix form of πSν and
with the remaining terms equal to zero.

There is a connection between X = �dH and its Hamiltonian projectionXD =
�DdH . If X = �dH , XD = �DdH and Xi = �dϕi then

XD = X‖ −
r
∑

i=1

Zi(H)Xi‖. (3.4.21)

Indeed, a direct calculation shows

XD = �DdH = X −
r
∑

i=1

(Zi(H)Xi −Xi(H)Zi)+
r
∑

i,j=1

ϕijZj (H)Zi

= X‖ −
r
∑

i=1

Zi(H)

⎛

⎝Xi −
r
∑

j=1

ϕjiZj

⎞

⎠ ,

where the last equality is due to

Xi(H) =
〈

dH,�dϕi
〉 = − 〈dϕi,�dH

〉 = −X(ϕi).

Since ϕji = Xi(ϕj ) it yields (3.4.21).
Notice that the difference between XD and X‖ is the term

∑r
i=1 Zi(H)Xi‖ that

is tangent to the foliation S, as it should be. Since for the Dirac case Xi‖ = 0, so
XD = X‖ and the Hamiltonian projection is just the natural projection (in the sense
of direct sum) along the distribution Z .

The termX‖ inXD has a natural physical interpretation: it describes the evolution
of the system X = �dH imposed with the constraints given by ϕi . In a non-Dirac
reduction case, the physical meaning of the second term inXD is not clear, although
it should represent an additional force (friction) acting on the system and following
from a chosen reduction.

Let us now consider the degeneracy of the Dirac deformation �D given by
(3.4.7). Suppose that the real valued functions ci , i = 1, . . . , s on M span the
kernel of the operator � and are such that the functions

{

ci, ϕj
}

are functionally
independent. Then,

1. the constraints ϕi and the ’old’ Casimirs ci are all Casimirs of�D,
2. any Casimir of�D must be of the form C(c1, . . . , cs , ϕ1, . . . ϕr ).
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The proof of 1 is just a calculation partially done in (3.4.9). For ci functions we have

�Ddcr =
(

�− 1
2

r
∑

i=1

Xi ∧ Zi
)

dcr

= �dcr − 1
2

r
∑

i=1

Zi(cr )Xi + 1
2

r
∑

i=1

Xi(cr)Zi

= − 1
2

r
∑

i,j=1

(ϕ−1)jiXj (cr )Xi = 0.

To prove 2 let us complete the functionally independent functions
{

ci, ϕj
}

to a
coordinate system

{

ci , ϕj , xk
}

on M . Suppose that a function C = C(c, ϕ, x) is
a Casimir of �D : �DdC = 0. Then, according to (3.4.21), (�dC)‖ = 0, i.e.
�dC ⊂ Z . In the Dirac case the distribution Z is spanned by the vector fields Xi
so that there exist functions αi such that

�dC =
r
∑

i=1

αiXi =
r
∑

i=1

αi�dϕi = �
(

r
∑

i=1

αidϕi

)

.

Thus, �
(

dC −∑r
i=1 αidϕi

) = 0 or dC = ∑r
i=1 αidϕi +

∑s
i=1 βidci which

proves 2.
Concluding, we state that the Dirac deformation (3.4.7) preserves all Casimirs of

� tensor and introduces new Casimirs ϕi and that no other Casimirs arise in this
process. The situation in the case of general deformation (3.4.4) (or (3.4.6)) is more
complicated, since the Casimirs of � does not have to survive and moreover new
Casimirs, different from ϕi ones, can arise. We can only state that in the general
case the function C is a Casimir of �D if and only if the vector field Y = �dC

satisfies the relation

Y‖ =
r
∑

i=1

Zi(C)Xi‖

which for the Dirac case degenerates to the already discussed condition Y‖ = 0.
Here we illustrate the presented formalism in the Dirac case, both canonical and

non-canonical. The tangent case will be considered in the next chapter. Consider the
following system of the second order Newton equations

xtt = −10x2 + 4y

ytt = −16xy + 10x3 + 4z (3.4.22)

ztt = −20xz− 8y2 + 30x2y − 15x4.
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What is interesting this system is the so called first Newton representation of the
seventh-order stationary flow of the Korteweg-de Vries hierarchy [225], with the
corresponding Lagrangian

L = xtzt + 1
2y

2
t + 4yz− 10x2z − 8xy2 + 10x3y − 3x5.

The Legendre transformation (3.1.7), (3.1.2) with

⎛

⎝

px

py

pz

⎞

⎠ =
⎛

⎝

0 0 1
0 1 0
1 0 0

⎞

⎠

⎛

⎝

xt

yt

zt

⎞

⎠

leads to a Hamiltonian representation:

d

dt

(

x, y, z, px, py, pz
)T = X = πdH,

where π is the canonical Poisson tensor on a 6-dimensional phase space T ∗E2,1

with the Hamiltonian

H = pxpz + 1
2p

2
y + 10x2z− 4yz+ 8xy2 − 10x3y + 3x5.

Notice that

G =
⎛

⎝

0 0 1
0 1 0
1 0 0

⎞

⎠ ,

so (x, y, z) are flat but nonorthogonal coordinates on E
2,1. Consider also a foliation

S given by a pair of constraints

ϕ1 = z+ xy, ϕ2 = (dϕ1)
T Gp = px + xpy + ypz.

where ϕ2 is the lift of ϕ1 from the configuration space Q to T ∗Q, with respect to
the antidiagonal metric tensor G. The vector fields Xi = �dϕi have the form

X1 = −y ∂

∂px
− x ∂

∂py
− ∂

∂pz
, X2 = ∂

∂x
+ x ∂

∂y
+ y ∂

∂z
− py ∂

∂px
− pz ∂

∂py

and they are transversal to S, so that we have the Dirac case.

Example 3.9 Here we consider a Dirac case with canonical reduction of the system
(3.4.22). In this case the distribution Z = D = Sp {Xi} makes � Z-invariant. The
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basis in Z that is dual to
{

dϕi
}

is

Z1 = 1

ϕ12
X2, Z2 = − 1

ϕ12
X1,

where

ϕ12 =
{

ϕ1, ϕ2
}

�
= 2y + x2.

In the adapted coordinate system the Dirac deformation�D given by (3.4.7) attains
(

x, y, py, pz, ϕ1, ϕ2
)

the form

�D = 1

2y + x2

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 0 −x −1 0 0
0 0 2y −x 0 0
x −2y 0 pz 0 0
1 x −pz 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

It has, as it should, two Casimirs ϕ1, ϕ2 and we can easily restrict�D to the operator
πSν on Sν . If we parametrize Sν with the coordinates

(

x, y, py, pz
)

(the constraints
ϕ1, ϕ2 are constant on every Sν) then

πSν =
1

2y + x2

⎛

⎜

⎜

⎝

0 0 −x −1
0 0 2y −x
x −2y 0 pz

1 x −pz 0

⎞

⎟

⎟

⎠

,

which, in accordance with the theory, is non-degenerate. Observe that this expres-
sion actually does not depend on the choice of the leaf Sν in the foliation S. On
every leaf Sν the Hamiltonian projectionXD = �DdH attains the form

πSν dhSν =
1

2y + x2

⎛

⎜

⎜

⎝

(2y + x2)pz

(2y + x2)py

−2xpypz − 20x3y − 36xy2 + 15x5

−2pypz − 36x2y + 12y2 − 5x4

⎞

⎟

⎟

⎠

where

hSν = 1
2p

2
y − xpypz − yp2

y − 20x3y + 12xy2 + 3x5. (3.4.23)

Example 3.10 Now we consider a Dirac case with non-canonical reduction of the
system (3.4.22). Let us choose a non-canonical distribution Z , for which � is also
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Z-invariant. Since the operator � has a very simple form, so any pair of constant
fields will span such a distribution, as then the condition (3.4.3) is trivially satisfied.
Thus, let us take

Z = Sp
{

∂

∂z
+ ∂

∂pz
,
∂

∂z
+ ∂

∂px

}

(observe that this distribution is integrable). We have now to change the basis in Z
to a new basis {Z1, Z2} such that the condition Zi(ϕj ) = δij is satisfied. A simple
calculation yields

Z1 = ∂

∂z
+ 1

1− y
(

−y ∂

∂px
+ ∂

∂pz

)

, Z2 = 1

1− y
(

∂

∂px
− ∂

∂pz

)

.

Now, the general deformation (3.4.6) defined by the above distribution attains the
following form in the adopted coordinates

(

x, y, py, pz, ϕ1, ϕ2
)

�D = 1

y − 1

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 0 0 −1 0 0
0 0 y − 1 −x 0 0
0 1− y 0 pz − x 0 0
1 x x − pz 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

and thus the restricted operator πSν on the leaf Sν parametrized with the coordinates
(

x, y, py, pz
)

is

πSν =
1

y − 1

⎛

⎜

⎜

⎝

0 0 0 −1
0 0 y − 1 −x
0 1− y 0 pz − x
1 x x − pz 0

⎞

⎟

⎟

⎠

and is non-degenerate. Again, this expression does not depend on the choice of the
leaf Sν in the foliation S. The Hamiltonian projection XD = �DdH attains the
following form on every leaf Sν

πSν dhSν =
1

y − 1

⎛

⎜

⎜

⎜

⎜

⎝

xpy + 2ypz
(y + x2 − 1)py + (xy + x)pz

−(y + 1)p2
y − xpypz + x2py + 2xypz + 4x(6y + 5x2y − 6y2 − 5x2)

−xp2
y + xp2

z − 2pypx + xpy − x2pz − 36x2y + 12y2 − 5x4

⎞

⎟

⎟

⎟

⎟

⎠

where hSν is given by (3.4.23).
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Example 3.11 Here we consider a second Dirac case with non-canonical Poisson
reduction of the system (3.4.22). Consider yet another distribution that makes �
Z-invariant, namely

Z = Sp
{

∂

∂z
+ ∂

∂pz
,
∂

∂x

}

.

The appropriate basis of Z is given by

Z1 = ∂

∂z
− y ∂

∂px
+ ∂

∂pz
, Z2 = ∂

∂px
.

so that we have Zi(ϕj ) = δij . The general deformation (3.4.6) defined by the above
distribution yields in the adopted coordinates

(

x, y, py, pz, ϕ1, ϕ2
)

�D = 1

y − 1

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 0 0 0 0 0
0 0 1 0 0 0
0 −1 0 x 0 0
0 0 −x 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

so that the restricted operator πSν on the leaf Sν (again parametrized with the
coordinates

(

x, y, py, pz
)

) is

πSν =
1

y − 1

⎛

⎜

⎜

⎝

0 0 0 0
0 0 1 0
0 −1 0 x

0 0 −x 0

⎞

⎟

⎟

⎠

,

and is degenerate this time, with Casimir function c = x. The Hamiltonian
projectionXD = �DdH attains on every leaf Sν the form

πSν dhSν =
1

y − 1

⎛

⎜

⎜

⎝

0
py − xpz

p2
y − x2py − 2xypz + 20x3 − 24xy

−xpy + x2pz

⎞

⎟

⎟

⎠

where hSν is given by (3.4.23).

Thus, given a foliation S, by choosing different distributions Z we can obtain
several different Hamiltonian projections of our original Hamiltonian system, not
only just the well known Dirac canonical reduction. The tangent case of the
reduction procedure will be considered in details in Chap. 5.



Chapter 4
Classical Integrable and Separable
Hamiltonian Systems

In this chapter we introduce the concept of classical integrability of Hamiltonian
systems and then develop the separability theory of such systems based on the
notion of separation relations introduced by Sklyanin [235]. Separation relations
are the most fundamental objects of modern separability theory as well as allow for
classification of all separable systems. We concentrate our attention on the subclass
of separable systems for which all constants of motion are quadratic in momenta.
This class of systems is most interesting from the physical point of view on both
classical and quantum level.

4.1 Integrable Hamiltonian Systems

Once we have a Hamiltonian system, modeling some physical phenomena, we
would like to solve it in order to get admissible trajectories of time evolution. We
could do it systematically if the system under consideration is linear. Unfortunately,
it happens only in simplest models or in linear approximation of the considered
realistic models. In a generic situation Hamiltonian systems are nonlinear. As a
consequence, even simple nonlinear dynamical systems can exhibit a completely
unpredictable behavior, which might seem to be random, despite the fact that they
are fundamentally deterministic. This seemingly unpredictable behavior has been
called chaos. For such systems the distance between two, arbitrary close to each
other, different initial conditions may diverge exponentially fast. As a consequence,
trajectories of chaotic systems are not expressible by elementary functions or even
special functions. Thus in order to find particular trajectories numerical methods
have to be implemented. On the other hand, among all nonlinear Hamiltonian
systems there exists a subclass of systems which despite their nonlinearity are
integrable by quadratures. We call them nonlinear integrable systems and they are
the subject of our further consideration, on both classical and quantum level.
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4.1.1 Liouville Integrability

LetM be a symplectic manifold of dimension dimM = 2n with the defined Hamil-
tonian system (3.2.1). Assume that the considered system posseses n global (defined
on the whole M , possible modulo some set of measure zero) constants of motion
H1, . . . , Hn (first integrals) all in involution (Poisson commute) {Hi,Hj }π = 0,
and functionally independent in the sense that dHi are linearly independent. Such a
system is called Liouville integrable.

Let (Q, g,∇) be a Riemannian space with Levi-Civita connection generated by
a covariant metric tensor g. As was mentioned in Sect. 2.6, a symmetric covariant
tensor K ∈ T (m,0)(Q) is called a Killing tensor of the metric g when it fulfills the
condition (2.6.20)

∇(i1Ki2...im+1) = 0. (4.1.1)

If the function

T = 1
2G

ijpipj ,

where G is a contravariant metric tensor, represents Hamiltonian (kinetic energy)
of a free particle in the space (Q, g) and (x, p) is a canonical parametrization of
the phase space M = T ∗Q, then for arbitrary contravariant Killing tensor K ∈
T (0,m)(Q)

Ki1...im = Gi1j1 . . .GimjmKj1...jm,

the function

F(x, p) = Ki1...impi1 . . . pim
is a constant of motion: {F, T }π = 0 [97, 239].

To see that important relation, first let us notice that the Schouten-Nijenhuis
bracket, introduced in Sect. 2.3 for multi-vectors, can be defined for symmetric
contravariant tensor fields in a completely analogical way. It is sufficient to replace
the wedge-product by a respective symmetric product. Let Sk(Q) be the space of
contravariant symmetric tensor fields of order k onQ. Let (xi) be a local coordinate
system on Q, K ∈ Sk(Q) and R ∈ Sr(Q), then their Schouten-Nijenhuis bracket
[K,R]S takes the form

[K,R]l1...lk+r−1
S = 1

k!r!
[

kKn(l1...∂nR
lk...lk+r−1) − rRn(l1...∂nKlr ...lk+r−1)

]

(4.1.2)
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where (. . .) is the symmetrization operator over the indices (compare with (2.3.13)).
If we now define the following functions

FK = 1

k!K
i1...ik pi1 . . . pik , FR = 1

r!R
i1...ir pi1 . . . pir

on T ∗Q, where pi are momenta conjugate to position xi then, by a simple
inspection, we find that

{FK,FR} = −[K,R]i1...ik+r−1
S pi1 . . . pik+r−1 , (4.1.3)

where {., .} is a canonical Poisson bracket (3.2.19) and hence

{FK,FR} = 0 ⇐⇒ [K,R]S = 0.

The formula (4.1.2) has the remarkable property that the right-hand side is
invariant under the substitution ∂i → ∇i where ∇ denotes the covariant derivative
with respect to any torsionless linear connection. It is in fact this property that the
right-hand side of this formula indeed gives the components of a rank k + r − 1
tensor field. Thus for each choice of a symmetric linear connection, one can write
down the above formula in an invariant way without reference to any coordinate
system [211]. So, lowering indices in covariant form of (4.1.2), substituting R = G
and using the fact that ∇igjk = 0, we immediately get that [K,G] = 0 if and only
if the condition (4.1.1) is fulfilled, i.e. whenK is a Killing tensor of metric g.

Example 4.1 Consider the Hénon-Heiles system from the Example 3.6. For Liou-
ville integrability two constants of motion are desired

H1 = T1 + V1 = 1
2p

2
x + 1

2p
2
y + 1

2xy
2 + x3,

H2 = T2 + V2 = 1
2ypxpy − 1

2xp
2
y +

1

4
x2y2 + 1

16y
4.

It is easy to check that they are in involution with respect to the canonical Poisson
bi-vector. Obviously, geodesic Hamiltonians

T1 = 1
2p

2
x + 1

2p
2
y, T2 = 1

2ypxpy − 1
2xp

2
y

Poisson commute as well {T1, T2} = 0, so in Cartesian coordinates (x, y) both
metric tensor (gij ) and its inverse (Gij ) are represented by a 2×2 unite matrix, while
both the second order covariant (Kij ) and the second order contravariant (Kij ) =
(KsrG

siGrj ) Killing tensors are represented by

(

0 1
4y

1
4y − 1

2x

)

.
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Our next example illustrates how rare such systems are, i.e. what is the ratio
between chaotic and integrable nonlinear Hamiltonian systems.

Example 4.2 Consider the two parameter family of Hénon-Heiles systems, gener-
ated by

H = 1
2p

2
x + 1

2p
2
y + axy2 − 1

3bx
3.

The simplicity of its potential together with the richness of dynamical behavior
for different values of a and b turned it into a standard testing ground for many
methods of studying two-dimensional Hamiltonian systems. Usually the system is
nonintegrable. There are only three integrable cases, where there exists the second
global constant of motion [42]

b = −6a : F = 1
2ypxpy − 1

2xp
2
y + 1

2ax
2y2 + 1

8ay
4,

b = −a : F = pxpy + ax2y + 1
3ay

3,

b = −16a : F = 3p4
y + 12axy2p2

y − 4ay3pxpy − 4a2x2y2 − 2
3a

2y6.

The first case with a = 1
2 was considered in the previous example.

Consider a Liouville integrable systems on a 2n-dimensional symplectic mani-
fold (M, π,H), with n constants of motion (F1, . . . , Fn) which Poisson commute.
Let us fix a ∈ R

n and consider the map

f : M −→ R
n, f = (F1, . . . , Fn).

From the assumptions on dFi it is a regular map, so Ma = f−1(a) is a
smooth, n-dimensional submanifold of M for any a ∈ R

n. The Arnold-Liouville
theorem says that if Ma is compact and connected, then it is diffeomorphic to n-
dimensional torus Tn. Moreover, in the neighborhood of the torus, in M there exist
particular coordinates (ϕ1, . . . , ϕn, I1, . . . , In) (0 ≤ ϕi < 2π), called action-angle
coordinates, in which equations of motion are linear with respect to the evolution
parameter t

(Ik)t = 0, (ϕk)t = ∂H(I1, . . . , In)

∂Ik
= ωk = const.

The motion on the torus is quasi-periodic. For the periodicity, an additional
condition is necessary

n
∑

i=1

miωi = 0, mi ∈ Z.

Assume that the considered Liouville integrable system is given in a canonical
coordinate chart (x, p) and that the system of equations Fj (x, p) = aj can be
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solved almost globally (globally in particular) for the momenta pi

pi = pi(x, a) (4.1.4)

and the relations Fi(x, p(x, a)) = ai hold identically. Now, let us differentiate these
identities with respect to xj

∂Fi

∂xj
+

n
∑

r=1

∂Fi

∂pr

∂pr

∂xj
= 0,

then multiply the resulting equations by ∂Fs/∂pj and sum over j

n
∑

j=1

∂Fs

∂pj

∂Fi

∂xj
+

n
∑

r,j=1

∂Fi

∂pr

∂Fs

∂pj

∂pr

∂xj
= 0,

swap the indices and subtract (si)− (is) obtaining finally

{Fi, Fs} +
n
∑

r,j=1

(

∂Fs

∂pj

∂Fi

∂pr

∂pr

∂xj
− ∂Fi
∂pj

∂Fs

∂pr

∂pr

∂xj

)

= 0.

The first term vanishes by the assumption and rearranging the indices in the second
term we get

n
∑

r,j=1

∂Fs

∂pj

∂Fi

∂pr

(

∂pr

∂xj
− ∂pj
∂xr

)

= 0.

From the invertibility of matrices ∂Fs/∂pj we finally get

∂pr

∂xj
− ∂pj
∂xr

= 0. (4.1.5)

This condition implies, due to the Stokes theorem, that

∮

pj dx
j = 0

for any closed contractible curve on the torus Tn. There are n closed curves �k
which cannot be contracted down to a point, i.e. the corresponding integrals do not
vanish and in consequence we can define the action coordinates

Ik := 1

2π

∮

�k

pj dx
j , (4.1.6)
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where the closed curve �k is the k-th basic cycle of the torus Tn

�k = {(φ1, . . . , φn) ∈ Tn; 0 ≤ φk < 2π, φi = const. i �= k},

and φ are some coordinates on Tn. The actions Ik are also first integrals as the r.h.s.
of (4.1.6) due to (4.1.4) only depend on ai = Fi which are first integrals as well.

Now we can construct the angle coordinates ϕi canonically conjugated to the
actions using a generating function (see Sect. 4.1.4)

W(x, I) =
∫ x

x0

pjdx
j

where x0 is a fixed point on the torus. This definition does not depend on a path
joining x0 and x as a consequence of (4.1.5) and Stoke’s theorem. Choosing different
x0 just adds a constant toW thus leaving the angles

ϕk := ∂W

∂Ik

invariant. The angles are periodic coordinates with a period 2π . Indeed if we add a
k-th cycle Ck to the path C between x0 and x then

W(x, I) =
∫

C∪Ck
pjdx

j =
∫

C

pjdx
j +

∫

Ck

pjdx
j = W(x, I)+ 2πIk

so

ϕk = ∂W

∂Ik
= ϕk + 2π.

The transformations are canonical and invertible from construction

x = x(ϕ, I), p = p(ϕ, I) and ϕ = ϕ(x, p), I = I (x, p).

The dynamics is given by

(Ik)t = {Ik,H } = 0 
⇒ H = H(I1, . . . , In)

(ϕk)t = {ϕk,H } = ∂H(I1, . . . , In)

∂Ik
= ωk = const

and thus we have reconstructed the equations (4.1.1).
So, “in principle” the system is integrable in quadratures. In practice, we can

do it explicitly only in particular cases as the explicit construction of generating
function (4.1.1) is far from being trivial. For example, we can do it in the case when
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a Hamiltonian H separates into a sum of n one-dimensional Hamiltonians hi

H(x, p) =
n
∑

i=1

hi(x
i, pi).

In order to integrate by quadratures the arbitrary Liouville integrable system, we
need an extra property, i.e the existence of the so called separation coordinates.
Then, such Liouville integrable systems are called separable systems. The theory of
separable systems is developed in the next chapter.

Example 4.3 Let us consider n-dimensional harmonic oscillator described by the
following n Newton equations of motion in Cartesian coordinates

mxitt + βixi = 0, i = 1, . . . , n,

where m is a particle mass and βi ∈ R+ are elastic constants, with well known
solutions

xi(t) = Ai sin(ωit + ϕ0
i ), ωi =

√

βi

m
,

parametrized by 2n constants (A1, . . . , An, ϕ
1
0, . . . , ϕ

n
0), i.e. amplitudes Ai and

phases ϕi0. The considered system is equivalent to Liouville integrable systems
generated by n functions in involution

hi = 1

2

(

1

m
p2
i + βi(xi)2

)

, i = 1, . . . , n,

with the Hamiltonian function

H(x, p) =
n
∑

i=1

hi =
n
∑

i=1

1

2

(

1

m
p2
i + βi(xi)2

)

.

Equations of motion are in the form

(xi)t = {xi,H } = ∂H

∂pi
= 1

m
pi,

(pi)t = {pi,H } = −
∂H

∂xi
= −βixi, i = 1, . . . , n.

and split into n two-dimensional problems, each from R
2. Let us consider the k-th

problem. Different choices of the energy hk = ak give a foliation of R2 by ellipses
lak

1

2

(

1

m
p2
k + βk(xk)2

)

= ak.
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For a fixed value of ak we can take �k = lak . Then

Ik = 1

2π

∮

�k

pk dx
k = 1

2π

∫∫

Sk

dxkdpk = Sk

2π
=
√

m

βk
ak = ak

ωk

where we used the Stoke’s theorem. Sk is the area of ellipse lak and there is no
summation over k under the integral. The Hamiltonian expressed in new variables is

H =
n
∑

i=1

hi =
n
∑

i=1

ωiIi

and

(ϕi)t = ∂H

∂Ii
= ωi, (Ii)t = −∂H

∂ϕi
= 0

⇓

ϕi(t) = ωit + ϕi0, Ii = ai

ωi
= const.

To complete the picture we need to relate (x, p) and (ϕ, I) coordinates. We already
know that

Ik = 1

2

(

p2
k

mωk
+mωk(xk)2

)

.

Thus the generating function is (with a chosen sign)

W(xk, Ik) =
∫

pkdx
k =

∫ √

2mIkωk −m2ω2
k(x

k)2dxk

and

ϕk = ∂W

∂Ik
=
∫

mωk
√

2mIkωk −m2ω2
k(x

k)2
dxk = arcsin

(√

mωk

2Ik
xk
)

− ϕk0.

This gives

xk =
√

2Ik
mωk

sin(ϕk + ϕk0)
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and finally we recover the solution

xi(t) = Ai sin(ωi t + ϕi0) =
1

ωi

√

2ai
m

sin(ωit + ϕi0),

pi(t) = mdx
i(t)

dt
= mωiAi cos(ωi t + ϕi0) =

√

2mai cos(ωit + ϕi0),

with a new parametrization (a1, . . . , an, ϕ
1
0, . . . , ϕ

n
0), i.e. fixed values of constants

of motion Fi ≡ ωiIi = ai = const and phases ϕi0. The respective action-angle
coordinates (ϕ, I) are related to canonical coordinates (x, p) in the following way

xi =
√

2Ii
ωi

sin ϕi, pi =
√

2Iiωi sinϕi, i = 1, . . . , n.

The n-dimensional submanifold, such that Fi = ai = const. for i = 1, . . . , n, is
the n-dimensional tori with the coordinate system (ϕ1, . . . , ϕn). Fixing a point on
the tori (ϕ1

0, . . . , ϕ
n
0) we chose a particular trajectory. Trajectories are closed when

the condition (4.1.1) is fulfilled.

4.1.2 Superintegrability

In the previous subsection we introduced the notion of Liouville integrability with
n constants of motion in involution on the 2n-dimensional phase space. So, the
natural question appears whether there are systems with a bigger number of global,
single-valued integrals of motion. The answer is positive. A real-valued function
H1 on a 2n-dimensional manifold (phase space) M = T ∗Q is called a classical
superintegrableHamiltonian if it belongs to a set of n Poisson-commuting functions
H1, . . . , Hn (constants of motion, so that

{

Hi,Hj
} = 0 for all i, j = 1, . . . , n) and

for which there exist 0 < k < n additional functions Hn+1, . . . , Hn+k , globally
defined on M , that Poisson-commute with the Hamiltonian H1 and such that all
the functions H1, . . . , Hn+k constitute a functionally independent set of functions.
Obviously, in general,

{

Hi,Hj
} �= 0 for 1 < i ≤ n and j > n. In particular, when

k = n− 1, such systems are called maximally superintegrable.
The reader can meet in literature the weaker notion of maximal superintegrability

which requires that there exists 2n − 1 functions, one of which (the Hamiltonian)
commutes with all of the others. In this sense, maximal superintegrability coincides
with a particular case of the so called non-commutative integrability [52, 120, 201],
which requires 2n− r integrals, r of which commute with all of the integrals. Such
a class of systems is beyond the scope of the book.

In our further considerations we will limit ourselves to the so called polynomially
superintegrable systems, with functionally independent and globally defined con-
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stants of motion that are polynomial functions of the momenta. Let us analyze such
a case on examples familiar to everybody of two dimensional harmonic oscillator
and Kepler problem, respectively.

Example 4.4 The harmonic oscillator in R
2, with equal component frequencies, can

be described as the Hamiltonian system in the four dimensional phase space with
Cartesian coordinates (x1, x2) and conjugate momenta (p1, p2), where

H1 = 1
2 (p

2
1 + p2

2)+ 1
2

(

ω2(x1)2 + ω2(x2)2
)

.

We show how superintegrability alone determines the orbits. Here n = 2 and 2n −
1 = 3 so three constants of the motion are required for superintegrability. Consider
the following functions

H2 = x1p2 − x2p1, H3 = 1
2 (−p2

1 + p2
2)+ 1

2

(

−ω2(x1)2 + ω2(x2)2
)

, H4 = ω2x1x2 + p1p2

which are in involution with Hamiltonian with respect to the canonical Poisson
bracket: {H1,Hi} = 0, i = 2, 3, 4, where H2 represents the angular momentum
(angular momentum is conserved in any Hamiltonian system with potential that
depends only on the radial distance) and H3 and H4 represent extra quadratic in
momenta constants of motion. The remaining nonzero Poisson brackets are

{H2,H3} = −2H4, {H2,H4} = 2H3, {H3,H4} = −2ω2H2.

We have found 4 constants of the motion and only 3 can be functionally indepen-
dent. Indeed, one finds that

H 2
1 −H 2

3 = H 2
4 + ω2H 2

2 .

Let us fix the value of total energy H1 ≡ E1, H3 ≡ E3 < E1 and choose H4 ≡ 0.
From the last choice we get ω4(x1)2(x2)2 = p2

1p
2
2 while from the first two choices

we get p2
1 = a2

1−ω2(x1)2, p2
2 = a2

2−ω2(x2)2, where a2
1 = E1−E3, a

2
2 = E1+E3.

Eliminating p coordinates, we get the elliptical orbit in (x1, x2)-plane

ω2

a2
1

(x1)2 + ω
2

a2
2

(x2)2 = 1.

Example 4.5 The Kepler problem is a specific case of the two body problem for
which one of the bodies is stationary relative to the other and the bodies interact
according to an inverse square law. The motion of two isolated bodies satisfies
this condition to good approximation if one is significantly more massive than the
other. Since all orbits lie in a plane (like in the previous example) we can write
the Hamiltonian system again in the four dimensional phase space with Cartesian
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coordinates (x1, x2) and conjugate momenta (p1, p2)

H1 = 1
2 (p

2
1 + p2

2)−
a

√

(x1)2 + (x2)2
, a > 0.

We show how superintegrability alone implies Kepler’s laws and determines the
orbits. Here n = 2 and 2n − 1 = 3 so again three constants of the motion are
required for superintegrability. Consider the following functions

H2 = x1p2−x2p1, H3 = H2p2− ax1
√

(x1)2 + (x2)2
, H4 = −H2p1− ax2

√

(x1)2 + (x2)2

which are in involution with the Hamiltonian with respect to the canonical Poisson
bracket: {H1,Hi} = 0, i = 2, 3, 4, where H2 represents the angular momentum (as
the Hamiltonian again depends only on the radial distance) andH3 andH4 represent
two components of the so called Laplace-Runge-Lenz vector e = (H3,H4) in
(x1, x2)-plane for the Kepler problem. For an elliptical orbit or a hyperbolic
trajectory the Laplace-Runge-Lenz vector is directed along the axis formed by
the origin (x1, x2) = (0, 0) and the perihelion (point of closest approach) of the
trajectory to the origin. The perihelion is time-invariant in the Kepler problem, so
the direction in which e points must be a constant of the motion. The remaining
nonzero Poisson brackets are

{H2,H3} = −H4, {H2,H4} = H3, {H3,H4} = 2H1H2.

We have found 4 constants of the motion and again only 3 can be functionally
independent. Indeed, the length squared of the Laplace vector is determined by the
energy and angular momentum

H 2
3 +H 2

4 = 2H1H2 + a2.

Let us fix the value of of total energyH1 ≡ E, the angular momentumH2 ≡ L and
choose H4 ≡ 0. For such a choice the Laplace-Runge-Lenz vector is pointed in the
direction of the positive x1-axis and E2

3 = 2EL2 + a2. Then, we have

p1 = − ax2

L
√

(x1)2 + (x2)2
, p2 = E3

L
+ ax1

L
√

(x1)2 + (x2)2
.

The expression for H2 allows us to write

L = E3x
1

L
+ a(x1)2

L
√

(x1)2 + (x2)2
+ a(x2)2

L
√

(x1)2 + (x2)2
= E3x

1

L
+ a

√

(x1)2 + (x2)2

L
,
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which after rearrangement and squaring becomes

(

1− E
2
3

a2

)

(x1)2 + 2LE3

a2 x1 + (x2)2 = L4

a2 . (4.1.7)

These are conic sections of the plane (x1, x2), so our trajectories are ellipses,
parabolas, and hyperbolas, depending on the constants of the motion E,L.

The first Kepler’s law says that planetary orbits are planar ellipses with the sun
positioned at a focus. Indeed we found that only closed trajectories, or orbits, are
elliptical.

The second Kepler’s law says that a planetary orbit sweeps out equal areas in
equal time, so it is a statement of conservation of the angular momentum. Indeed,
let us introduce polar coordinates such that x1 = r cosϕ, x2 = r sin ϕ then, along
the trajectory,

H2 = L = x1(t)p2(t)− x2(t)p1(t) = x1 dx
2

dt
− x2 dx

1

dt
= r2 dϕ

dt
.

The area traced out from time 0 to time t is

A(t) = 1
2

∫ ϕ(t)

ϕ(0)
r2dϕ.

Differentiating with respect to time

d

dt
A(t) = 1

2r
2 dϕ

dt
= 1

2L,

so the rate is constant.
The third Kepler’s law says that the square of the period of an orbit is proportional

to the cube of the length of the semi-major axis of the ellipse. Again, it is only
valid for closed trajectories: ellipses. We may write the period T of such an orbit in
terms of the constants of the motion. Explicit evaluation for ϕ(0) = 0, ϕ(T ) = 2π ,
yields A(T ) = 1

2LT as the area of the ellipse. Kepler’s third law follows from the
equations (4.1.7) and the simple calculus expression for the area of an ellipse.

The reader can find other examples of superintegrable systems with two degrees
of freedom and various methods of their construction for instance in [79, 163, 185,
196, 249], while superintegrable systems with three and more degrees of freedom
can be found in [8, 9, 64–66, 110, 134, 164, 166, 168] and in literature quoted there.

Suppose that we have an integrable system, i.e. n functionally independent
Hamiltonians on a 2n-dimensional phase space M that pairwise commute:
{

Hi,Hj
} = 0 for all i, j = 1, . . . , n. If there exists an additional function P

commuting to a constant with one of the Hamiltonians, say with H1 (so that
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{H1, P } = c) and if the (n− 1) functions

Hn+i = {Hi+1, P } , i = 1, . . . , n− 1

together with all Hi are functionally independent, then the system becomes
maximally superintegrable since then by the Jacobi identity

{Hn+i , H1} = − {{P,H1} ,Hi+1} − {{H1,Hi+1} , P } = 0, i = 1, . . . , n− 1.

If moreover the first n integrals of motion Hi are quadratic in momenta and if P is
linear in momenta, like in our two examples, then the resulting (n−1) extra integrals
of motion Hn+i are also quadratic in momenta.

Suppose that (x, p) = (x1, . . . , xn, p1 . . . , pn) are Darboux (canonical) coor-
dinates on a 2n-dimensional phase space M = T ∗Q. Consider two functions on
M:

H = 1
2piA

ij (x)pj + U(x) with A = AT and P = yi(x)pi.

Then

{H,P } = 1
2pi (LYA)

ij pj + Y (U), (4.1.8)

where Y is the vector field on Q given by Y = yi(x) ∂
∂xi

and where LY is the
Lie derivative (on Q) along Y . Thus, one can say that H and P commute if the
corresponding vector field Y is the Killing vector (2.6.17) for the metric defined by
the (2, 0)-tensor A (i.e. if LYA = 0) and if moreover Y (U) = 0. Thus, the simplest
way of the construction of additional constants of motion is via an appropriate
Killing vector. We will come back to such a construction of superintegrable systems
later on. More complex methods of construction of superintegrable systems are
beyond the scope of that book and we send the reader to the literature mentioned
above.

4.1.3 Stäckel Transform

Stäckel transform is a functional transform that transforms a given Liouville inte-
grable system into a new Liouville integrable system on the same Poisson manifold.
Actuall, this is essentially a transformation that sends an n-tuple of functions
in involution on a 2n-dimensional symplectic manifold into another n-tuple of
functions on the same manifold, and these n new functions are again in involution.
It also generates a corresponding reciprocal transform between solutions of these
Stäckel-related systems, confined to proper submanifolds of the phase space. The
construction in the restricted form (called coupling constant methamorphosis) was
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first described in [58, 150] and then generalized to the final form in [39, 231].
Applied to a Stäckel separable system, this transformation yields a new Stäckel
separable system, which explains its name. We will develop the theory of Stäckel
transform of separable systems in the next chapter.

Consider a Poisson manifold (M, π) and suppose we have r functions (Hamil-
tonians) hi : M → R on M, each depending on k ≤ r parameters α1, . . . , αk so
that

hi = hi(ξ , α1, . . . , αk), i = 1, . . . , r, (4.1.9)

where ξ ∈ M . From r functions in (4.1.9) let us now choose k functions hsi , i =
1, . . . , k, where S = {s1, . . . , sk} ⊂ {1, . . . , r}. Assume that

det
(

∂hsi /∂αj
) �= 0 (4.1.10)

and that the system of equations

hsi (ξ, α1, . . . , αk) = α̃i , i = 1, . . . , k, (4.1.11)

where α̃i is another set of k free parameters, or values of Hamiltonians hsi , can be
solved almost globally (globally in particular) for the parameters αi yielding

αi = h̃si (ξ, α̃1, . . . , α̃k), i = 1, . . . , k. (4.1.12)

The right hand sides of these solutions define k new functions h̃si on M , each
depending on k parameters α̃i . Finally, let us define (r − k) functions h̃i with
i = 1, . . . , r and such that i /∈ {s1, . . . , sk} by, substituting h̃si instead of αi in
hi for i /∈ {s1, . . . , sk}

h̃i = hi |α1→h̃s1 ,...,αk→h̃sk , i = 1, . . . , r, i /∈ {s1, . . . , sk}. (4.1.13)

The functions h̃i = h̃i(ξ , α̃1, . . . , α̃k), i = 1, . . . , r , defined through (4.1.12)
and (4.1.13) are called the generalized Stäckel transform of the functions (4.1.9)
with respect to the indices {s1, . . . , sk} (or with respect to the functions hs1, . . . hsk ).
Note that unless we extend the manifold M this operation cannot be obtained by
any change of coordinates. It is also easy to see that if we perform again the Stäckel
transform on the functions h̃i with respect to h̃si we will receive back the functions
hi in (4.1.9). Note also that neither k nor r are related to the dimension of the
manifoldM .

Example 4.6 Here we consider the simplest situation when k = r = 1. Let us take,
after [150], the Fokas-Lagerström potential on the four-dimensional phase spaceM
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with coordinates (x, y, px, py) :

h = 1
2 (p

2
x + p2

y)− 2
3α(xy)

−2/3.

Solving the equation h = α̃ with respect to the only parameter α one obtains

α = 3
4 (xy)

2/3(p2
x + p2

y)− 3
2 α̃(xy)

2/3 ≡ h̃

which can be shown to be equivalent to the axially symmetric potential [150].

The importance of Stäckel transform relies on two properties that make it so
useful for the study of integrable systems, i.e. it preserves functional independence
and involutivity with respect to the Poisson tensor π .

In the special but nonetheless important case when functions (4.1.9) depend
linearly on parameters αi it is possible to write down the Stäckel transform in an
explicit form. Suppose therefore that the functions in (4.1.9) are of the form

hi = Hi +
k
∑

j=1

αjH
(j)
i , i = 1, . . . , r. (4.1.14)

The equations (4.1.11) defining the first part of the Stäckel transform take then the
form of a system of k linear equations in unknowns α1, . . . , αk

Hsi +
k
∑

j=1

αjH
(j)
si = α̃i , i = 1, . . . , k,

with the determinant solution for αi = h̃si of the form:

h̃si = detWi/ detW = H̃si +
k
∑

j=1

α̃j H̃
(j)
si , (4.1.15)

where

W =
⎛

⎜

⎝

H
(1)
s1 · · · H(k)s1
...
. . .

...

H
(1)
sk · · · H(k)sk

⎞

⎟

⎠

is the k × k matrix
(

∂hsi /∂αj
)

given in (4.1.10) (so that detW �= 0) and where

Wi are obtained from W by replacing H(i)sj in the i-th column by α̃j − Hsj for all
j = 1, . . . , k. The second part of the transformation, i.e. formulas (4.1.13), is as
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follows

h̃i = Hi +
k
∑

j=1

h̃sj H
(j)
i = H̃i +

k
∑

j=1

α̃j H̃
(j)
i , i = 1, . . . , r, i /∈ {s1, . . . , sk}

where h̃si are given by (4.1.15).
For the Stäckel transform in this case, after setting all the α and α̃ equal to zero

we obtain the following formulas relating HamiltoniansH and H̃

Hsi + H̃s1H(1)si + . . .+ H̃skH (k)si = 0, si ∈ S,
Hj + H̃s1H(1)j + . . .+ H̃skH (k)j = H̃j , j /∈ S.

(4.1.16)

Relations (4.1.16) can be written in a matrix form

H = AH̃ (4.1.17)

whereH = (H1, . . . , Hr)
T and H̃ = (H̃1, . . . , H̃r)

T and where the r × r matrix A
is given by

Aij = δij for j /∈ {s1, . . . , sk}, Aisj = −
∂hi

∂αj
= −H(j)i for j = 1, . . . , k

(4.1.18)

Notice that relation (4.1.17) is valid on the wholeM .
Let us now discuss the Stäckel transform between Hamiltonians and the cor-

responding reciprocal transform between respective solutions of two Liouville
integrable systems. Suppose that dimM = 2n and that we have exactly r = n

functionally independent Hamiltonians

hi = hi(ξ , α1, . . . , αk), i = 1, . . . , n

that depend on k ≤ n parameters αi and that are for all values of αi in involution
with respect to a nondegenerate Poisson bi-vector π :

{

hi, hj
}

π
= 0 for all i, j .

These functions yield n Hamiltonian systems onM:

dξ

dti
= πdhi ≡ Xi , i = 1, . . . , n (4.1.19)

so that Xi are n commuting Hamiltonian vector fields on M . Consider now a new
set of n Hamiltonians h̃i obtained from hi by a Stäckel transform performed with
respect to hs1, . . . , hsk . These functions define a set of Hamiltonian flows onM , the
vector fields of which are given by

dξ

dt̃i
= πdh̃i ≡ X̃i , i = 1, . . . , n. (4.1.20)



4.1 Integrable Hamiltonian Systems 129

Let us now analyze the relation between the Hamiltonian systems (4.1.19)
and (4.1.20). In order to study this relation it is important to realize that both
systems (4.1.19) and (4.1.20) are multiparameter and the relation between them can
thus only be found if one fixes the values of both all αi and all α̃i which means that
the sought relation can only exists on the (2n− k)-dimensional submanifoldsMα,α̃
given by (4.1.11):

Mα,α̃ =
{

ξ ∈ M : hsi (ξ, α1, . . . , αk) = α̃i , i = 1, . . . k
}

(4.1.21)

Note that the surfaces Mα,α̃ depend on the simultaneous choice of 2k parameters
αi and α̃i and that its codimension is k (so that dimMα,α̃ = 2n − k ≥ n). Note
also that due to the equivalence between (4.1.11) and (4.1.12) the surfacesMα,α̃ can
equivalently be defined through

Mα,α̃ =
{

ξ ∈ M : h̃si (ξ, α̃1, . . . , α̃k) = αi , i = 1, . . . k
}

(4.1.22)

Observation 5 Through each point ξ in M there passes infinitely many submani-
foldsMα,α̃ . If we fix the values of all the parameters αi we can for any ξ always find
some values of the parameters α̃i so that ξ ∈ Mα,α̃; and vice versa, if we fix α̃i , for
any given ξ we can find αi so that ξ ∈ Mα,α̃ .

As it follows from (4.1.11) and (4.1.12) the following identity is valid onM and
for all values of parameters α̃i :

hsi (ξ, h̃s1(ξ, α̃1, . . . , α̃k), . . . , h̃sk (ξ, α̃1, . . . , α̃k)) ≡ α̃i , i = 1, . . . , k.
(4.1.23)

Moreover, the second part of the transformation, given by (4.1.13), can be written
as the following identity onM , valid again for all values of α̃i ,

h̃i (ξ , α̃1, . . . , α̃k) ≡ hi(ξ , h̃s1(ξ, α̃1, . . . , α̃k), . . . , h̃sk (ξ , α̃1, . . . , α̃S)),

(4.1.24)

where i = 1, . . . , n, i /∈ {s1, . . . , sk}. Differentiating (4.1.23) with respect to ξ we
get that on eachMα,α̃

dhsi = −
k
∑

j=1

∂hsi

∂αj
dh̃sj , i = 1, . . . , k (4.1.25)

while differentiation of (4.1.24) onMα,α̃ gives

dh
i
= dh̃i −

k
∑

j=1

∂hi

∂αj
dh̃sj , i = 1, . . . , n, i /∈ {s1, . . . , sk} . (4.1.26)
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Obviously, in equations (4.1.25) and (4.1.26) we make the substitution (4.1.12). The
transformation (4.1.25)–(4.1.26) onMα,α̃ can be written in a matrix form as

dh = Adh̃ (4.1.27)

where dh = (dh1, . . . , dhn)
T , dh̃ = (dh̃1, . . . , dh̃n)

T and where the n× n matrix
A is given by

Aij = δij for j /∈ {s1, . . . , sk}, Aisj = −
∂hi

∂αj
for j = 1, . . . , k (4.1.28)

(compare with (4.1.18).
From the structure of the matrix A it follows that

detA = ± det

(

∂hsi

∂αj

)

so that detA �= 0 due to the assumption (4.1.10). In consequence, the rela-
tion (4.1.27) can be inverted yielding dh̃ = A−1dh. This leads to important two
properties. Actually, if the functions hi are functionally independent then so are h̃i
and if the functions hi are in involution with respect to the Poisson tensor π (for all
values of αi), then the functions h̃i are also in involution with respect to π for all
values of α̃i .

For the first property, assume that hi are functionally independent for all values
of αi . Consider the differentials dh̃i at a given point ξ ∈ M and for some
arbitrary values of α̃i . Due to Observation 5 one can always find values of αi such
that ξ ∈ Mα,α̃ . By (4.1.27) and by the fact that detA �= 0 the differentials dh̃i
linearly independent at ξ (since dhi are) and since ξ ia arbitrary, h̃i are functionally
independent on the wholeM .

For the second property, assume
{

hi, hj
}

π
= 0 for all i, j = 1, . . . , n and for

all values of αi . Then, as in the proof of the first statement, at any ξ ∈ M we can
choose an appropriateMα,α̃ so that (4.1.27) is valid and so

{

h̃i , h̃j

}

π
=
〈

dh̃i, πdh̃j

〉

=
〈

n
∑

l1=1

(

A−1
)

il1
dhl1, π

n
∑

l2=1

(

A−1
)

j l2
dhl2

〉

=
n
∑

l1,l2=1

(

A−1
)

il1

(

A−1
)

j l2

〈

dhl1, πdhl2
〉

=
n
∑

l1,l2=1

(

A−1
)

il1

(

A−1
)

j l2

{

hl1, hl2
}

π
= 0.

Thus the system (4.1.20) is again Liouville integrable. It proves that Stäckel
transform maps a Liouville integrable system into a Liouville integrable system.
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From (4.1.25)–(4.1.26) it follows that vector fields Xi = πdhi and X̃i = πdh̃i
are on the appropriateMα,α̃ related by the following transformation

Xsi = −
k
∑

j=1

∂hsi

∂αj
X̃sj , i = 1, . . . , k (4.1.29a)

Xi = X̃i −
k
∑

j=1

∂hi

∂αj
X̃sj , i = 1, . . . , n, i /∈ {s1, . . . , sk}. (4.1.29b)

This means that the Hamiltonian vector fields Xi and X̃i span the same n-
dimensional distribution on each Mα,α̃ and also that the vector fields Xsi and
X̃si span the same k-dimensional sub-distribution of the above distribution. The
transformation (4.1.29) can be written onMα,α̃ in the matrix form

X = AX̃

whereX = (X1, . . . , Xn)
T , X̃ = (X̃1, . . . , X̃n)

T , the n×nmatrix A is given above
and substitution (4.1.12) is performed.

All the vector fields Xi and X̃i are naturally tangent to the correspondingMα,α̃
so that if ξ 0 ∈Mα,α̃ then the multiparameter simultaneous solution

ξ = ξ(t1, . . . , tn, ξ 0) (4.1.30)

of all equations in (4.1.19) starting at ξ 0 for t = 0, will always remain in Mα,α̃ and
the same is also true for multiparameter solutions of (4.1.20).

The relations (4.1.29) can be reformulated in the dual language, that of reciprocal
multi-time transformations. The reciprocal transformation t̃i = t̃i (t1, . . . , tn, ξ ), i =
1, . . . , n given onMα,α̃ by

dt̃ = AT dt, (4.1.31)

where dt = (dt1, . . . , dtn)
T and dt̃ = (dt̃1, . . . , dt̃n)

T , transforms the n-
parameter solutions (4.1.30) of the system (4.1.19) to the n-parameter solutions ξ̃ =
ξ̃ (t̃1, . . . , t̃n, ξ 0) of the system (4.1.20), with the same initial condition ξ(0) = ξ0,
in the sense that for any ξ 0 ∈ Mα,α̃ we have

ξ̃ (t̃1(t1, . . . , tn, ξ 0), . . . , t̃n(t1, . . . , tn, ξ 0), ξ 0) = ξ(t1, . . . , tn, ξ 0)

for all values of ti sufficiently close to zero.
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The transformation (4.1.31) is well defined since the right hand side of (4.1.31)
is an exact differential, as it follows from the above construction. Thus it is possible,
at least locally, to integrate (4.1.31) and obtain an explicit transformation t̃i =
t̃i (t1, . . . , tn, ξ ) that takes multi-time solutions of all Hamiltonian systems (4.1.19)
to multi-time solutions of all the systems in (4.1.20).

In a specific case which is important for further considerations, when k = n and
so that the Stäckel transform consists only of the first part (4.1.12), the matrix A
simplifies to the form

Aij = − ∂hi
∂αj

, i, j = 1, . . . , n (4.1.32)

so that the formulas (4.1.29) simplify to the single formula

Xi = −
n
∑

j=1

∂hi

∂αj
X̃j , i = 1, . . . , n,

and (4.1.31) can be explicitly written as

dt̃i = −
n
∑

j=1

∂hj

∂αi
dtj , i = 1, . . . , n. (4.1.33)

In this case our manifolds Mα,α̃ become level surfaces for all the Hamiltonians
hi(ξ , α) and also level surfaces for all the Hamiltonians h̃i (ξ, α̃).

As a simple illustration of the above results, consider the Hamiltonian systems
on a four-dimensional phase spaceM = R

4 with the coordinates ξ = (x, y, px, py)
and canonical Poisson structure. For our first example let k = 1, r = 2, s1 = 2,
α1 ≡ α and α̃1 ≡ α̃ with nonlinear α-dependence.

Example 4.7 Consider the Hamiltonian

h1 = 1
2p

2
x + 1

2p
2
y +

α(x2 − y2)

y
py − 2α2x2,

which is Liouville integrable because it Poisson commutes with

h2 = xpy − ypx − 2αxy

py
.

Relation (4.1.11) for h2 = α̃ takes the form

xpy − ypx − 2h̃2xy

y
= α̃,
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whence

h̃2 = xpy − ypx − α̃py
2xy

,

and therefore by virtue of (4.1.13) we have

h̃1 = x2 + y2 − 2α̃x

2xy
pxpy + α̃(x

2 − α̃x + y2)

2xy2 p2
y.

The relation {h1, h2} = 0 implies {h̃1, h̃2} = 0, so h̃1 is a Liouville integrable just
like h1. The latter equality can be readily verified by straightforward computation.
Interestingly enough, in this example the generalized Stäckel transform sends the
Hamiltonian h1 into a natural geodesic Hamiltonian h̃1, but the metric associated
with h̃1 is not flat and, moreover, has nonconstant scalar curvature unlike the metric
associated with h1. Moreover, the reciprocal transformation (4.1.31), (4.1.28)

t̃1 = t1

dt̃2 =
(

y2 − x2

y
py + 4αx2

)

dt1 + 2xy

py
dt2

=
(

−2xpx + (x
2 − 2α̃x + y2)py

y

)

dt1 + 2xy

py
dt2

takes the equations of motion for h1 and h2, with the respective evolution parameters
t1 and t2, restricted onto the common level surface Mαα̃ = {ξ ∈ R

4|h2(ξ , α) = α̃}
into the equations of motion for h̃1 and h̃2, with the respective evolution parameters
t̃1 and t̃2, restricted onto the same common level surfaceMαα̃ = {ξ ∈ R

4|h̃2(ξ , α̃) =
α}.

For the second example we set k = r = 2.

Example 4.8 Consider the extended Hénon–Heiles system with the Hamiltonian

h1 = 1
2p

2
x + 1

2p
2
y + α1

(

x3 + 1
2xy

2
)

+ α2x,

which Poisson commutes with

h2 = 1
2y

2pxpy − 1
2xp

2
y + α1

(

1
4x

2y2 + 1
16x

4
)

+ 1
4α2y

2.
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Let s1 = 1, s2 = 2, k = r = 2. Then (4.1.15) yield the following commuting
deformation of h1 and h2:

h̃1 = 2
xy2p

2
x − 8

y3pxpy − 2(y2+4x2)

xy4 p2
y + 4

xy2 α̃1 − 16
y4 α̃2,

h̃2 = − y2+4x2

2xy2 p
2
x − 4(y2+2x2)

y3 pxpy + 16x4+12x2y2+y4

xy4 p2
x

− y2+4x2

q1q
2
2
α̃1 + 8(y2+2x2)

y4 α̃2.

Using (4.1.32), (4.1.33) and proceeding in analogy with the previous example we
readily find that the reciprocal transformation takes the form

dt̃1 =
(

x3 + 1
2xy

2
)

dt1 +
(

1
16x

4 + 1
4x

2y2
)

dt2, dt̃2 = xdt1 + 1
4y

2dt2.

But what about superintegrability? Adding to Hamiltonians (4.1.3) extra con-
stants of motion hn+i = hn+i (ξ , α1, . . . , αk), i = 1, . . . , n− 1 that commute with
h1 and differentiating extra identities

h̃n+i (ξ, α̃1, . . . , α̃k) ≡ hn+i (ξ, h̃s1(ξ , α̃1, . . . , α̃k), . . . , h̃sk (ξ, α̃1, . . . , α̃k)),

with respect to ξ we get

dhn+i = dh̃n+i −
k
∑

j=1

∂hn+i
∂αj

dh̃sj , i = 1, . . . , n− 1.

The transformation matrixA (4.1.27), now (2n−1)×(2n−1), is given by the same
formula (4.1.28) and again onMαα̃ we find

{h̃i , h̃j }π =
2n−1
∑

l1,l2=1

(

A−1
)

il1

(

A−1
)

j l2

{

hl1, hl2
}

π
.

In order to get extra conditions {h̃1, h̃n+j }π = 0 a strong restriction has to be
imposed on the matrix A. Actually, the first row of A must be zero except the
element A11. It happens only in the case when h1 = h1(ξ, α1) and s1 = 1. Thus, if
all Hamiltonians depend on the same number of parameters, the superintegrability
is preserved when that number is equal one and the Stäckel transform is performed
with respect to h1 (see Sect. 4.4.4 for particular examples).
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4.1.4 Canonical Transformations

As we presented in the previous chapter, Hamiltonian mechanics is formulated in
a coordinate free way. Nevertheless, in order to perform particular calculations, we
need a local coordinate system. On the other hand, it is well known that complexity
of calculations strongly depends on chosen coordinates. It will become apparent in
the next chapter where the separability theory is presented. Thus, the coordinate
transformations are a standard element of the further developed theory.

An important class of coordinate transformations on a symplectic manifold is
the class of canonical transformations, i.e. these which do not change the canonical
form of implectic bi-vector (symplectic 2-form). A particular importance of such
transformations will be demonstrated in the next chapter. Thus, on 2n-dimensional
phase spaceM consider some transformation of coordinates

(x, p) −→ (x ′, p′)

such that if (x, p) are Darboux coordinates, i.e.

ω = dpi ∧ dqi, π = ω−1 = ∂qi ∧ ∂pi ,

then

ω′ = dp′i ∧ dx ′i, π ′ = ω′−1 = ∂x ′i ∧ ∂p′i
and hence (x ′, p′) are also Darboux coordinates. In order to construct such a trans-
formation, consider any smooth function F(x, p′), called further the generating

function of canonical transformation, that
∣

∣

∣

∂2F
∂x∂p′

∣

∣

∣ �= 0. Then, define the following

transformation

pi = ∂F

∂xi
≡ Fxi , x ′i = ∂F

∂p′i
≡ Fp′i , i = 1, . . . , n (4.1.34)

which in a matrix form reads

dp = Fxxdx + Fp′xdp′, dx ′ = Fxp′dx + Fp′p′dp′, (4.1.35)

where dp = (dp1, . . . , dpn)
T , (Fxx)ij = Fxixj = ∂2F/∂xj ∂xi and so on. Then,

from (4.1.35) and the fact that Fxx = FTxx, Fp′p′ = FT
p′p′ , Fxp′ = FT

p′x it follows
that

dx = F−1
xp′ dx

′ − F−1
xp′Fp′p′dp

′, dp = FxxF−1
xp′ dx

′ + (Fp′x − FxxF−1
xp′Fp′p′)dp

′

⇓
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dpi ∧ dxi = (dp)T ∧ dx
=(dx′)T F−1

p′xFxx ∧ F−1
xp′ dx

′ − (dx′)T F−1
p′xFxx ∧ F−1

xp′Fp′p′dp
′

+ (dp′)T Fxp′ ∧ F−1
xp′ dx

′ − (dp′)T Fxp′ ∧ F−1
xp′Fp′p′dp

′

+ (dp′)T Fp′p′F−1
p′xFxx ∧ F−1

xp′ dx
′ − (dp′)T Fp′p′F−1

p′xFxx ∧ F−1
xp′Fp′p′dp

′

= (dp′)T ∧ dx′ = dp′i ∧ dx′i .

For the last by one equality we also used the fact that αT ∧ Aα = αT A ∧ α = 0
for A = AT and αT A ∧ A−1β = αT ∧ β. Thus in fact the transformation (4.1.34)
is canonical. In a similar way one can introduce three other generating functions of
canonical transformations

F(x, x ′) 
⇒ pi = Fxi , p′i = −Fx ′i , i = 1, . . . , n, (4.1.36a)

F(p, p′) 
⇒ xi = −Fpi , x ′i = −Fp′i , i = 1, . . . , n, (4.1.36b)

F(p, x ′) 
⇒ xi = Fpi , p′i = Fx ′i i = 1, . . . , n. (4.1.36c)

The important subclass of canonical transformations on a phase space consists
of these canonical transformations, which are generated by transformations on the
underlying configuration spaceQ. Let (x, p) be some Darboux coordinates onM =
T ∗Q. Besides, consider any coordinate transformation onQ

x −→ x ′ : x ′ = φ(x) 
⇒ x ′i = φi(x), i = 1, . . . , n.

The generating function of respective canonical transformation on M : (x, p) →
(x ′, p′) is of the form

F(x, p′) = φi(x)p′i ,

and hence

x ′i = φi(x),

p′i =
[

J−1(x)
]j

i
pj , i = 1, . . . , n, (4.1.37)

where J (x) is the Jacobian of the map φ(x). Canonical transformations (4.1.37) are
called point transformations.
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4.2 The Modern Formulation of Hamilton-Jacobi Theory

The theory of finite dimensional conservative integrable systems has a long history,
starting from the works of Lagrange, Hamilton and Jacobi in the first half of
the nineteenth century. In fact the Hamilton-Jacobi (HJ) theory is one of the
most powerful methods of integration by quadratures a wide class of systems
described by nonlinear ordinary differential equations, with a long history as part
of analytical mechanics. The theory in question is closely related to the Liouville
integrable Hamiltonian systems. The main difficulty of the HJ approach is that it
demands distinguished coordinates, so called separation coordinates, in order to
work effectively.

There are some milestones of that theory. First, in 1891 Stäckel initiated a
program of classification of separable systems presenting conditions for separability
of the HJ equations in orthogonal coordinates [240–242]. Then, in 1904 Levi-Civita
found a test for the separability of a Hamiltonian dynamics in a given system
of canonical coordinates [177]. The next was Eisenhart [104–106], who in 1934
inserted a separability theory in the context of the Riemannian geometry, making it
coordinate free and introducing the crucial objects of the theory, i.e. Killing tensors.
This approach was then developed by Woodhouse [265], Klanins [158, 162], and
others. Finally, in 1992, Benenti [14–16] constructed a particular but very important
subclass of separable systems, based on the so called special conformal Killing
tensors.

4.2.1 Linearization of Hamiltonian Dynamics

Let us consider a Liouville integrable system on 2n dimensional symplectic
manifoldM , defined by n Poisson commuting Hamiltonians {Hi,Hj }π = 0, i, j =
1, . . . , n, with related Hamiltonian equations of motion

ξ ti = XHi = πdHi, i = 1, . . . , n, ξ = (x, p)T , (4.2.1)

where ti is the evolution parameter of the i-th equation. Assume that (x, p) are
local Darboux coordinates. The time independent HJ method of integration by
quadratures of the system (4.2.1) relies on its linearization through an appropriate
canonical transformation

(x, p) −→ (b, a), ai = Hi, i = 1, . . . , n. (4.2.2)

In order to find coordinates bi, canonically conjugated with ai , it is necessary to
find respective generating function W(x, a) of the transformation (4.2.2). Then,
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according to (4.1.34)

bi = ∂W

∂ai
, pi = ∂W

∂xi
,

where function W(x, a) is the solution of the system of n Hamilton-Jacobi
equations, generated by constants of motion Hi ,

Hi(x
1, . . . , xn,

∂W

∂x1 , . . . ,
∂W

∂xn
) = ai, i = 1, . . . , n. (4.2.3)

Observation 6 Historically, as well as in standard textbooks from classical
mechanics (including Wikipedia) the reader finds a single HJ equation, for a
distinguished HamiltonianH . A single HJ equation is sufficient to find a generating
function W only in simplest cases. Further on, we also analyze these simplest
cases explicitly. Nevertheless, for the majority of separable systems, all n HJ
equations (4.2.3) are necessary in order to find the generating function W and in
consequence to integrate by quadratures equations (4.2.1).

In (b, a) representation, n evolution equations (4.2.1) become trivial (linear)

b
j
ti
= ∂Hi

∂aj
= δij , (aj )ti = −

∂Hi

∂bj
= 0, Hi = ai, ij = 1, . . . , n.

where

bj (x, a) = ∂W

∂xj
= tj + cj , cj ∈ R. (4.2.4)

Equations (4.2.4) define implicit solutions of equations (4.2.1) in original coordi-
nates (x, p). Solving the system of equations (4.2.4) with respect to xi (so called
inverse Jacobi problem), we reconstruct classical trajectories in the explicit form

xi = xi(t1, . . . , tn, a1, . . . , an, c1, . . . , cn), pi = pi(x, xt , ..). (4.2.5)

Unfortunately, for the majority of separable systems, with the exception of a few
elementary systems, (4.2.5) cannot be expresed by elementary functions and the
theory of special functions like Riemannian theta functions is necessary [139] (see
also [6]). Thus, in general, searching for a solution of the inverse Jacobi problem is
a complex mathematical problem from the algebraic geometry and goes beyond the
scope of the book.

Observation 7 It is very important for the reader to keep in mind that once we are
considering separable systems on a phase space, the xi and pi are functions which
depend on n different evolution parameters tj (4.2.5) and solve simultaneously
all evolution equations (4.2.1). Obviously, for a k-th evolution system only tk
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plays the role of a variable while the remaining tj �=k are just parameters. This
observation was crucial for understanding the concept of a reciprocal transform,
linking solutions of Stäckel related Liouville integrable systems, where all evolution
parameters were simultaneously involved in the transformation (4.1.31).

So, where is the problem if the separation procedure is so clear? The main
difficulty in applying the presented method to a given Liouville integrable system
in some canonical coordinates (x, p) is in solving the system (4.2.3) for W . In
general this is a hopeless task, as (4.2.3) is a very complicated system of nonlinear
coupled partial differential equations. In essence, the only hitherto known way of
overcoming this difficulty is to find distinguished canonical coordinates, denoted
here by (λ, μ) and defined almost globally onM , for which there exist n relations

ϕi(λ
i , μi; a1, . . . , an) = 0, i = 1, . . . , n, ai ∈ R, det

[

∂ϕi
∂aj

]

�= 0,

(4.2.6)

such that each of these relations involves only a single pair of canonical coordinates
[235] and with additional assumption that we can solve these equations for ai
not only locally but almost globally on M . Thus, in the domain of (λ, μ), ai are
expressed in the form

ai = Hi(λ,μ), i = 1, . . . , n.

If the functionsWi(λi, a) are solutions of a system of n decoupled ODE’s, called

separation equations, obtained from (4.2.6) by substituting μi = dWi(λ
i ,a)

dλi

ϕi

(

λi, μi = dWi(λ
i ,a)

dλi
, a1, . . . , an

)

= 0, i = 1, . . . , n, (4.2.7)

then the function

W(λ, a) =
n
∑

i=1

Wi(λ
i, a)

is an additively separable solution of all the equations (4.2.7). It is also a solution
of all Hamilton-Jacobi equations (4.2.3) because solving (4.2.6) to the form ai =
Hi(λ,μ) is a purely algebraic operation.

The Hamiltonian functions Hi(λ,μ) Poisson commute as a consequence of
separation relations (4.2.6). Indeed, differentiating equations (4.2.6) with respect
to (λ, μ) coordinates we get

∂ϕk

∂λi
+

n
∑

r=1

∂ϕk

∂ar

∂Hr

∂λi
= 0,

∂ϕk

∂μi
+

n
∑

r=1

∂ϕk

∂ar

∂Hr

∂μi
= 0
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so

∂Hr

∂λi
= −

n
∑

s=1

Ars
∂ϕk

∂λi
,
∂Hr

∂μi
= −

n
∑

s=1

Ars
∂ϕk

∂μi

where (Ars ) is a matrix being the inverse of the matrix (∂ϕs/∂ar). In consequence

{Hr,Hs} =
n
∑

k=1

(

∂Hr

∂λk

∂Hs

∂μk
− ∂Hr
∂μk

∂Hs

∂λk

)

=
n
∑

k=1

⎛

⎝

n
∑

i,j=1

Ari
∂ϕi

∂λk
Asj
∂ϕj

∂μk
−

n
∑

i,j=1

Ari
∂ϕi

∂μk
Asj
∂ϕj

∂λk

⎞

⎠

=
n
∑

i,j=1

AriA
s
j

n
∑

k=1

(

∂ϕi

∂λk

∂ϕj

∂μk
− ∂ϕi

∂μk

∂ϕj

∂λk

)

=
n
∑

i,j=1

AriA
s
j {ϕi, ϕj } = 0.

The distinguished coordinates (λ, μ) for which the original Hamilton-Jacobi equa-
tions (4.2.3) are equivalent to a set of separation equations (4.2.7) are called the
separation coordinates.

Of course, the original Jacobi formulation of the method was a bit different from
the one presented above, and was adopted to a particular class of Hamiltonians,
nevertheless it contained all important ingredients of the method. Jacobi himself
doubted whether there exists a systematic method for the construction of separation
coordinates. Indeed, for many decades of development of the separability theory,
the method did not exist. Only recently, at the end of the twentieth century and
at the beginning of the twenty-first century, after more than 100 years of efforts, a
few constructive methods have appeared. Some of them are the subject of the next
chapter.

4.2.2 Stäckel Systems

In what follows we restrict ourselves to considering a special case of (4.2.6) when
all separation relations are affine in constantsHi :

n
∑

k=1

Sik(λ
i, μi)Hk = ψi(λi, μi), i = 1, . . . , n, (4.2.8)
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where Sik and ψi are arbitrary smooth functions of their arguments. The rela-
tions (4.2.8) are called the generalized Stäckel separation relations and the related
dynamical systems are called the Stäckel separable ones. The matrix S = (Sik) is
called a generalized Stäckel matrix. The reason behind this name is the fact that the
conditions (4.2.8) with Sik beingμ-independent andψi being quadratic in momenta
μ are equivalent to the original Stäckel conditions for separability of Hamiltonians
Hi . To recover the explicit Stäckel form of the Hamiltonians it is sufficient to solve
the linear system (4.2.8) with respect to Hi .

Although the restriction of linearity appears to be very strong, nevertheless for
all separable systems known from the literature (at least to the knowledge of the
author), the general separation relations can be reduced to the form (4.2.8) upon
suitable choice of constents of motion Hi.

If in separation relations (4.2.8) we further assume that Sik(λi , μi) = Sk(λi, μi)
and ψi(λ

i, μi) = ψ(λi, μi) then the separation relations can be represented by n
copies of a single curve

n
∑

k=1

Sk(λ,μ)Hk = ψ(λ,μ) (4.2.9)

in (λ, μ) plane, called a separation curve. The copies in question are obtained by
setting λ = λi and μ = μi for i = 1, . . . , n.

Finally, let us point out that in fact, with a given Stäckel system one can relate the
whole set of admissible separation coordinates (ξ, ζ ), related to (λ, μ) by canonical
transformations of the form

λi = λi(ξ i , ζ i), μi = μi(ξ i, ζ i). (4.2.10)

It is a reason why in the literature the reader can meet the notion of separable web
instead of separation coordinates.

As the separation relations play the fundamental role in the Hamilton-Jacobi
theory, it is natural to employ them for classification of Stäckel systems. The form
of separation relations (4.2.8) allows us to classify the associated Stäckel systems.
Actually, any given class of Stäckel separable systems can be represented by a fixed
Stäckel matrix S and the particular form of ψ .

In our further considerations we mainly restrict to a particular subclass of
separation relations (4.2.8), for which

Sik(λ
i , μi) = Sik(λi), ψi(λ

i , μi) = 1
2fi(λ

i)μ2
i + σ i(λi), (4.2.11)

i.e. the Stäckel matrix is μ independent and ψ functions are quadratic in momenta
μ. Nevertheless, this subclass of Stäckel separation relations contains a majority
of known from analytical mechanics separable Hamiltonian systems. Also these
Stäckel systems will be most interesting for the further quantization procedure.



142 4 Classical Integrable and Separable Hamiltonian Systems

In order to illustrate, let us consider three important cases of separation rela-
tions (4.2.9), (4.2.11).

The first case is the simplest one, when the Hamiltonian itself separates into the
sum of Hamiltonians of one degree of freedom each:H =∑n

i=1Hi(λ
i, μi) where

Hi = 1
2μ

2
i + σ i(λi), (4.2.12)

so

H =
n
∑

i=1

Hi = 1
2

n
∑

i=1

μ2
i +

n
∑

i=1

σ i(λ
i) = T + V.

Equations (4.2.12) are simultaneously particularly simple separation relations gen-
erated by a Stäckel matrix equal to the unit matrix.

In the second case of separable relations we assume that Hn+1−i (λ, μ) =
Hn+1−i (λ1, . . . , λi , μ1, . . . , μi) and chose H = H1(λ, μ). Let us consider the
following separation relations

Hi − ζ i(λi)Hi+1 = 1
2μ

2
i + σ i(λi), i = 1, . . . , n (4.2.13)

⇓

H1 − ζ 1(λ
1)H2 = 1

2μ
2
1 + σ 1(λ

1),

H2 − ζ 2(λ
2)H3 = 1

2μ
2
2 + σ 2(λ

2),

... (4.2.14)

Hn = 1
2μ

2
n + σn(λn)

generated by a Stäckel matrix of the form

S =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

1 −ζ 1(λ
1) 0 0 0

0 1 −ζ 2(λ
2) 0 0

0 0
. . .

. . . 0
0 0 0 1 −ζ n(λn)
0 0 0 0 1

⎞

⎟

⎟

⎟

⎟

⎟

⎠

.

Denote hi = 1
2μ

2
i + σ i(λi), then

Hk = Tk + Vk = hk + ζ k(λk)Hk+1, Hn = hn
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and hence

Hk = hk + ζ khk+1 + ζ kζ k+1hk+2 + . . .+ ζ k . . . ζ n−1hn,

which gives the common formula for kinetic Tk and potential Vk parts of the
Hamiltonian Hk

Tk = 1
2 (μ

2
k + ζ kμ2

k+1 + ζ kζ k+1μ
2
k+2 + . . .+ ζ k . . . ζ n−1μ

2
n),

Vk =σk + ζ kσ k+1 + ζ kζ k+1σk+2 + . . .+ ζ k . . . ζ n−1σn. (4.2.15)

Notice that separation relations (4.2.13) can be transformed with the help of point
transformation (4.2.10) to new separation relations of the form

Hiλ
i +Hi+1 = 1

2fi(λ
i)μ2

i + γ i(λi), i = 1, . . . , n.

Finally, the third case is a generic case, whenHi = Hi(λ1, . . . , μn) andH = H1.

Consider separation relations (4.2.9), with the condition (4.2.11), of the irreducible
form

n
∑

k=1

Hk(λ
i)γ k = 1

2fi(λ
i)μ2

i + σ i(λi), i = 1, . . . , n, (4.2.16)

where γ 1 > γ 2 > · · · > γ n = 0, γ i ∈ Z+ and fi, σ i are rational functions.
Irreducibility means that the set {γ 1, . . . , γ n−1} of integers does not have a common
divisor α. Otherwise, separation curve (4.2.16) can be reduced to the one with γ i →
γ i
α
∈ Z+ by a transformation λ �→ λ

1
α .

Hamiltonian functionsHi are solutions of the system (4.2.16)

H = S−1
γ U,

where H = (H1, . . . , Hn)
T , U = ( 1

2ϕ1(λ
1)μ2

1 + σ 1(λ
1), . . . , 1

2ϕn(λ
n)μ2

n +
σn(λ

n))T is the Stäckel vector and

Sγ =
⎛

⎜

⎝

(

λ1
)γ 1

(

λ1
)γ 2 · · · 1

...
...

...
...

(λn)γ 1 (λn)γ 2 · · · 1

⎞

⎟

⎠

is the Stäckel matrix.
At the end of that subsection let us briefly mention systems from classes, where

separation curves are different from quadratic in momenta. In the first class of
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systems momenta enter exponentially

n
∑

j=1

Hjλ
n−j = exp(aμ)+ exp(−bμ)+ σ(λ), a, b ∈ R+, i = 1, . . . , n,

(4.2.17)

where σ defines a separable potential. This class includes such systems as the
periodic Toda lattice [115], the KdV dressing chain [28], the Ruijsenaars-Schneider
system [27] and others. In the second class momenta enter cubic

μ

n1
∑

j=1

H
(1)
j λn1−j +

n2
∑

j=1

H
(2)
j λn2−j = μ3 + μσ 1(λ)+ σ 2(λ), i = 1, . . . , n,

where μσ 1 and σ 2 give rise to the separable potentials. We also know some
particular examples from the classes. For instance, stationary flows of nonlinear
PDE’s, known as the Boussinesq hierarchy, belong to the class with n1 = 1 and
n2 = n− 1 [27, 114], while dynamical system on loop algebra ŝl(3) belongs to the
class with n1 = 2 and n2 = 4 [113].

4.2.3 Inverse Jacobi Problem

Let us integrate by quadratures separable equations whose separation relations were
considered in the previous subsection. In the first case

H =
n
∑

i=1

(

1

2mi
p2
i + σ i(xi)

)

. (4.2.18)

In this case separation coordinates are just Cartesian coordinates xi and conjugated
momenta pi . Separation equations (4.2.3) for the generating function W are of the
form

1

2mi

(

dWi

dxi

)2

+ σ i(xi) = ai, i = 1, . . . , n

with the solution

Wi =
∫

√

2mi(ai − σ i(xi))dxi, i = 1, . . . , n,
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thus

bi = dWi

dai
=
∫

midx
i

√

2mi(ai − σ i(xi))
= t + ci.

Example 4.9 Consider n dimensional harmonic oscillator, analyzed in Example
4.3, now from the point of view of separability theory. It has Hamiltonian of the
form (4.2.18) with potential

σ i(x
i) = 1

2βi(x
i)2.

Then, the implicit solution (4.2.3) is expressible in elementary functions

t + ci =
∫

midx
i

√

2mi(ai − 1
2βi(x

i)2
=
√

mi

βi
arcsin

√

βi

2ai
xi,

and can be inverted to the form

xi = Ai sin(ωi t + ϕi), Ai =
√

2ai
βi
, ωi =

√

βi

mi
, ϕi = ωici

known from the Example 4.3.

As the second case consider separation relations (4.2.13), for which the generat-
ing function is of the form

W(λ, a) =
n
∑

i=1

Wi(λ
i, ai+1, ai), Hi = ai. (4.2.19)

From relations (4.2.7) and (4.2.13) follows that

dWk

dλk
=
√

ak − ζ k(λk)ak+1 − σk(λk)

and so

bk = ∂W

∂ak
= 1

2

∫

dλk
√

ak − ζ k(λk)ak+1 − σk(λk)

+ 1

2

∫

ζ k−1(λ
k−1)dλk−1

√

ak−1 − ζ k−1(λ
k−1)ak − σk−1(λ

k−1)

= tk + ck, k = 1, . . . , n. (4.2.20)
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where αn+1 = 0. Hamiltonian dynamical systems from R
3, which separate in

spherical and cylindrical coordinates belong to this class.

Example 4.10 Consider one particle natural Hamiltonian in T ∗R3 in the Cartesian
representation

H = 1

2m
p2
x +

1

2m
p2
y +

1

2m
p2
z + V (x, y, z).

The point transformation to spherical coordinates

(r, φ, θ, pr , pθ , pφ) −→ (x, y, z, px, py, pz)

is given by (3.3.6) and the Hamiltonian takes the form

H = 1

2m

(

p2
r +

p2
θ

r2 +
p2
φ

r2 sin2 θ

)

+ V (r, φ, θ).

Assume that the potential V (x, y, z) in spherical coordinates has the following
structure

V (r, φ, θ) = σ r(r)+ σθ (θ)
r2 + σφ(φ)

r2 sin2 θ
,

then, the case (4.2.14) of separation relations is realized where n = 3, (λ1, λ2, λ3) =
(r, θ, φ), ζ r (r) = 1

r2 , ζ θ (θ) = 1
sin2 θ

. Hence, the separation relations (4.2.14) are of
the form

H1 − 1

r2H2 = 1

2m
p2
r + σ r(r),

H2 − 1

sin2 θ
H3 = 1

2m
p2
θ + σθ (θ),

H3 = 1

2m
p2
φ + σφ(φ),

and

H1 = H = hr + ζ rH2 = 1

2m

(

p2
r +

p2
θ

r2
+ p2

φ

r2 sin2 θ

)

+ σ r (r)+ σθ (θ)
r2

+ σφ(φ)

r2 sin2 θ
,

H2 = hθ + ζ θH3 = 1

2m

(

p2
θ +

p2
φ

sin2 θ

)

+ σθ (θ)+ σφ(φ)
sin2 θ

, (4.2.21)

H3 = hφ = 1

2m
p2
φ + σφ(φ).
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Generating functionW additively separates

W = Wφ(φ, a3)+Wθ(θ, a2, a3)+Wr(r, a1, a2),

and implicit solutions (4.2.20) are of the form

b1 =
√

m

2

∫

rdr
√

r2(a1 − σ r(r)) − a2

= t1 + c1,

b2 =
√

m

2

∫

sin θdθ
√

sin2 θ(a2 − σθ (θ))− a3

−
√

m

2

∫

dr

r
√

r2(a1 − σ r(r)) − a2
= t2 + c2,

b3 =
√

m

2

∫

dφ
√

a3 − σφ(φ)
−
√

m

2

∫

dθ

sin θ
√

sin2 θ(a2 − σ θ (θ))− a3

= t3 + c3.

Let us mention that this example is a key example of the HJ theory, presented in the
majority of textbooks from analytical mechanics, here presented from the point of
view of separation relations.

Finally, as the third case, let us consider the generic case of separation rela-
tions (4.2.16), for which W(λ, a) = ∑

i Wi(λ
i, a), so separation equations (4.2.7)

take the form

1
2fi(λ

i)

(

dWi

dλi

)2

= −σ i(λi)+
n
∑

k=1

ak

(

λi
)γ k ≡ P(λi, a).

The solution of (4.2.3) is as follows

Wi =
∫

√

2P(λi, a)

fi(λ
i)

dλi

and thus

bk = ∂W

∂ak
=

n
∑

j=1

∫

(λj )γ k dλj
√

Rj (λ
j , a)

= tk + ck, k = 1, . . . , n,

where Rj (λj , a) = 2fj (λj )P (λj , a).
Summarizing, one can say that on the level surfaceMa = {ξ ∈ M : Hi = ai ∈ R}

the multi-time solutions λi = λi(t1, . . . , tn, ξ 0) of all Hamiltonian systems defined
by the separation relations (4.2.16), or equivalently by all Hamiltonians (4.2.2),
attain the following Abel-Jacobi differential form

dt = STγ
dλ√
R(λ, a)

, (4.2.22)
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where dt is a column vector with components dti and dλ/
√
R(λ, a)means a column

vector with components dλj/
√

Rj (λ
j , a). Note that solutions (4.2.22) define in a

standard (canonical) way the corresponding multi-time solutions for the momenta
μi = μi(t1, . . . , tn, ξ 0).

Example 4.11 Consider once more the Hénon-Heiles system from Example 4.1

H1 = H = 1
2p

2
x + 1

2p
2
y + x3 + 1

2xy
2,

H2 = 1
2ypxpy − 1

2xp
2
y + 1

4x
2y2 + 1

16x
4.

The transformation between Cartesian and separation coordinates is of the form

x = λ1 + λ2, y = 2
√

−λ1λ2,

px = λ1μ1

λ1 − λ2 +
λ2μ2

λ2 − λ1 , py =
√

−λ1λ2
(

μ1

λ1 − λ2 +
μ2

λ2 − λ1

)

.

HamiltoniansH1 and H2 in canonical coordinates (λ, μ) are of the form

H1 = 1

2

λ1

λ1 − λ2μ
2
1 +

1

2

λ2

λ2 − λ1μ
2
2 +

(

λ1
)3 +

(

λ1
)2
λ2 + λ1

(

λ2
)2 +

(

λ2
)3
,

H1 = 1

2

λ1λ2

λ1 − λ2μ
2
1 +

1

2

λ1λ2

λ2 − λ1μ
2
2 − λ1λ2[

(

λ1
)2 + λ1λ2 +

(

λ2
)2].

and fulfill the following separation relations

H1λ
1 +H2 = 1

2λ
1μ2

1 + (λ1)4,

H1λ
2 +H2 = 1

2λ
2μ2

2 + (λ2)4

so, the implicit solution expressed by separation coordinates is as follows

t1 + c1 =
∫

λ1dλ1
√

R(λ1, a)
+
∫

λ2dλ2
√

R(λ2, a)
,

t2 + c2 =
∫

dλ1
√

R(λ1, a)
+
∫

dλ2
√

R(λ2, a)
,

where R(λ, a) = 2λ(a2 + a1λ − λ4). Obtaining the explicit solution in Cartesian
coordinates is a far from being a trivial task and we skip it here.

In our last example we miraculously found the transformation to separation
coordinates. In fact, the systematic construction of a transformation relating some
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natural coordinates (pseudo-Euclidean for example) with separation coordinates,
was the most challenging problem of the separability theory for over 100 years and
will be discussed in the next chapter.

4.3 Stäckel Systems in Riemannian Geometry

The class of Liouville integrable and separable systems considered in the previous
section consists of functions quadratic in momenta. So, we can adopt a Riemannian
geometry to the Poisson geometry of such systems. It is not a unique procedure
and that fact will be crucial for further separable quantization of Stäckel systems,
considered in Sect. 8.2. Here we mainly concentrate on a natural choice, which
allows us to identify a distinguished metric tensor and related Killing tensors from
kinetic parts of Poisson commuting Hamiltonians. We also derive the algorithmic
construction of separable potentials with the help of an appropriate recursion matrix.
We analyze in details a particular important class of Stäckel systems, so called
Benenti class. The significance of that class becomes clear in the next section.

4.3.1 Killing Tensors and Separable Potentials

Consider the separable system defined by the following separation relations

n
∑

k=1

HkSik(λ
i) = 1

2fi(λ
i)μ2

i + σ i(λi), i = 1, . . . , n, (4.3.1)

linear in Hi , with the following solution

Hr = 1
2

n
∑

i=1

Aiir μ
2
i + Vr, r = 1, . . . , n. (4.3.2)

It is useful for further applications to relate a symplectic geometry (Poisson in
general) with a Riemannian geometry in the context of the separability theory.
Let us consider the Hamiltonians (4.3.2) as functions from the phase space T ∗Q,
where Q is a Riemannian space (Q, g), written in local coordinates (λ, μ). Then,
Hamiltonians adopted to such an interpretation, can be written in the form

Hr = 1
2

n
∑

i=1

Aiir μ
2
i + Vr = 1

2

n
∑

i=1

(BrG)
iiμ2

i + Vr, r = 1, . . . , n. (4.3.3)
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Such freedom in the interpretation of Hamiltonians Hi will be crucial for the
quantum separability theory developed in Sect. 8.2. Here, on the classical level, we
make a useful “natural” choice, identifyingA1 with a contravariant metric tensorG,
i.e.

Hr = Tr + Vr = 1
2

n
∑

i=1

(KrG)
iiμ2

i + Vr, r = 1, . . . , n (4.3.4)

where, from the construction, B1 = K1 = I, A1 ≡ G and Br = Kr
represent second order Killing tensors of (1, 1) type for the metric g = G−1.
Tr represent geodesic Hamiltonians and Vr separable potentials. Notice that in
separation coordinates metric tensor G and Killing tensors Kr are represented
by diagonal matrices. Moreover, Vr(λ) represent separable potentials. In fact we
have n such choices, where Ar is identified with a metric tensor Gr and Ai �=r are
respective Killing tensors. As all constants of motion are functions quadratic in
momenta μi , so all Hamiltonian systems generated by Hr have their own Legendre
transformation (3.1.7), (3.1.8), generated by the metric tensor Gr ≡ Ar, and
the related second order Newton equations of motion can be represented by the
following equations

λitr tr + (�r)ijkλjtr λktr = −Gijr ∂jVr, r = 1, . . . , n. (4.3.5)

The form of separation relations (4.3.1) allows for a classification of such a
type of systems. Each class is defined by a particular choice of Stäckel matrix S.
Systems inside a class are parametrized by functions f and σ . Actually, functions f
parametrize separable metrics (called sometimes Stäckel metrics) while functions
σ parametrize separable potentials. Indeed, the Stäckel matrix for separation
relations (4.3.1) is of the form

S =
⎛

⎜

⎝

S11
(

λ1
)

S12
(

λ1
) · · · S1n

(

λ1
)

...
... · · · ...

Sn1 (λ
n) Sn2 (λ

n) · · · Snn (λn)

⎞

⎟

⎠ , (4.3.6)

hence tensors Ar and potentials Vr(λ) can be expressed as

Ar = diag
(

(S−1)r1f1(λ
1), . . . , (S−1)rnfn(λ

n)
)

, Vr (λ) = (S−1)riσ i(λ
i).

(4.3.7)
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Besides, for a “natural” choiceG = A1, we have

Kr = diag
((

S−1
)

r1
(

S−1
)

11

, . . . ,

(

S−1
)

rn
(

S−1
)

1n

)

⇓ (4.3.8)

(Kr)
i
i =

(

S−1
)

ri
(

S−1
)

1i

= Dir

Di1
,

where Dkj are respective cofactors of matrix S. Notice, that for Stäckel matrix S in
the form (4.3.6) we have

∂

∂λi
(Kr)

i
i = 0, i = 1, . . . , n. (4.3.9)

Moreover, one can check that metric G = A1 is non-flat in general. We will come
back to that problem later on.

Let us consider in greater detail two types of separation relations from the
previous subsection. For separation relations (4.2.13) fi(λi) = 1 and non-zero
elements of Stäckel matrix are of the form

Si,i = 1, Si,i+1 = −ζ i(λi) ,

while non-zero elements of the inverse Stäckel matrix are

(S−1)ii = 1, (S−1)ij =
j−1
∏

k=i
ζ k(λ

k), i < j.

For example, for n = 4 we have

S =

⎛

⎜

⎜

⎝

1 −ζ 1 0 0
0 1 −ζ 2 0
0 0 1 −ζ 3

0 0 0 1

⎞

⎟

⎟

⎠

, S−1 =

⎛

⎜

⎜

⎝

1 ζ 1 ζ 1ζ 2 ζ 1ζ 2ζ 3

0 1 ζ 2 ζ 2ζ 3

0 0 1 ζ 3

0 0 0 1

⎞

⎟

⎟

⎠

.

The first row of the matrix S−1 represents elements of diagonal metric G

G = diag(1, ζ1, ζ 1ζ 2, . . . , ζ 1 . . . ζ n−1),
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with respective Killing tensors of (1, 1) type

Kr = diag
⎛

⎝0, . . . , 0
︸ ︷︷ ︸

r−1

,
1

ξ r
, . . . ,

1

ξr

⎞

⎠ , ξ r =
r−1
∏

k=1

ζ k(λ
k).

Separable potentials are given by relation (4.2.15).

Example 4.12 Let us supplement the Example 4.10 of separable particle dynamics
in R

3 by some extra information. In spherical coordinates (r, φ, θ) (3.3.6) the metric
tensor has the form

G =
⎛

⎜

⎝

1 0 0
0 1
r2 0

0 0 1
r2 sin2 θ

⎞

⎟

⎠ ,

the related Killing tensors of (1, 1) type are

K1 =
⎛

⎝

1 0 0
0 1 0
0 0 1

⎞

⎠ , K2 =
⎛

⎝

0 0 0
0 r2 0
0 0 r2

⎞

⎠ , K3 =
⎛

⎝

0 0 0
0 0 0
0 0 r2 sin2 θ

⎞

⎠ ,

while admissible separable potentials are of the form

V1 = σ r(r)+ σθ (θ)
r2 + σφ(φ)

r2 sin2 θ
,

V2 = σθ (θ)+ σφ(φ)
sin2 θ

,

V3 = σφ(φ),

where σ r(r), σ θ (θ), σφ(φ) are smooth functions of its arguments.

As a second particular case of separation relations (4.3.1) consider systems
whose separable relations are n copies of irreducible separation curve

n
∑

k=1

Hkλ
γ k = f (λ)

[

1
2μ

2 + κ(λ)
]

= 1
2f (λ)μ

2 + σ(λ), (4.3.10)

where γ 1 > γ 2 > . . . > γ n, γ i ∈ Z+, with normalization γ n = 0, being
a particular case of (4.2.16). We also assume in our further considerations the
meromorphic form of functions f (λ) and σ(λ). The explicit form of metric tensorG
and respective Killing tensors Kr will be presented in the next subsection. Here we
demonstrate the construction of separable potentials with the help of the so called
recursion matrix. Notice first that from the form of separation relations (4.3.1)
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follows that they split into a geodesic part and a potential part, respectively. The
potential part of the separation curve takes the form

V
(σ)
1 λγ 1 + V (σ)2 λγ 2 + . . .+ V (σ)n λγ n = σ(λ). (4.3.11)

Let us begin from the so called basic potentials, i.e. σ(λ) = λk, k ∈ Z. Then, the n
copies of the separation curve (4.3.11) with (λ, μ) = (λi , μi)i=1,...,n can be written
in a matrix form

Sγ V
(k) = �k(1, . . . , 1)T ,

where V (k) = (V
(k)
1 , . . . , V

(k)
n )T , � = diag(λ1, . . . , λn) and Stäckel matrix Sγ ,

according to the normalization in (4.3.10), is of the form

Sγ =
⎛

⎜

⎝

(

λ1
)γ 1

(

λ1
)γ 2 · · · 1

...
... · · · ...

(λn)γ 1 (λn)γ 2 · · · 1

⎞

⎟

⎠ .

As a consequence

V (0) = S−1
γ (1, . . . , 1)

T = (0, . . .0, 1)T ,

which follows from the form of Stäckel matrix (4.3.6), and hence

Sγ V
(1) = �(1, . . . , 1)T = �Sγ V (0),

so

V (1) = S−1
γ �Sγ V

(0) = Fγ V (0),

where

Fγ = S−1
γ �Sγ

is called the recursion matrix for separation relations (4.3.10). Indeed

V (k) = Fkγ V (0), k ∈ Z (4.3.12)

as from the assumption about the invertibility of Stäckel matrix Sγ follows the
invertibility of recursion matrix Fγ . Besides

V (σ) = σ(Fγ )V (0), (4.3.13)

for any meromorphic function σ(λ) in (4.3.11). Notice that relation (4.3.13) is of
simple matrix form so it is valid in any coordinate frame on Q. Moreover, since
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V (0) = (0, 0, . . . , 0, 1)T , we find that the potentials (4.3.12) are trivial for k =
γ 1, . . . , γ n as

V
(γ j )
r = δγ r ,γ j .

4.3.2 Benenti Class of Separable Systems

A particular important role, among all considered Stäckel systems (4.3.10), plays
the so called Benenti class, defined by

(γ 1, . . . , γ n) = (n− 1, n− 2, . . . , 0),

hence by separation relations of the form

n
∑

r=1

Hr(λ
i)n−r = 1

2fi(λ
i)μ2

i + σ(λi), i = 1, . . . , n, (4.3.14)

with solution

Hr = 1
2 (KrG)

iiμ2
i + V (σ)r , r = 1, . . . , n. (4.3.15)

For this class of systems the Stäckel matrix

S =
⎛

⎜

⎝

(

λ1
)n−1 (

λ1
)n−2 · · · 1

...
... · · · ...

(λn)n−1 (λn)n−2 · · · 1

⎞

⎟

⎠

is the Vandermonde matrix and metric tensors are of the form

Gii = fi(λ
i)

�i
, �i =

∏

k �=i
(λi − λk), i = 1, . . . , n, (4.3.16)

i.e. are parametrized by n functions of one variable fi(λi).
All metric tensors (4.3.16) have a common set of Killing tensors of (1, 1) type

(Kr)
i
i = −

∂ρr

∂λi
, r = 1, . . . , n, (4.3.17)
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where ρr(λ) are signed elementary symmetric polynomials in λ (later in the book
called Viète polynomials, for short):

ρi(λ) = (−1)i
∑

1≤n1<n2<...<ni≤n
λn1 . . . λni , i = 1, . . . , n (4.3.18)

so in particular

ρ1 = −(λ1 + . . .+ λn), . . . , ρn = (−1)nλ1λ2 . . . λn.

It follows from (4.3.17) and (4.3.18) that Killing tensors and Viète polynomials
fulfill the following matrix equations

ρrIn = Kr+1 −�Kr, r = 1, . . . , n− 1, ρnIn = −�Kn. (4.3.19)

In particular, when separation relations (4.3.14) are represented by n copies of
the separation curve

n
∑

r=1

Hrλ
n−r = 1

2f (λ)μ
2 + σ(λ), i = 1, . . . , n,

metric tensors (4.3.16) are represented by

G = f (�)G0, (G0)
ii = 1

�i
.

Moreover, the potential part of separation relations (4.3.14) is generated by

V
(σ)
1 λn−1 + V (σ)2 λn−2 + . . .+ V (σ)n = σ(λ).

Hence, the recursion matrix F = S−1�S attains the simple form

F =

⎛

⎜

⎜

⎜

⎜

⎝

−ρ1 1

−ρ2
. . .

... 1
−ρn 0 · · · 0

⎞

⎟

⎟

⎟

⎟

⎠

(4.3.20)

with the inverse

F−1 =

⎛

⎜

⎜

⎜

⎜

⎝

0 0 0 − 1
ρn

1 − ρ1
ρn

. . .
...

1 −ρn−1
ρn

⎞

⎟

⎟

⎟

⎟

⎠

(4.3.21)
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and for the hierarchy of basic potentials σ(λ) = λk we have

V (k) = FkV (0), k ∈ Z. (4.3.22)

Since V (0) = (0, 0, . . . , 0, 1)T , we easily obtain that the potentials (4.3.22) are
trivial for k = 1, . . . , n− 1 as

V (k)r = δr,n−k.

The first nontrivial positive potentials are

V (n) = FnV (0) = (−ρ1, . . . ,−ρn)T 
⇒ V (n)r = −ρr,
V (n+1) = Fn+1V (0) = (ρ2

1 − ρ2, ρ1ρ2 − ρ3, . . . , ρ1ρn)
T


⇒ V (n+1)
r = ρ1ρr − ρr+1,

while the first nontrivial negative potentials take the form

V (−1) = F−1V (0) = (−1/ρn,−ρ1/ρn, . . . ,−ρn−1/ρn)
T 
⇒ V (−1)

r = −ρr−1

ρn
,

V (−2) = F−2V (0) 
⇒ V (−2)
r = ρr−1ρn−1 − ρr−2ρn

ρ2
n

,

where ρ0 := 1 and ρr = 0 for r < 0. Notice that the recursion matrix (4.3.20) and
its inverse (4.3.21) are constructed from respective vectors of potentials

F = (V (n), V (n−1), . . . , V (1)), F−1 = (V (n−2), . . . , V (0), V (−1)).

From (4.3.22) follows immediately a simple recursive formula for components
of positive potentials V (k), k ∈ N

V (k+1)
r = V (k)r+1 − ρrV (k)1 , r = 1, . . . , n− 1, V (k+1)

n = −ρnV (k)1 ,

(4.3.23)

while from (4.3.21) follows a simple recursive formula for components of negative
potentials V (−k), k ∈ N

V (−k−1)
r = V (−k)r−1 − ρr−1

ρn
V (−k)n , r = 2, . . . , n, V

(−k−1)
1 = − 1

ρn
V (−k)n ,

(4.3.24)

The Benenti class is a distinguished class among separable systems of
type (4.3.10), which contains a subclass of flat metrics, hence a lot of separable
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systems, known from analytical mechanics, belong to that class. One can show that
Stäckel matrices (4.3.16) are flat when

fi(λ
i) = f (λi) =

m
∏

k=1

(λi − βk), m = 0, 1, . . . , n

is a real polynomial. If the polynomial f (λi) is of order n + 1, the metric G is of
constant curvature: R = const.
Observation 8 Note, that any Stäckel system (4.3.1) of two degrees of freedom can
be transformed to the Benenti class (4.3.14) through the point transformation λi →
(λi)

1
γ 1 (4.1.37). In a consequence any Stäckel system of two degrees of freedom with

both integrals of motion quadratic in momenta belongs to the Benenti class.

A typical representative of this class is the Henon Heiles system from Exam-
ple 4.11. More examples will appear in the following sections.

4.3.3 Superintegrability in Benenti Class

Let us investigate the problem of superintegrability inside the Benenti class of
separable systems. In order to simplify the problem we restrict the considerations to
systems generated by separation curves of the form

∑

k∈I
αkλ

k +
n
∑

r=1

Hrλ
n−r = 1

2λ
mμ2, m = 0, . . . , n+ 1. (4.3.25)

where I ⊂ Z is some finite index set, numerating nontrivial basic potentials. The
coordinates (λ, μ), convenient for the integrability procedure, are inconvenient for
any other purpose as the components of metric tensors, Killing tensors and separable
potentials are rational functions making computations very complicated. We will
therefore perform the search of other Darboux coordinates. The simplest choice are
Viète coordinates

qi = ρi(λ), pi = −
n
∑

k=1

(

λk
)n−i

μk

�k
. (4.3.26)

Since the transformation from (λ, μ) to (q, p) is a point transformation the
coordinates (q, p) are also Darboux coordinates for our Poisson tensor. It can be
shown [44] that in the (q, p)-coordinates

(�)ij = −δ1
j q
i + δi+1

j , (G0)
ij = qi+j−n−1
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so components of metric tensorsGm = �mG0 take the form

(Gm)
ij =

⎧

⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎩

qi+j+m−n−1, i, j = 1, . . . , n−m

−qi+j+m−n−1, i, j = n−m+ 1, . . . , n

0 otherwise

m = 1, . . . , n

(4.3.27)

(Gn+1)
ij = qiqj − qi+j , i, j = 1, . . . , n,

where we set q0 = 1 and qr = 0 for r > n or r < 0. An advantage of these new
coordinates is that the geodesic parts ofHi are polynomial in q . Moreover, separable
potentials are given by the same formula (4.3.22) under substitution qi = ρi(λ).
Example 4.13 For n = 3 in Viète coordinates (4.3.26) we have

� =
⎛

⎝

−q1 1 0
−q2 0 1
−q3 0 0

⎞

⎠ , G0 =
⎛

⎝

0 0 1
0 1 q1

1 q1 q2

⎞

⎠

and hence the metric tensorsGj have the form

G1 =
⎛

⎝

0 1 0
1 q1 0
0 0 −q3

⎞

⎠ , G2 =
⎛

⎝

1 0 0
0 −q2 −q3

0 −q3 0

⎞

⎠ ,

G3 =
⎛

⎝

−q1 −q2 −q3

−q2 −q3 0
−q3 0 0

⎞

⎠ , G4 =
⎛

⎝

(q1)2 − q2 q1q2 − q3 q1q3

q1q2 − q3 (q2)2 q2q3

q1q3 q2q3 (q3)2

⎞

⎠

In accordance with (4.3.2), the metric tensors G0, . . . ,G3 are flat, while the metric
G4 is of constant curvature.

Let us come back to superintegrability. According to (4.1.2) and (4.1.8) we are
looking for additional constants of motion of H1, linear in momenta, generated
by Killing vectors of the respective metric tensor. Nontrivial Killing vectors are
expected for flat and constant curvature metrices and Viète coordinates are very
useful for such a search. In Viète coordinates, for the geodesic part of H1, i.e.
T1 = 1

2G
ij
mpipj , the simplest constants of motion Pr linear in momenta, generated

by Killing vectors of the metric Gm (4.3.27) with components linear in positions,
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are of the form [193]

Pr =
r
∑

k=1

kqr−kpn−m−k+1, m = 0, . . . , n− 1, r = 1, . . . , n−m,

Pr =
n−r+1
∑

k=1

kqr+k−1pn−m+k+1, m = 2, . . . , n+ 1, r = n−m+ 2, . . . , n

(4.3.28)

Formulas (4.3.28) can be verified by direct computation. Other constants P are
generated by Killing vectors with components being higher order polynomials of
position coordinates.

Example 4.14 For the metric tensorsGm from Example 4.13 we have the following
sets of Killing vectors Y and related functions P (4.3.28) that commute with
geodesic Hamiltonian T :

G0 =
⎛

⎝

0 0 1
0 1 q1

1 q1 q2

⎞

⎠ : Y1 = (0, 0, 1), Y2 = (0, 2, q1), Y3 = (3, 2q1, q2)

T =p1p3 + 1
2p

2
2 + q1p2p3 + 1

2q
2p2

3,

P1 =p3, P2 = 2p2 + q1p3, P3 = 3p1 + 2q1p2 + q2p3,

G1 =
⎛

⎝

0 1 0
1 q1 0
0 0 −q3

⎞

⎠ : Y1 = (0, 1, 0), Y2 = (2, q1, 0),

T =p1p2 + 1
2q

1p2
2 − 1

2q
3p2

3, P1 = p2, P2 = 2p1 + q1p2,

G2 =
⎛

⎝

1 0 0
0 −q2 −q3

0 −q3 0

⎞

⎠ : Y1 = (1, 0, 0), Y3 = (0, 0, q3),

T = 1
2p

2
1 − 1

2q
2p2

2 − q3p2p3, P1 = p1, P3 = q3p3,

G3 =
⎛

⎝

−q1 −q2 −q3

−q2 −q3 0
−q3 0 0

⎞

⎠ : Y1 = (0, q3, 0), Y3 = (0, q2, 2q3),

T=− 1
2q

1p2
1 − q2p1p2 − q3p1p3 − 1

2q
3p2

2, P1= q3p2, P3= q2p2 + 2q3p3,
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G4 =
⎛

⎜

⎝

(q1)2 − q2 q1q2 − q3 q1q3

q1q2 − q3 (q2)2 q2q3

q1q3 q2q3 (q3)2

⎞

⎟

⎠ :

Y1 =(0, q3, 0), Y2 = (0, q2, 2q3), Y3 = (q1, 2q2, 3q3),

T =(q1q2 − q3)p1p2 + 1
2 ((q

1)2 − q2)p2
1 + 1

2 (q
2)2p2

2 + q1q3p1p3 + 1
2 (q

3)2p2
3 + q2q3p2p3,

P1 =q3p1, P2 = q2p1 + 2q3p2, P3 = q1p1 + 2q2p2 + 3q3p3.

In order to find superintegrable potentials we have to use the condition Y (U) =
c ⇔ {H1, P } (4.1.2)–(4.1.8). The highest number of such potentials is detected by
P = P1 = pn−m for m = 0, . . . , n − 1 and by P = Pn = qnpn−m+2 for m =
n, n + 1. In consequence, the Stäckel system (4.3.25) is maximally superintegrable
in the following cases:

(i) case m ∈ {0, . . . , n− 1}: if I ⊂ {2n−m− 1, . . . , n} ∪ {−1, . . . ,−m},
(ii) case m = n: if I ⊂ {n} ∪ {−1, . . . ,−n+ 2},

(iii) case m = n+ 1 (the case of constant curvature): if I ⊂ {−1, . . . ,−n+ 1}.
The additional integrals hn+r commuting with h1 have the structure

hn+r = 1
2pi (LYAr+1)

ij pj + Y (Ur+1), r = 1, . . . , n− 1, (4.3.29)

where Y is a vector field onQ given by

(i) for m ∈ {0, . . . , n− 1}: Y = ∂
∂qn−m ,

(ii) for m = n: Y = qn ∂
∂q2 ,

(iii) for m = n+ 1: Y = qn ∂
∂q1 .

The above result provides us with a sufficient condition for maximal super-
integrability of Stäckel systems of constant curvature (flat in particular) in case
when f (λ) is a monomial of maximal order n + 1. In consequence, the case (i)
yields an n-parameter family of maximally superintegrable systems, parametrized
by {α−m, . . . , α−1, αn, . . . , α2n−m−1} ,m = 0, . . . , n − 1, where αj parametrize
families of nontrivial superintegrable potentialsU in (4.3.25). Similarly, in the cases
(ii) and(iii) we get an appropriate (n − 1)-parameter families of superintegrable
systems [43]. The reader can find a more general case of that classification, i.e. the
polynomial case of f (λ) in (4.3.25), in [40].

The geodesic parts

Tn+r = 1
2A

ij
n+r (λ)μiμj , r = 1, . . . , n− 1
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of additional integrals of motion hn+r = {hr+1 , P } with r = 1, . . . , n − 1, written
in the separation coordinates (λ, μ), are of the form

(i) for 0 ≤ m ≤ n− 1:

A
ij
n+r = −

∂2ρr

∂λi∂λj

(λi)m(λj )m

�i�j
, i �= j ,

Aiin+r =
(λi)m

�i

n
∑

j=1

∂2ρr

∂λi∂λj

(λj )m

�j
,

where ρr(λ) are given by (4.3.18) while �i by (4.3.16)
(ii) form = n, n+ 1

A
ij
n+r = −

∂2ρr

∂λi∂λj

∂ρn

∂λi

1

λj

(λi)m(λj )m

�i�j
, i �= j ,

Aiin+r =
(λi)m

�i

n
∑

j=1

∂2ρr

∂λi∂λj

(λj )m

�j

∂ρn

∂λj

1

λj

Let us illustrate the above considerations by some examples.

Example 4.15 Consider the flat case n = 3,m = 1, (4.3.25) with I = {−1, 3, 4},
so commuting Hamiltonians hi are given by a separation curve

α4λ
4 + α3λ

3 + h1λ
2 + h2λ+ h3 + α−1λ

−1 = 1
2λμ

2. (4.3.30)

Then, the corresponding Stäckel Hamiltonians attain in Viète coordinates the form

h1 = p1p2 + 1
2q

1p2
2 − 1

2q
3p2

3 + α−1V
(−1)
1 (q)+ α3V

(3)
1 (q)+ α4V

(4)
1 (q),

h2= 1
2p

2
1 + 1

2 ((q
1)2 − q2)p2

2 − 1
2q

1q3p2
3 + q1p1p2 − q3p2p3 + α−1V

(−1)
2 (q)+ α3V

(3)
2 (q)

+ α4V
(4)
2 (q),

h3=− 1
2q

3p2
2 − 1

2q
2q3p2

3 − q3p1p3 − q1q3p2p3+α−1V
(−1)
3 (q)+ α3V

(3)
3 (q)+ α4V

(4)
3 (q),

where

V
(−1)
1 (q) = 1

q3 , V
(−1)
2 (q) = q1

q3 , V
(−1)
3 (q) = q2

q3 ,

V
(3)
1 (q) = q1, V

(3)
2 (q) = q2, V

(3)
3 (q) = q3,

V
(4)
1 (q) = −(q1)2 + q2, V

(4)
2 (q) = −q1q2 + q3, V

(4)
3 (q) = −q1q3.
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As Y = ∂
∂q2

so that P = p2 and thus

{h1, P } =
⎧

⎨

⎩

0 for k = −1
0 for k = 3
α4 for k = 4

Hence, the system is maximally superintegrable with additional constants of motion
for h1 given by:

h4 = {h2, P } = − 1
2p

2
2 + α3 − α4q

1,

h5 = {h3, P } = − 1
2q

3p2
3 +

α−1

q3 .

Consider now the point transformation from (q, p)-coordinates to new coordinates
(x, y, z, px, py, pz) such that

q1 = x, q2 = y + 1
4x

2, q3 = − 1
4z

2 (4.3.31)

while (px, py, pz) are new conjugated momenta. Then (x, y, z) are flat but non-
orthogonal coordinates for the metric G1 = A1 (the reader can find more about flat
coordinates in Sect. 5.5). In new coordinates we get

G = G1 =
⎛

⎝

0 1 0
1 0 0
0 0 1

⎞

⎠ , � =
⎛

⎝

− 1
2x 1 0
−y − 1

2x − 1
2z

− 1
2z 0 0

⎞

⎠ (4.3.32)

while the first three commuting Hamiltonians become

h1 = pxpy + 1
2p

2
z + α−1V

(−1)
1 + α3V

(3)
1 + α4V

(4)
1

h2 = 1
2p

2
x − 1

2yp
2
y + 1

2xp
2
z + 1

2xpxpy − 1
2zpypz + α−1V

(−1)
2 + α3V

(3)
2 + α4V

(4)
2

h3 = 1
8z

2p2
y + 1

2 (y + 1
4x

2)p2
z − 1

2zpxpz − 1
4xzpypz + α−1V

(−1)
3 + α3V

(3)
3 + α4V

(4)
3

(4.3.33)

with V (s)k = V (s)k (x, y, z) of the form

V
(−1)
1 = 4

z2 , V
(−1)
2 = 4x

z2 , V
(−1)
3 = x2 + 4y

z2

V
(3)
1 = x, V

(3)
2 =

(

y + 1
4x

2
)

, V
(3)
3 = − 1

4z
2 (4.3.34)

V
(4)
1 = y − 3

4x
2, V

(4)
2 = −

(

xy + 1
4x

3 + 1
4z

2
)

, V
(4)
3 = 1

4xz
2
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After the transformation to flat coordinates we have P = py , and Y = ∂
∂y

so the
additional constants of motion hn+i of h1 are:

h4 = {h2, P } = − 1
2p

2
y + α3 − α4x, h5 = {h3, P } = 1

2p
2
z +

4α−1

z2 (4.3.35)

4.4 Stäckel Transform for Separable Systems

In Sect. 4.1 we presented the theory of the Stäckel transform allowing for the
construction of new Liouville integrable system from a given Liouville integrable
system. Here we apply that theory to Stäckel systems considered in the previous
section. We show that all Stäckel systems form any γ -class (4.2.16) are Stäckel
equivalent with appropriate systems from Benenti class. Even more, systems from
Benenti class are also Stäckel related. Finally, using constructed Stäckel transforms
we analyze the geometric structure of Hamiltonians from the arbitrary γ -class.
That structure will be important for the process of separable quantization of the
considered systems.

4.4.1 Reciprocal Equivalence with Benenti Class

We will now turn to the fundamental property of all Stäckel systems generated by
separation relations of the form (4.2.16). As we will show in this subsection, any
class of Stäckel systems with the particular choice of γ = (γ 1, . . . , γ n−1, 0) is
related to Benenti class with γ = (n−1, . . . , 1, 0) by a single Stäckel transform and
in such a way those solutions of respective systems from both classes are related by a
reciprocal transform. As we mentioned above, Hamiltonians (4.3.4) do not depend
on any additional parameters αi so, in order to perform a Stäckel transform, we
have to embed it into a parameter-dependent system. Of course, there are infinitely
many ways of embedding of our Stäckel system into an n-parameter system but the
choice below is natural in the sense that the corresponding Stäckel transform maps
a Stäckel system into a new Stäckel system.

Consider nHamiltonians hi = hi(λ, μ, α) from the Benenti class, defined by the
separation curve

R−1(λ)

n
∑

j=1

αjλ
γ j +

n
∑

j=1

hjλ
n−j = f (λ)

[

1
2μ

2 + κ(λ)
]

(4.4.1)
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where we do admit the possibility that some or all of γ k coincide with some n − k
and where R(λ) is an arbitrary meromorphic function of one variable so that

R(λ) =
k1
∏

j=1

(λ− βj )
k2
∏

j=1

(λ− β ′j )−1

for some (complex in general) constants β1, . . . , βk1
and β ′1, . . . , β ′k2

. This function
can be generalized to a matrix function i.e. we define, for any n × n matrix A (λ-
dependent or not)

R(A) =
k1
∏

r=1

(A− βrIn)
k2
∏

r=1

(A− β ′r In)−1 (4.4.2)

(as all the terms in (4.4.2) commute so that there is no ordering problem here). The
relations (4.4.1) written in a matrix form are as follows

R−1(�)Sγ α + Sh = U
where Sγ and S are two Stäckel matrices given by (4.3.2) and (4.2.2) respectively
(so that

(

Sγ
)

ij
= (λi)γ j and (S)ij = (λi)n−j ), h = (h1, . . . , hn)

T is the column

vector consisting of Hamiltonians hi , α = (α1, . . . , αn)
T , U is the column vector

given by Ui = f (λi)
[

μ2
i + κ(λi)

]

and where � = diag(λ1, . . . , λn).
Solving (4.4.1) with respect to h we obtain

h = S−1U − S−1R−1(�)Sγ α = S−1U − S−1R−1(�)SS−1Sγ α. (4.4.3)

In the notation as above

S−1R(�)S = R(F),
where F is given by (4.3.20). We show (4.4.1) for R(λ) = λ− β as

S−1 (�− βI) S = S−1�S − βI = F − βI = R(F).

The general statement follows by developing the above derivation. Thus, introduc-
ing the shorthand notation

W−1
γ := S−1Sγ

formula (4.4.3) can be written as

h = H − R−1(F )W−1
γ α (4.4.4)

whereH = S−1U is the part of h that is independent of parameters αi (cf. (4.3.4)).
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Let us shortly analyze the structure of the matrix W−1
γ = S−1Sγ . Assume that

σ(λ) in (4.3.2) is a polynomial of the form σ(λ) =∑n
i=1 αiλ

γ i . Then, as it follows
from (4.3.2) and from the definition of potentials V (k) (4.3.22), we have

V (σ) =
n
∑

i=1

αiV
(γ i)

where V (γ i) = (V (γ i )1 , . . . , V
(γ i)
n )T are basic potentials from Benenti class. On the

other hand, the formula (4.3.2) can be written as

SV (σ) = Sγ α

so that V (σ) = S−1Sγ α = W−1
γ α which implies that

(

W−1
γ

)

ij
= V (γ j )i , (4.4.5)

where V (γ j ) = Fγ j V (0) are the basic potential from Benenti class. Therefore, the
formula (4.4.4) can be written in the form

hi = Hi −
n
∑

j,k=1

(

R−1(F )
)

ij
V
(γ k)

j αk , i = 1, . . . , n.

Let us now perform an n-parameter Stäckel transform of the system given by
the separation curve (4.4.1). Since the number of parameters αi and the number of
Hamiltonians hi is equal to n, the Stäckel transform consists only of part (4.1.12)
and is generated by the relation h = α̃ (which implies h̃ = α) in the vector notation.
The n-parameter Stäckel transform generated by h = α̃ transforms the set of n
Hamiltonians h defined by (4.4.1) into the following set of Hamiltonians

h̃ = WγR(F)H −WγR(F)α̃ (4.4.6)

(where h̃ = (h̃1, . . . , h̃n)
T and similarly α̃ = (α̃1, . . . , α̃n)

T ) which constitute a
new Stäckel system with the separation curve of the form

R(λ)

n
∑

j=1

α̃j λ
n−j +

n
∑

j=1

h̃j λ
γ j = f̃ (λ)

[

μ2 + κ(λ)
]

, (4.4.7)
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where f̃ (λ) := R(λ)f (λ). Moreover, the reciprocal transformation

dt̃ =
[

R(FT )WT
γ

]−1
dt (4.4.8)

transforms n-time solutions ξ = ξ(t1, . . . , tn, ξ 0) of the system (4.4.1) into n-time
solutions ξ̃ = ξ̃ (t̃1, . . . , t̃n, ξ 0) of the system (4.4.7). Note that in spite of the fact
that we introduced both systems in the (λ, μ)-variables the matrix formulas (4.4.6)
and (4.4.8) are not of tensor type and that they are coordinate-free. They can be
therefore freely applied in any coordinate system on M , which will be used in the
examples further on.

In order to verify the formulas (4.4.6)–(4.4.8) let us multiply the curve (4.4.1) by
R(λ) obtaining

n
∑

j=1

αjλ
γ j + R(λ)

n
∑

j=1

hjλ
n−j = R(λ)f (λ)

[

μ2 + κ(λ)
]

which after the Stäckel transform h = α̃ (so that h̃ = α) obviously attains the
form (4.4.7). Let us therefore show the matrix form are

R(�)Sα̃ + Sγ h̃ = R(�)U.

Solving this with respect to h̃ we get

h̃ = S−1
γ R(�)U − S−1

γ R(�)Sα̃ = S−1
γ R(�)SH − S−1

γ R(�)Sα̃

=
(

S−1
γ R(�)Sγ

) (

S−1Sγ

)−1
H −

(

S−1
γ R(�)Sγ

) (

S−1Sγ

)−1
α̃

= R(Fγ )WγH − R(Fγ )Wγ α̃

so the only remaining thing is to show that R(Fγ )Wγ = WγR(F). We show it for
R(λ) = λ− β as a general statement can be proved in a similar way

(Fγ − β)Wγ = S−1
γ (�− βI) Sγ S−1

γ S = S−1
γ (�− βI) S

= S−1
γ SS

−1 (�− βI) S = Wγ (F − β).

Finally, the formula (4.4.8) is obtained by inserting (4.4.4) into (4.1.33)

dt̃ = −
(

∂h

∂α

)T

dt =
[

R(FT )WT
γ

]−1
dt,

where we use the equality R(A)T = R(AT ).
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Let us also present an alternative way of proving the formula (4.4.8), directly
involving solutions of (4.4.1) and (4.4.7). It follows from (4.2.22) and from the
above considerations that the multi-time solutions of the systems (4.4.1) and (4.4.7)
on any common level surface

Mα,α̃ =
{

ξ ∈ M : hi(ξ, α1, . . . , αn) = α̃i , h̃i (ξ, α̃1, . . . , α̃n) = αi i = 1, . . . n
}

take the form

dt = ST dλ
√

2f (λ)P (λ, α̃, α)
, dt̃ = STγ

dλ
√

2R(λ)f (λ)P̃ (λ, α, α̃)
, (4.4.9)

where

P(λ, α̃, α) = −f (λ)κ(λ)+
n
∑

j=1

α̃j λ
n−j + R−1(λ)

n
∑

j=1

αjλ
γ j ,

P̃ (λ, α, α̃) = −f̃ (λ)κ(λ)+ R(λ)
n
∑

j=1

α̃j λ
n−j +

n
∑

j=1

αjλ
γ j .

Now, we can see that P̃ (λ, α, α̃) = R(λ)P (λ, α̃, α) as R(λ)f (λ) = f̃ (λ), so that,
by (4.4.9) and by the fact that R(�) is symmetric,

dt̃ = STγ
dλ

√

2R(λ)f (λ)P̃ (λ, α, α̃)
= STγ

dλ
√

2R2(λ)f (λ)P (λ, α̃, α)

= STγ R−1(�)
dλ

√

2f (λ)P (λ, α̃, α)
= STγ R−1(�)

(

ST
)−1

dt =
(

S−1R−1(�)Sγ

)T

dt

=
(

S−1Sγ S
−1
γ R

−1(�)Sγ

)T

dt = (W−1
γ R−1(Fγ ))

T dt

and hence

dt̃ = R−1(F Tγ )
(

WT
γ

)−1
dt =

[

WT
γ R(F

T
γ )
]−1

dt =
[

R(FT )WT
γ

]−1
dt

=
[

WT
γ R(F

T )
]−1

dt,

which is what we wanted to prove.
Our formulas contain two special cases: when γ = (n − 1, . . . , 1, 0) and when

R = 1. In the first case we relate systems belonging to the same Benenti class and
differ by f and σ . The matrix Wγ = In so that the formulas (4.4.4) and (4.4.6)
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become

h = H − R−1(F )α,

h̃ = R(F)H − R(F)α̃,
(4.4.10)

while (4.4.8) attains the form

dt̃ = R−1(F T )dt. (4.4.11)

In the second case (R = 1) we relate systems from different classes, i.e.
(γ 1, . . . , γ n) and Benenti class (n−1, . . . , 1, 0) respectively, which share the same
f and σ . The formulas (4.4.4) and (4.4.6) become

h = H −W−1
γ α,

h̃ = WγH −Wγ α̃,
(4.4.12)

while the formula (4.4.8) attains the form

dt̃ =
[

WT
γ

]−1
dt. (4.4.13)

Thus, the general transformation between the systems (4.4.1) and (4.4.7) can
be regarded as a composition of two transformations: a map between two Stäckel
systems from the Beneti class with different f (i.e. metrics) and the transformation
between two Stäckel systems from different classes, sharing the same f .

4.4.2 Elementary Stäckel Transforms in Benenti Class

In the previous subsection we presented the construction of equivalent separable
systems, in the sense that their sets of Hamiltonians were related by the Stäckel
transform (4.4.6) and respective solutions are related by an appropriate reciprocal
transformation (4.4.8) (coordinate dependent reparametrization of evolution param-
eters). If we skip the demand of reciprocal relations between solutions and restrict
only to Stäckel related systems, then on the level of Stäckel transforms we can
formulate the following statement. Any separable system generated by a separation
curve of the form

n
∑

j=1

H̄jλ
γ j = f̄ (λ)μ2 + σ̄ (λ) (4.4.14)



4.4 Stäckel Transform for Separable Systems 169

is Stäckel-related to a Benenti system generated by a separation curve

n
∑

j=1

Hjλ
n−j = f (λ)μ2 + σ(λ) (4.4.15)

under the condition

f̄ (λ)σ (λ) = σ̄ (λ)f (λ) 
⇒ σ(λ) = f (λ)κ(λ), σ̄ (λ) = f̄ (λ)κ(λ), (4.4.16)

where the single Stäckel transform is of the form

H̄ = WγR(F)H (4.4.17)

with R(λ) = f̄ (λ)
f (λ)

. In particular, any two geodesic Stäckel systems (i.e. with
σ = σ̄ = 0) are connected by the Stäckel transform (4.4.17). The statement follows
directly from (4.4.4) and (4.4.6) for the particular case α = ᾱ = 0 (compare
with (4.1.17)). In this sense our Stäckel transform transforms the parameter-
free Liouville-integrable system (4.4.15) into another parameter-free Liouville
integrable system (4.4.14), although their solutions are not related by any reciprocal
transformation.

The condition (4.4.16) splits all Stäckel systems generated by (4.3.10) into
equivalence classes since it is an equivalence relation. Indeed, if f2(λ)

f1(λ)
= σ 2(λ)

σ 1(λ)
=

R1(λ) and f3(λ)
f2(λ)

= σ 3(λ)
σ 2(λ)

= R2(λ) then f3(λ)
f1(λ)

= σ 3(λ)
σ 1(λ)

= R2(λ)R1(λ) so the relation

is transitive. Further, if f2(λ)
f1(λ)

= σ 2(λ)
σ 1(λ)

= R(λ) then f1(λ)
f2(λ)

= σ 1(λ)
σ 2(λ)

= 1
R(λ)

so the

relation is reflexive. Finally, f1(λ)
f1(λ)

= σ 1(λ)
σ 1(λ)

= 1 so the relation is symmetric.

The general Stäckel transform (4.4.17) is a composition of two elementary
Stäckel transforms. The first one is the Stäckel transform inside Benenti class,
relating two systems with different f (λ)

H1λ
n−1 +H2λ

n−2 + · · · +Hn = f (λ)
[

1
2μ

2 + κ(λ)
]

⏐

⏐

⏐

<
R(F), Wγ = In

H̄1λ
n−1 + H̄2λ

n−2 + · · · + H̄n = f̄ (λ)
[

1
2μ

2 + κ(λ)
]

, (4.4.18)

where

H̄ = R(F)H, R(F) = f̄ (F )f−1(F ). (4.4.19)
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The second one (R = 1) relates systems from Benenti class with systems from
(γ 1, . . . , γ n) class, which share the same f (λ)

H1λ
n−1 +H2λ

n−2 + · · · +Hn = f (λ)
[

1
2μ

2 + κ(λ)
]

⏐

⏐

⏐

<
Wγ , R(F) = In (4.4.20)

H̄1λ
γ 1 + H̄2λ

γ 2 + · · · + H̄n = f (λ)
[

1
2μ

2 + κ(λ)
]

,

where

H̄ = WγH. (4.4.21)

Let us analyze the structure of the matrix Wγ = S−1
γ S in a similar fashion as

we analyzed the structure of the matrix W−1
γ = S−1Sγ in the previous subsection.

Assume that σ(λ) in (4.3.11) is a polynomial of the form σ(λ) = ∑n
i=1 ᾱiλ

n−i .
Then, as it follows from (4.3.11) and from the definition of potentials V̄ (k), we have

V̄ (σ ) =
n
∑

i=1

αiV̄
(n−i),

where V̄ (n−i) = (V̄
(n−i)
1 , . . . , V̄

(n−i)
n )T are basic potentials from γ -class (4.3.10).

On the other hand, the formula (4.3.11) can now be written as

S(σ)γ V̄ = Sᾱ,

so that V̄ (σ ) = S−1
γ Sᾱ = Wγ ᾱ, which implies that

(

Wγ
)

ij
= V̄ (n−j)i , (4.4.22)

where V̄ (n−j) = Fn−jγ V (0) in accordance with (4.3.13).

4.4.3 The Structure of Stäckel Hamiltonians from γ -Classes

The separation curve for γ -class of Stäckel systems for γ = (γ 1, . . . , γ n−1, 0) is
of the form

H̄1λ
γ 1+H̄2λ

γ 2+· · ·+H̄n = f (λ)
[

1
2μ

2 + κ(λ)
]

= 1
2f (λ)μ

2+σ(λ), (4.4.23)
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with Hamiltonians

H̄r = 1
2

∑

i
Āiir μ

2
i + V̄ (σ)r , r = 1, . . . , n. (4.4.24)

According to our previous considerations, tensors Ār and separable potentials V̄ (σ )

can be calculated either directly from the separation curve (4.4.23) with the help
of (4.3.7) and (4.3.13) or by the Stäckel transform (4.4.20), (4.4.21) from Beneti
class.

For the sake of the further quantum separability theory, it is important to reveal
in a greater detail the structure of tensors Ār . In order to do it in this subsection we
adopt the alternative derivation of Stäckel transform (4.4.20), developed in [30]. Let
us start with the separation curve (4.4.23) with the following notation

H̃1λ
(n+k)−1 + H̃2λ

(n+k)−2 + . . .+ H̃n+k = 1
2f (λ)μ

2 + σ(λ), (4.4.25)

with missing k monomials H̃m1λ
(n+k)−m1, H̃m2λ

(n+k)−m2 , . . . , H̃mkλ
(n+k)−mk , 1 <

m1 < . . . < mk < n + k − 1, k ∈ N, i.e. H̃m1 = H̃m2 = . . . = H̃mk = 0, and the
separation curve for Benenti systems with the same right hand side

H1λ
n−1 +H2λ

n−2 + . . .+Hn = 1
2f (λ)μ

2 + σ (λ). (4.4.26)

As for the basic potentials of Benenti class

V
(n+k)
1 λn−1 + . . .+ V (n+k)n = λn+k,

substituting this relation to (4.4.25) for λ(n+k)−1, . . . , λn and comparing the
obtained relation with (4.4.26) we get

Hr = H̃r+k + V (n+k−1)
r H̃1 + V (n+k−2)

r H̃2 + . . .+ V (n)r H̃k, r = 1, . . . , n,

(4.4.27)

where H̃m1 = . . . = H̃mk = 0 and V (m)r are appropriate basic potentials. Notice that
fixing the numbersm1, . . . ,mk we chose in a unique way the numbers γ 1, . . . , γ n,
i.e. a γ -class.

The inverse formula to the (4.4.27) one, is given by a following determinant form

H̃r =

∣

∣

∣

∣

∣

∣

∣

∣

Hr−k ρr−1 · · · ρr−k
Hm1−k ρm1−1 · · · ρm1−k
· · · · · · · · · · · ·

Hmk−k ρmk−1 · · · ρmk−k

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

ρm1−1 · · · ρm1−k
· · · · · · · · ·
ρmk−1 · · · ρmk−k

∣

∣

∣

∣

∣

∣

, (4.4.28)
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where ρi are Viète polynomials (4.3.18), where ρ0 = 1, ρr = 0 for r > n and
r < 0. The constantsmi are those for which the corresponding monomials λn+k−mi
are missing in the left hand side of (4.4.25).

In order to verify the formula (4.4.28), first we select from (4.4.27) k equations
containing H̃m1, . . . , H̃mk

Hm1−k = V (n+k−1)
m1−k H̃1 + . . .+ V (n)m1−kH̃k,

...

Hmk−k = V (n+k−1)
mk−k H̃1 + . . .+ V (n)mk−kH̃k.

The solution with respect to H̃i, i = 1, . . . , k is given by a determinant form

H̃i = Di

D
, i = 1, . . . , n,

where

D =

∣

∣

∣

∣

∣

∣

∣

V
(n+k−1)
m1−k · · · V (n)m1−k
· · · · · · · · ·

V
(n+k−1)
mk−k · · · V (n)mk−k

∣

∣

∣

∣

∣

∣

∣

and

Di = (−1)i+1

∣

∣

∣

∣

∣

∣

∣

Hm1−k V
(n+k−1)
m1−k · · · V (n)m1−k

· · · · · · · · · · · ·
Hmk−k V

(n+k−1)
mk−k · · · V (n)mk−k

∣

∣

∣

∣

∣

∣

∣

with the column (V
(n+k−i)
m1−k , . . . , V

(n+k−i)
mk−k )T missing. Substituting this result

to (4.4.27) we get

H̃r =
Hr−kD − V (n+k−1)

r−k D1 − . . .− V (n)r−kDk
D

=

∣

∣

∣

∣

∣

∣

∣

∣

∣

Hr−k V (n+k−1)
r−k · · · V (n)r−k

Hm1−k V
(n+k−1)
m1−k · · · V (n)m1−k

· · · · · · · · · · · ·
Hmk−k V

(n+k−1)
mk−k · · · V (n)mk−k

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

V
(n+k−1)
m1−k · · · V (n)m1−k
· · · · · · · · ·

V
(n+k−1)
mk−k · · · V (n)mk−k

∣

∣

∣

∣

∣

∣

∣
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=

∣

∣

∣

∣

∣

∣

∣

∣

Hr−k ρr−1 · · · ρr−k
Hm1−k ρm1−1 · · · ρm1−k
· · · · · · · · · · · ·

Hmk−k ρmk−1 · · · ρmk−k

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

ρm1−1 · · · ρm1−k
· · · · · · · · ·
ρmk−1 · · · ρmk−k

∣

∣

∣

∣

∣

∣

.

The last step is valid due to the fact that V (n)i = −ρi, the form of the recursion
formula for basic potentials (4.3.23) and the properties of determinants. It allows
us to replace the arbitrary potential V (n+k−i)s in determinants by the V (n)s+k−i =−ρs+k−i one. For each recursive step we have

∣

∣

∣

∣

∣

∣

∣

· · · V (n+k−i)m1−k · · · V (n)m1−k
· · · · · · · · · · · ·
· · · V (n+k−i)mk−k · · · V (n)mk−k

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∣

· · · V (n+k−i−1)
m1−k+1 − ρm1−kV

(n+k−i−1)
1 · · · V (n)m1−k

· · · · · · · · · · · ·
· · · V (n+k−i−1)

mk−k+1 − ρmk−kV (n+k−i−1)
1 · · · V (n)mk−k

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∣

· · · V (n+k−i−1)
m1−k+1 · · · V (n)m1−k

· · · · · · · · · · · ·
· · · V (n+k−i−1)

mk−k+1 · · · V (n)mk−k

∣

∣

∣

∣

∣

∣

∣

.

The formula (4.4.28) applies separately to the geodesic and the potential parts.
Moreover it is valid in any local coordinates. So first, let us look at n geodesic
Hamiltonians T̃r , r = 1, . . . , n+ k, r �= m1, . . . ,mk. Introducing the abbreviation

ϕ(m1, . . . ,mk) =
∣

∣

∣

∣

∣

∣

ρm1−1 · · · ρm1−k
· · · · · · · · ·
ρmk−1 · · · ρmk−k

∣

∣

∣

∣

∣

∣

, (4.4.29)

one finds

T̃r = 1

ϕ

∣

∣

∣

∣

∣

∣

∣

∣

Tr−k ρr−1 · · · ρr−k
Tm1−k ρm1−1 · · · ρm1−k
· · · · · · · · · · · ·
Tmk−k ρmk−1 · · · ρmk−k

∣

∣

∣

∣

∣

∣

∣

∣

.
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Using the known relations for Killing tensors (4.3.19), the convention Kr = 0 for
r > n and r < 1 and the property of determinants we get (in a coordinate free form)

T̃r = 1

2
pT

∣

∣

∣

∣

∣

∣

∣

∣

Kr−k ρr−1I · · · ρr−kI
Km1−k ρm1−1I · · · ρm1−kI
· · · · · · · · · · · ·

Kmk−k ρmk−1I · · · ρmk−kI

∣

∣

∣

∣

∣

∣

∣

∣

1

ϕ
Gp

= 1

2
pT

∣

∣

∣

∣

∣

∣

∣

∣

Kr−k Kr · · · Kr−k+1

Km1−k Km1 · · · Km1−k+1

· · · · · · · · · · · ·
Kmk−k Kmk · · · Kmk−k+1

∣

∣

∣

∣

∣

∣

∣

∣

1

ϕ
Gp

= (−1)k
1

2
pT

∣

∣

∣

∣

∣

∣

∣

∣

Kr · · · Kr−k+1 Kr−k
Km1 · · · Km1−k+1 Km1−k
· · · · · · · · · · · ·
Kmk · · · Kmk−k+1 Kmk−k

∣

∣

∣

∣

∣

∣

∣

∣

1

ϕ
Gp (4.4.30)

= 1

2
pT

1

ϕ
MrGp,

where

Mr = (−1)k

∣

∣

∣

∣

∣

∣

∣

∣

Kr · · · Kr−k+1 Kr−k
Km1 · · · Km1−k+1 Km1−k
· · · · · · · · · · · ·
Kmk · · · Kmk−k+1 Kmk−k

∣

∣

∣

∣

∣

∣

∣

∣

, r = 1, . . . , n+ k, (4.4.31)

I ≡ In and Km, ρmI in determinant calculations are treated as symbols not
matrices. Again the formula (4.4.30) is valid in any local coordinate frame. Thus,
the structure of tensors Ãr in Hamiltonians (4.4.25) is as follows

Ãr = 1

ϕ(m1, . . . ,mk)
MrG, (4.4.32)

where G is a metric tensor (4.3.16) from Benenti class, Mr tensors are polyno-
mial functions (4.4.31) of Killing tensors (4.3.17) and function ϕ is determined
by (4.4.29). From the construction of Mr tensors, it follows that in the separation
coordinate

∂

∂λi
(Mr)

i
i = 0, i = 1, . . . , n. (4.4.33)
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The structure of Ãr tensors, revealed above, will be crucial for the quantum separa-
bility theory developed in Sect. 8.2. Additionally, the basic deformed potentials can
be calculated form the general formula

Ṽr = 1

ϕ(m1, . . . ,mk)

∣

∣

∣

∣

∣

∣

∣

∣

Vr−k ρr−1 · · · ρr−k
Vm1−k ρm1−1 · · · ρm1−k
· · · · · · · · · · · ·
Vmk−k ρmk−1 · · · ρmk−k

∣

∣

∣

∣

∣

∣

∣

∣

.

Let us consider in detail the simplest nontrivial case k = 1, 1 < m1 < n, where
Hamiltonians H̄ = T̄ + V̄ and H̃ = T̃ + Ṽ from (4.4.23) and (4.4.25) are related
by

H̄r = H̃r , r = 1, . . . ,m1 − 1,

H̄r = H̃r+1, r = m1, . . . , n (4.4.34)

and will be expressed by respective elements of Benenti Hamiltonians
Hr (4.4.26), (4.3.15). The formula (4.4.28) applies separately to the geodesic
and the potential parts

T̃r = Tr−1 − ρr−1

ρm1−1
Tm1−1, (4.4.35a)

Ṽr = Vr−1 − ρr−1

ρm1−1
Vm1−1. (4.4.35b)

First let us consider the geodesic parts, which according to (4.4.30) take the form

T̃r = 1
2p
T 1

ρm1−1
MrGp, Mr = Km1Kr−1 −Km1−1Kr,

where ϕ(m1) = ρm1−1 and T̄r are related with T̃r by relation (4.4.34). Now, let

us analyze the basic potentials Ṽ (m)r related with σ(λ) = λm, m ∈ Z in (4.4.25).
From (4.3.2)–(4.3.23) and (4.4.35a) we have

Ṽ (m)r = δr−1,n−m, m < n+ 1, m �= n+ 1−m1

and first nontrivial potentials

Ṽ (n+1−m1)
r = δr,m1 −

ρr−1

ρm1−1
, Ṽ (n+1)

r = −ρr +
ρr−1ρm1

ρm1−1
.
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Again V̄r are related with Ṽr by relations (4.4.34), so for m < n + 1, m �=
n+ 1−m1

V̄
(m)
r = δr−1,n−m, r = 1, . . . ,m1 − 1,

V̄
(m)
r = δr,n−m, r = m1, . . . , n,

then

V̄
(n+1−m1)
r = − ρr−1

ρm1−1
, r = 1, . . . ,m1 − 1,

V̄
(n+1−m1)
r = − ρr

ρm1−1
, r = m1, . . . , n,

and

V̄
(n+1)
r = −ρr + ρr−1ρm1

ρm1−1
, r = 1, . . . ,m1 − 1,

V̄
(n+1)
r = −ρr+1 + ρrρm1

ρm1−1
, r = m1, . . . , n,

respectively. The recursion matrix (4.3.1), expressed by vectors of potentials V̄ (m)

takes the form

F = S−1�S = (V̄ (n+1), . . . , V̄ (n+3−m1), V̄ (n+1−m1), . . . , V̄ (1)).

We illustrate the general case k > 1 by one simple example.

Example 4.16 Consider the case of γ = (4, 1, 0), i.e. n = 3, k = 2, m1 =
2, n2 = 3 and thus the separation curve in the form

H̄1λ
4 + H̄2λ+ H̄3 = 1

2f (λ)μ
2 + σ(λ).

The related Hamiltonians from Beneti class are given by the separation curve

H1λ
2 +H2λ+H3 = 1

2f (λ)μ
2 + σ(λ).

According to (4.4.28) and (4.4.29)

ϕ =
∣

∣

∣

∣

ρ1 1
ρ2 ρ1

∣

∣

∣

∣
= ρ2

1 − ρ2,

H̄1 = H̃1 = 1

ϕ

∣

∣

∣

∣

∣

∣

0 1 0
0 ρ1 1
H1 ρ2 ρ1

∣

∣

∣

∣

∣

∣

= 1

ρ2
1 − ρ2

H1,
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H̄2 = H̃4 = 1

ϕ

∣

∣

∣

∣

∣

∣

H2 ρ3 ρ2

0 ρ1 1
H1 ρ2 ρ1

∣

∣

∣

∣

∣

∣

= H2 + ρ3 − ρ1ρ2

ρ2
1 − ρ2

H1,

H̄3 = H̃5 = 1

ϕ

∣

∣

∣

∣

∣

∣

H3 0 ρ3

0 ρ1 1
H1 ρ2 ρ1

∣

∣

∣

∣

∣

∣

= H3 − ρ1ρ3

ρ2
1 − ρ2

H1.

Observe that Hamiltonians H̄i can be alternatively constructed according to (4.4.21)
and (4.4.5)

H̄ = W−1
γ H

where

Wγ =
⎛

⎜

⎝

V
(4)
1 V

(1)
1 V

(0)
1

V
(4)
2 V

(1)
2 V

(0)
2

V
(4)
3 V

(1)
3 V

(0)
3

⎞

⎟

⎠ =
⎛

⎝

ρ2
1 − ρ2 0 0

ρ1ρ2 − ρ3 1 0
ρ1ρ3 0 1

⎞

⎠ .

According to (4.4.30), geodesic parts of Hamiltonians H̄i are T̄i = 1
2

1
ϕ
pT M̄rGp,

where

M̄1 = M1 =
∣

∣

∣

∣

∣

∣

I 0 0
K2 I 0
K3 K2 I

∣

∣

∣

∣

∣

∣

= I,

M̄2 = M4 =
∣

∣

∣

∣

∣

∣

0 K3 K2

K2 I 0
K3 K2 I

∣

∣

∣

∣

∣

∣

= K3
2 − 2K2K3,

M̄3 = M5 =
∣

∣

∣

∣

∣

∣

0 0 K3

K2 I 0
K3 K2 I

∣

∣

∣

∣

∣

∣

= K2
2K3 −K2

3 .

Metric tensor G and Killing tensors Ki are from the Benenti class. Separable
potentials are constructed according to formulas

V̄1 = Ṽ1 = 1

ρ2
1 − ρ2

V1,

V̄2 = Ṽ4 = V2 + ρ3 − ρ1ρ2

ρ2
1 − ρ2

V1,

V̄3 = Ṽ5 = V3 − ρ1ρ3

ρ2
1 − ρ2

V1.
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The simplest potentials are as follows

V̄ (1) = (0, 1, 0)T ,

V̄ (2) =
(

1
ρ2

1−ρ2
,
ρ3−ρ1ρ2
ρ2

1−ρ2
,− ρ1ρ3

ρ2
1−ρ2

)T

,

V̄ (3) =
(

− ρ1
ρ2

1−ρ2
,
ρ2

2−ρ1ρ3

ρ2
1−ρ2

,
ρ2ρ3
ρ2

1−ρ2

)T

,

V̄ (4) = (1, 0, 0)T ,

V̄ (5) =
(

2ρ1ρ2−ρ3
1−ρ3

ρ2
1−ρ2

,
2ρ1ρ2ρ3−ρ3

2−ρ2
3

ρ2
1−ρ2

,
ρ1ρ

2
3−ρ2

2ρ3

ρ2
1−ρ2

)T

and the recursion matrix takes the form

F = S−1�S = (V̄ (5), V̄ (2), V̄ (1)) =

⎛

⎜

⎜

⎜

⎜

⎝

2ρ1ρ2−ρ3
1−ρ3

ρ2
1−ρ2

1
ρ2

1−ρ2
0

2ρ1ρ2ρ3−ρ3
2−ρ2

3
ρ2

1−ρ2

ρ3−ρ1ρ2
ρ2

1−ρ2
1

ρ1ρ
2
3−ρ2

2ρ3

ρ2
1−ρ2

− ρ1ρ3
ρ2

1−ρ2
0

⎞

⎟

⎟

⎟

⎟

⎠

.

4.4.4 Stäckel Transform of Superintegrable Systems

In this subsection we perform Stäckel transforms of systems considered in
Sect. 4.3.3 that preserve maximal superintegrability. According to the results of
Sect. 4.1.3, the Hamiltonian h1 of the considered system can only depend on one
parameter h1 = h1(x, α). It is then natural to choose one of the αk in (4.3.25) as
this parameter.

Consider thus a maximally superintegrable system (h1, . . . , h2n−1) with the first
n commuting Hamiltonians h1, . . . , hn defined by a separation curve

∑

s∈I
αsλ

s + h1λ
n−1 + h2λ

n−2 + . . .+ hn = 1
2λ
mμ2, m = 0, . . . , n+ 1,

where the index set I was found in Sect. 4.3.3 and where the higher integrals hn+r
are constructed as usual through hn+r = {hr+1, P }. Let us now choose one of the
parameters αs , with s ∈ I , say αk , (we will suppose that k ≥ n or k < 0 otherwise
the corresponding potential is trivial, as explained earlier) and define the functions
Hr , r = 1, . . . , 2n− 1, through

hr = Hr + αkV (k)r , r = 1, . . . , 2n− 1.
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We now perform the Stäckel transform on this system (h1, . . . , h2n−1) with
respect to the chosen parameter αk . Thus, we first solve the relation h1 = α̃ i.e.
H1 + αkV (k)1 = α̃ with respect to αk which yields

h̃1 = αk = − 1

V
(k)
1

H1 + α̃ 1

V
(k)
1

(4.4.36)

and then replace αk with h̃1 in all the remaining Hamiltonians:

h̃r = Hr − V
(k)
r

V
(k)
1

H1 + α̃ V
(k)
r

V
(k)
1

, r = 2, . . . , 2n− 1 (4.4.37)

We obtain in this way a new superintegrable system (h̃1, . . . , h̃2n−1) where the first
n commuting Hamiltonians h̃r are defined by the following separation curve

h̃1λ
k +

∑

s∈I, s �=k
αsλ

s + α̃λn−1 + h̃2λ
n−2 . . .+ h̃n = 1

2λ
mμ2, m = 0, . . . , n+ 1

(4.4.38)

since on the level of the separation relations our Stäckel transform replaces αk
with h̃1 and h1 with α̃. For k ≥ n the system (4.4.38) is no longer in the Benenti
class (4.3.25). On the other hand, for k < 0, the separation curve (4.4.38) attains
after the consecutive point transformation given by

λ→ 1/λ, μ→−λ2μ,

the form

α̃λ−1 +
∑

s∈I, s �=k
αsλ

n−2−s + h̃1λ
n−k−2 + h̃nλn−2 + . . .+ h̃2 = 1

2λ
n−m+2μ2.

Thus, for k = −1, it again attains the form (4.3.25), i.e. belongs to the Benenti
class, while for k < −1 we deal with particular γ -class. Notice that the transforma-
tion (4.4.4) does not change the separation web of the system.

Denoting

h̃r = ˜Hr + α̃Ṽr , r = 1, . . . , 2n− 1

(where h̃r for r = 1, . . . , n are defined by (4.4.37) while h̃r for r = n+1, . . . , 2n−1
are obtained through h̃n+r = {h̃r+1, P }) we find from (4.4.37) that

Ṽr = Vr − V
(k)
r

V
(k)
1

V1, r = 2, . . . , 2n− 1
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and from (4.4.36) it also follows that the geodesic part T̃1 of h̃1 has the form

T̃1 = G̃ij pipj , G̃ = − 1

V
(k)
1

G

It means that the metric G̃ is a conformal deformation of either a flat or a constant
curvature metricG.

It is interesting to find the cases of superintegrable systems when the metric G̃ is
actually flat or of constant curvature as well. The following results hold:

(i) For 0 ≤ m ≤ n − 1 and k ∈ {−m, . . . ,−1, n, . . . , 2n−m− 1} the metric
G̃ in (4.4.4) is flat for k ∈ {− [m/2] , . . . ,−1, n, . . . , n− 1+ [(n−m)/2]},
where [·] denotes the integer part. Moreover, for m = 1 and k = −1 G̃ is of
constant curvature. Otherwise G̃ is conformally flat.

(ii) For m = n and k ∈ {−(n− 2), . . . ,−1, n} the metric G̃ in (4.4.4) is flat for
k ∈ {− [n/2] , . . . ,−1}. Otherwise G̃ is conformally flat.

(iii) For m = n+ 1 and k ∈ {−(n− 1), . . . ,−1} the metric G̃ in (4.4.4) is flat for
k ∈ {− [(n+ 1)/2] , . . . ,−1}. Otherwise G̃ is conformally flat.

For the proof we send the reader to [40].
If Y (V (k)1 ) = 0 then Y (1/V (k)1 ) = 0 and due to (4.4.4) also LY G̃ = 0 so that

{h̃1, P } = 0 as well and the same P as in the “non-tilde”-case (i.e. before the
Stäckel transform) can be used as an alternative definition of extra Hamiltonians
through h̄n+r = {h̃r+1, P }, r = 1, . . . , n − 1. This is, however, no longer true if
Y (V

(k)
1 ) = c �= 0 and it happens only in the case whenm < n and k = 2n−m−1.

In consequence, if Y (V (k)1 ) = 0 then both sets of extra integrals of motion:

h̄n+r = {h̃r+1, P }, r = 1, . . . , n− 1

and

h̃n+r = hn+r |α=˜h1 (̃α)
, r = 1, . . . , n− 1

coincide. Indeed, on one hand, according to (4.4.37) and due to the fact
that{h̃1, P } = 0 we have

h̄n+r = {h̃r+1, P } =
{

Hr+1 −
V
(k)
r+1

V
(k)
1

H1 + α̃
V
(k)
r+1

V
(k)
1

, P

}

= {Hr+1, P } − H1

V
(k)
1

{

V
(k)
r+1, P

}

+ α̃

V
(k)
1

{

V
(k)
r+1, P

}

= {Hr+1, P } + h̃1

{

V
(k)
r+1, P

}
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On the other hand, due to

h̃n+r = hn+r |α=˜h1 (̃α)
= {hr+1, P }|α=˜h1 (̃α)

= {Hr+1, P } + α
{

V
(k)
r+1, P

}∣

∣

∣

α=˜h1 (̃α)

which yields the same result.
Thus, if Y (V (k)1 ) = 0, the diagram below commutes

(h1, . . . , hn)
P−→ (h1, . . . , h2n−1) with hn+r = {hr+1, P }

| |
Stäckel transform Stäckel transform

↓ ↓
(

h̃1, . . . , h̃n

)

P−→
(

h̃1, . . . , h̃2n−1

)

with h̃n+r =
{

h̃r+1, P
}

Example 4.17 Let us apply the relations (4.4.36)–(4.4.37) to perform the Stäckel
transform on the system from Example 4.15. To keep the formulas simple, we
assume that all the αs in (4.3.30) are zero except the transformation parameter αk .
Thus, we consider again the system given by the separation curve

αkλ
k + h1λ

2 + h2λ+ h3 = 1
2λμ

2,

with k = −1, 3 or 4, respectively. Applying the Stäckel transform to the resulting
Hamiltonians from Example 4.15 we obtain a maximally superintegrable system
with the separation curve of the form:

h̃1λ
k + α̃λ2 + h̃2λ+ h̃3 = 1

2λμ
2, (4.4.39)

Again we perform our calculations in non-orthogonal flat coordinates (x, y, z, px,
py, pz). Explicitly, we obtain for k = −1

h̃1 = 1
8z

2p2
z + 1

4z
2pxpy − 1

4 α̃z
2

h̃2 = 1
2p

2
x − 1

2yp
2
y − 1

2xpxpy − 1
2zpypz + α̃x

h̃3 = 1
8z

2p2
y −

(

1
4x

2 + y
)

pxpy − 1
2zpxpz − 1

4xzpypz + 1
4 α̃
(

x2 + 4y
)

h̃4 = − 1
2p

2
y (4.4.40)

h̃5 = −pxpy + α̃

for k = 3

h̃1 = − 1
x
pxpy − 1

2
1
x
p2
z + α̃ 1

x

h̃2 = 1
2p

2
x + 1

4
x2−4y
x
pxpy − 1

2yp
2
y − 1

2zpypz + 1
8

3x2−4y
x

p2
z + 1

4 α̃
x2+4y
x
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h̃3 = 1
4
z2

x
pxpy − 1

2zpxpz + 1
8z

2p2
y − 1

4xzpypz + 1
8
x3+4xy+z2

x
p2
z − 1

4 α̃
z2

x

h̃4 = − 1
x
pxpy − 1

2p
2
y − 1

2
1
x
p2
z + α̃ 1

x

h̃5 = 1
2p

2
z

and for k = 4

h̃1 = − 1

y− 3
4x

2
pxpy − 1

2
1

y− 3
4x

2
p2
z + α̃ 1

y− 3
4x

2

h̃2 = 1
2p

2
x − 1

2yp
2
y − 1

8
2x3−8xy−z2

y− 3
4x

2
p2
z − 1

8
x3−12xy−2z2

y− 3
4x

2
pxpy − 1

2zpypz

− α̃ xy+
1
4x

3+ 1
4 z

2

y− 3
4x

2

h̃3 = 1
8z

2p2
y − 1

32
3x4+8x2y+4xz2+16y2

y− 3
4x

2
p2
z + 1

4
xz2

y− 3
4x

2
pxpy − 1

2zpxpz − 1
4xzpypz

+ 1
4 α̃

xz2

y− 3
4x

2
(4.4.41)

h̃4 = − 1
2p

2
y + 1

2
x

y− 3
4 x

2p
2
z + x

y− 3
4x

2
pxpy − α̃ x

y− 3
4x

2

h̃5 = 1
2p

2
z

According to (i) of that subsection the metrics of h̃1 are of constant curvature, flat
and conformally flat, respectively.



Chapter 5
Classical Separability Theory

As was analysed in the previous chapter, once we find separation coordinates for a
Liouville integrable system, we can integrate the system by quadratures through
an appropriate separation relations. The fundamental problem in the Hamilton–
Jacobi method is the systematic construction of transformation from some “natural”
coordinates to separation coordinates. As was demonstrated in the previous chapter,
such coordinates like Cartesian, spherical or cylindrical are separation coordinates
only in very special cases. In general, separation coordinates are much less obvious
and completely unpredictable. So the question about the existence of a systematic
method for the construction of separation coordinates is very important. Indeed,
for many decades of development of the separability theory, the method did not
exist. Only recently, at the end of the twentieth century, after more than 100 years
of efforts, a few different constructive methods were suggested. Obviously, the
knowledge of all constants of motion for a given Liouville integrable system is not
enough. Some extra information is required.

The first constructive theory of separated coordinates for Hamiltonian systems
was made by Sklyanin [235]. He adopted the method of the Soliton theory, i.e. the
Lax representation and the so called r-matrix approach, to systematic derivation
of separation coordinates. In that theory involutive functions appear as coefficients
of the characteristic equation (spectral curve) of Lax matrix. The method was
successfully applied to the separation of variables for many integrable systems
[107, 108, 175, 233–235, 272, 273]. The detailed description of r-matrix approach
to separability theory and related mathematical tools the reader can find in the book
[6], so we skip it here.

Then, a modern geometric theory of separability on bi-Poisson manifolds
[23, 26–28, 112–115, 189], and bi-presymplectic manifolds [29, 32, 46] was con-
structed. In that approach we require from symmetries to constitute appropriate
bi-Hamiltonian chains or from conserved 1-forms to constitute appropriate bi-
presymplectic chains, both on an extended phase space. The geometric approach
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for the construction of separation coordinates is at least as powerful as the r-matrix
approach and as the less known to readers, will be presented with all details in the
following sections.

5.1 Bi-Hamiltonian Separability Theory

Presented here the modern geometric separability theory relies on the fact that any
Liouville integrable and separable system, with separation relations generated by a
separation curve, possesses two different Hamiltonian representations in any local
coordinates, or can be extended to such representations. Thus, for a given Liouville
integrable system its bi-Hamiltonian representation is sufficient for the construction
of a transformation from original coordinates to separation coordinates. During that
process we will reduce the second Poisson bi-vector onto the symplectic foliation
of the first one. As in the considered case, the Dirac distribution is tangent to the
foliation (see the results of Sect. 3.4), we have to find an appropriate transversal
distribution Z along which the reduction will be performed. This is the only non
algorithmic element of the construction.

5.1.1 Bi-Hamiltonian Liouville Integrable Systems

The idea of bi-Hamiltonian systems was introduced by Magri [186] in the context
of the so called Soliton systems, i.e. integrable nonlinear PDE’s (see [23] for review
of bi-Hamiltonian field systems). Then it was transferred to the theory of finite
dimensional systems [4] (see also [23] and the literature quoted there).

The first step in a geometric separability theory is to find the bi-Hamiltonian
representation of a given Liouville integrable system. This is closely related to the
notion of Poisson pencils of a particular type and their Casimirs. Let us consider
a manifold M and two Poisson tensors �0 and �1. A linear combination �λ =
�1 − λ�0 (λ ∈ R) is called a Poisson pencil if the operator �λ is Poissonian for
any value of the parameter λ. In this case we say that �0 and �1 are compatible.
A pair of Poisson bi-vectors �0 and �1 is compatible if and only if one of the
following equivalent conditions is satisfied

1.

[�0,�1]S = 0, (5.1.1)

2.

({{f, g}�0 , h}�1 + {{f, g}�0 , h}�1

)+ c.p. = 0, (5.1.2)
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3.

[Xf , Yg] + [Yf ,Xg] = X{f,g}�1
+ Y{f,g}�0

, Xf = �0df, Yf = �1df.

(5.1.3)

In fact, each of these conditions follows from the application of the corresponding
conditions (3.2.1), (3.2.6), (3.2.24) for a single Poisson structure to a Poisson pencil.
For example we have

0 = [�λ,�λ]S = [�1,�1]S − 2λ[�0,�1]S + λ2[�0,�0]S 
⇒ [�0,�1]S = 0.

Given a Poisson pencil�λ = �1−λ�0 we can often construct a sequence of vector
fields Xi onM that have a twofold Hamiltonian form (the so-called bi-Hamiltonian
chain)

Xi = �1dhi = �0dhi+1 (5.1.4)

where hi : M → R are called the Hamiltonians of the chain (5.1.4) and where i is
a discrete index. This sequence of vector fields may or may not truncate (depending
on the existence of Casimir functions).

Let us consider a bi-Poisson manifold (M,�0,�1) of dimM = m = 2n + r
where �0,�1 is a pair of compatible Poisson tensors of rank 2n. Moreover we
assume that the Poisson pencil �λ admits r, polynomial with respect to the pencil
parameter λ, Casimir functions of the form

h(j)(λ) =
nj
∑

i=0

h
(j)
i λ

nj−i , j = 1, . . . , r, (5.1.5)

such that n1 + . . . + nr = n and h(j)i are functionally independent. The collection
of n bi-Hamiltonian vector fields

�λdh
(j)(λ) = 0 ⇐⇒

�0dh
(j)

0 = 0

�0dh
(j)

1 = X(j)1 = �1dh
(j)

0
...

�0dh
(j)
nj = X(j)nj = �1dh

(j)

nj−1

0 = �1dh
(j)
nj

(5.1.6)

where j = 1, . . . , r, is called the Gel’fand–Zakharevich (GZ) system of pure
Kronecker type (see [123, 124, 216, 217] and the references quoted therein). Notice
that each chain starts from a Casimir of�0 and terminates with a Casimir of�1. It
is the Liouville integrable system as all h(j)i are functionally independent from the
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definition and moreover pairwise commute with respect to both Poisson structures

X
(j)

i (h
(k)
l ) = �0(dh

(k)
l , dh

(j)

i ) = �1(dh
(k)
l , dh

(j)

i−1) = 0. (5.1.7)

In fact, as

�0(dh
(k)
l , dh

(j)
i ) = �1(dh

(k)
l , dh

(j)
i−1) = −�1(dh

(j)
i−1, dh

(k)
l )

= −�0(dh
(j)
i−1, dh

(k)
l−1) = �0(dh

(k)
l−1, dh

(j)
i−1),

so after an appropriate number of iterations we get either �0(dh
(k)
0 , dh

(j)
s ) = 0 or

�0(dh
(k)
s , dh

(j)
0 ) = 0.

Below we illustrate our considerations with a few instructive examples. First
three examples are bi-Hamiltonian chains written in some canonical coordinates.

Example 5.1 The bi-Hamiltonian extension of the Henon–Heiles system.
Let us consider the integrable case of the Henon–Heiles system considered in

previous examples with an extra parameter c

xtt = −3x2 − 1
2y

2 + c, ytt = −xy. (5.1.8)

In the Hamiltonian representation the system (5.1.8) belongs to one-Casimir bi-
Hamiltonian chain on a 5-dimensional extended phase space parametrized by
(x, y, px, py, c)

�0dh0 = 0
�0dh1 = X1 = �1dh0

�0dh2 = X2 = �1dh1

0 = �1dh2,

(5.1.9)

where

h0 = c,
h1 = 1

2p
2
x + 1

2p
2
y + 1

2xy
2 + x3 − cx,

h2 = 1
2ypxpy − 1

2xp
2
y + 1

16y
4 + 1

4x
2y2 − 1

4cy
2,

and both Poisson structures are

�0 =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

0 0 1 0 0
0 0 0 1 0

−1 0 0 0 0
0 −1 0 0 0
0 0 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

, �1 =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

0 0 x 1
2y px

0 0 1
2y 0 py

−x − 1
2y 0 1

2py −h1,x

− 1
2y 0 − 1

2py 0 −h1,y

−px −py h1,x h1,y 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

.



5.1 Bi-Hamiltonian Separability Theory 187

One can check that indeed [�0,�1]S = 0. Notice that the last column of�1 is built
of Hamiltonian vector field X1, which represents Hamiltonian dynamics (5.1.8).
The chain (5.1.9) represents the Casimir h(λ) = cλ2 + h1λ + h2 of the Poisson
pencil�λ = �1 − λ�0: �λdh(λ) = 0.

Example 5.2 The bi-Hamiltonian extension of the Kepler problem in the plane.
Let us consider the classical problem of a particle in the plane under the influence
of the Kepler potential (Example 4.5) and an additional homogeneous field force.
The Hamiltonian function reads

h1 = H1 − cy = 1
2p

2
x + 1

2p
2
y −

α
√

x2 + y2
− cy, α = const.

There is a second independent integral of the motion

h2 = −H4 − 1
4cx

2 = − 1
2yp

2
x + 1

2xpxpy + 1
2

αy
√

x2 + y2
− 1

4cx
2,

which together with h0 = c allows us to construct a bi-Hamiltonian chain (5.1.9)
with the second Poisson structure in the form

�1 =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

0 0 0 1
2x px

0 0 1
2x y py

0 − 1
2x 0 − 1

2px −h1,x

− 1
2x −y 1

2px 0 −h1,y

−px −py h1,x h1,y 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

.

Example 5.3 Two-Casimir bi-Hamiltonian chains. Consider the two-parameter
Lagrangian system

L = 1
2xx

2
t + 1

2xy
2
t − x2 − 1

2y
2 + c1(x + 1

4x
−1y2)+ c2x

−1. (5.1.10)

In the Hamiltonian representation, the system generated by (5.1.10) belongs to
the two-Casimir bi-Hamiltonian chain on a 6-dimensional extended phase space
parametrized by (x, y, px, py, c1, c2)

�0dh
(1)
0 = 0

�0dh
(1)
1 = X(1)1 = �1dh

(1)
0

0 = �1dh
(1)
1

�0dh
(2)
0 = 0

�0dh
(2)
1 = X(1)1 = �1dh

(2)
0

0 = �1dh
(2)
1

(5.1.11)

where

h
(1)
0 = c1,

h
(1)
1 = 1

2x
−1p2

x + 1
2x
−1p2

y + x2 + 1
2y

2 − c1(x + 1
4x
−1y2)− c2x

−1,
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h
(2)
0 = c2,

h
(2)
1 = − 1

8x
−1y2p2

x + 1
2ypxpy −

1

8
x−1y2p2

y − 1
16y

4 + 1
16c1x

−1y4 + 1
4c2x

−1y2,

and both Poisson structures are

�0 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 0 1 0 0 0
0 0 0 1 0 0

−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

�1 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 0 x 1
2y ∂pxh

(1)
1 ∂px h

(2)
1

0 0 1
2y 0 ∂pyh

(1)
1 ∂py h

(2)
1

−x − 1
2y 0 1

2py −∂xh(1)1 −∂xh(2)1
− 1

2y 0 − 1
2py 0 −∂yh(1)1 −∂yh(2)1

−∂pxh(1)1 −∂pyh(1)1 ∂xh
(1)
1 ∂yh

(1)
1 0 0

−∂pxh(2)1 −∂pyh(2)1 ∂xh
(2)
1 ∂yh

(2)
1 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

Notice that two last columns of �1 are built of Hamiltonian vector fields X(1)1 and

X
(2)
1 . The chains (5.1.11) represent two Casimirs h(1)(λ) = c1λ+h(1)1 and h(2)(λ) =
c2λ+ h(2)1 of the Poisson pencil�λ = �1 − λ�0: �λdh(i)(λ) = 0, i = 1, 2.

The last example is a bi-Hamiltonian chain written in a non-canonical represen-
tation.

Example 5.4 The Euler top, considered in Example 3.7, has the following bi-
Hamiltonian representation

h0 = 1
2ω

2
1 + 1

2ω
2
2 + 1

2ω
2
3,

h1 = 1
2a1ω

2
1 + 1

2a2ω
2
2 + 1

2a3ω
2
3,

�0 =
⎛

⎝

0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

⎞

⎠ , �1 =
⎛

⎝

0 a3ω3 −a2ω2

−a3ω3 0 a1ω1

a2ω2 −a1ω1 0

⎞

⎠ ,

�0dh0 = 0
�0dh1 = X = �1dh0

0 = �1dh1
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where

X =
⎛

⎝

(a3 − a2)ω2ω3

(a1 − a3)ω1ω3

(a2 − a1)ω1ω2

⎞

⎠ , ai = I−1
i .

Although the presented examples show the existence of bi-Hamiltonian rep-
resentation of some Liouville integrable systems, nevertheless in order to make
the bi-Hamiltonian separability theory relevant, such a representation has to be a
common feature inside integrable systems. Fortunately, it is the case, i.e. any Stäckel
system with separation relations of the general form

n
∑

j=1

Hj(λ
i)γ j (μi)

δj = ψi(λi, μi), γ j , δj ∈ N, i = 1, . . . , n, (5.1.12)

has an appropriate extension to the bi-Hamiltonian chains of Gel’fand–Zakharevich
type (5.1.6) [31]. In order to construct such an extension, let us rearrange the l.h.s.
of (5.1.12) collecting terms and renumerating Hamiltonians as follows:

r
∑

k=1

βk(λi, μi)H
(k)(λi) = ψi(λi, μi), i = 1, . . . , n, (5.1.13)

where

H(k)(λ) =
nk
∑

i=1

H
(k)
i λnk−i , n1 + · · · + nr = n

βk(λi, μi) are respective monomials of it arguments and let impose the normaliza-
tion βr(λi , μi) = 1. The matrix S is uniquely defined by r functions βk = βk(λ,μ),
k = 1, . . . , r , and the partition (n1, . . . , nr ) of n. Note that in our normalization we
have βr = 1.

All Hamiltonian systems H(k)i are defined on 2n-dimensional phase space
parametrized by their separation coordinates (λ, μ). Now, let us extend the phase
space by r extra coordinates (c1, . . . , cr ) to new, (2n + r)-dimensional space.
Moreover, let us extend Hamiltonians H(k)i (λ, μ) to a new Hamiltonians by adding
terms linear in ci :

h
(k)
i (λ, μ, c) = H(k)i (λ, μ)+

r
∑

m=1

F
(k,m)
i (λ, μ)cm, (5.1.14)
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which fulfills the following, new separation relations

r
∑

k=1

βk(λi, μi)h
(k)(λi) = ψi(λi, μi), i = 1, . . . , n, (5.1.15)

h(k)(λ) =
nk
∑

i=0

h
(k)
i λ

nk−i , n1 + · · · + nr = n, (5.1.16)

where h(k)0 = ck . It means that F (k,r)i can be treated as additional potentials
generated by extra terms βk(λi, μi)(λ

i)nk ck in separation relations (5.1.15). So, the
potentials F (k,m)i are solutions of the set of linear algebraic equations

βm(λi, μi)(λ
i)nm +

r
∑

k=1

βk(λi, μi)F
(k,m)(λi)= 0, m=1, . . . , r, i=1, . . . , n,

(5.1.17)

where

F (k,m)(λ) =
nk
∑

j=1

F
(k,m)
j λnk−j , n1 + · · · + nr = n.

Such extended Hamiltonian functions form bi-Hamiltonian chains (5.1.6) on a (2n+
r)-dimensional extended phase space, where

�0 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 I

−I 0
0 · · · 0

0
...

0

0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

, (5.1.18a)

�1 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 �

−� 0
X
(1)
1 · · · X(r)1

−
(

X
(1)
1

)T

...

−
(

X
(r)
1

)T

0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

. (5.1.18b)
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The proof that Poisson tensors �0 and �1 form a Poisson pencil �λ = �1 − λ�0
with h(k)(λ) (5.1.16) as Casimirs

�λdh
(k)(λ) = 0, k = 1, . . . , r, (5.1.18c)

is laborious and technical so we send the interested reader to the original paper [31].
In particular, a lift to bi-Hamiltonian chains can be done for the class (4.3.10) of
separation relations considered in Sect. 4.3.

To illustrate the method, let us consider such a lift for particular classes of Stäckel
systems. The simplest one is the Benenti class where r = 1 
⇒ k = m =
1, β1(λi , μi) = 1, hence Eqs. (5.1.17) for F (1,1)i ≡ Fi reduce to

(λi)n + F1(λ
i)n−1 + . . .+ Fn = 0, i = 1, . . . , n

⇓

Fi = −V (n)i ,

where V (n) is given by (4.3.23). Thus,

hi(λ, μ, c) = Hi(λ,μ)− V (n)i (λ)c = Hi(λ,μ)+ ρi(λ)c

and we have one bi-Hamiltonian chain (5.1.6) in a (2n + 1)-dimensional extended
phase space. It explains, for example, the appropriate extension of the Henon–Heiles
system from Example 5.1, where the transformation to Cartesian coordinates is
given in Example 4.11. The bi-Hamiltonian representation of systems from Benenti
class was first constructed in [156].

Another class of separation relations for which we construct the extension
(5.1.14) is given by a separation curve (4.4.23) of the form

H̄1λ
n + . . .+ H̄n1λ

n+1−n1 + H̄n1+1λ
n−1−n1 + · · · + H̄n = 1

2f (λ)μ
2 + σ(λ),

(5.1.19)

or equivalently by (4.4.25) with k = 1, 1 < m1 = n1+1 < n, discussed in Sect. 4.3.
Adopting the notation (5.1.13), the separation curve (5.1.19) takes the form

λn+1−n1 (H
(1)
1 λn1−1+ . . .+H(1)n1

)+(H (2)1 λn2−1+ . . .+H(1)n2
) = 1

2f (λ)μ
2+σ(λ), n1+n2 = n,

where

H
(1)
j = H̄j , j = 1, . . . , n1,

H
(2)
j = H̄n1+j , j = 1, . . . , n2,
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thus β1(λ) = λn+1−n1 and β2(λ) = 1. So, the potentials F (k,1)i are solutions of the
set of linear algebraic equations being n copies of

λn+1−n1(λn1 + F (1,1)1 λn1−1 + . . .+ F (1,1)n1
)+ (F (2,1)1 λn2−1 + . . .+ F (2,1)n2

) = 0,

while the potentialsF (k,2)i are solutions of the set of linear algebraic equations being
n copies of

λn+1−n1(F
(1,2)
1 λn1−1 + . . .+ F (1,2)n1

)+ (λn2 + F (2,2)1 λn2−1 + . . .+ F (2,2)n2
) = 0.

Thus

(

F (1,1)

F (2,1)

)

= −V̄ (n+1),

(

F (1,2)

F (2,2)

)

= −V̄ (n+1−m1) = −V̄ (n2)

and according to (4.4.3) and (4.4.3)

F (1,1)r = ρr −
ρr−1ρn1+1

ρn1

, r = 1, . . . , n1,

F (2,1)r = ρr+1 −
ρn1+rρn1+1

ρn1

, r = 1, . . . , n2,

F (1,2)r = ρr−1

ρn1

, r = 1, . . . , n1, (5.1.20)

F (2,2)r = ρn1+r
ρn1

, r = 1, . . . , n2.

Extended Hamiltonians

h
(1)
i (λ, μ, c) = H(1)i (λ, μ)+ F (1,1)i (λ, μ)c1 + F (1,2)i (λ, μ)c2, i = 1, . . . , n1,

h
(2)
i (λ, μ, c) = H(2)i (λ, μ)+ F (2,1)i (λ, μ)c1 + F (2,2)i (λ, μ)c2, i = 1, . . . , n2,

belong to two bi-Hamiltonian chains (5.1.6) in a (2n + 2)-dimensional extended
phase space.

5.1.2 Reduction of Poisson Pencils onto Symplectic Leaves

The second step of our geometric separability theory is as follows. The neces-
sary condition for separability of Hamiltonian systems generated by functions
h
(j)
i (5.1.5) is a Poisson projection of the pencil �λ onto a symplectic foliation
S of �0, that is a 2n-dimensional submanifold defined by fixed values of Casimir
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functions of �0 : h(1)0 = c1, . . . , h
(r)
0 = cr . Thus, every leave Sc is a submanifold

of a codimension r in M. The projection is done through the particular realization
of the reduction schema considered in Sect. 3.4.1. As our constraints ϕi = h

(k)
0 =

ck, k = 1, . . . , r are Casimirs of �0 its reduction is trivial. From the property that
all Casimirs ci of �0 are in involution with respect to �1 : {dh(k)0 , dh

(j)
0 }�1 =

�1(dh
(k)
0 , dh

(j)

0 ) = 0 we have to reduce �1 according to the tangent case (Dirac
reduction is useless in that case). Actually, we are looking for an appropriate
distribution Z , transversal to the foliation S that the deformation of�1 in the form

�D = �1 −
r
∑

k=1
X
(k)
1 ∧ Zk, X

(k)
1 = �0dh

(k)
1 = �1dh

(k)
0 , (5.1.21)

fulfills the following conditions:

1. the image of�D is tangent to the foliation S,
2. �D is Poisson,
3. �D is compatible with �0,

4. all constants of motion are in involution with respect to �D :

{dh(k)l , dh(j)i }�D = �D(dh(k)l , dh(j)i ) = 0. (5.1.22)

The first condition means that Im(�D) ⊂ T S, i.e. that for every 1-form α and
k = 1, . . . , r,

〈

dh
(k)
0 ,�Dα

〉

= 0

and it follows directly from the fact that h(k)0 are Casimirs of �D (3.4.12). The
second condition is fulfilled if Z is an integrable distribution

([Zi,Zj ] = 0
)

and
LZi�D = 0 or equivalently fulfills relation (3.4.1) for i = 1, . . . , r . For the
compatibility of�D and�0 we have the condition

0 = [�D,�0]S = [�1,�0]S −
r
∑

k=1
[X(k)1 ∧ Zk,�0]

=
r
∑

k=1

(

−L
X
(k)
1
�0 ∧ Zk + X(k)1 ∧ LZk�0

)

, (5.1.23)

where the last equality follows from the properties of Schouten–Nijenhuis
bracket (3.2.33). As L

X
(k)
1
�0 = 0 (3.2.2), the strong solution of (5.1.23) is

LZk�0 = 0, k = 1, . . . , r. (5.1.24)
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Finally, the involutivity (5.1.22) follows from the form of�D (5.1.21)

�D(dh
(k)
l , dh

(j)

i ) = �(dh(k)l , dh(j)i )+
r
∑

k=1

〈

dh
(r)
l , (X

(k)
1 ∧ Zk)dh(j)i

〉

=
r
∑

k=1

(

Zk(h
(j)

i )X
(k)
1 (h

(r)
l )−X(k)1 (h

(j)

i )Zk(h
(r)
l )
)

= 0

according to (5.1.7). Notice, that if the compatibility condition (5.1.24) is fulfilled,
then the condition (3.4.1) takes the form

LZk�1 =
r
∑

i=1

[Zk,X(i)1 ] ∧ Zi =
r
∑

i=1

Yki ∧ Zi, Yki = �0d(Zk(h
(i)
1 )). (5.1.25)

Assume that conditions 1–4 are fulfilled. Then, bi-Hamiltonian chains onM take
the form

�Ddh
(j)

i = �0dh
(j)

i+1 −
r
∑

k=1

Zk(dh
(j)

i )�0dh
(k)
1

= �0dh
(j)

i+1 −
r
∑

k=1

F
(j,k)

i �0dh
(k)
1 ,

(5.1.26)

where F (j,k)i = Zk(dh(j)i ) and can be restricted to any leave Sc of�0

π1dh
(j)
i = π0dh

(j)
i+1 −

r
∑

k=1

F
(j,k)
i π0dh

(k)
1 , (5.1.27)

where

π1 = �D|Sc , π0 = �0|Sc

are Poisson restrictions of �D and �0 to Sc and h(j)i are functions on Sc with
constant values of ck coordinates. Obviously, from the construction, π0 and π1 are
compatible Poisson tensors on Sc and π0 is nondegenerate. Hence, ω0 = π−1

0 is
symplectic two-form on Sc. Moreover, on Sc we have

π0(dh
(j)
i , dh

(k)
l ) = 0, π1(dh

(j)
i , dh

(k)
l ) = 0.
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The involutivity with respect to π0 is obvious, while the involutivity with respect
to π1 follows from (5.1.22). Relations (5.1.27) are called the quasi-bi-Hamiltonian
representation of the Liouville integrable system [60, 203].

Application of the presented reduction procedure to bi-Hamiltonian chains for
Hamiltonians (5.1.14), which are written directly in separation coordinates (λ, μ, c)
is a trivial task. With a natural choice of transversal distribution Z by Zi = ∂

∂ci
,

i = 1, . . . , r , on each symplectic leaf of�0 (5.1.18a), i.e. ci = const , i = 1, . . . , r ,
Hamiltonians (5.1.14) form a quasi-bi-Hamiltonian chains (5.1.27) with F (j,k)i

being solutions of (5.1.17) and with two nondegenerate Poisson structures

π0 =
(

0 In

−In 0

)

, π1 =
(

0 �n

−�n 0

)

,

being reductions of (5.1.18). Notice that in particular, for ci = 0, i = 1, . . . , r ,
Hamiltonians (5.1.13) form the same quasi-bi-Hamiltonian chains on a bi-Poisson
manifold (M, π0, π1).

5.1.3 Bi-Simplectic Manifolds

Let us consider a bi-Poisson manifold (S, π0, π1), where π0 is invertible and
compatible with π1. Then consider a following (1, 1)-tensor field

N = π1π
−1
0 = π1ω0, ω0 = π−1

0 , (5.1.28)

called a recursion operator with the dual

N∗ = NT = ω0π1. (5.1.29)

Notice that

Nπ0 = π1, N∗ω0 = ω0π1ω0 := ω1. (5.1.30)

First, we show that from the compatibility of π0 and π1 follows that the
Nijenhuis torsion T (N) of tensor N vanishes on the image of π0. We recall that
the Nijenhuis torsion of a (1, 1)-tensorN on a manifold S is the (1, 2)-tensor T (N),
such that for all vector fields v ∈ T S

T (N)v = LNvN −NLvN. (5.1.31)

The alternative definition is given by the formula

T (N)(v,w) = [Nv,Nw] −N[Nv,w] −N[v,Nw] +N2[v,w]. (5.1.32)
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Indeed

T (N)(v,w) = LNv(Nw)−NLNvw − NLv(Nw) +N2Lvw

= (LNvN)w −N(LvN)w = (LNvN −NLvN)w.

In order to show the vanishing of T (N) it is enough to show that T (N) vanishes
on any pair of vectors (π0df, π0dh) where f, h ∈ F(S). In fact, using the notation
from (5.1.3)

T (N)(π0df, π0dh) =[Nπ0df,Nπ0dh] −N[Nπ0df, π0dh] −N[π0df,Nπ0dh]
+N2[π0df, π0dh]

=[Yf , Yh] − N[Yf ,Xh] −N[Xf , Yh] +N2[Xf ,Xh]
=Y{f,h}π1

− N(X{f,h}π1
+ Y{f,h}π0

)+N2X{f,h}π0
,

which vanishes since NXg = Yg, g ∈ F(S). Bi-Poisson manifolds (S, π0, π1)

with the tensor π0 invertible and the tensor N = π1π
−1
0 of vanishing torsion, are

also called ωN manifolds and were studied for example in [173] and [187].
Second, we show that from the compatibility of π0 and π1 follows that the

second two-form ω1 (5.1.30) is closed on S. First observe that as π0 and ω0 = π−1
0

are nondegenerate on S, so any vector field v ∈ T S can be represented by
v = π0γ for some γ ∈ T ∗S and any γ can be represented by γ = ω0v for
some v ∈ T S. Moreover, from relations (3.2.21) follows that for closed ω0 we
have Lvω0 = d(ω0v) = dγ and for Poisson pencil πλ

0 = Lπλγ πλ + πλ(dγ )πλ
�

0 = Lπ1γ π0 + Lπ0γ π1 + π1(dγ )π0 + π0(dγ )π1

= Lπ0ω0π1γ π0 + Lvπ1 + π1(dγ )π0 + π0(dγ )π1

= −π0d(ω0π1γ )π0 + Lvπ1 + π1(dγ )π0 + π0(dγ )π1.

Multiplying from left and right by ω0 we get

0 = −d(ω0π1γ )+ ω0(Lvπ1)ω0 + ω0π1(dγ )+ (dγ )π1

= −d(ω0π1ω0v)+ ω0(Lvπ1)ω0 + ω0π1Lvω0 + (Lvω0)π1ω0

= −d(ω0π1ω0v)+ Lv(ω0π1ω0)

and hence, according to (3.2.21), ω1 = ω0π1ω0 is closed.



5.1 Bi-Hamiltonian Separability Theory 197

In our further considerations we will assume that the recursion operatorN has, at
every point of S, n distinct and different from zero double eigenvalues λ1, . . . , λn,
functionally independent as a functions of oryginal variables. Such an operator will
be called a regular recursion operator. In such a generic case the second closed
two-form ω1 is symplectic.

Concluding, if S is a bi-Poisson manifold (S, π0, π1) where π0 is invertible and
compatible with π1, and where N = π1π

−1
0 is a regular recursion operator, then

S is simultaneously a bi-symplectic manifold (S, ω0, ω1), where both symplectic
forms are given by

ω0 = π−1
0 , ω1 = ω0π1ω0 = π−1

0 π1π
−1
0 .

Now we are prepared to introduce the notion of compatibility for closed forms,
at least in the case when one of them is symplectic. The compatibility of two
presymplectic forms will be defined in the next subsection. Let S be a manifold
of even dimension with a symplectic-implectic pair (ω0, π0 = ω−1

0 ), i.e a
nondegenerate case of a dual pair (3.2.25). We say that a closed two-form ω1 is
d-compatible with a symplectic form ω0 if π0ω1π0 is a Poisson tensor. We say
that a Poisson tensor π1 is d-compatible with an implectic tensor π0 if ω0π1ω0 is
closed.

What is important, in the case considered, i.e. when π0 is nondegenerate, the
notions of d-compatibility and compatibility of Poisson tensors are equivalent.
Actually, we proved that if π0 and π1 are compatible then are d-compatible. As
the presented proof works in both directions, so in this case, from d-compatibility
follows also compatibility of π0 and π1.

Let (S, ω) be a symplectic manifold, with dimS = 2n.A Lagrangian distribution
on S is a n-dimensional distribution D such that ω(x1, x2) = 0 for all vector fields
x1, x2 ∈ D. So, for the quasi-bi-Hamiltonian system (5.1.27) and closed two-forms
ω0, ω1 (5.1.3), using the relation (5.1.2) and notation x(j)i = π0dh

(j)
i , we have

ω0(x
(j)

i , x
(k)
l ) =

〈

ω0x
(j)

i , x
(k)
l

〉

=
〈

ω0π0dh
(j)

i , π0dh
(k)
l

〉

=
〈

dh
(j)
i , π0dh

(k)
l

〉

= π0(dh
(j)
i , dh

(k)
l ) = 0,

and

ω1(x
(j)

i , x
(k)
l ) =

〈

ω1x
(j)

i , x
(k)
l

〉

=
〈

ω0π1ω0x
(j)

i , x
(k)
l

〉

=
〈

ω0π1dh
(j)
i , x

(k)
l

〉

= −
〈

ω0x
(k)
l , π1dh

(j)
i

〉

= −
〈

dh
(k)
l , π1dh

(j)

i

〉

= π1(dh
(j)

i , dh
(k)
l ) = 0.
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Hence, in the generic case, the n-dimensional integrable distribution

D = Sp{x(j)i = π0dh
(j)

i } ⊂ T S

is bi-Lagrangian as it is Lagrangian with respect to two different symplectic forms.
Now, using relations (5.1.28)–(5.1.30), quasi-bi-Hamiltonian chains (5.1.27) are

equivalent to quasi-bi-symplectic chains

ω1x
(j)

i = ω0x
(j)

i+1 −
r
∑

k=1

F
(j,k)

i ω0x
(k)
1 . (5.1.33)

There are also two other equivalent representations

Nx(j)i = x(j)i+1 −
m
∑

k=1

F
(j,k)
i x(k)1 (5.1.34)

and

N∗dh(j)i = dh(j)i+1 −
r
∑

k=1

F
(j,k)
i dh

(k)
1 . (5.1.35)

Renumbering Hamiltonian functions (h(1)1 , . . . , h
(r)
nr ) = (h1, . . . , hn) and respective

vector fields (x(1)1 , . . . , x
(r)
nr ) = (x1, . . . , xn) relations (5.1.34) and (5.1.35) can be

written in compact forms

Nxi =
n
∑

j=1

Fij xj , i = 1, . . . , n, (5.1.36)

and

N∗dhi =
n
∑

j=1

Fij dhj , i = 1, . . . , n, (5.1.37)

where matrix F is called a control matrix [113]. Relation (5.1.36) says that bi-
Lagrangian distribution (5.1.3) is invariant with respect to N and relation (5.1.37)
says that the subspace spanned by (dh1, . . . , dhn) is invariant with respect to N∗.
In particular, for ci = 0, i = 1, . . . , r , the subspace spanned by (dH1, . . . , dHn) is
also invariant with respect to N∗

N∗dHi =
n
∑

j=1

Fij dHj , i = 1, . . . , n.
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5.1.4 Stäckel Separability on Bi-Symplectic Manifolds

A set of local coordinates (ξ, ζ ) on the bi-symplectic manifold (ωN manifold)
is called a set of Darboux-Nijenhuis (DN) coordinates if they are canonical with
respect to a symplectic form ω0

ω0 =
n
∑

i=1

dζ i ∧ dξi

and diagonalize the recursion operator

N =
n
∑

i=1

λi(ξ i, ζ i)
(

∂ξi ⊗ dξi + ∂ζ i ⊗ dζ i
)

,

thus

π1 =
n
∑

i=1

λi∂ξ i ∧ ∂ζ i .

The existence of DN coordinates is a consequence of vanishing of the Nijen-
huis torsion T (N) of operator N [123, 247, 250]. The double eigenvalues λi

follow from the implectic-symplectic factorization of N (5.1.28). The coordinates
(λ1, . . . , λn, μ1, . . . μn), where μi are momenta canonically conjugate to positions
λi , are called special DN coordinates and will be identified with separation
coordinates. It means that in the (λ, μ) coordinates

π0 =
(

0 In

−In 0

)

, π1 =
(

0 �n

−�n 0

)

, N =
(

�n 0
0 �n

)

,

where �n = diag(λ1, . . . , λn), and their differentials span the T ∗N which is an
eigenspace of N∗ (the adjoint of N), as

N∗dλi = λidλi, N∗dμi = λidμi, i = 1, . . . , n.

A function f on ωN manifold is said to be a Stäckel function if its differential is
an eigenfunction of N∗

N∗df = λidf.

The immediate consequence of such a definition is that f = f (λi, μi). As the
elements of Stäckel matrix are Stäckel functions, hence

N∗dS = �dS ⇐⇒ N∗dSij = λidSij .
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In previous subsections, using the reduction procedure, we proved that the
subspace (dh1, . . . , dhn), spanned by differentials of Stäckel Hamiltonians (5.1.14)
or in particular (5.1.13) ones, is invariant with respect to N∗. Here we show the
simple alternative proof, revealing simultaneously the structure of the control matrix
F (5.1.37). Let us start with general Stäckel separation relations (4.2.9)

ϕi(λ
i, μi, h1, . . . , hn) =

n
∑

k=1

Ski (λ
i , μi)hk − ψ(λi, μi) = 0, i = 1, . . . , n.

(5.1.38)

Differentiate the relations (5.1.38)

∂ϕi

∂λi
dλi + ∂ϕi

∂μi
dμi +

n
∑

j=1

∂ϕi

∂hj
dhj = 0,

and then apply N∗ to obtain

∂ϕi

∂λi
λidλi + ∂ϕi

∂μi
λidμi +

n
∑

j=1

∂ϕi

∂hj
N∗dhj = 0.

It follows that

n
∑

j=1

∂ϕi

∂hj
N∗dhj = −λi

(

∂ϕi

∂λi
dλi + ∂ϕi

∂μi
dμi

)

= λi
n
∑

j=1

∂ϕi

∂hj
dhj ,

or in the matrix form

SN∗dh = �Sdh 
⇒ F = S−1�S, (5.1.39)

where Sij = ∂ϕi
∂hj

are elements of the Stäckel matrix, dh = (dh1, . . . , dhn)
T ,

N∗dh = (N∗dh1, . . . , N
∗dhn)T and so, Eq. (5.1.39) coincides with Eqs. (5.1.37).

Thus, the control matrix F is nothing but the recursion matrix (4.3.1), considered
in the previous chapter for particular separation relations (4.3.10). From (5.1.39)
follows that F matrix has n distinct eigenvalues λi and the i-th row Si :=
(Si1, . . . , Sin) of a Stäckel matrix S is a related left eigenvector

SiF = λiSi .

Moreover, for the Stäckel separability, the control matrix F satisfies

N∗dF = FdF ⇐⇒ N∗dFij =
n
∑

k=1

FikdFkj , i, j = 1, . . . , n. (5.1.40)
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Indeed

N∗dF = N∗d(S−1�S) = N∗(−S−1dSS−1�S + S−1d�S + S−1�dS)

= −S−1�dSS−1�S + S−1�d�S + S−1�2dS

= S−1�S(−S−1dSS−1�S + S−1d�S + S−1�dS) = FdF.

Condition (5.1.40) is also sufficient for the Stäckel separability. Actually, let
(h1, . . . , hn) be independent functions, defining a bi-Lagrangian foliation on a
regular ωN manifold (5.1.37). If the control matrix F fulfills additionally rela-
tion (5.1.40), then the left eigenvectors of F , if suitably normalized, form a Stäckel
matrix and the functions (h1, . . . , hn) are a Stäckel separable in DN coordinates.
The reader can find the proof of the sufficient condition in [113].

So, up to now, we have demonstrated that a n-tuple (h(1)1 , . . . , h
(r)
nr ) of func-

tions which fulfill separation relations (5.1.15) form Gel’fand–Zakharevich bi-
Hamiltonian chains (5.1.6). On the other hand, we have demonstrated that an
n-tuple (h(1)1 , . . . , h

(r)
nr ) of functions from Gel’fand–Zakharevich bi-Hamiltonian

chains (5.1.6) are a Stäckel separable if a Poisson pencil �λ is reducible onto a
symplectic foliation Sc of �0 (5.1.34)–(5.1.37), the recursion operator N on each
leave is regular and the control matrix F fulfills the condition (5.1.40).

Now, for a quasi-bi-Hamiltonian chains (5.1.27), given in some local coordinates
(x, p) on a 2n-dimensional phase space, we construct a transformation to separation
coordinates (λ, μ), i.e. special DN coordinates and find the explicit form of
separation relations (5.1.15) following [113]. First, we find λi coordinates which,
by definition, are roots of the minimal polynomial of N or, equivalently, roots of a
characteristic polynomial of the control matrix F :

0 = √det(λI −N(x, p)) (5.1.41)

= det(λI − F(x, p)) = λn + ρ1λ
n−1 + . . .+ ρn ≡ B(λ),

where ρi(λ) are Viète polynomials (4.3.18). Before we go further on, we will show
the alternative construction of λi coordinates. Let us define the r × r matrix F(λ)

F (λ) =
⎛

⎜

⎝

Z1(h
(1)(λ)) · · · Z1(h

(r)(λ))
...

...

Zr(h
(1)(λ)) · · · Zr(h(r)(λ))

⎞

⎟

⎠ .

The eigenvalues of N (F ) can be easily obtained from the matrix F(λ). Actually,
the determinant of F(λ) is the characteristic polynomial of F

detF(λ) = det(λI − F) = B(λ). (5.1.42)
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In order to show it, let us differentiate the separation relations (5.1.15) with respect
to Zk

0 =
r
∑

k=1

βk(λi)∂Zmh
(k)(λi) = (β1(λi), . . . , βr(λi))F(λi), m = 1, . . . , r, i = 1, . . . , n.

(5.1.43)

This shows that detF(λi) = 0. Since detF(λ) is a monic degree n polynomial and
λi are distinct, we conclude that (5.1.42) holds. Moreover, from Eqs. (5.1.43) we
can calculate Casimir multipliers βk from separation relations (5.1.15). Obviously,
Eqs. (5.1.43) have infinitely many solutions with respect to βk unless we chose one
by fixing the normalization, βr = 1, i = 1, . . . , n in our case.

Finally, let us describe a procedure for constructing conjugate momenta μi. First
observe that

Y = π0dρ1 =
n
∑

i=1

∂

∂μi
, ρ1 = − 1

2 trN = −trF = −(λ1 + . . .+ λn).

Then, notice that (β1(λi), . . . , βr (λi))F (λi) = ψi(λ
i, μi) is a Stäckel function.

Applying successively Y vector to (β1(λi), . . . , βr(λi))F (λi) find such fi(x, p, λi)
that

Y (fi(x, p, λ
i)) = 1, i = 1, . . . , n

and define

μi = fi(x, p, λi), i = 1, . . . , n (5.1.44)

which is an admissible canonical momentum conjugated with λi .
In order to demonstrate how efficient the presented procedure of separability

is, let us start with a few instructive examples. More systematic application of bi-
Hamiltonian separability theory is presented in the next section. First of all, notice
that if the Poisson structure�0 is canonical and

∂

∂ck
�
ij

1 = 0, i, j = 1, . . . , 2n, k = 1, . . . , r, (5.1.45)

then a desired transversal distribution is given simple by {Zk = ∂ck }k=1,...,r . In fact,
if we define�D

�D = �1 −
r
∑

k=1

X
(k)
1 ∧ ∂

∂ck
,
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so that

�
ij
D =

⎧

⎪
⎨

⎪
⎩

�
ij

1 , i, j = 1, . . . , 2n,

0, 2n < i, j ≤ 2n+ r,

then, according to considerations from Sect. 3.4.1, �D is Poisson and compatible
with �0 if LZk�D = 0, k = 1, . . . , r , which reduces to (5.1.45). It is the case of
our first following three examples. The first example is a one-Casimir case with a
separation curve.

Example 5.5 Let us separate the Henon–Heiles system from Example 5.1. It is a
one-Casimir case with one-dimensional transversal distribution generated by Z =
∂
∂c

. Indeed, one can check that

LZ�0 = 0, LZ�1 = Y ∧ Z,

where

Y = [Z,X1] = �0d(Z(h1)) = ∂

∂px
.

The Casimir multiplier is trivial and hence, F(λ) matrix is one-dimensional

F(λ) = ∂

∂c
h(λ) = λ2 − xλ− 1

4y
2 = λ2 + ρ1λ+ ρ2

⇓

λ1 + λ2 = x, λ1λ2 = − 1
4y

2.

Alternatively, one obtains the same result from (5.1.41), where

N = π1π
−1
0 =

⎛

⎜

⎜

⎝

0 0 x 1
2y

0 0 1
2y 0

−x − 1
2y 0 1

2py

− 1
2y 0 − 1

2py 0

⎞

⎟

⎟

⎠

⎛

⎜

⎜

⎝

0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0

⎞

⎟

⎟

⎠

=

⎛

⎜

⎜

⎝

x 1
2y 0 0

1
2y 0 0 0
0 1

2py x
1
2y

− 1
2py 0 1

2y 0

⎞

⎟

⎟

⎠
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and

F =
(

x 1
1
4y

2 0

)

.

As (x, p) are canonical coordinates and the transformation to separation coordinates
is a point transformation, we could calculate the missing part of a canonical
transformation using formula (4.1.37). Nevertheless, we demonstrate how works
the general construction (5.1.44). First notice that

Y = π0dρ1 =
∂

∂px

and

Y (h(λ)) = pxλ+ 1
2ypy, Y 2(h(λ)) = λ,

hence

Y

(

Y (h(λ))

Y 2(h(λ))

)

= 1.

As a result

μ1 =
Y (h(λ1))

Y 2(h(λ1))
= px + 1

2
ypy

λ1 = px − (−λ
1λ2)1/2

λ1 py,

μ2 =
Y (h(λ2))

Y 2(h(λ2))
= px + 1

2

ypy

λ2 = px − (−λ
1λ2)1/2

λ2 py,

so that

px = λ1μ1

λ1 − λ2 +
λ2μ2

λ2 − λ1 , py =
√

−λ1λ2
(

μ1

λ1 − λ2 +
μ2

λ2 − λ1

)

and we reconstructed the transformation to separation coordinates from Exam-
ple 4.11, given there ad hoc. Evaluating h(λi) we recover separation relations in
the form

c(λ1)2 + h1λ
1 + h2 = 1

2λ
1μ2

1 + (λ1)4,

c(λ2)2 + h1λ
2 + h2 = 1

2λ
2μ2

2 + (λ2)4
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which are two copies of the separation curve

cλ2 + h1λ+ h2 = 1
2λμ

2 + λ4.

The second example is also a one-Casimir case without a separation curve.

Example 5.6 Let us separate the Kepler problem on the plane considered in Exam-
ple 5.2. Like in previous example, it is a one-Casimir case with one-dimensional
transversal distribution generated by Z = ∂

∂c
. As

F = λ2 − yλ− 1
4x

2,

so

λ1 + λ2 = y, λ1λ2 = − 1
4x

2.

Moreover

Y = π0dρ1 =
∂

∂py
,

hence

μ1 =
Y (h(λ1))

Y 2(h(λ1))
= py + 1

2

xpx

λ1 = py − (−λ
1λ2)1/2

λ1 px,

μ2 =
Y (h(λ2))

Y 2(h(λ2))
= py + 1

2

xpx

λ2 = py − (−λ
1λ2)1/2

λ2 px,

so that

px =
√

−λ1λ2
(

μ1

λ1 − λ2 +
μ2

λ2 − λ1

)

, py = λ1μ1

λ1 − λ2 +
λ2μ2

λ2 − λ1 .

Again, evaluating h(λi) we recover separation relations in the form

c(λ1)2 + h1λ
1 + h2 = 1

2λ
1μ2

1 − 1
2a,

c(λ2)2 + h1λ
2 + h2 = 1

2λ
2μ2

2 + 1
2a

for λ1 > λ2 and a → −a for λ2 > λ1. These separation relations are not related to
any separation curve.

The third example is a two-Casimir case again with separation curve.
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Example 5.7 Let us separate the system from Example 5.3. It is two-Casimir case
with two-dimensional transversal distribution generated by Z1 = ∂

∂c1
, Z2 = ∂

∂c2
,

hence

F(λ) =
(

λ− (x + 1
4x
−1y2) 1

16x
−1y4

−x−1 λ+ 1
4x
−1y2

)

and

detF(λ) = λ2 − xλ− 1
4y

2 
⇒ λ1 + λ2 = x, λ1λ2 = − 1
4y

2, (5.1.46)

so the transformation to separation coordinates is the same as in the Henon–Heiles
case from Example 5.5. The Casimir multiplier is calculated from

(

β1
i 1
)

F(λ) =
(

β1
i [λ− (x + 1

4x
−1y2)] − x−1

1
16β

1
i x
−1y4 + λ+ 1

4x
−1y2

)

= 0.

Substituting (5.1.46), both equations give the same result β1
i = (λi)2. Evaluating

β1
i h
(1)(λi)+ h(2)(λ) we recover separation relations in the form

c1(λ
1)3 + h(1)1 (λ

1)2 + c2λ
1 + h(2)1 = 1

2λ
1μ2

1 + (λ1)4,

c1(λ
2)3 + h(1)1 (λ

2)2 + c2λ
2 + h(2)1 = 1

2λ
2μ2

2 + (λ2)4,

which are two copies of the separation curve

c1λ
3 + h(1)1 λ

2 + c2λ+ h(2)1 = 1

2
λμ2 + λ4.

Finally, we consider bi-Hamiltonian separability of the Euler top from Exam-
ple 5.4

Example 5.8 Although the bi-Hamiltonian representation of Euler top (see Exam-
ple 5.4) seems relatively simple, nevertheless, it is not such a simple task to find
a one-dimensional distribution Z of the desired properties. An appropriate vector
field is of the form

Z =

⎛

⎜

⎜

⎜

⎜

⎝

ω1
ω2

1+ω2
2

ω2
ω2

1+ω2
2

0

⎞

⎟

⎟

⎟

⎟

⎠

.
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Indeed, as according to (2.5.8)

�′0[Z] =

⎛

⎜

⎜

⎝

0 0 ω2
ω2

1+ω2
2

0 0 − ω1
ω2

1+ω2
2

− ω2
ω2

1+ω2
2

ω1
ω2

1+ω2
2

0

⎞

⎟

⎟

⎠

,

�′1[Z] =

⎛

⎜

⎜

⎝

0 0 − a2ω2
ω2

1+ω2
2

0 0 a1ω1
ω2

1+ω2
2

a2ω2
ω2

1+ω2
2
− a1ω1
ω2

1+ω2
2

0

⎞

⎟

⎟

⎠

,

Z′ =

⎛

⎜

⎜

⎜

⎝

− ω2
1−ω2

2
(ω2

1+ω2
2)

2 − 2ω1ω2
(ω2

1+ω2
2)

2 0

− 2ω1ω2
(ω2

1+ω2
2)

2

ω2
1−ω2

2
(ω2

1+ω2
2)

2 0

0 0 0

⎞

⎟

⎟

⎟

⎠

,

then, one can check that

LZ�0 = 0, LZ�1 = Y ∧ Z,

where

Y = [Z,X] = �0d(Z(h1)) =

⎛

⎜

⎜

⎜

⎝

2(a1−a2)ω
2
1ω2ω3

(ω2
1+ω2

2)
2

2(a1−a2)ω1ω
2
2ω3

(ω2
1+ω2

2)
2

− 2(a1−a2)ω1ω2
ω2

1+ω2
2

⎞

⎟

⎟

⎟

⎠

hence, according to (5.1.24) and (5.1.25), the Poisson pencil �λ = �1 − λ�1 can
be reduced along the distribution Z. Now,

F(λ) = Z(λh0 + h1) = λ+ a1ω
2
1 + a2ω

2
2

ω2
1 + ω2

2

and

detF(λ) = 0 
⇒ λ1 = −a1ω
2
1 + a2ω

2
2

ω2
1 + ω2

2

.
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Then,

�0d(−λ1) = �0d(Z(h1)) = Y

and one can check that

Y

(

Y (h(λ))

Y 2(h(λ))

)

= 1 
⇒ μ1 =
Y (h(λ))

Y 2(h(λ))
= 1

2

ω3(ω
2
1 + ω2

2)

(a2 − a1)ω1ω2
,

giving the following separation relation

cλ1 + h1 = −2(λ1 + a1)(λ
1 + a2)(λ

1 + a3)μ
2
1.

The transformation between original coordinates (ω1, ω2, ω3) and separation coor-
dinates (λ1, μ1, c) is as follows

λ1 = −a1ω
2
1 + a2ω

2
2

ω2
1 + ω2

2

, μ1 = 1
2

ω3(ω
2
1 + ω2

2)

(a2 − a1)ω1ω2
, c = 1

2ω
2
1 + 1

2ω
2
2 + 1

2ω
2
3.

There is a famous generalization of Euler top from so(3) to so(m), constructed
by Manakov [188], which has also a bi-Hamiltonian formulation of the GZ type
[117]. Nevertheless, it has not been separated yet. We even do not have any proof
that it can be separated. Although we know [31] that separable systems have a bi-
Hamiltonian extension to GZ chains, the inverse statement is not proved. As will be
presented in the next section, the necessary and sufficient condition for separability
of GZ chains is the so called d-compatibility of two Poisson structures, which is a
stronger demand than ordinary compatibility.

5.2 Application of Bi-Hamiltonian Separability Theory

A reach source of finite dimensional bi-Hamiltonian systems are hierarchies of
bi-Hamiltonian field systems, i.e. nonlinear PDE’s known as Soliton equations. A
systematic methods of their construction the reader can find in [23] and in literature
quoted there. In particular, the construction of bi-Hamiltonian representation for
stationary flows and constraint flows of Soliton field equations is presented. Thus we
skip that class of examples. Here we will illustrate the bi-Hamiltonian separability
theory, described in previous sections, on another classes of systems with arbitrary
number of degrees of freedom.
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5.2.1 Elliptic Separable Potentials

Consider a Liouville integrable geodesic Hamiltonians in M = R
2n, given in

Euclidean coordinates xi and conjugate momenta pi by

Tr = 1

2

n
∑

i=1

⎡

⎣

∂ρr(β)

∂βi
− 1

4

n
∑

k=1,k �=i

∂2ρr(β)

∂βi∂βk
(xk)2

⎤

⎦p2
i +

1

8

n
∑

i,j=1,i �=j

∂2ρr(β)

∂βi∂βj
xixjpipj ,

(5.2.1)

for r = 1, . . . , n, where ρr(β) are Viète polynomials of n parameters βi (signed
elementary symmetric polynomials of βi (5.5.3)). The extended systems in M =
R

2n+1

hr = Tr + c
[

ρr(β)−
1

4

n
∑

i=1

∂ρr(β)

∂βi
(xi)2

]

(5.2.2)

form a bi-Hamiltonian chain [24, 224]

�0dh0 = 0
�0dh1 = X1 = �1dh0

...

�0dhn = Xn = �1dhn−1

0 = �1dhn

(5.2.3)

where

�0 =
⎛

⎝

0 In 0
−In 0 0

0 0 0

⎞

⎠ , �1 =
⎛

⎝

0 B − 1
4x ⊗ x p

−B + 1
4x ⊗ x 1

4p ⊗ x − 1
4x ⊗ p − 1

2cx

−p 1
2cx 0

⎞

⎠ ,

(5.2.4)

x = (x1, . . . , xn)T , p = (p1, . . . , pn)
T , B = diag(β1, . . . , βn) and h0 = c.

Notice that

h1 = 1

2

n
∑

i=1

p2
i −

1

4
c

n
∑

i=1

[

βi + (xi)2
]

.

According to the projection procedure

Z = ∂

∂c
, Y = 1

2

n
∑

i=1

xi
∂

∂pi
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and

Z(h0) = 1, Y (h0) = 0, LZ�0 = 0, LZ�1 = Y ∧ Z.

The first part of the transformation to separation coordinates is a point transforma-
tion

ρr(λ) = ρr(β)−
1

4

n
∑

i=1

∂ρr(β)

∂βi
(xi)2, r = 1, . . . , n. (5.2.5)

As is proved in Sect. 5.5.1 (see formulas (5.5.11), (5.5.20) and (5.5.13) for ε = −1),
the relations (5.2.5) are equivalent to the following one

1+ 1

4

n
∑

j=1

(xj )2

z− βj
≡

n
∏

j=1

(z− λj )
n
∏

j=1

(z − βj )

which defines the generalized elliptic coordinates (λ1, . . . , λn). Moreover,

(xj )2 = 4

n
∏

k=1

(βj − λk)
n
∏

k=1
k �=j

(βj − βk)
, μj =

∂xi

∂λj
pi, j = 1, . . . n (5.2.6)

and we get the following form of Hamiltonians (5.2.2) in separation coordinates

hr = (−1)r
1

2

n
∑

i=1

∂ρr(λ)

∂λi

n
∏

k=1
(λi − βk)μ2

i + cλni
n
∏

k=1,k �=i
(λi − λk)

.

In consequence, the separation curve takes the form

cλn + h1λ
n−1 + . . .+ hn = 1

2

n
∏

k=1
(λ− βk)μ2

and belongs to the Benenti class.
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In the next step let us add some potentials to Hamiltonian functions (5.2.2)

hr = Tr + Vr(x)+ c
[

ρr(β)−
1

4

n
∑

i=1

∂ρr(β)

∂βi
(xi)2

]

. (5.2.7)

It change the tensor�1 to the form

�1 =
⎛

⎝

0 B − 1
4x ⊗ x p

−B + 1
4x ⊗ x 1

4p ⊗ x − 1
4x ⊗ p − ∂

∂x
V1(x)− 1

2cx

−p ∂
∂x
V1(x)+ 1

2cx 0

⎞

⎠ . (5.2.8)

As we demand from new Hamiltonians to constitute the bi-Hamiltonian chain
(5.2.3), so �1 has to be a Poisson tensor and Jacobi equations (3.2.3) impose
restrictions on V1(x) in the form

(βi − βj )
∂2V1

∂xi∂xj
+ 3

4

(

xj
∂V1

∂xi
− xi ∂V1

∂xj

)

+ 1

4

n
∑

k=1

(

xjxk
∂2V1

∂xi∂xk
− xixk ∂2V1

∂xj ∂xk

)

= 0,

(5.2.9)

where i, j = 1, . . . , n. Notice that remaining potentials Vr are uniquely determined
by V1 and the chain (5.2.3). Such potentials are known as elliptic separable
potentials, as sepatate in generalized elliptic coordinates, and are constructing
systematically in Sect. 5.5.1.

Example 5.9 Garnier system with n degrees of freedom. Its Hamiltonian represen-
tation in canonical coordinates (x, p) is of the form [24, 68]

(xi)t = pi, i = 1, . . . , n,

(pi)t = −1

4
xi

n
∑

k=1

(xk)2 + 1

2
(βi − c)xi, i = 1, . . . , n

generated by the Hamiltonian function

h1 = 1

2

n
∑

i=1

p2
i +

1

16

[

n
∑

i=1

(xi)2

]2

− 1

4

n
∑

i=1

βi(x
i)2 − c

n
∑

i=1

[

βi −
1

4
(xi)2

]

.

The potential

V1 = 1

16

[

n
∑

i=1

(xi)2

]2

− 1

4

n
∑

i=1

βi(x
i)2
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fulfills condition (5.2.9) so h1 belongs to bi-Hamiltonian hierarchy for elliptic
potentials. For simplicity we illustrate the separability procedure for the case of
n = 2. The two dimensional Garnier system

(x1)t = p1

(x2)t = p2

(p1)t = −1

4
x1
[

(x1)2 + (x2)2
]

+ 1

2
(β1 − c)x1

(p2)t = −1

4
x2
[

(x1)2 + (x2)2
]

+ 1

2
(β2 − c)x2

ct = 0

is a Liouville integrable system with two constants of motion

h1=1

2
p2

1+
1

2
p2

2+
1

16

[

(x1)2 + (x2)2
]2−1

4
β1(x

1)2−1

4
β2(x

2)2+c
[

−β1 − β2 +
1

4
(x1)2+1

4
(x2)2

]

,

h2 = −1

2
β2p

2
1 −

1

2
β1p

2
2 +

1

8
(x2p1 − x1p2)

2 − 1

16

[

(x1)2 + (x2)2
] [

β2(x
1)2 + β1(x

2)2
]

+1

4
β1β2

[

(x1)2 + (x2)2
]

− c
[

−β1β2 +
1

4
β2(x

1)2 + 1

4
β1(x

2)2
]

which together with h0 = c belong to the bi-Hamiltonian chain (5.2.3), where

�0 =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

0 0 1 0 0
0 0 0 1 0
−1 0 0 0 0

0 −1 0 0 0
0 0 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

,

�1=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 0 β1 − 1
4 (x

1)2 − 1
4x

1x2 p1

0 0 − 1
4x

1x2 β2 − 1
4 (x

2)2 p2

−β1 + 1
4 (x

1)2 1
4x

1x2 0 1
4 (x

2p1 − x1p2) − ∂h1
∂x1

1
4 (x

1)2 −β2 + 1
4 (x

2)2 − 1
4 (x

2p1 − x1p2) 0 − ∂h1
∂x2

−p1 −p2
∂h1
∂x1

∂h1
∂x2 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

From (5.2.6) we find the transformation to separation coordinates

x1 = 2

√

(β1 − λ1)(β1 − λ2)

β1 − β2
, x2 = 2

√

(β2 − λ1)(β2 − λ2)

β2 − β1
,



5.2 Application of Bi-Hamiltonian Separability Theory 213

p1 =
√

(β1 − λ1)(β1 − λ2)

β1 − β2

[

(β1 − λ1)μ1

λ1 − λ2 + (β1 − λ2)μ2

λ2 − λ1

]

,

p2 =
√

(β2 − λ1)(β2 − λ2)

β2 − β1

[

(β2 − λ1)μ1

λ1 − λ2 + (β2 − λ2)μ2

λ2 − λ1

]

and the separation curve of the form

cλ2 + h1λ+ h2 = (λ− β1)(λ− β2)(
1

2
μ2 + λ).

5.2.2 Bi-Cofactor Systems

Let us consider the system of differential equations in Euclidean space E
n =

(Rn, g = In) of Newton form

xit t = F i(x), i = 1, . . . , n. (5.2.10)

Notice, that in E
n and Euclidean coordinates, rising and lowering indices of any

second order tensor with the help of metric tensor does not change its matrix
representation. Thus, in the further notation, for a second order tensorA : Aij (x) =
Aij (x) = Aij (x). The function

H = 1

2
Aijpipj + V,

where pi = xit , A = A(x) is a nondegenerate symmetric matrix and V = V (x)

is some function, is an integral of motion for the system (5.2.10) if and only if the
following two conditions hold

∂iA
jk + ∂kAij + ∂jAki = 0, i, j, k = 1, . . . , n (5.2.11)

and

AijF
j + (dV )i = 0, i = 1, . . . , n. (5.2.12)

Equations (5.2.11) implies that the matrix A is a Killing tensor of the Euclidean
metric. We will restrict ourselves to a class of solutions of (5.2.11) that have the
form

A = cof(J )
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with

J = α x ⊗ x + β ⊗ x + x ⊗ β + γ ,

where cof means the cofactor matrix (so that cof(J )J = det(J )), x =
(x1, . . . , xn)T , α is a real constant, β = (β1, . . . , βn)

T is a column vector of
constants and γ is a symmetric n×n constant matrix. Equations (5.2.12) imply that
the force F can be written in the quasi-potential form F = −A−1dV .

In the case when the system (5.2.10) has the second, functionally independent of
H , integral of motion of the form

H̄ = 1

2
Āij pipj + V̄ ,

with an invertible matrix Ā(x), then it can be written in a quasi-potential form in
two distinct ways. Actually, a system of equations

xtt = F = −A−1dV = −Ā−1dV̄ (5.2.13)

where A and Ā are two linearly independent matrices of the cofactor form

A = cof(J ), J = α x ⊗ x + β ⊗ x + x ⊗ β + γ

Ā = cof(J̄ ), J̄ = ᾱ x ⊗ x + β̄ ⊗ x + x ⊗ β̄ + γ̄

where V = V (x) and V̄ = V̄ (x) are two scalar functions, is called a bi-cofactor
system [184, 194, 225].

If the Newton system (5.2.10) has a bi-cofactor form (5.2.13) then it has n
integrals of motion of the form

Hk = 1

2
(Ak)

ij pipj + Vk, k = 1, . . . , n

where the matrices Ak are defined as coefficients in the polynomial expansion of
cof(J + λJ̄ ) with respect to the parameter λ [184]

cof(J + λJ̄ ) =
n
∑

k=1

Akλ
n−k

with A1 =cof(J̄ ), An =cof(J ) and where V1 = V̄ and Vn = V . Consequently, such
a system can be written in a quasi-potential form in n distinct ways

xtt = F = −A−1
k dVk, k = 1, . . . , n. (5.2.14)
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The admissible potentials Vk can be constructed recursively [184] through the
formula

V (r+1)(λ) = det(J + λJ̄ )
det(J̄ )

V
(r)
1 − λV (r)(λ)

and its inverse

V (r)(λ) = 1

λ

(

det(J + λJ̄ )
det(J )

V (r+1)
n − V (r+1)(λ)

)

,

where V (r)(λ) = ∑n
k=1 V

(r)
k λn−k . Starting from a trivial potential V (0)i = δin it is

possible to construct the infinite hierarchy of positive and negative potentials V (r)k ,
r ∈ Z.

The bi-cofactor system (5.2.13) can be embedded in a bi-Hamiltonian system on
M = T ∗En × R. Actually, consider a following pencil�λ = �1 − λ�0

�0 =
⎛

⎝

0 −J̄ 0
J̄ −R̄ −2cN̄
0 cN̄ 0

⎞

⎠ , �1 =
⎛

⎝

0 J p

−J R F + 2cN
−p −F − cN 0

⎞

⎠ . (5.2.15)

The n × n symmetric matrices J and J̄ are exactly the matrices that defined our
system (5.2.13), the n× 1 matric N and N̄ are given by

N = α x + β, N̄ = ᾱ x + β̄

and the n× n matrices R and R̄ are defined by

R = N ⊗ p − p ⊗N, R̄ = N̄ ⊗ p − p ⊗ N̄.

It is a Poisson pencil due to the fact that the term F can be represented as (5.2.14).
The bi-Hamiltonian chain (5.2.3) is generated by the Casimir function hλ of �λ of
the form

hλ = 1

2
pT cof(J + λJ̄ )+ V (λ)− c det(J + λJ̄ ),

where V (λ) = V (r)(λ), r ∈ Z. Thus, hλ = ∑n
k=0 hkλ

n−k with functions
hk(x, p, c) given by

hk(x, p, c) = Hk(x, p)− cDk, k = 1, . . . , n, h0(x, c) = −cD0
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and with Di defined as

n
∑

k=0

Dkλ
n−k = det(J + λJ̄ ),

so that D0 = det(J̄ ) and Dn = det(J ). Notice that coordinates (x, p, c) are non-
canonical coordinates for both Poisson structures (5.2.15).

In order to separate the bi-Hamiltonian system we pass to new coordinates
(x, p, c) −→ (x, p, c′), where c′ = h0 = −cD0. In new coordinates the bi-
Hamiltonian chain (5.2.3) is generated by

�0 =
⎛

⎝

0 −J̄ 0
J̄ −R̄ 0
0 0 0

⎞

⎠ ,

�1 =
⎛

⎝

0 J − det(J̄ )p
−J R − det(J̄ )F + c′(N − J J̄−1N̄)

det(J̄ )p det(J̄ )F − c′(N − J J̄−1N̄) 0

⎞

⎠

and

hk(x, p, c
′) = Hk(x, p)+ c′Dk

D0
, k = 1, . . . , n, h0(x, c) = c′. (5.2.16)

For this new representation the projection procedure is as follows [189]

Z = ∂

∂c′
, Y = �0d(Z(h1)) = �0d

(

D1

D0

)

,

LZ�0 = 0, LZ�1 = Y ∧ Z,

and

Y 3 (hλi
) = 0, i = 1, . . . , n. (5.2.17)

From (5.2.16) follows that

Z(hλ) = det(J + λJ̄ )
det(J̄ )

so λi(x) are roots of det(J + λJ̄ ) = 0. From (5.2.17) follows that

μi =
Y
(

hλi
)

Y 2
(

hλi
) , i = 1, . . . , n. (5.2.18)
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Example 5.10 We consider 2-dimensional bi-cofactor system

x1
t t =

2x1(x2 + 1)

[(x1)2 − 2x2] ,

x2
t t =

(x2)2

[(x1)2 − 2x2] ,

generated by a pair of matrices

J̄ =
(

1 x1

x1 2x2

)

, J =
(

(x1)2 + 1 x1x2

x1x2 (x2)2

)

and a pair of potential functions

V = x2(x2 + 2)

2x2 − (x1)2
, V̄ = (x2)2

2x2 − (x1)2
.

Two constants of motion are

H1 = x2p2
1 − x1p1p2 + 1

2
p2

2 +
x2(x2 + 2)

2x2 − (x1)2
,

H2 = 1

2
(x1)2p2

1 − x1x2p1p2 + 1

2
[(x1)2 + 1]p2

2 +
(x2)2

2x2 − (x1)2
,

where p1 = x1
t , p2 = x2

t . As

ᾱ = 0, α = 1, β̄ =
(

0
1

)

, β =
(

x1

x2

)

γ̄ = γ =
(

1 0
0 0

)

,

the extended Hamiltonians

h1 = H1 − c x2(x2 + 2), h2 = H2 − c (x2)2, and h0 = c[(x1)2 − 2x2]

form the bi-Hamiltonian chain (5.2.3) with respect to two Poisson tensors

�0 =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

0 0 −1 −x1 0
0 0 −x1 −2x2 0
1 x1 0 p1 0
x1 2x2 −p1 0 −2c
0 0 0 2c 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

,
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�1 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 0 (x1)2 + 1 x1x2 p1

0 0 x1x2 (x2)2 p2

−(x1)2 − 1 −x1x2 0 x1p2 − x2p1
2x1(x1+1)
[(x1)2−2x2]2 + 2cx1

−x1x2 −(x2)2 −x1p2 + x2p1 0 2(x2)2

[(x1)2−2x2]2 + 2cx2

∗ 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

According to presented procedure, the first part of transformation to separation
coordinates is given by

det(J + λJ̄ )
det(J̄ )

= 0 
⇒ λ1 + λ2 = x2(x2 + 2)

(x1)2 − 2x2 , λ1λ2 = − (x2)2

(x1)2 − 2x2 .

As

Y = 2x1(x1 + 1)

(x1)2 − 2x2

∂

∂p1
+ 2(x2)2

(x1)2 − 2x2

∂

∂p2
,

the second part of transformation to separation coordinates, according to (5.2.18),
takes the form

μi =1

2

[(x1)2 − 2x2] x1x2(x2 + λix2 + 2λi)p1

x2
[

(x2)3 + (x1)2x2 + 2λi(x1)2 + λi(x2)3 + 2λi(x1)2x2
]

+ 1

2

[(x1)2 − 2x2][(x2)2 − (x1)2x2 + λi(x2)2 − λi(x1)2 − λi(x1)2x2]p2

x2
[

(x2)3 + (x1)2x2 + 2λi(x1)2 + λi(x2)3 + 2λi(x1)2x2
] , i = 1, 2.

The solution is as follows

x1 = −2

√

−λ1λ2(λ1 + 1)(λ2 + 1)

λ1 + λ2 + λ1λ2 , x2 = −2
λ1λ2

λ1 + λ2 + λ1λ2 ,

p1 =
√

−λ1λ2(λ1 + 1)(λ2 + 1)

[

(λ1λ2 − λ1 + λ2)μ1

λ2(λ1 − λ2)
+ (λ

1λ2 + λ1 − λ2)μ2

λ1(λ2 − λ1)

]

,

p2 = −2λ1λ2
[

(λ1 + 1)μ1

λ1 − λ2 + (λ
2 + 1)μ2

λ2 − λ1

]

with separation curve

h0λ
2 + h1λ+ h2 = 2λ2(λ+ 1)μ2 + λ2.
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The theory of bi-cofactor systems extended from Euclidean space En to Rieman-
nian space the reader can find in [70, 72, 73, 191].

5.2.3 Non-Periodic Toda Lattice

Let us consider a dynamical system onM = R
2n+1

(ai)t = ai(bi − bi+1) = Xi1, i = 1, . . . , n

(bi)t = 2(a2
i − a2

i−1) = Xn+i1 , i = 1, . . . , n+ 1
(5.2.19)

where (a1, . . . , an, b1, . . . , bn+1) are some coordinates on M . The system (5.2.19)
is known as non-periodic Toda lattice in Flaschka coordinates [121]. For arbitrary n
it is bi-Hamiltonian Liouville integrable system [77], with first Poisson tensor given
by the following non-zero elements

�0 : {ai, bi}�0 = −ai, {ai, bi+1}�0 = ai
and the second Poisson tensor given by

�1 : {ai, ai+1}�1 = 1
2aiai+1, {ai, bi}�1 = −aibi,

{ai, bi+1}�0 = aibi+1, {bi, bi+1}�0 = 2a2
i .

The bi-Hamiltonian chain is given by the Casimir of Poisson pencil �λ = �1 −
λ�0 : �λdh(n)λ = 0, where

dh
(n)
λ = det(λI − Ln) = λn+1 + h(n)0 λn + h(n)1 λn−1 + . . .+ h(n)n ,

Ln =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

b1 a1 0 0 0
a1 b2 a2 0 0

0 a2
. . .
. . . 0

0 0
. . . bn an

0 0 0 an bn+1

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

h
(n)
0 is the Casimir of �0 while h(n)n is the Casimir of �1. The system (5.2.19)

is generated by Hamiltonian vector field X1 = �0dh
(n)
1 . Moreover, Hamiltonian

functions h(n+1)
i can be constructed recursively by

h
(n)
i = h(n−1)

i − bn+1h
(n−1)
i−1 − a2

nh
(n−2)
i−2 (5.2.20)

with h(m)−1 ≡ 1.
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The projection procedure for the Poisson pencil of non-periodic Toda lattice is
given by

Z = − ∂

∂bn+1
, Y = an ∂

∂an

as

Z(h
(n)
0 ) = 1, LZ�1 = Y ∧ Z

and thus

�1D = �1 −X1 ∧ Z.

Poisson structures projected on symplectic leaves h(n)0 = const parametrized by
(a1, . . . , an, b1, . . . , bn), are nondegenerate tensors π0, π1 and minimal polyno-
mial of N = π1π

−1
0 (5.1.41) is equal h(n−1)

λ as according to (5.2.20) Z(h(n)λ ) =
h
(n−1)
λ . Also from (5.2.20) it follows that

Y (h
(n)
λ ) = −2a2

n(h
(n−2)
λ ) 
⇒ Y

[

1
2 ln

(

−2a2
nh
(n−2)
λ

)]

= 1.

In consequence, transformation to separation coordinates is given by the following
relations

ρi(λ) = h(n−1)
i , μi = 1

2 ln
(

−2a2
nh
(n−2)
λi

)

, i = 1, . . . , n (5.2.21)

and separation curve takes the form

λn+1 + h(n)0 λn + h(n)1 λn−1 + . . .+ h(n)n = 1
2 exp(2μ),

see Eq. (4.2.2).

Example 5.11 Non-periodic Toda system with n = 2. The dynamical system

(a1)t =a1(b1 − b2)

(a2)t =a2(b2 − b3)

(b1)t =− 2a2
1

(b2)t =2(a2
1 − a2

2)

(b3)t =2a2
2
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is bi-Hamiltonian and Liouville integrable with constants of motion of the form

h0 =− b1 − b2 − b3

h1 =b1b2 + b1b3 + b2b3 − a2
1 − a2

2

h2 =− b1b2b3 + a2
1b3 + a2

2b1

and two Poisson tensors

�0 =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

0 0 −a1 a1 0
0 0 0 −a2 a2

a1 0 0 0 0
−a1 a2 0 0 0

0 −a2 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

,

�1 =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

0 1
2a1a2 −a1b1 a1b2 0

− 1
2a1a2 0 0 −a2b2 a2b3

a1b1 0 0 2a2
1 0

−a1b2 a2b2 −2a2
1 0 2a2

2
0 −a2b3 0 −2a2

2 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

.

The transformation to separation coordinates, calculated from (5.2.21) of the form

λ1 + λ2 = b1 + b2, λ1λ2 = b1b2 − a2
2, c = −b1 − b2 − b3,

μ1 =
1

2
ln(−2a2

2(λ
1 − b1)), μ2 =

1

2
ln(−2a2

2(λ
2 − b1)),

is given by

b1 = λ2 exp(2μ1)− λ1 exp(2μ2)

exp(2μ1)− exp(2μ2)
, b2 = λ1 exp(2μ1)− λ2 exp(2μ2)

exp(2μ1)− exp(2μ2)
, b3 = −λ1−λ2−c,

a2
1 =

exp(2μ1 + 2μ2)(λ
1 − λ2)2

(exp(2μ1)− exp(2μ2))
2 , a2

2 = −
1

2

exp(2μ1)− exp(2μ2)

λ1 − λ2 .

As hλi = h0(λ
i)2+h1λ

i+h2 = 1
2 exp(2μi)− (λi)3, i = 1, 2, the separation curve

takes the form

λ3 + h0λ
2 + h1λ+ h2 = 1

2 exp(2μ).
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5.2.4 Dressing Chain

Consider the so called dressing chain

(vk + vk+1)x = v2
k − v2

k+1 + αk, vk = vk(x), αk = const (5.2.22)

for the Schrödinger equation

 xx = (u− λ) . (5.2.23)

If uk is a sequence of solutions of (5.2.23), generated by a chain of Darboux
transformations and uk = (vk)x + v2

k + βk is a Miura map to the modified fields
vk , then the new fields vk are related among themselves through the chain of
Eqs. (5.2.22), where αk = βk − βk+1 (see [232] for details of the construction).
Closing the chain by vk ≡ vk+N, αk ≡ αk+N and by assumption that

∑N
k=1 αk = 0,

we obtain a finite dimensional dynamical system

(vk + vk+1)x = v2
k − v2

k+1 + βk − βk+1, k = 1, . . . , N,

where x plays a role of evolution parameter. As was shown in [253], forN = 2n+1
and variables gk = vk + vk+1, it is a bi-Hamiltonian system. The nonzero matrix
elements of both Poisson tensors are the following

{gk, gk−1}�0 = 1,

{gk, gj }�1 = (−1)j−kgkgj , j �= k ± 1,

{gk, gk−1}�1 = gkgk−1 + βi,

and the Casimir of the pencil�λ = �1 − λ�0 is given by

hλ = h0λ
n+h1λ

n−1+. . .+hn = (−1)N
[

N
∏

j=1

(

1+ ζ j+1
∂2

∂gj ∂gj+1

)
]

N
∏

k=1
gk, ζ i = βi−λ.

The projection procedure for the Poisson pencil of the dressing chain is given by
[28]

Z = − ∂

∂gN
, Y =

N−1
∑

i=1

(−1)i+1gi
∂

∂gi
+
(

N−1
∑

i=1

(−1)igi

)

∂

∂gN

as then

Z(h0) = 1, Y (h0) = 0, LZ�0 = 0, LZ�1 = Y ∧ Z.
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The first part of the transformation to the separation coordinates is

c = h0, ρk(λ) =
∂hk

∂gN
, k = 1, . . . , n. (5.2.24)

The following property of the Casimir hλ

Y 3(hλ) = Y (hλ) 
⇒ Y ln(Y (hλ)+ Y 2(hλ)) = 1

gives the second part of the transformation

μk = ln(Y (hλk )+ Y 2(hλk )), k = 1, . . . , n. (5.2.25)

Moreover, low dimensional examples suggest the separation curve of the form

h0λ
n + h1λ

n−1 + . . .+ hn = 2
N
∏

i=1
(λ− βi) exp(−μ)+ 1

2 exp(μ),

see Eq. (4.2.2).

Example 5.12 The dressing chain for N = 5. The dynamical system

(g1)x = g1(−g2 + g3 − g4 + g5)+ β1 − β2

(g2)x = g2(g1 − g3 + g4 − g5)+ β2 − β3

(g3)x = g3(−g1 + g2 − g4 + g5)+ β3 − β4
(g4)x = g4(g1 − g2 + g3 − g5)+ β4 − β5

(g5)x = g5(−g1 + g2 − g3 + g4)+ β5 − β1

is bi-Hamiltonian and Liouville integrable with constants of motion of the form

h0 = g1 + g2 + g3 + g4 + g5,

h1 = −g1g2g3 − g2g3g4 − g3g4g5 − g4g5g1 − g5g1g2

−g1(β3 + β5)− g2(β4 + β1)− g3(β5 + β2)− g4(β1 + β3)− g5(β2+ β4),

h2 = g1g2g3g4g5 + β1g2g3g4 + β2g3g4g5 + β3g4g5g1 + β4g5g1g2 + β5g1g2g3

+β3β5g1 + β1β4g2 + β2β5g3 + β1β3g4 + β2β4g5

and two Poisson tensors

�0 =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

0 −1 0 0 1
1 0 −1 0 0
0 1 0 −1 0
0 0 1 0 −1

−1 0 0 1 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

,
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�1 =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

0 −g1g2 − β2 g1g3 −g1g4 g1g5 + β1

g1g2 + β2 0 −g2g3 − β3 g2g4 −g2g5

−g1g3 g2g3 + β3 0 −g3g4 − β4 g3g5

g1g4 −g2g4 g3g4 + β4 0 −g4g5 − β5

−g1g5 − β1 g2g5 −g3g5 g4g5 + β5 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

.

The transformation to separation coordinates, calculated from (5.2.24) and (5.2.25),
is of the form

g1 = 1

2

(λ2 − λ1) exp(μ1 + μ2)

(λ2 − β3)(λ2 − β4)(λ2 − β5) exp(μ1)− (λ1 − β3)(λ1 − β4)(λ1 − β5) exp(μ2)
,

g2 = 2
(λ2 − β2)(λ2 − β4)(λ2 − β5) exp(μ1)− (λ1 − β2)(λ1 − β4)(λ1 − β5) exp(μ2)

(λ2 − β4)(λ2 − β5) exp(μ1)− (λ1 − β4)(λ1 − β5) exp(μ2)

× (λ2 − β3)(λ2 − β4)(λ2 − β5) exp(μ1)− (λ1 − β3)(λ1 − β4)(λ1 − β5) exp(μ2)

(λ2 − λ1) exp(μ1 + μ2),

g3 = −1

2

(λ2 − β3)(λ2 − β5) exp(μ1)− (λ1 − β3)(λ1 − β5) exp(μ2)

(λ2 − β3)(λ2 − β4)(λ2 − β5) exp(μ1)− (λ1 − β3)(λ1 − β4)(λ1 − β5) exp(μ2)

× (λ2 − β4)(λ2 − β5) exp(μ1)− (λ1 − β4)(λ1 − β5) exp(μ2)

(λ2 − λ1)(λ1 − β5)(λ2 − β5)
,

g4 = −2
(λ2 − λ1)(λ1 − β4)(λ1 − β5)(λ2 − β4)(λ2 − β5)

(λ2 − β4)(λ2 − β5) exp(μ1)− (λ1 − β4)(λ1 − β5) exp(μ2)
,

g5 = c − g1 − g2 − g3 − g4

and the separation curve is

cλ2+h1λ+h2 = 2(λ−β1)(λ−β2)(λ−β3)(λ−β4)(λ−β5) exp(−μ)+ 1
2 exp(μ).

5.3 Bi-Presymplectic Separability Theory

The bi-Poisson formulation of finite dimensional integrable Hamiltonian systems
has been systematically developed in the previous two sections. It has been
found that most of the known Liouville integrable systems have more then one
Hamiltonian representation. Moreover, in the majority of known cases, both Poisson
structures of a given flow are degenerate. For such systems, related bi-Poisson (bi-
Hamiltonian) commuting vector fields belong to one or more bi-Hamiltonian chains
starting and terminating with Casimirs of respective Poisson structures. The most
important aspect of such a construction is its relation to the geometric separability
theory. Having a bi-Hamiltonian representation of a given system, the sufficient
condition for the existence of separation coordinates is the reducibility of one of
the Poisson structures onto a symplectic leaf of the other one. Unfortunately, this
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procedure is non-algorithmic and has to be considered independently from case to
case and is related with finding an appropriate integrable distribution Z , transversal
to symplectic foliation. Moreover, we do not have any proof that it is always possible
for any GZ system. Anyway, once the reduction is done, the remaining procedure
of the construction of separation coordinates is algorithmic. The relevance of bi-
Hamiltonian formalism in separability theory confirms the fact that the arbitrary
Stäckel system, defined by an appropriate separation relations (4.2.9), has a bi-
Hamiltonian extension [31].

On the other hand, it is well known from the classical mechanics that if the
Poisson structure is nondegenerate, i.e. if the rank of the Poisson tensor is equal to
the dimension of a phase space, then the phase space becomes a symplectic manifold
with a symplectic structure being just the inverse of the Poisson structure (see the
previous chapter). In such a case there exists an alternative (dual) description of
Hamiltonian vector fields in the language of symplectic geometry. So, a natural
question arises, whether one can construct such a dual picture in the degenerate
case, when there is no natural inverse of the Poisson tensor. For such tensors the
notion of dual presymplectic structures was developed in Sect. 3.2.3.

The presymplectic picture is especially interesting in the case of Liouville inte-
grable systems. As was mentioned above, there is a well developed bi-Hamiltonian
theory of such systems, based on Poisson pencils of the GZ type, whose Casimir
functions are polynomials with respect to pencil parameters and the related sep-
arability theory. The important question is whether it is possible to formulate a
dual, bi-presymplectic (bi-inverse-Hamiltonian in particular) theory of Liouville
integrable systems with the related separability theory and how both theories are
related to each other.

The following section presents the general bi-presymplectic theory of Liouville
integrable systems when the co-rank of presymplectic forms is equal and fixed.
The whole formalism is based on the notion of d-compatibility of presymplectic
forms and d-compatibility of Poisson bi-vectors. What is important, in the new
formalism the construction of separation coordinates is simply algorithmic, once the
bi-presymplectic chain is given. Finally it is shown that any Stäckel system, defined
by an appropriate separation relations, has a bi-inverse-Hamiltonian representation,
which confirms the relevance of the presented formalism.

5.3.1 D-Compatibility of Closed Two-Forms and Poisson
Bi-Vectors

In the following section we develop a concept of d-compatibility which is crucial for
our further considerations. The notion of d-compatibility for a non-degenerate case
was introduced in Sect. 5.1.3. Here we extend the notion of d-compatibility onto the
degenerate case.
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A closed two-form 
0 is d-compatible with a closed two-form 
1 if there exists
a Poisson tensor �0, dual to 
0, such that �0
1�0 is Poisson. Then we say that
the pair (
0, 
1) is d-compatible with respect to�0. Analogically, a Poisson tensor
�0 is d-compatible with a Poisson tensor �1 if there exists a presymplectic form

0, dual to �0, such that 
0�1
0 is closed. Then we say that the pair (�0, �1) is
d-compatible with respect to 
0.

Comparing the notions of compatibility and d-compatibility for Poisson pair
(�0,�1)we have shown in Sect. 5.1.3 that when�0 is non-degenerate both notions
are equivalent, but for a degenerate case the notion of d-compatibility is the stronger
one. Actually, let us consider the following identity, proved in [29],

L(�λ)γ�λ + (�λ) dγ (�λ)
= λ{Lτ (
0�1
0)− d(
0�1
0τ )−∑i[
0(LZi�1)
0]τ ∧ dci
−∑i τ (ci)[
0(LZi�1)
0]},

(5.3.1)

where �λ = �1 + λ�0 is a Poisson pencil, �0,�1 are Poisson tensors, (�0,
0)

is a dual pair, where dci ∈ ker�0, Zi ∈ ker
0, τ ∈ TM and γ = 
0τ ∈ T ∗M .
Assume first that�0 and�1 are d-compatible with respect to 
0. Then
0�1
0 is
closed and hence

Lτ (
0�1
0)− d(
0�1
0τ ) = 0, τ ∈ TM. (5.3.2)

In particular, for τ = Zi , relation (5.3.2) gives


0
(

LZi�1
)


0 = 0, i = 1, . . . , r, (5.3.3)

so as a result

L(�λ)γ�λ + (�λ) dγ (�λ) = 0 (5.3.4)

and �1 + λ�0 is Poisson according to (3.2.21). On the other hand, from the
compatibility relation (5.3.4) the d-compatibility (5.3.2) follows under additional
conditions (5.3.3).

Observation 9 From the above construction follows that d-compatibility of a
Poisson pair (�0,�1) with respect to 
0, dual to�0, guarantees not only ordinary
compatibility of the pair (�0,�1), but also a Poisson reduction of �1 onto the
symplectic foliation of�0 along the distribution Z = ker
0. So, in a generic case,
bi-Hamiltonian chains of Liouville integrable systems, with a d-compatible pair of
Poisson structures are separable.

Before we pass to bi-presymplectic chains and the related separability theory,
we need some relations between d-compatible Poisson bi-vectors and d-compatible
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presymplectic two-forms. Thus, let a Poisson tensor �0 and a closed two-form 
0
form a dual pair. Moreover, let Zk ∈ ker
0, dck ∈ ker�0 and Zk(ci)= δki, k, i =
1, . . . , r. Then, we have the following statements.

1. If�1 is a Poisson tensor d-compatible with �0 with respect to 
0 and

�1(dci, dcj ) = 0,

then forms 
0 and 
1 = 
0�1
0 are d-compatible with respect to�0.
2. If 
1 is a closed two-form d-compatible with 
0 with respect to �0 and


1(Zi, Zj ) = 0 and �0
1Zi = �0dh
(i) (5.3.5)

for some functions h(i) ∈ h(M), i = 1, . . . , r , then Poisson tensors �0 and
�1 = �0
1�0 are d-compatible with respect to 
0, provided that

Zi(h
(k)) = Zk(h(i)), k, i = 1, . . . , r. (5.3.6)

In the first case, from the definition,
0 and 
1 = 
0�1
0 are d-compatible if

� = �0
1�0 = �0
0�1
0�0 = (I −
r
∑

i=1

Zi ⊗ dci)�1(I −
r
∑

j=1

dcj ⊗ Zj)

= �1 −
r
∑

i=1

Xi ∧ Zi + 1
2

r
∑

i,j=1

�1(dci, dcj )Zi ∧ Zj

= �1 −
r
∑

i=1

Xi ∧ Zi,

whereXi = �1dci , is a Poisson. From (3.2.27) and (5.3.3) it follows thatLZi� = 0
and hence

LZk�1 =
r
∑

i=1

[Zk,Xi ] ∧ Zi.

Using relations (3.2.33) we get

[�,�]S = [�1,�1]S − 2[
r
∑

i=1

Xi ∧ Zi,�1]S + [
r
∑

i=1

Xi ∧ Zi,
∑

j

Xj ∧ Zj ]S

= −2
r
∑

i=1

(Zi ∧ [Xi,�1]S −Xi ∧ [Zi,�1]S)
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+
r
∑

i,j=1

(Zi ∧ [Xi,Xj ∧ Zj ]S −Xi ∧ [Zi,Xj ∧ Zj ]S)

= 2
r
∑

i=1

Xi ∧ LZi�D +
r
∑

i,j=1

(Zi ∧Xj ∧ [Xi,Zj ] −Xi ∧ [Zi,Xj ] ∧ Zj )

=
r
∑

i,j=1

(2Xi ∧ [Zi,Xj ] ∧ Zj + Zi ∧Xj ∧ [Xi,Zj ] −Xi ∧ [Zi,Xj ] ∧ Zj )

= 0. (5.3.7)

In the second case, from the d-compatibility of
0 and 
1 it follows that�1 is a
Poisson. Then,


0�1
0 = 
0�0
1�0
0 = (I −
r
∑

k=1

dck ⊗ Zk)
1(I −
r
∑

i=1

Zi ⊗ dci)

= 
1 +
r
∑

k=1

dck ∧
1(Zk)+ 1

2

r
∑

i,k=1


1(Zi, Zk)dck ∧ dci.

From the assumption (5.3.5) and decompositions (3.2.25) it follows that


1Zk = dh(k) +
r
∑

i=1

[


1(Zk, Zi)− Zi(h(k))
]

dci = dh(k) −
r
∑

i=1

Zi(h
(k))dci,

hence,


0�1
0 = 
1 +
r
∑

k=1

dck ∧ dh(k) −
r
∑

i,k=1

[

Zi(h
(k))
]

dck ∧ dci

= 
1 +
r
∑

k=1

dck ∧ dh(k) + 1
2

r
∑

i,k=1

[

Zk(h
(i))− Zi(h(k))

]

dck ∧ dci

and under condition (5.3.6)
0�1
0 is closed.
As a consequence of previous relations, two other statements can be proved.

Let again a Poisson tensor �0 and a closed two-form 
0 form a dual pair, where
Zk ≡ Y (k)0 ∈ ker
0, dck ≡ h(k)0 ∈ ker�0 and Y (k)0 (h

(i)
0 ) = δki, k, i = 1, . . . , r.

Then, we have what follows.

1. If�1 is a Poisson tensor d-compatible with �0 with respect to 
0,

X
(k)
1 = �1dh

(k)
0 = �0dh

(k)
1 , k = 1, . . . , r
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are bi-Hamiltonian vector fields for some functions h(k)1 and

�1(dh
(i)
0 , dh

(j)

0 ) = 0, i, j = 1, . . . , r

then 
0 and 
1 = 
0�1
0 +∑r
k=1 dh

(k)
1 ∧ dh(k)0 is a d-compatible pair of

presymplectic forms with respect to�0.
2. If 
1 is a presymplectic form d-compatible with 
0 with respect to �0,

β
(k)
1 = 
1Y

(k)
0 = 
0Y

(k)
1 , k = 1, . . . , r (5.3.8)

are bi-presymplectic one-forms for some vector fields Y (k)1 such that

X
(k)
1 = �0β

(k)
1 = �0dh

(k)
1 , h

(k)
1 ∈ F(M), k = 1, . . . , r (5.3.9)

and


1(Y
(i)
0 , Y

(j)

0 ) = 0, i, j = 1, . . . , r, (5.3.10)

then�0 and�1 = �0
1�0+∑r
k=1X

(k)
1 ∧Y (k)0 , are d-compatible Poisson tensors

with respect to 
0, provided that

Y
(s)
0 (h

(k)
1 ) = Y (k)0 (h

(s)
1 ), (5.3.11a)

Y
(s)
1 (h

(k)
0 ) = Y (k)0 (h

(s)
1 ), k, s = 1, . . . , r, (5.3.11b)

�0β
(k)
2 ≡ �0
1Y

(k)
1 = �0dh

(k)
2 , h

(k)
2 ∈ F(M). (5.3.11c)

In the first case obviously d
1 = 0 and from the definition, 
0 and 
1 =

0�1
0 +∑r

k=1 dh
(k)
1 ∧ dh(k)0 are d-compatible as

�0
1�0 = �0
0�1
0�0 +�0

(

r
∑

k=1

dh
(k)
1 ∧ dh(k)0

)

�0

= �0
0�1
0�0 = �

is a Poisson according to (5.3.7).
In the second case, the proof is technical and laborious so we skip it and refer the

interested reader to the original paper [45].
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5.3.2 Bi-Presymplectic Chains

Now we are ready to investigate main properties of bi-presymplectic chains. Assume
we have a pair of presymplectic forms (
0,
1), d-compatible with respect to some
�0 dual to 
0, both of rank 2n and co-rank r . Assume further that they form bi-
presymplectic chains of one-forms

β
(k)
i = 
0Y

(k)
i = 
1Y

(k)
i−1, i = 1, 2, . . . , nk (5.3.12)

where k = 1, . . . , r, n1 + . . . + nr = n and each chain starts with a kernel vector
field Y (k)0 of 
0 and terminates with a kernel vector field Y (k)nk of 
1. Then:

1.


0(Y
(k)
i , Y

(m)
j ) = 
1(Y

(k)
i , Y

(m)
j ) = 0, (5.3.13)

for k,m = 1, . . . , r, i = 1, 2, . . . , nk, j = 1, 2, . . . , nm.
2. Moreover, let us assume that

X
(k)
i = �0β

(k)
i = �0dh

(k)
i , (5.3.14)

for k = 1, . . . , r, i = 1, 2, . . . , nk, which implies

β
(k)
i = dh(k)i −

r
∑

m=1

Y
(m)
0 (h

(k)
i )dh

(m)
0 , (5.3.15)

Y
(k)
i = X(k)i +

r
∑

m=1

Y
(k)
i (h

(m)
0 )Y

(m)
0 , Y

(k)
i (h

(m)
0 ) �= 0, (5.3.16)

where�0dh0 = 0. Then,

�0(dh
(k)
i , dh

(m)
j ) = 0, [X(k)i , X(m)j ] = 0 (5.3.17)

and bi-presymplectic one-forms (5.3.12) define a Liouville integrable system

ξ tk,i = X(k)i (ξ) = �0β
(k)
i (ξ) = �0dh

(k)
i (ξ)

for k = 1, . . . , r, i = 1, . . . , nk .
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3. Additionally, if

Y
(m)
0 (h

(k)
1 ) = Y (k)0 (h

(m)
1 ), (5.3.18a)

Y
(m)
i (h

(k)
0 ) = Y (k)0 (h

(m)
i ), (5.3.18b)

where k,m = 1, . . . , r, i = 1, 2, . . . , nm, then vector fields X(k)i (5.3.14) form

bi-Hamiltonian chains

X
(k)
i = �0dh

(k)
i = �1dh

(k)
i−1, (5.3.19)

where

�1 = �0
1�0 +
r
∑

m=1

X
(m)
1 ∧ Y (m)0 , (5.3.20)

k,m = 1, . . . , r, i = 1, 2, . . . , nk and n1 + . . .+ nr = n. The chain starts with
h
(k)
0 , a Casimir of �0, and terminates with h(k)nk , a Casimir of �1. Moreover, the

Poisson pair (�0,�1) is d-compatible with respect to 
0.
4. Contrary, if

Y
(k)
0 (h

(m)
i ) = 0,

for all admissible values of k,m and i, chains (5.3.12) are bi-inverse-Hamiltonian
as β(k)i = dh(k)i and obviouslyX(k)i are not bi-Hamiltonian according to violation

of condition (5.3.18b). Such Hamiltonians will be denoted by H(k)i according to
the notation from previous sections.

From (5.3.12) we have


0(Y
(k)
i , Y

(r)
j ) = 
0(Y

(k)
i−1, Y

(r)
j+1),


1(Y
(k)
i , Y

(r)
j ) = 
1(Y

(k)
i+1, Y

(r)
j−1)


0(Y
(k)
i , Y

(r)
j ) = 
1(Y

(k)
i−1, Y

(r)
j ).

Then, the first property (5.3.13) follows from


0(Y
(k)
0 , Y

(r)
i ) = 0, 
1(Y

(k)
nk
, Y

(r)
i ) = 0.

From properties of dual pair (�0,
0), if X(k)i = �0dh
(k)
i then

�0(dh
(k)
i , dh

(r)
j ) = 
0(X

(k)
i , X

(r)
j ).
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On the other hand as X(k)i = Y
(k)
i +∑r

m=1 α
(k)
m Y

(m)
0 , where α(k)m are appropriate

functions. So the second property follows from the fact that


0(X
(k)
i , X

(m)
j ) = 
0(Y

(k)
i , Y

(m)
j ).

The property (5.3.19) is proved as follows

X
(k)
i = �0dh

(k)
i = �0
1Y

(k)
i−1

= �0
1(X
(k)
i−1 +

r
∑

m=1

Y
(k)
i−1(h

(m)
0 )Y

(m)
0 )

= �0
1�0dh
(k)
i−1 +

r
∑

m=1

Y
(k)
i−1(h

(m)
0 )X

(m)
1

(5.3.18b)= (�0
1�0 +
r
∑

m=1

X
(m)
1 ∧ Y (m)0 )dh

(k)
i−1

= �1dh
(k)
i−1.

Moreover, �0 and �1 are d-compatible Poisson tensors provided that (5.3.18) are
fulfilled (see (5.3.8)–(5.3.11c)). We also have

�1dh
(k)
nk
= (�0
1�0 +

r
∑

m=1

X
(m)
1 ∧ Y (m)0 )dh(k)nk =�0
1X

(k)
nk
+

r
∑

m=1

Y
(m)
0 (h(k)nk )X

(m)
1

(5.3.16)= �0
1(Y
(k)
nk
−

r
∑

m=1

Y (k)nk (h
(m)
0 )Y

(m)
0 )+

r
∑

m=1

Y
(m)
0 (h(k)nk )X

(m)
1

= −
r
∑

m=1

Y (k)nk (h
(m)
0 )X

(m)
1 +

r
∑

m=1

Y
(m)
0 (h(k)nk )X

(m)
1

(5.3.18b)= 0.

As will be demonstrated in the next subsection, for Stäckel systems condi-
tions (5.3.18) are violated, so the only case when Stäckel system has simultaneously
a bi-Hamiltonian and a bi-presymplectic representation is the case of co-rank r = 1,
when conditions (5.3.18) reduce to a trivial one (see examples from next section).

Finally we show that arbitrary Liouville integrable system (5.3.14), (5.3.17),
which has a bi-presymplectic representation on (2n+r)-dimensional extended phase
space, has also quasi-bi-Hamiltonian representation on any symplectic leaf of its
Poisson structure�0. Actually, from (5.3.12), (5.3.16) follows that

�0dh
(k)
i+1 = �0β

(k)
i+1 = �0
1Y

(k)
i

= �0
1(X
(k)
i +

r
∑

m=1

Y
(k)
i (h

(m)
0 )Y

(m)
0 )
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= �0
1�0dh
(k)
i +

r
∑

m=1

Y
(k)
i (h

(m)
0 )X

(m)
1

= �0
1�0dh
(k)
i +

r
∑

m=1

Y
(k)
i (h

(m)
0 )�0dh

(m)
1 ,

hence on a (2n + r)-dimensional extended phase space we have a quasi-bi-
Hamiltonian representation

�Ddh
(k)
i = �0dh

(k)
i+1 −

r
∑

m=1

F
(k,m)
i �0dh

(m)
1 , (5.3.21)

where�D = �0
1�0, F
(k,m)
i = Y (k)i (h

(m)
0 ) (compare with (5.1.26)).

Notice that both Poisson structures �0 and �D = �0
1�0 share the same
Casimirs h(k)0 , so the quasi-bi-Hamiltonian dynamics can be restricted immediately
to any common leaf Sc of dimension 2n

π1dh
(k)
c,i = π0dh

(k)
c,i+1 −

r
∑

m=1

F
(k,m)
i π0dh

(m)
c,1 , i = 1, . . . , n,

where ω1, π1 = π0ω1π0, π0 are restrictions of 
1, �D , �0 and h(k)i|Sc = h
(k)
c,i ,

respectively. As ω1 is closed, hence π0 and π1 are compatible and we deal with
a Stäckel system whose separation coordinates are eigenvalues of the recursion
operator N = π1π

−1
0 , provided that N has n distinct and functionally independent

eigenvalues at any point of Sν , i.e. we are in a generic case. We will come back to
separable systems in next subsections.

The advantage of a bi-presymplectic representation of the Liouville integrable
system, when compared to bi-Hamiltonian ones, is that the existence of the
first guarantees that the system is separable and the construction of separation
coordinates is purely algorithmic (in a generic case), while the bi-Hamiltonian
representation does not guarantee the existence of the quasi-bi-Hamiltonian repre-
sentation and hence separability of the system in question. Moreover, the projection
of the second Poisson structure onto the symplectic foliation of the first one, in order
to construct a quasi-bi-Hamiltonian representation, necessary for separability, is far
from being trivial non-algorithmic procedure, as was demonstrated in the previous
section.

5.3.3 Bi-Inverse-Hamiltonian Representation of Stäckel
Systems

As was shown in the previous section, the Stäckel Hamiltonians defined by
separation relations (5.1.13) admit onM the following quasi bi-Hamiltonian chains
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in (λ, μ) representation

π1dH
(k)
j = π0 dH

(k)
j+1 −

r
∑

l=1

F
(k,l)
j π0 dH

(l)
1 , H

(k)
nk+1 = 0, k = 1, . . . , r, j = 1, . . . , nk,

(5.3.22)

with compatible Poisson tensors π0 and π1

π0 =
(

0 In

−In 0

)

, π1 =
(

0 �n

−�n 0

)

, �n = diag(λ1, . . . , λn)

and the expansion coefficients F (k,l)j (appropriate basic potentials) being solutions
of the set of linear algebraic Eqs. (5.1.17).

Now we show how to lift (5.3.22) to a bi-inverse-Hamiltonian representation on
the extended phase space. Let us consider the following symplectic forms onM

ω0 =
(

0 −In
In 0

)

, ω1 =
(

0 −�n
�n 0

)

.

Observe that (π0, ω0) constitutes a non degenerate dual implectic-symplectic
pair as ω0 = π−1

0 , π0 and π1 = π0ω1π0 are d-compatible with respect to
ω0 and ω0 and ω1 = ω0π1ω0 are d-compatible with respect to π0. Besides,
quasi bi-Hamiltonian chains (5.3.22) have equivalent quasi bi-inverse-Hamiltonian
representations (5.1.33)

ω1x
(k)
i = ω0 x

(k)
i+1 −

r
∑

l=1

F
(k,l)
i ω0 x

(l)
1 , x(k)nk+1 = 0, k=1, . . . , r, i=1, . . . , nk,

(5.3.23)

where

x(k)i = π0dH
(k)
i , dH

(k)
i = ω0x

(k)
i .

Let us lift the whole construction to the extended phase space

M →M : (λ, μ)→ (λ, μ, c), (5.3.24)

where c1, . . . , cr are extra coordinates and dimM = 2n+ r. Then, on M

ω0 → 
0 =
(

ω0 0
0 0

)

, π0 → �0 =
(

π0 0
0 0

)

,
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where

ker
0 = Sp{Y (k)0 }, k = 1, . . . , r, Y
(k)
0 = ∂

∂ck
, 
0Y

(k)
0 = 0

and

ker�0 = Sp{dck}, k = 1, . . . , r, �0dck = 0, Y
(k)
0 (cj ) = δkj .

Obviously, (�0,
0) is a dual Poisson-presymplectic pair onM. In the same fashion
we lift

ω1 → 
1D, π1 → �1D, x(k)i → X
(k)
i = (x(k)i , 0)T ,

where ker
1D = ker
0 and ker�1D = ker�0. On M quasi bi-inverse-
Hamiltonian chains (5.3.23) take the form


1DX
(k)
i = 
0 X

(k)
i+1−

r
∑

l=1

F
(k,l)
i 
0X

(l)
1 , X

(k)
nk+1 = 0, k = 1, . . . , r, i = 1, . . . , nk.

Let us define the following presymplectic two-forms


1 = 
1D +
r
∑

k=1

dH
(k)
1 ∧ dck (5.3.25)

and the set of vector fields

Y
(k)
i = X(k)i +

r
∑

l=1

F
(k,l)
i Y

(l)
0 . (5.3.26)

Then, we have


0Y
(k)
i+1 = dH (k)i+1

= 
0X
(k)
i+1 = 
1DX

(k)
i +

r
∑

l=1

F
(k,l)
i 
0X

(l)
1

= (
1 −
r
∑

l=1

dH
(l)
1 ∧ dcl)(Y (k)i −

r
∑

l=1

F
(k,l)
i Y

(l)
0 )+

r
∑

l=1

F
(k,l)
i dH

(l)
1

= 
1Y
(k)
i −

r
∑

l=1

F
(k,l)
i 
1Y

(l)
0 −

r
∑

l=1

Y
(k)
i (cl)dH

(l)
1 +

r
∑

l=1

Y
(k)
i (H

(l)
1 )dcl
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+
r
∑

l=1

F
(k,l)
i dH

(l)
1 −

r
∑

l,m=1

F
(k,m)
i Y

(m)
0 (H

(l)
1 )dcl +

r
∑

l=1

F
(k,l)
i dH

(l)
1

= 
1Y
(k)
i ,

as


1Y
(l)
0 =

r
∑

k=1

(dH
(k)
1 ∧ dck)Y (l)0 = dH (l)1 ,

Y
(k)
i (H

(l)
1 ) = 0, Y

(k)
i (cl) = F (k,l)i , Y

(r)
0 (ck) = δrk.

Hence, on M, differentials dH (k)i form a bi-inverse-Hamiltonian hierarchies


0Y
(k)
0 = 0


0Y
(k)
1 = dH (k)1 = 
1Y

(k)
0

...


0Y
(k)
nk = dH (k)nk = 
1Y

(k)
nk−1

0 = 
1Y
(k)
nk

k = 1, . . . , r, (5.3.27)

which start with a kernel vector field Y (k)0 of 
0 and terminate with a kernel vector

field Y (k)nk of 
1. Indeed


1Y
(k)
nk
= (
1D +

r
∑

m=1

dH
(m)
1 ∧ dcm)(X(k)nk +

r
∑

m=1

F (k,m)nk
Y
(m)
0 )

= −
r
∑

m=1

F (k,m)nk
dH

(m)
1 +

r
∑

m=1

F (k,m)nk
dH

(m)
1 = 0,

what follows from (5.3.17), (5.3.25), (5.3.26) and the fact that 
1DY
(k)
0 = 0.

Moreover,
0 and 
1 are d-compatible with respect to�0, as

�0
1�0 = �0
1D�0 = �1D

which is a Poisson. According to conditions (5.3.18) vector fields X(k)i are not

bi-Hamiltonian as Y (k)j (cl) = F
(k,l)
j �= 0 and Y (k)0 (H

(k)
i ) = 0, which violates

condition (5.3.18b).
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In order to lift (5.3.22) to a respective bi-Hamiltonian representation on the
extended phase space M (5.3.24), one has to extend the original HamiltoniansH(k)j

H
(k)
j → h

(k)
j = H(k)j +

r
∑

l=1

F
(k,l)
j cl, i = 1, . . . , n,

where functions F (k,l)j are appropriate potentials calculated from Eqs. (5.1.17).

Then, on M, vector fields X(k)j = �0dh
(k)
j form a bi-Hamiltonian chains

�0dh
(k)
j+1 = X(k)j+1 = �1dh

(k)
j , j = 1, 2, . . . , nk, k = 1, . . . , r,

where

�1 = �1D +
r
∑

m=1

X
(m)
1 ∧ Y (m)0

is a Poisson tensor compatible with �0 one. Each chain starts with the Casimir of
�0, i.e.H(k)0 = ck , and terminates with the Casimir of�1, i.e.H(k)nk . The reader finds
the details of the construction in [31]. Poisson tensors �0 and �1 are d-compatible
with respect to 
0 as


0�1
0 = 
0�1D
0 = 
1D

is closed. As was proved in [29], bi-Hamiltonian chains (5.3.3) have no bi-
presymplectic counterparts as the conditions (5.3.18) are not satisfied. Indeed

Y
(k)
0 (H

(m)
1 ) = F (m,k)1 �= F (k,m)1 = Y (m)0 (H

(k)
1 )

as coefficients F (k,l)1 are solutions of the set of linear algebraic Eqs. (5.1.17) and all
are different in general. The only exception is the case of co-rank one (r = 1), as
then (5.3.18) is trivially fulfilled.

Example 5.13 The bi-inverse-Hamiltonian of the Henon–Heiles system.
Let us consider the integrable case of the Henon–Heiles system considered in

Examples 3.6 and 4.1 with the following constants of motion

H1 = H = 1
2p

2
x + 1

2p
2
y + 1

2xy
2 + x3,

H2 = 1
2ypxpy − 1

2xp
2
y + 1

4x
2y2 + 1

16y
4.
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On 5-dimensional extended phase space parametrized by (x, y, px, py, c) differen-
tials dH1 and dH2 have a bi-inverse-Hamiltonian representation of the form


0Y0 = 0

0Y1 = dH1 = 
1Y0


0Y2 = dH2 = 
1Y1

0 = 
1Y2

where vector fields Yi are

Y0 = (0, 0, 0, 0, 1)T

Y1 = X1 + F1Y0 = (px, py,−3x2 − 1
2y

2,−xy,−x)T

Y2 = X2 + F2Y0 = ( 1
2ypy,

1
2ypx − xpx, 1

2p
2
y − 1

2xy
2,

− 1
2pxpy − 1

4y
3 − 1

2x
2y,− 1

4y
2)T ,

presymplectic forms


0 =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

0 0 −1 0 0
0 0 0 −1 0
1 0 0 0 0
0 1 0 0 0
0 0 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

,


1 =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

0 − 1
2py −x − 1

2y 3x2 + 1
2y

2

1
2py 0 − 1

2y 0 xy

x 1
2y 0 0 px

1
2qy 0 0 0 py

−3x2 − 1
2y

2 −xy −px −py 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

.

are d-compatible with respect to the canonical Poisson tensor �0 dual to 
0 one,
Xi = �0dHi and expansion coefficients (5.1.17) F1 ≡ F

(1,1)
1 , F2 ≡ F

(1,1)
2 are

respective basic potentials F1 = −V (2)1 = −x, F2 = −V (2)2 = − 1
4y

2. The chain
starts with a kernel vector field Y0 of 
0 and terminates with a kernel vector field
Y2 of
1. On R

4 we have immediately

ω0 = 
0|R4 =

⎛

⎜

⎜

⎝

0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0

⎞

⎟

⎟

⎠

,
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ω1 = 
1|R4

⎛

⎜

⎜

⎝

0 − 1
2py −x − 1

2y
1
2py 0 − 1

2y 0
x 1

2y 0 0
1
2y 0 0 0

⎞

⎟

⎟

⎠

and the quasi-bi-Hamiltonian representation takes the form (5.3.22)

π1dH1 = π0 dH2 − F1 π0 dH1, π1dH2 = −F2 π0 dH1,

where

π0 = �0|R4 =

⎛

⎜

⎜

⎝

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

⎞

⎟

⎟

⎠

= ω−1
0 ,

π1 = �0
1�0|R4 =

⎛

⎜

⎜

⎝

0 0 x 1
2y

0 0 1
2y 0

−x − 1
2y 0 1

2py

− 1
2y 0 − 1

2py 0

⎞

⎟

⎟

⎠

= π0ω1π0,

Example 5.14 Consider the separation relations on a 6-dimensional phase spaceM
given by the following geodesic separation curve

T1λ
2 + T2λ+ T3 = 1

2μ
2.

This curve corresponds to the geodesic motion for a classical Stäckel system
(of Benenti type). As in this example r = 1, we use the notation T (1)i ≡ Ti .
The transformation to flat coordinates (x, y, z) of associated metric (see Sect. 5.5)
follows from the point transformation

ρ1 = x = −λ1 − λ2 − λ3,

ρ2 = 1
4x

2 + y = λ1λ2 + λ1λ3 + λ2λ3,

ρ3 = 1
2xy + z = −λ1λ2λ3.

In the canonical coordinates (x, y, z, px, py, pz) Hamiltonians take the form

T1 = pxpz + 1
2p

2
y,

T2 = pxpy + 1
2xp

2
y + 1

2xpxpz − 1
2ypypz − 1

2zp
2
z , (5.3.28)

T3 = 1
2p

2
x + 1

8x
2p2
y + 1

8y
2p2
z + 1

2xpxpy + 1
2ypxpz − ( 1

4xy + z)pypz,
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and admit a quasi bi-inverse-Hamiltonian representation (5.3.23)

ω1x1 = ω0x2 − F1ω0x1,

ω1x2 = ω0x3 − F2ω0x1,

ω1x3 = −F3ω0x1,

with symplectic operators ω0 and ω1 of the form

ω0 = π−1
0 =

(

0 −I3
I3 0

)

, (5.3.29)

ω1 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 1
2py

1
2pz

1
2x

1
2y z

− 1
2py 0 0 −1 0 1

2y

− 1
2pz 0 0 0 −1 1

2x

− 1
2x 1 0 0 0 0

− 1
2y 0 1 0 0 0
−z − 1

2y − 1
2x 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

, (5.3.30)

and Hamiltonian vector fields xi = π0dTi, i = 1, 2, 3. The expansion coefficients
F
(1,1)
i ≡ Fi are respective basic potentials Fi = −V (3)i = ρi , i.e. the solution of

equations (5.1.17)

(λi)3 + F1(λ
i)2 + F2λ

i + F3 = 0, i = 1, 2, 3

which in flat coordinates are

F1 = ρ1 = x, F2 = ρ2 = 1
4x

2 + y, F3 = σ 3 = 1
2xy + z.

On the extended phase space M of dimension seven, with an additional coordinate
c, the differentials dHi form a bi-inverse-Hamiltonian chain


0Y0 = 0

0Y1 = dT1 = 
1Y0


0Y2 = dT2 = 
1Y1


0Y3 = dT3 = 
1Y2

0 = 
1Y3,

with presymplectic forms


0 =
(

ω0 0
0 0

)

, 
1 =
(

ω1 dT1

−(dT1)
T 0

)
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d-compatible with respect to

�0 =
⎛

⎝

0 I3 0
−I3 0 0

0 0 0

⎞

⎠

and vector fields

Y0 = (0, . . . , 0, 1)T , Yi = Xi + FiY0, i = 1, 2, 3,

where Xi = �0dTi = (xi , 0)T .

Example 5.15 Consider the separation relations on a 6-dimensional phase space
given by the following geodesic separation curve

T̄1λ
3 + T̄2λ

2 + T̄3 ≡ λ2(T
(1)

1 λ+ T (1)2 )+ T (2)1 = 1
2μ

2

representing geodesic motion for a classical Stäckel system (this time of the non-
Benenti type). Actually it is the case (5.1.19) from the previous section when n = 3,
n1 = 2 and σ(λ) = 0. Using the coordinates, the geodesic Hamiltonians Ti , and the
functions σ i from the previous example we find, according to (4.4.34) and (4.4.35)
for n = 3, m1 = 3, that

T
(1)

1 = − 1
σ 2
T2,

T
(1)

2 = T1 − σ 1
σ 2
T2,

T
(2)

1 = T3 − σ 3
σ 2
T2

and thus we see that the Hamiltonians T (k)i are related to Tj (5.3.28) through
the Stäckel transform (4.4.28) (see Sect. 4.4.3 for details). They admit a quasi bi-
inverse-Hamiltonian representation (5.3.23)

ω1x
(1)
1 = ω0x

(1)
2 − F (1,1)1 ω0x

(1)
1 − F (1,2)1 ω0x

(2)
1 ,

ω1x
(1)
2 = −F (1,1)2 ω0x

(1)
1 − F (1,2)2 ω0x

(2)
1 ,

ω1x
(2)
1 = −F (2,1)1 ω0x

(1)
1 − F (2,2)1 ω0x

(2)
1

with the presymplectic forms (5.3.29), (5.3.30) and Hamiltonian vector fields x(k)i =
π0dT

(k)
i . The expansion coefficients, according to (5.1.17), are solutions of three

copies of respective equations

λ2(λ2 + F (1,1)1 λ+ F (1,1)2 )+ F (2,1)1 = 0
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and

λ2(F
(1,1)
1 λ+ F (1,1)2 )+ (λ+ F (2,1)1 ) = 0

for λ = λ1, λ2, λ3, i.e. from (5.1.20) we get

F
(1,1)
1 = ρ1 − ρ3

ρ2
, F

(1,1)
2 = ρ2 − ρ1ρ3

ρ2
, F

(2,1)
1 = ρ2

3
ρ2
,

F
(1,2)
1 = 1

ρ2
, F

(1,2)
2 = ρ1

ρ2
, F

(2,2)
1 = ρ3

ρ2
.

On the extended phase space M of dimension eight, with additional coordinates c1

and c2, the differentials dT (k)i form a bi-inverse-Hamiltonian chains


0Y
(1)
0 = 0


0Y
(1)
1 = dT (1)1 = 
1Y

(1)
0


0Y
(1)
2 = dT (1)2 = 
1Y

(1)
1

0 = 
1Y
(1)
2


0Y
(2)
0 = 0


0Y
(2)
1 = dT (2)1 = 
1Y

(2)
0

0 = 
1Y
(2)
1 ,

with the presymplectic forms


0 =
⎛

⎝

ω0 0 0
0
0

0

⎞

⎠ , 
1 =
⎛

⎜

⎝

ω1 dT
(1)
1 dT

(2)
1

−(dT (1)1 )T

−(dT (2)1 )T
0

⎞

⎟

⎠

d-compatible with respect to�0 and vector fields

Y
(1)
0 = (0, . . . , 0, 1, 0)T , Y

(2)
0 = (0, . . . , 0, 0, 1)T , Y (1)1 =X(1)1 +F (1,1)1 Y

(1)
0 +F (1,2)1 Y

(2)
0 ,

Y
(1)
2 = X(1)2 + F (1,1)2 Y

(1)
0 + F (1,2)2 Y

(2)
0 , Y

(2)
1 = X(2)1 + F (2,1)1 Y

(1)
0 + F (2,2)1 Y

(2)
0 ,

where again X(j)i = �0dT
(j)
i = (x(j)i , 0)T .

Example 5.16 Consider Hamiltonians with elliptic potentials, described in
Sect. 5.2.1

Hr = 1

2

n
∑

i=1

⎡

⎣− ∂ρr(β)
∂βi

− 1

4

n
∑

k=1,k �=i

∂2ρr (β)

∂βi∂βk
(xk)2

⎤

⎦p2
i +

1

8

n
∑

i,j=1,i �=j

∂2ρr(β)

∂βi∂βj
xixj pipj+Vr (x),
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where r = 1, . . . , n. They form the bi-inverse-Hamiltonian chain


0Y0 = 0

0Y1 = dH1 = 
1Y0

...


0Yn = dH2 = 
1Yn−1

0 = 
1Yn

where


0 =
⎛

⎝

0 −In 0
In 0 0
0 0 0

⎞

⎠ , 
1 =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

1
4p ⊗ x − 1

4x ⊗ p −B + 1
4x ⊗ x ∂V1(x)

∂x

B − 1
4x ⊗ x 0 p

− ∂V1(x)
∂x

−p 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

and

Yr =

⎛

⎜

⎜

⎜

⎜

⎝

(Xr)
1

...

(Xr)
2n

ρr(β)− 1
4

∑n
i=1

∂ρr (β)
∂βi

(xi)2

⎞

⎟

⎟

⎟

⎟

⎠

, Xr = �0dHr, �0=
⎛

⎝

0 In 0
−In 0 0

0 0 0

⎞

⎠ .

The presymplectic forms
1 and
0 are d-compatible with respect to�0 if and only
if the potential function V1(x) satisfies the Eqs. (5.2.9).

5.4 Bi-Hamiltonian and Bi-Presymplectic Theory in R
3

The simplest realization of the theory presented in previous two sections takes
place in M = R

3. We consider Poisson bi-vectors and presymplectic forms which
in this case have a particularly convenient description. In consequence we get a
simple condition for respective compatibility. We analyze bi-Hamiltonian and bi-
presymplectic chains with particular care and find conditions for their equivalence.
We illustrate that case by a few instructive examples.
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5.4.1 Poisson and Presymplectic Structures in R
3

In R
3, parametrized by coordinates (ζ 1, ζ 2, ζ 3), any Poisson bi-vector � can be

represented by the following form [5]

�ij = μεijk∂kF 
⇒ � =
⎛

⎝

0 μ∂3F −μ∂2F

−μ∂3F 0 μ∂1F

μ∂2F −μ∂1F 0

⎞

⎠ . (5.4.1)

Here μ and F are some differentiable functions in R
3 and εijk is a Levi-Civita

symbol

εijk =
⎧

⎨

⎩

0 when some indices coincide
1 for even permutations of i, j, k
−1 for odd permutations of i, j, k.

Note that for the above Poisson tensor we have �dF = 0 that is the kernel of � is
spanned by the form dF .

In order to prove the representation (5.4.1) put�12 = u,�31 = v and�23 = w,
respectively. Then the Jacobi equation (3.2.3) takes the form

u∂1v − v∂1u+w∂2u− u∂2w + v∂3w − w∂3v = 0. (5.4.2)

First, assume that u �= 0, let κ = v/u and ξ = w/u, then Eq. (5.4.2) can be written
as

∂1κ − ∂2ξ + κ∂3ξ − ξ∂3κ = 0,

or in a more suitable form

(∂1 − ξ∂3)κ − (∂2 − κ∂3)ξ = 0. (5.4.3)

Introducing differential operators

D1 = ∂1 − ξ∂3, D2 = ∂2 − κ∂3,

one can write Eq. (5.4.3) as

D1κ −D2ξ = 0. (5.4.4)
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If (5.4.4) is satisfied, it is easy to show that the operators D1 and D2 commute and

hence there exist new coordinates (ζ̄
1
, ζ̄

2
, ζ̄

3
), such that

D1 = ∂ζ̄ 1 , D2 = ∂ζ̄ 2 . (5.4.5)

Let F be a common invariant function of D1 and D2

D1F = D2F = 0, (5.4.6)

then the coordinates (ζ̄
1
, ζ̄

2
, ζ̄

3
) are given by

ζ̄
1 = ζ 1, ζ̄

2 = ζ 2, ζ̄
3 = F.

Moreover, from (5.4.6) we get

ξ = ∂1F

∂3F
, κ = ∂1F

∂3F
. (5.4.7)

Using (5.4.7), the entries of matrix�, in the coordinates (ζ̄
1
, ζ̄

2
, ζ̄

3
), can be written

as

u = μ∂3F, v = μ∂2F, w = μ∂1F. (5.4.8)

Thus matrix� has the form (5.4.1).
So far we assumed that u �= 0. If u = 0 then the Jacobi equation (3.2.3) becomes

simpler

v∂3w − w∂3v = 0,

which has the simple solutionw = vϕ(ζ 1, ζ 2), where ϕ is an arbitrary differentiable
function of ζ 1 and ζ 2. This class is also covered by the general solution (5.4.1) by
letting F be independent of ζ 3.

Let Poisson tensors�0 and�1 be given by (�0)
ij = μ0ε

ijk∂kH0 and (�1)
ij =

μ1ε
ijk∂kH1, where μ0, μ1 and H0, H1 are some differentiable functions. Then �0

and�1 are compatible if and only if there exists a differentiable function�(H0,H1)

such that

μ1 = μ0
∂H1�

∂H0�
(5.4.9)

provided that ∂H1� = ∂�/∂H1 �= 0 and ∂H0� = ∂�/∂H0 �= 0 [5]. Indeed,
compatibility means that the linear combination of�0 and�1 has the form (5.4.1).
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Let us consider the Poisson structure (5.4.1) with F = �(H0,H1). Then

� = μεijk∂kF = μεijk∂k
[

∂�

∂H0
∂kH0 + ∂�

∂H1
∂kH1

]

= μ ∂�
∂H0

εijk∂kH0 + μ ∂�
∂H1

εijk∂kH1,

hence

μ0 = μ
∂�

∂H0
, μ1 = μ

∂�

∂H1

and after elimination of μ we get condition (5.4.9).
For example, it follows that a Poisson tensor �0, given by μ and a function H0,

and a Poisson tensor �1, given by −μ and a function H1, are compatible. One
should take � = H0 −H1.

The presymplectic forms in R
3 are described in the following way. Any closed

two-form
 in R
3 has the form


ij = νεijkY k 
⇒ 
 =
⎛

⎝

0 νY 3 −νY 2

−νY 3 0 νY 1

νY 2 −νY 1 0

⎞

⎠ , (5.4.10)

where ν is a differentiable function and Y = (Y 1, Y 2, Y 3)T is a vector, such that νY
is a divergence free vector

div νY = ∂i(νY i) = 0 ⇐⇒ ν divY + Y (ν) = 0. (5.4.11)

Equation (5.4.11) has also a strong solution

divY = 0, Y (ν) = 0. (5.4.12)

Note that for the above presymplectic form we have
Y = 0, which means that the
kernel of 
 is spanned by the vector Y . A particular case of (5.4.10) for ν = 1 was
considered in [46].

Next, let us consider a dual pair. For a Poisson tensor �ij = μεijk∂kF and a
presymplectic form 
ij = νεijkY k the pair (�, 
) is a dual pair if and only if

Y (F ) = Y i∂iF = 1, ν = −μ−1. (5.4.13)

Indeed, the form 
 is dual to the Poisson tensor � if the following partition of the
unit operator holds

I = �
+ Y ⊗ dF.
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The above equality is fulfilled under condition (5.4.13), as

(�
)is = μνεijkεjsmF,kYm = μν(δks δim − δisδkm)F,kYm

= μνF,sY i − μνF,kY kδis ,

where we used the following property of the Levi-Civita symbol

εikj εjsm = δisδkm − δks δim. (5.4.14)

Consider a dual pair (�0,
0),where the Poisson tensor�0 is given by (�0)
ij =

μ0ε
ijk∂kH0 and the presymplectic form 
0 is given by (
0)ij = −μ−1

0 εijkY
k
0 .

Then, the Poisson tensor �1, (�1)
ij = μ1ε

ijk∂kH1, is d-compatible with the
Poisson tensor�0 if

Y0

(

μ1

μ0
Y0(H1)

)

= 0. (5.4.15)

The condition (5.4.15) follows from the fact that the two-form


0�1
0 = μ1

μ0
Y0(H1)
0

is closed under condition (5.4.15) which follows from (5.4.12).
Consider the same dual pair (�0,
0). Then, the presymplectic form 
1,

(
1)ij = ν1εijkY
k
1 , is d-compatible with the presymplectic form 
0 if

Y1(H0) �= 0. (5.4.16)

The condition (5.4.16) follows from the fact that the bi-vector

�0
1�0 = μ0ν1Y1(H0)�0

is a Poisson if Y1(H0) �= 0.

5.4.2 Bi-Hamiltonian and Bi-Presymplectic Chains in R
3

Suppose we have two compatible Poisson structures�0 and�1 in an open domain
of R3, given by

(�0)
ij = μεijk∂kH0 and (�1)

ij = −μ εijk∂kH1, i, j = 1, 2, 3.
(5.4.17)
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The Casimirs of the�0 and�1 are dH0 and dH1 respectively. Then we can consider
a bi-Hamiltonian chain

�0dH0 = 0
�0dH1 = X = �1dH0

0 = �1dH1.

(5.4.18)

It follows from the fact that

(�0dH1)
i = μεijk(∂kH0)(∂jH1),

(�1dH0)
i = −μεijk(∂kH1)(∂jH0) = μ εijk(∂kH0)(∂jH1).

From the construction it follows that in R
3 any Hamiltonian vector field X is

simultaneously a bi-Hamiltonian.
Moreover, if the presymplectic form 
0, given by (
0)ij = −μ−1εijkY

k
0 , is a

dual to Poisson structure�0 with additional condition (5.4.15)

Y0(Y0(H1)) = 0, (5.4.19)

then the pair (�0,�1) is d-compatible with respect to 
0.

Consider closed two-forms 
0 and 
1 in an open domain of R3, given in terms
of vectors Y0, Y1 and a function ν by

(
0)ij = νεijkY k0 where ∂k(νY
k
0 ) = 0, i, j = 1, 2, 3 (5.4.20)

and

(
1)ij = −νεijkY k1 where ∂k(νY
k
1 ) = 0, i, j = 1, 2, 3. (5.4.21)

It is easy to see that in R
3 any two such presymplectic forms give a bi-presymplectic

chain


0Y0 = 0

0Y1 = β = 
1Y0

0 = 
1Y1.

(5.4.22)

Again it follows from the fact that

(
0Y1)i = νεijkY k0 Y j1 ,
(
1Y0)i = −νεijkY k1 Y j0 = νεijkY k0 Y j1 .
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If a Poisson tensor �0 given by �ij0 = − 1
ν
εijk∂kH0 is dual to 
0 and such that

Y1(H0) �= 0, then 
0 and 
1 are d-compatible with respect to �0.
For a d-compatible bi-Hamiltonian chain (5.4.18), (5.4.19) we can construct a

corresponding bi-presymplectic chain. Take a pair of presymplectic structures in
the form (
0)ij = −μ−1εijkY

k
0 , (
1)ij = μ−1εijkY

k
1 where

Y1 = X + Y0(H1)Y0. (5.4.23)

The two-form 
0 is presymplectic dual to �0 and the 2-form 
1 is presymplectic
as

div(μ−1Y1) = div(μ−1X)+ div(Y0(H1)μ
−1Y0)

= div(μ−1X)+ div(μ−1Y0)+ μ−1Y0(Y0(H1)) = 0.

They form a bi-presymplectic chain (5.4.22) with

β = 
0Y1 = 
0X = 
0�0dH1 = (I − dH0 ⊗ Y0)dH1 = dH1 − Y0(H1)dH0.

(5.4.24)

For a d-compatible bi-presymplectic chain (5.4.22) we can construct a corre-
sponding bi-Hamiltonian chain provided that

X = �0β = �0dH1, (5.4.25)

where �0, given by �ij0 = − 1
ν
εijk∂kH0, is dual to 
0 and such that Y1(H0) �=

0. Following previous considerations, every Hamiltonian system in R
3 has a bi-

Hamiltonian representation. Thus the vector field X = �0dH1 can be also written
as X = �1dH0, where (�1)

ij = 1
ν
εijk∂kH1 for i, j = 1, 2, 3.

Relations (5.3.18)–(5.3.20) from the previous section also give the bi-
Hamiltonian representation of the vector field X. Let us show that these two
representations coincide provided that

Y0(H1) = Y1(H0). (5.4.26)

According to (5.3.20)

�1 = �0
1�0 +X ∧ Y0 (5.4.27)

that is

�
ij

1 = 1
ν
Y1(H0)ε

ijk∂kH0 + (XiY j0 −XjY i0), i, j = 1, 2, 3.
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The property (5.4.14) allows us to write

XiY
j

0 −XjY i0 = εijkWk, Wk = εkrsXrY s

and

�
ij

1 = − 1
ν
Y1(H0)ε

ijk∂kH0 + εijkWk = εijk(− 1
ν
Y1(H0)∂kH0 +Wk).

Since Xi = − 1
ν
εijk�k0∂jH1, we can put

Wk = εkrsXrY s = − 1
ν
εkrsε

rij (∂jH0)(∂iH1)Y
s
0 = − 1

ν
(δ
j

kδ
i
s − δikδjs )(∂jH0)(∂iH1)Y

s
0

= − 1
ν
Y0(H1)∂kH0 + 1

ν
Y0(H0)∂kH1.

Using the above equality forWk and condition (5.4.26) we get

�
ij

1 = 1
ν
Y1(H0)ε

ijk∂kH0 − 1
ν
Y0(H1)ε

ijk∂kH0 + 1
ν
εijk∂kH1 = 1

ν
εijk∂kH1.

Finally, we show that there might exist presymplectic chains that do not admit
a dual bi-Hamiltonian representation. Consider closed 2-forms 
0 and 
1 in R

3,
given by


0 =
⎛

⎝

0 −1 0
1 0 0
0 0 0

⎞

⎠ , 
1 =
⎛

⎝

0 c −b
−c 0 a

b −a 0

⎞

⎠ .

where a, b and c are the functions of x1, x2 and x3. Their kernels are spanned by
vectors Y0 = (0, 0, 1)t and Y1 = (a, b, c)t respectively. Since divY1 = 0 then we
have

∂1a + ∂2b + ∂3c = 0.

Let us take a Poisson tensor�0 in the form

�0 =
⎛

⎝

0 ∂3H0 −∂2H0

−∂3H0 0 ∂1H0

∂2H0 −∂1H0 0

⎞

⎠ ,

whereH0 is an arbitrary function of ζ 1, ζ 2 and ζ 3. If ∂3H0 = 1, then one can show
that�0 and 
0 are dual and 
0 and 
1 are d-compatible with respect to�0 and

H0 = ζ 3 + h0(ζ
1, ζ 2). (5.4.28)
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The forms
0 and 
1 create a presymplectic chain


0Y0 = 0

0Y1 = β = 
1Y0

0 = 
1Y1,

(5.4.29)

where β = (b,−a, 0)t .
Now, let us consider a vector field X

X = �0β = (a, b, 0)t .

We find that an additional condition

X = �0dH1,

gives

a = ∂2H1 − (∂2H0)(∂3H1), (5.4.30a)

b = − ∂1H1 + (∂1H0)(∂3H1), (5.4.30b)

a ∂1H0 + b ∂2H0 = (∂1H0)(∂2H1)− (∂2H0)(∂1H1), (5.4.30c)

and from the constraint (5.4.26) we get that

∂3H1 = a ∂1H0 + b ∂2H0 + c . (5.4.31)

Then, using a and b from the Eqs. (5.4.30a) and (5.4.30b)respectively we show
that (5.4.30c) is satisfied. Moreover, using the identity (5.4.30c) in (5.4.31) we get

c = ∂3H1 − (∂1H0)(∂2H1)+ (∂2H0)(∂1H1). (5.4.32)

As a summary we are left with the Eqs. (5.4.30a), (5.4.30b), (5.4.32) for a,b, and
c. When we use a, b and c in (5.4.29) we obtain that

∂2
3H1 = 0. (5.4.33)

This is nothing else but the d-compatibility condition (5.4.19), i.e., Y0(Y0(H1)) = 0,
of the Poisson tensors�0 and�1. Equation (5.4.33) means that

H1 = h1(ζ
1, ζ 2)H0 + h2(ζ

1, ζ 2) (5.4.34)
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where h1 and h2 are arbitrary functions of ζ 1 and ζ 2. Using (5.4.34) and (5.4.28)
we get

a = H0∂2h1 + ∂2h2 = ζ 3∂2h1 + ∂2h2 + f ∂2h1,

b = −H0∂1h1 − ∂1h2 = −ζ 3∂1h1 − ∂1h2 − f ∂1h1,

c = h1 − a ∂1H0 − b ∂2H0 = h1 − a∂1f − b∂2f.

From the above equations follows immediately that a bi-presymplectic chain
(5.4.29) has a dual bi-Hamiltonian chain only in the case when functions
a, b and c are linear with respect to ζ 3. On the other hand, arbitrary three
functions h1(ζ

1, ζ 2), h2(ζ
1, ζ 2) and f (ζ 1, ζ 2) determined all bi-presymplectic

chains (5.4.29) which have dual bi-Hamiltonian chains.

Observation 10 Summarizing the results of this section, first observe that any
Hamiltonian system in R

3 is simultaneously bi-Hamiltonian with respect to a
pair of compatible Poisson bi-vectors (5.4.17) and belongs to the bi-Hamiltonian
chain (5.4.18). If in addition Poisson bi-vectors are d-compatible then there exists
a related pair of d-compatible presymplectic forms (5.4.20), (5.4.21) and related
bi-presymplectic chain (5.4.22), (5.4.24). In particular, when Y0(H1) = 0 the
chain is bi-inverse-Hamiltonian. The opposite is not always true, i.e. once we have
a one-form in a bi-presymplectic representation (5.4.22), there exists a related
bi-Hamiltonian chain (5.4.18) provided that extra condition (5.4.25) is fulfilled.
Finally, observe that any Darboux coordinates are separation coordinates.

Example 5.17 Consider the harmonic oscillator in the extended phase space R
3,

where it has both bi-Hamiltonian and bi-inverse-Hamiltonian representations. In
Darboux coordinates (x, p, c) the first (canonical) Hamiltonian representation takes
the form

⎛

⎝

x

p

c

⎞

⎠

t

=
⎛

⎝

p

−ω2x

0

⎞

⎠ =
⎛

⎝

0 1 0
−1 0 0
0 0 0

⎞

⎠ d
(

1
2p

2 + 1
2ω

2x2
)

= �0dH1

where �0 is generated by μ0 = 1 and H0 = c. The second Hamiltonian
representation

⎛

⎝

x

p

c

⎞

⎠

t

=
⎛

⎝

p

−ω2x

0

⎞

⎠ =
⎛

⎝

0 0 p

0 0 −ω2x

−p ω2x 0

⎞

⎠ dc = �1dH0

is generated by μ1 = −1 andH1 = 1
2

(

p2 + ω2x2
)

. Poisson tensors�0 and�1 are
d-compatible with respect to the presymplectic form


0 =
⎛

⎝

0 −1 0
1 0 0
0 0 0

⎞

⎠
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generated by ν0 = −1 and Y0 = (0, 0, 1)T , dual to �0. So, according to (5.4.23),
the second presymplectic form


1 =
⎛

⎝

0 0 ω2x

0 0 p

−ω2x −p 0

⎞

⎠

generated by ν1 = 1 and Y1 = (p,−ω2x, 0), is d-compatible with 
0 with respect
to �0. Both presymplectic forms lead to the bi-inverse-Hamiltonian representation
of a harmonic oscillator

dH1 ≡
⎛

⎝

ω2x

p

0

⎞

⎠ =
⎛

⎝

0 −1 0
1 0 0
0 0 0

⎞

⎠

⎛

⎝

p

−ω2x

0

⎞

⎠ = 
0Y1

(5.4.35)

=
⎛

⎝

0 0 ω2x

0 0 p

−ω2x −p 0

⎞

⎠

⎛

⎝

0
0
1

⎞

⎠ = 
1Y0.

However, the constructed representation does not fit to the schema from the previous
section as the reduction procedure of �1 onto symplectic foliation of �0 along
the transversal distribution Z = ker
0 = Y0 does not reconstruct separation
coordinates λ1 = x,μ1 = p. Simply ω1 = 
1|R2 = 0, π1 = π0ω1π0 = 0
and hence N = π1ω0 = 0. In order to fit in the schema presented in Sects. 5.1 and
5.3 one has to extend the harmonic oscillator HamiltonianH1 by an extra term

H1 = 1
2

(

p2 + ω2x2
)

− cx.

For the extended harmonic oscillator its bi-Hamiltonian representation takes the
form

⎛

⎝

x

p

c

⎞

⎠

t

=
⎛

⎝

p

−ω2x + c
0

⎞

⎠ = X =
⎛

⎝

0 1 0
−1 0 0
0 0 0

⎞

⎠ d
(

1
2p

2 + 1
2ω

2x2 − cx
)

= �0dH1

=
⎛

⎝

0 x p

−x 0 −ω2x + c
−p ω2x − c 0

⎞

⎠ dc = �1dH0 (5.4.36)
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where �0 is generated by μ0 = 1,H0 = c and �1 by μ1 = −1,H1 =
1
2

(

p2 + ω2x2
)− cx. The related bi-presymplectic representation takes the form

β ≡
⎛

⎝

ω2x − c
p

0

⎞

⎠ =
⎛

⎝

0 −1 0
1 0 0
0 0 0

⎞

⎠

⎛

⎝

p

−ω2x + c
−x

⎞

⎠ = 
0Y1

=
⎛

⎝

0 −x ω2x − c
x 0 p

−ω2x + c −p 0

⎞

⎠

⎛

⎝

0
0
1

⎞

⎠ = 
1Y0

where 
0 is generated by ν = −1, Y0 = (0, 0, 1) and 
1 by ν = 1, Y1 = X +
Y0(H1)Y0 = (p,−ω2x + c,−x)T . Notice that β �= dH1 so it is not a bi-inverse-
Hamiltonian representation. We make it bi-inverse-Hamiltonian putting c = 0

dH1 ≡
⎛

⎝

ω2x

p

0

⎞

⎠ =
⎛

⎝

0 −1 0
1 0 0
0 0 0

⎞

⎠

⎛

⎝

p

−ω2x

−x

⎞

⎠ = 
0Y1

=
⎛

⎝

0 −x ω2x

x 0 p

−ω2x −p 0

⎞

⎠

⎛

⎝

0
0
1

⎞

⎠ = 
1Y0

as new 
1 is still a presymplectic two-form, generated by ν1 = 1, Y1 = X +
Y0(H1)Y0 = X = (p,−ω2x, 0)T . Notice that there is no related bi-Hamiltonian
representation (5.4.36) of a standard harmonic oscillator, as a bi-vector

⎛

⎝

0 x p

−x 0 −ω2x

−p ω2x 0

⎞

⎠

is not Poisson any more. The reduction of 
0 and 
1 onto any symplectic leave of
�0 gives

ω0 =
(

0 −1
1 0

)

, ω1 =
(

0 −x
x 0

)

and hence the recursion operator

N = π0ω1 = ω−1
0 ω1 =

(

x 0
0 x

)

reconstructs trivial information that λ1 = x.
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In the presented example bi-Hamiltonian and bi-inverse-Hamiltonian represen-
tations of a harmonic oscillator were irrelevant, as from the beginning the system
was written in separation coordinates. In the next examples both representations are
crucial for the construction of separation coordinates.

Example 5.18 Consider the Lorentz system [5, 141]

⎛

⎝

x

y

z

⎞

⎠

t

=
⎛

⎝

1
2y

−xz
xy

⎞

⎠

It admits a bi-Hamiltonian representation (5.4.18) with H0 = 1
4z − 1

4x
2, μ0 = 1

and H1 = y2 + z2, μ1 = −1, so

�
ij

0 = εijk∂kH0 
⇒ �0 =
⎛

⎝

0 1
4 0

− 1
4 0 − 1

2x

0 1
2x 0

⎞

⎠

and

�
ij
1 = −εijk∂kH1 
⇒ �1 =

⎛

⎝

0 −2z 2y
2z 0 0

−2y 0 0

⎞

⎠ .

The form 
0 dual to�0 and compatible with�1 is given by


0 = −
⎛

⎝

0 γ −β
−γ 0 α

b −α 0

⎞

⎠ ,

where the vector Y0 = (α, β, γ )T . The conditions on α, β and γ are

divY0 = ∂xα + ∂yβ + ∂zγ = 0, Y0(H0) = 1
4γ − 1

2xα = 1.

One can find 
1 having determined Y1 from (5.4.23)

Y1 = ( 1
2y + 2αη,−x z + 2βη, xy + 2γη)

where η = 1
2 Y0(H1) = βy + γ z. We have an additional constraint on α, β and γ

coming from divY1 = 0 which reads

Y0(η) = α∂xη + β∂yη + γ ∂zη = 0.
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A simple solution for the above presymplectic structures is given as α = −2/x, β =
−2y/x2, γ = 0. Thus we have a pair of presymplectic forms given by

ν0 = −1, Y0 =
⎛

⎝

−2x−1

−2yx−2

0

⎞

⎠

and

ν1 = 1, Y1 =
⎛

⎝

1
2y + 8y2x−3

z+ 8y3x−3

xy

⎞

⎠ ,

so

(
0)ij = −εijkY k0 
⇒ 
0 =
⎛

⎝

0 0 −2yx−2

0 0 2x−1

2yx−2 −2x−1 0

⎞

⎠

and

(
1)ij = εijkY k1 
⇒


1 =
⎛

⎝

0 xy −z− 8y3x−3

−xy 0 1
2y + 8y2x−3

z+ 8y3x−3 − 1
2y − 8y2x−3 0

⎞

⎠

are d-compatible presymplectic forms with respect to �0. According to Observa-
tion 9, the reduction of the Poisson structure �1 onto symplectic foliation of �0
is given along the distribution Z = ker
0 = Y0. So, following the procedure
described by (5.1.4)–(5.1.44), we find that

F(λ) = Y0(H(λ)) = Y0(H0λ+H1) = −4x−2y2,

Y = �0d(Y0(H1)) =
⎛

⎝

−2x−2y

−2x−3y2

−4x−1y

⎞

⎠ ,

Y

(

Y (H(λ))

Y 2(H(λ))

)

= 1

and the transformation to separation coordinates (λ1, μ1, c) is as follows

λ1 = 4x−2y2, μ1 = − 1
8x
−1y − 1

4xy
−1z, c = H0 = 1

4z − 1
4x

2.
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The respective separation relation takes the form

H0λ
1 +H1 = 4λ1μ2

1 −
1

64
(λ1)2.

As another example let us come back to the Euler top from Examples 5.4 and 5.8.

Example 5.19 Both Poisson structures of Euler top from Example 5.4 are generated
by the formula �ijl = μlε

ijk∂kHl , l = 0, 1, where μ0 = −1, H0 = 1
2ω

2
1 +

1
2ω

2
2 + 1

2ω
2
2 and μ1 = 1, H1 = 1

2a1ω
2
1 + 1

2a2ω
2
1 + 1

2a3ω
2
1. The bi-presymplectic

representation of Euler top can be found by an analogical procedure as in the case
of the Lorentz system. Thus we have a pair of presymplectic forms given by

ν0 = 1, Y0 =

⎛

⎜

⎜

⎝

ω1
ω2

1+ω2
2

ω2
ω2

1+ω2
2

0

⎞

⎟

⎟

⎠

and

ν1 = −1, Y1 =

⎛

⎜

⎜

⎜

⎝

(a3 − a2)ω2ω3 + (a1ω
2
1+a2ω

2
2)ω1

(ω2
1+ω2

2)
2

(a1 − a3)ω1ω3 + (a1ω
2
1+a2ω

2
2)ω2

(ω2
1+ω2

2)
2

(a2 − a1)ω1ω2

⎞

⎟

⎟

⎟

⎠

.

The transversal distribution Z, which appeared ad hoc in Example 5.8, is just equal
to Y0 from the above construction.

5.5 Direct Transformation from Separation to Flat
Coordinates

In previous sections we constructed in a systematic way a transformation from
original coordinates (x, p) (flat in particular) to separation coordinates (λ, μ), pro-
vided a bi-Hamiltonian or a bi-inverse-Hamiltonian representation of the considered
Liouville integrable systems is given. The presented construction of separation
coordinates is general and covers all Stäckel systems. Nevertheless, there exists
an alternative approach to the problem. Actually, we can start from the system
written in separation coordinates, constructed from a given separation relations,
and then find the transformation to some distinguished coordinates in which all
commuting Hamiltonians take a particularly simple form. For the class of systems
considered in previous chapters, flat coordinates of particular Stäckel matrices are
such distinguished coordinates.
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The search for flat coordinates for systems that we a priori know are flat is not
an easy task. In this section we construct separable flat systems of Stäckel type
directly from scratch i.e. from an appropriate separation curve or an appropriate set
of separation relations and then find the transformation to flat coordinates [44, 192].
We also establish the signature of metric tensors of these systems as in the majority
of cases we deal with pseudo-Euclidian spaces. Moreover, we present in these new
coordinates the explicit form of many important geometric objects connected to
these flat Stäckel systems like metric tensors, Killing tensors or separable potentials.
Notice, that once we construct the set of Stäckel systems in some flat coordinates,
we can construct all other Stäckel systems in the same coordinates, using the Stäckel
transform described in the previous chapter.

Our construction contains in particular two known cases of pure Euclidean
metrics, when separation coordinates are either Jacobi elliptic coordinates [157]
or Jacobi parabolic coordinates. All other cases are related with pseudo-Euclidean
metrics.

In the following section we consider separation curves (4.3.14) in the form

n
∑

j=1

Hjλ
n−j = 1

2f (λ)μ
2 + σ(λ) = Bm(λ)

(

1
2μ

2 + λk
)

, m ∈ N, k ∈ Z

(5.5.1)

where

Bm(λ) =
m
∑

j=0

λm−j ρ(m)j (β) ≡
m
∏

j=1

(

λ− βj
)

(5.5.2)

is a real polynomial of order m in λ with possibly complex roots βj that are all
assumed to be different. A particular case of degeneracy will be considered in a
separate subsection. The real coefficients ρ(m)j (β) are thus Viète polynomials of the
possibly complex constants β1, . . . , βm

ρ
(m)
j (β) = (−1)j

∑

1≤s1<s2<...<sj≤m
βs1 . . . βsj , j = 1, . . . ,m. (5.5.3)

The Hamiltonians Hi generated by the separation curve (5.5.1) were considered in
Sect. 4.3.2. Let us remind that HamiltoniansHi have the form

Hi = 1
2μ

TKiGμ+ Ui(λ) i = 1, . . . , n, (5.5.4)
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with the metric tensor G and the Killing tensors Ki given explicitly through

G = diag

(

f (λ1)

Δ1
, . . . ,

f (λn)

Δn

)

= diag

(

Bm(λ
1)

Δ1
, . . . ,

Bm(λ
n)

Δn

)

, Δi = ∏

j �=i
(λi−λj )

(5.5.5)

Ki = − diag

(

∂qi

∂λ1 , · · · ,
∂qi

∂λn

)

i = 1, . . . , n

Here and below qi = qi(λ) are Viète polynomials (4.3.18) in the variables
λ1, . . . , λn:

qi(λ) = (−1)i
∑

1≤s1<s2<...<si≤n
λs1 . . . λsi , i = 1, . . . , n (5.5.6)

(cf. (5.5.3)) that can also be considered as new coordinates on the Riemannian
manifoldQ and in the previous chapter we referred to them as Viète coordinates.

As was mentioned in Sect. 4.3.2, the metric (5.5.5) is flat only for m ≤ n and is
of constant curvature for m = n + 1. For higher m it has a non-constant curvature.
Thus, it is meaningful to seek for flat coordinates for Benenti systems only in case
when m = 0, . . . , n.

Let us now turn our attention to the separable potentials Ui(λ) in (5.5.4) in the
Benenti case. The potentials Ui(λ) depend on the constants m and k (as well as
on the dimension n) so will be denoted by U(m,k)i , while the column vector with

componentsU(m,k)i will be denoted by U(m,k)

U(m,k) =
(

U
(m,k)
1 , . . . , U(m,k)n

)T

.

By solving (5.5.1) with respect to Hi one obtains that

U(m,k) =
m
∑

j=0

ρ
(m)
j (β)V (m−j+k) (5.5.7)

where the column vector V (k) represents the so called basic separable potentials
related to σ(λ) = λk which was constructed recursively (4.3.22) by

V (k) = FkV (0) (5.5.8)

with the recursion matrix F (4.3.20) of the form

F =

⎛

⎜

⎜

⎜

⎜

⎝

−q1 1

−q2 . . .

... 1
−qn 0 · · · 0

⎞

⎟

⎟

⎟

⎟

⎠

(5.5.9)
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and with V (0) = (0, 0, . . . , 0, 1)T . Note that the formulas (5.5.7)–(5.5.9) are non
tensorial so are the same in an arbitrary coordinate system. Note also that form = 0
we have U(0,k)r = V (k)r so that for m = 0 both families of potentials coincide. The
potentials U are naturally linear combinations of the basic separable potentials V
determined by our specific choice of the function σ(λ) in (5.5.1). This choice is
motivated by the fact that the potentials U in flat coordinates generalize the well
known potentials as it will be demonstrated below.

5.5.1 Flat Coordinates for Real Non Degenerate Case

In this subsection we construct flat coordinates of G in the case where all the roots
β1, . . . , βm of Bm(λ) are real and distinct.

Consider thus the following generating function [192]

n−m
∑

j=0

zn−m−j aj − 1

4
ε

m
∑

j=1

(xj )2

z− βj
≡

n
∏

j=1

(z− λj )
m
∏

j=1

(z− βj )
(5.5.10)

where ε = +1 or ε = −1 and where the identity is taken with respect to the
variable z. As will be shown below, this function defines locally an invertible map
between variables

(

λ1, . . . , λn
)

and new variables (x1, . . . , xm, a1, . . . , an−m) on
the flat Riemannian manifoldQ whereas the choice of the sign of ε is governed by
the actual sign of the variables in a given region of Q. A simple way to see this
is to multiply both sides of (5.5.10) by Bm(z) ≡ ∏m

j=1(z − βj ) and compare the
coefficients of polynomials on both sides of the equation. We find that a0 = 1, so in
the particular case m = n the generating function (5.5.10) attains the form

1− 1

4
ε

n
∑

j=1

(xj )2

z− βj
≡

n
∏

j=1

(z− λj )
n
∏

j=1

(z − βj )
(5.5.11)

which in the regions of the manifold Q when ε < 0 is nothing else than the well
known transformation (see [157]) between the coordinates

(

x1, . . . , xn
)

and the
Jacobi elliptic coordinates

(

λ1, . . . , λn
)

.
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In the case m = n− 1 the function (5.5.10) becomes

z + a1 − 1

4
ε

n−1
∑

j=1

(xj )2

z− βj
≡

n
∏

j=1

(z − λj )
m
∏

j=1

(z− βj )

which is commonly known as the generating function for transformation
between the coordinates

(

x1, . . . , xn−1, a1
)

and the Jacobi parabolic coordinates
(

λ1, . . . , λn
)

. In the case m = 0 we consider instead of (5.5.10) the generating
function of the form

n
∑

j=0

zn−j aj ≡
n
∏

j=1

(z− λj ) (5.5.12)

so that ai(λ) = qi(λ) i.e. the variables
(

a1, . . . , an
)

coincide then with the Viète
coordinates (5.5.6) while the variables xi are not present at all. One can say that this
function is a variant of (5.5.10) with both ε and all βi not present.

Let us now investigate the map between coordinates
(

λ1, . . . , λn
)

and
(x1, . . . , xm, a1, . . . , an−m) in a general case. Such a map is given by

(xj )2 = −4ε

n
∏

k=1

(βj − λk)
m
∏

k=1
k �=j

(βj − βk)
, j = 1, . . .m (5.5.13)

⎛

⎜

⎝

a1

...

an−m

⎞

⎟

⎠ = M
⎛

⎜

⎝

q1(λ)− ρ1(β)
...

qn−m(λ)− ρn−m(β)

⎞

⎟

⎠ (5.5.14)

whereM is a square matrix with the following entries

Mij =
{

V
(m,m−1+i−j)
1 for j ≤ i

0 for j > i
with i, j = 1, . . . , n−m

where V (m,m−1+i−j)
1 are basic separable potentials given by (5.5.8) with the

dimension n replaced by m.
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To show (5.5.13) let us first multiply both sides of (5.5.10) byBm(z) =∏m
k=1(z−

βk) receiving

Bm(z)

n−m
∑

k=0

zn−m−kak − 1

4
εBm(z)

m
∑

k=1

(xk)2

z− βk
≡

n
∏

k=1

(z− λk). (5.5.15)

Then, let us insert z = βj in (5.5.15) and since Bm(βj ) = 0 we obtain

−1

4
ε(xj )2

m
∏

k=1
k �=j

(βj − βk) =
n
∏

k=1

(βj − λk)

from which (and since 1/ε = ε) we obtain (5.5.13). The formula (5.5.14) can be
obtained by comparison of coefficients of polynomials in (5.5.15).

By a direct comparison of the coefficients in (5.5.15) one can also find that

qi =
n−m
∑

j=0

ρi−j aj +
1

4
ε

m
∑

j=1

∂ρi−(n−m)
∂βj

(xj )2, i = 1, . . . , n (5.5.16)

which represents the map from the variables
(

x1, . . . , xm, a1, . . . , an−m
)

to the
Viète variables (5.5.6) and where we use the notation ρi = 0 for i < 0 or for
i > m and ρ0 = 1.

Let us now move on to the problem of finding flat coordinates for the metric G
generated by (5.5.1). In order to do it consider the polynomial map [44]

ai = ri + 1
4

i−1
∑

j=1

rj ri−j , i = 1, . . . , n−m (5.5.17)

from the variables
(

r1, . . . , rn−m
)

to
(

a1, . . . , an−m
)

. This map is invertible due to
its triangular structure and its inverse is also a polynomial map. Then, combining the
maps (5.5.13)–(5.5.14) and (5.5.17) we find the map between variables (λ1, . . . , λn)

and (x1, . . . , xm, r1, . . . rn−m).
We are now in position to formulate the following statement. The metric G

defined by (5.5.5) in coordinates
(

x1, . . . , xm, r1, . . . rn−m
)

attains the form

G =
(

εIm×m 0m×(n−m)
0(n−m)×m J(n−m)×(n−m)

)

(5.5.18)

where Ik×k denotes the k × k identity matrix and Jk×k denotes the k × k matrix
given by (Jk×k)ij = δi,k−j+1 i.e. with entries equal to 0 everywhere except on the
antidiagonal where all the entries are equal to 1.
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The form (5.5.18) can be proved by direct but tedious calculation. Thus, the vari-
ables

(

x1, . . . , xm, r1, . . . rn−m
)

as a whole are flat but not orthogonal coordinates
for the metricG. Actually, they consist of the orthogonal part

(

x1, . . . , xm
)

and the
not orthogonal part

(

r1, . . . rn−m
)

. It is now elementary to find the transformation
from coordinates

(

x1, . . . , xm, r1, . . . rn−m
)

to the pseudo-Euclidean coordinates
for G. However, we skip that transformation as formulas for Killing tensors and
potentials become much less transparent in orthogonal flat coordinates.

The signature (n+, n−) (2.1.3) (where n+ and n− is the number of positive
respective negative eigenvalues ofG) of the metricG in the considered case is given
by

(n+, n−) =
(

n−
[

n−m
2

]

,

[

n−m
2

])

in the region where ε = +1

(n+, n−) =
(

n−m−
[

n−m
2

]

,

[

n−m
2

]

+m
)

in the region where ε = −1

where [α] denotes the integer part of the number α. This means that the metricG is
Euclidean (in the appropriate regions, where ε = +1) only in the elliptic case and in
the parabolic case, i.e. for m = n and m = n− 1, otherwise it is pseudo-Euclidean.
Note also that in the case m = 0 both expressions coincide.

We will now investigate the structure of the Killing tensors Ai = KiG and
separable potentials V in flat coordinates (x1, . . . , xm, r1, . . . rn−m) in the elliptic
case (x1, . . . , xn) and in the parabolic case (x1, . . . , xn−1, r). In the case of arbitrary
m the formulas become very complicated and non-transparent, so we only present
some results concerning the simplest separable potentials.

Let us start with the elliptic case m = n. The form of the (0, 2)-type tensors Ar
in flat coordinates can be calculated by the usual transformation rules for tensors
and in flat orthogonal coordinates

(

x1, . . . , xn
)

attains the form

A
ij
s = 1

4

∂2ρs

∂βi∂βj
xixj , i �= j

Aiis = ε
∂ρs

∂βi
− 1

4

n
∑

k=1
k �=i

∂2ρs

∂βi∂βk
(xk)2 (5.5.19)

(no summation over repeated indices is performed here) where ρs =
ρ
(n)
s (β1, . . . , βn) is given by (5.5.3). Notice that matrix elements of tensors Ar

are quadratic functions of Cartesian coordinates.
It is not possible to present the general formula for the potentials U(n,k)r in flat

coordinates but we can at least present a few first potentials with low k. Let x =
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(x1, . . . , xn)T and by (·, ·) we denote the usual scalar product in R
n. Further, denote

�s = − diag

(

∂ρ
(n)
s

∂β1
, · · · , ∂ρ

(n)
s

∂βn

)

s = 1, . . . , n

B = diag(β1, . . . , βn)

W = 1+ 1
4ε(x, B

−1x)

where ρs = 0 for s < 0 and s > m. In the above notation, where (5.5.16) reduces
to

qi(λ) = ρi(β)+ 1
4ε

n
∑

j=1

∂ρi

∂βj
(xj )2, i = 1, . . . , n (5.5.20)

after some calculations we obtain

U(n,2)s = 1
4ε
(

�sx,B
2x
)

+ 1
16 (�sx, x) (x, Bx)+ 1

64ε(�sx, x)(x, x)
2

+ 1
16 (x, x)(�sx, Bx),

U(n,1)s = 1
4ε(�sx, Bx)+ 1

16 (�sx, x) (x, x),

U(n,0)s = 1
4ε(�sx, x),

U(n,−1)
s = 1

4ε
(�sx, B

−1x)

W
,

U(n,−2)
s = 1

W 2

(

1
4ε
(

�sx,B
−2x

)

+ 1
16

(

�s−1x,B
−1x

)

(x, B−1x)

− 1
16 (�s−1x, x)(x, B

−2x)2
)

.

For a higher positive or negative k these potentials quickly become very complicated
functions of their arguments. Since �1 = I and �0 = 0 (due to (5.5.3)) we have in
particular

U
(n,2)
1 = 1

4ε
(

x,B2x
)

+ 1
8 (x, Bx) (x, x)+ 1

64ε(x, x)
3,

U
(n,1)
1 = 1

4ε(x, Bx)+ 1
16 (x, x)

2,

U
(n,0)
1 = 1

4ε(x, x),

U
(n,−1)
1 = 1

4ε
(x, B−1x)

W
,

U
(n,−2)
1 = 1

4ε

(

x,B−2x
)

W 2
.
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This family of potentials, known as elliptic separable potentials, has been
obtained for the first time in [264] (see also [3]). The potential U(n,1)1 is the well

known Garnier potential while U(n,0)1 is just a harmonic oscillator. Note that both in

the Killing tensors As and in the potentials U(n,k)s the sign ε is present only at terms
with odd powers of (x, x) which is clearly due to (5.5.13).

Let us now turn to the parabolic case m = n − 1. In this case the structure of
the Killing tensorsAs in flat coordinates (x1, . . . , xn−1, r) is more complicated and
attains the form

A
ij
s = 1

4

∂2ρs−1

∂βi∂βj
xixj , i �= j, i, j = 1, . . . , n− 1,

Aiis = −ε
∂ρs

∂βi
− 1

4

n−1
∑

k=1
k �=i

∂2ρs−1

∂βi∂βk
(xk)2 − ε ∂ρs−1

∂βi
r , i = 1, . . . , n− 1,

Ains = Anis =
1

2

∂ρs−1

∂βi
xi , i = 1, . . . , n− 1,

Anns = ρs−1(β),

(again, with no summation over repeated indices) where ρs = ρ(n−1)
s (β1, . . . , βn−1)

is given by (5.5.3). Also in that case matrix elements of tensors As are quadratic
functions of Cartesian coordinates.

We will now construct the potentials U(n−1,k)
s . Let us slightly change the

notation:

�s = − diag

(

∂ρ
(n−1)
s

∂β1
, · · · , ∂ρ

(n−1)
s

∂βn−1

)

s = 1, . . . , n

B = diag(β1, . . . , βn−1),

W = r + 1
4ε
(

x,B−1x
)

,

while (·, ·) stands now for the standard scalar product in R
n−1. In the above notation,

where (5.5.16) reduces to

qi = ρi−1r + 1
4ε

n−1
∑

j=1

∂ρi−1

∂βj
(xj )2, i = 1, . . . , n
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we receive, after some calculations

U(n−1,3)
s = −ρs−1r

3 + 1
4ε (�s−1x, x) r

2 − ε
⎛

⎝
1
2 (�sx, x) − 1

4

n−1
∑

j=1

ρs−j−1(x,B
j x)

⎞

⎠ r

+ 1
4ε (�sx,Bx) + 1

16 (�s−1x, x) (x, x),

U(n−1,2)
s = ρs−1r

2 − 1
4ε (�s−1x, x) r + 1

4ε (�sx, x) ,

U(n−1,1)
s = −ρs−1r + 1

4ε (�s−1x, x) ,

U(n−1,0)
s = ρs−1,

U(n−1,−1)
s = 1

W

(

−ρs−1 + 1
4ε
(

�s−1x,B
−1x

))

,

U(n−1,−2)
s = 1

W 2

(

ρs−1 + 1
4ε
(

�sx,B
−2x

)

− 1
2ε
(

�s−1x,B
−1x

)

+ 1
4ε
(

�s−1x,B
−2x

)

r

+ 1
16

(

�s−2x,B
−1x

) (

x,B−1x
)

− 1
16 (�s−2x, x)

(

x,B−2x
))

,

(with s = 1, . . . , n) and again these formulas become quickly very complicated for
a higher positive or negative k. In the particular case s = 1, since ρ0 = 1, �1 = I
and �0 = 0 we get

U
(n−1,4)
1 = r4 + 3

4ε(x, x)r
2 − 1

2ε(x, Bx)r + 1
4ε(x, B

2x)+ 1
16 (x, x)

2,

U
(n−1,3)
1 = −r3 + 1

2ε (x, x) r +
1

4
ε (x, Bx) ,

U
(n−1,2)
1 = r2 + 1

4ε (x, x) ,

U
(n−1,1)
1 = −r,
U
(n−1,0)
1 = 1,

U
(n−1,−1)
1 = − 1

W
,

U
(n−1,−2)
1 = 1+ 1

4ε
(

x,B−2x
)

W 2 .

Again, in the above formulas the sign ε is present only at terms with odd powers of
(x, x). All these potentials are known as parabolic separable potentials.

For arbitrary 0 ≤ m ≤ n − 2 the form of the Killing tensors As is not so
transparent and we will omit it here. Let us, however, present some results on
separable potentials U(m,k). In the case m = 0 the variables are (r1, . . . , rn) and
U
(0,k)
r = V

(k)
r where V (k)r are functions of qi given by (5.5.8)–(5.5.9). Thus,
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remember that for m = 0 we have qi = ai (5.5.12),

U(0,k)(r) = V (k)(r) =

⎛

⎜

⎜

⎜

⎜

⎝

−a1 1

−a2 . . .

... 1
−an 0 · · · 0

⎞

⎟

⎟

⎟

⎟

⎠

k
⎛

⎜

⎜

⎜

⎝

0
...

0
1

⎞

⎟

⎟

⎟

⎠

, k ∈ Z

with

ai = ri + 1
4

i−1
∑

j=1

rj ri−j , i = 1, . . . , n

and so the first nontrivial potential is V (0,n) = (−a1(r), . . . ,−an(r))T .
The situation is much more complex for arbitrary m such that 0 < m < n −

1. Before we present some results in this generic case, let us introduce a notation
similar to that from previous cases. We denote

�s = − diag

(

∂ρ
(m)
s

∂β1
, · · · , ∂ρ

(m)
s

∂βm

)

s = 1, . . . ,m

B = diag(β1, . . . , βm)

and to shorten the notation we denote ρ(m)s (β1, . . . , βm) by ρs . The variables
are now (x1, . . . , xm, r1 . . . , rn−m) and (·, ·) denotes the scalar product in R

n−m.
Introduce now the column vector of potentials V (l) = V (l)(r1, . . . .rn−m) given by

V (l)(r) =

⎛

⎜

⎜

⎜

⎜

⎝

−a1(r) 1

−a2(r)
. . .

... 1
−an−m(r) 0 · · · 0

⎞

⎟

⎟

⎟

⎟

⎠

l
⎛

⎜

⎜

⎜

⎝

0
...

0
1

⎞

⎟

⎟

⎟

⎠

, l ∈ Z

with

ai = ri + 1
4

i−1
∑

j=1

rj ri−j , i = 1, . . . , n−m
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so that the last trivial potential is V (n−m−1) = (1, . . . , 0)T . After some calculations
we obtain

...

U
(m,n−m+2)
k =

n−m
∑

j=1

ρk−jV
(n−m+2)
j (r)+ 1

4ε

2
∑

j=0

(

�k−(n−m−j)x, x
)

V
(n−m+1−j)
1 (r)

U
(m,n−m+1)
k =

n−m
∑

j=1

ρk−jV
(n−m+1)
j (r)+ 1

4ε

1
∑

j=0

(

�k−(n−m−j)x, x
)

V
(n−m−j)
1 (r)

U
(m,n−m)
k =

n−m
∑

j=1

ρk−jV
(n−m)
j (r)+ 1

4ε
(

�k−(n−m)x, x
)

V
(n−m−1)
1 (r)

U
(m,n−m−1)
k = ρk−1V

(n−m−1)
1 (r) = const.

...

U
(m,−1)
k = −∑n−m

j=1 ρk−j aj−1(r)+ 1
4ε(�k−(n−m)x, B

−1x)

an−m(r)+ 1
4ε(x, B

−1x)

...

Potentials higher than U(m,n−m+2)
k as well as lower than U(m,−1)

k contain terms at
least quadratic in (x, x) and are too complicated to present them in the explicit form.

The reader can find the case of complex roots βj (5.5.2) in [192].

5.5.2 Flat Coordinates for Particular Degeneration

Our second case under consideration is represented by the separation curve in the
form (5.5.1) with a maximal degeneracy of (5.5.2), given by β1 = . . . = βm = 0,
i.e.

H1λ
n−1 +H2λ

n−2 + · · · +Hn = 1
2λ
mμ2 + λl, l ∈ Z, n ∈ N

with Bm(λ) = λm. Solving these equations for fixed m and l yields n functions
denoted here by H(m,l)r (λ, μ). In this case, the passage to flat coordinates is
as follows [44]. The first step of the construction is to perform the canonical
transformation from the (λ, μ) to the Viète coordinates (q, p) (4.3.26)

qi = ρi(λ), pi = −
n
∑

k=1

(λk)n−iμk/�k, i = 1, . . . , n.
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In the (q, p) coordinates flat metrics are (4.3.27)

(Gm)
ij =

⎧

⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎩

qi+j+m−n−1, i, j = 1, . . . , n−m

−qi+j+m−n−1, i, j = n−m+ 1, . . . , n

0 otherwise

where we set q0 = 1, qk = 0 for k < 0 or k > 0 and m = 0, . . . , n.
At the second step, we fix the value ofm and perform a canonical transformation

from the (q, p) to the (r, s) coordinates:

qi = ri + 1
4

i−1
∑

j=1
rj ri−j , i = 1, . . . , n−m,

qi = − 1
4

n
∑

j=i
rj rn−j+i , i = n−m+ 1, . . . , n,

sk =
n
∑

i=1

∂qi

∂rk
pi, k = 1, . . . , n.

(5.5.21)

It is straightforward to verify that for any given m, 0 ≤ m ≤ n, the metrics Gm in
the coordinates ri defined by (5.5.21) takes the form

(Gm)
kl =

(

δk+ln−m+1 + δk+l2n−m+1

)

. (5.5.22)

Notice that although the canonical coordinates (r, s) are still nonorthogonal,
the metric tensor Gm is constant in these coordinates. In order to bring Gm into
a canonical form, with +1 and −1 at the diagonal and zeros off the diagonal,
we must perform one more canonical transformation from flat not orthogonal
coordinates (r, s) to pseudo-Euclidian coordinates (x, px), defined as follows (here
d ≡ [(n−m)/2]). For any given m, 0 ≤ m ≤ n, the transformation defined by the
formulas

pxk =
∂ri

∂xk
si , k = 1, . . . , n,

ri = (xi + xn−i+1)/
√

2, i = 1, . . . , d,
ri = (xn−m−i+1 − xm+i )/√2, i = n−m− d + 1, . . . , n−m,
ri = (xi−n+m+d + x2n−m−d−i+1)/

√
2, i = n−m+ 1, . . . , n−m+ [m/2],

ri = (xn+1+d−i − xi−d)/√2, i = n+ 1− [m/2], . . . , n,
if n−m is odd andm is even then rd+1 = xd+[m/2]+1,

if n−m is even and m is odd then rn−m+[m/2]+1 = xd+[m/2]+1,

if both n−m and m are odd then rd+1 = xd+[m/2]+1, rn−m+[m/2]+1= xd+[m/2]+2,
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brings the metrics Gm into the form

G
ij
m =

⎧

⎨

⎩

+1, if i = j and i = 1, . . . , n− [(n−m)/2] − [m/2],
−1, if i = j and i = n− [(n−m)/2] − [m/2] + 1, . . . , n,
0 otherwise.

and we have

H
(m,l)
1 = 1

2

⎛

⎝

n−d−[m/2]
∑

j=1

p2
xj
−

n
∑

j=n−d−[m/2]+1

p2
xj

⎞

⎠+ V (l)1 , m = 0, . . . , n.

As a final remark notice that the metrics Gm, m = 0, . . . , n, are in general
pseudo-Euclidean with the signature

(n+, n−) =
(

n−
[

n−m
2

]

−
[m

2

]

,

[

n−m
2

]

+
[m

2

]
)

.

Example 5.20 Let us illustrate our results for n = 4 [44]. In the (q, p) coordinates
we have

G0 =

⎛

⎜

⎜

⎝

0 0 0 1
0 0 1 q1

0 1 q1 q2

1 q1 q2 q3

⎞

⎟

⎟

⎠

, G1 =

⎛

⎜

⎜

⎝

0 0 1 0
0 1 q1 0
1 q1 q2 0
0 0 0 −q4

⎞

⎟

⎟

⎠

, G2 =

⎛

⎜

⎜

⎝

0 1 0 0
1 q1 0 0
0 0 −q3 −q4

0 0 −q4 0

⎞

⎟

⎟

⎠

,

G3 =

⎛

⎜

⎜

⎝

1 0 0 0
0 −q2 −q3 −q4

0 −q3 −q4 0
0 −q4 0 0

⎞

⎟

⎟

⎠

, G4 =

⎛

⎜

⎜

⎝

−q1 −q2 −q3 −q4

−q2 −q3 −q4 0
−q3 −q4 0 0
−q4 0 0 0

⎞

⎟

⎟

⎠

,

with the simplest nontrivial potentials being

V
(−3)
1 = (q2q4 − (q3)2)/(q4)3, V

(−2)
1 = q3/(q4)2, V

(−1)
1 = 1/q4, V

(4)
1 = −q1,

V
(5)
1 =−q2+(q1)2, V

(6)
1 =−q3+2q1q2−(q1)3, V

(7)
1 = −q4+2q1q3+(q2)2−3(q1)2q2+(q1)4.

For m = 0 in the (r, y) coordinates we have

q1 = r1, q2 = 1
4 (r

1)2 + r2, q3 = 1
2 r

1r2 + r3, q4 = 1
2r

1r3 + 1
4 (r

2)2 + r4,

G0 =

⎛

⎜

⎜

⎝

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

⎞

⎟

⎟

⎠

,
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while in the (x, px) coordinates

q1 = 1√
2

(

x1 + x4
)

, q2 = 1
8

(

x1 + x4
)2 + 1√

2

(

x2 + x3
)

,

q3 = 1
4

(

x1x2 + x1x3 + x4x2 + x4x3
)

+ 1√
2

(

x2 − x3
)

,

q4 = 1
4

(

x1x2 − x1x3 + x4x2 − x4x3
)

+ 1
8

(

x2 + x3
)2 + 1√

2

(

x1 − x4
)

,

G0 =

⎛

⎜

⎜

⎝

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

⎞

⎟

⎟

⎠

,

and, for instance, the HamiltonianH(0,6)1 reads

H
(0,6)
1 = 1

2

(

p2
x1 + p2

x2 − p2
x3 − p2

x4

)

+ 3
4

(

x1x2 + x1x3 + x4x2 + x4x3
)

+ 1√
2

(

x3 − x2
)

− 1
4
√

2

(

x1 + x4
)3
.

For another choice m = n− 1 = 3 in the (r, s) coordinates we obtain

q1 = r1, q2 = − 1
4 (r

3)2 − 1
2 r

2r4, q3 = − 1
2r

3r4, q4 = − 1
4 (r

4)2,

G3 =

⎛

⎜

⎜

⎝

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

⎞

⎟

⎟

⎠

,

and in the (x, px) coordinates we have

q1 = x2, q2 = − 1
4

(

(x1)2 + (z)2 − (x4)2
)

, q3 = − 1
2
√

2
x3
(

x1 − x4
)

,

q4 = − 1
8

(

x1 − x4
)2
,

G3 =

⎛

⎜

⎜

⎝

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

⎞

⎟

⎟

⎠

,
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and, for example, the HamiltonianH(3,6)1 takes the form

H
(3,6)
1 = 1

2

(

p2
x1 + p2

x2 + p2
x3 − p2

x4

)

− 1
2

(

(x1)2 + 2(x2)2 + (x3)2 − (x4)2
)

x2

+ 1
2
√

2

(

x1 − x4
)

x3.

5.5.3 Stäckel Transform in Flat Coordinates

In a few previous subsections the explicit transformation to flat coordinates was
presented for separable systems from Benenti class (5.5.1) with flat metrics. In fact,
using Stäckel transform (4.4.17), we can write down any Stäckel system (4.3.2) in
these coordinates. We will illustrate the whole procedure for a few particular cases.

First, let us analyze the construction of systems from Benenti class when the
metric G ≡ A1 is non-flat. In fact we have to construct the geodesic parts
as potentials do not depend on the metric tensor and are constructed according
to (5.5.8), (5.5.9).

Example 5.21 As the first example let us consider a pseudo-Euclidean space E2,1

with signature (++−) and flat non-orthogonal coordinates (r1, r2, r3) such that

ḡ =
⎛

⎝

0 0 1
0 1 0
1 0 0

⎞

⎠ .

Then, consider the following Stäckel geodesic system on T ∗E2,1

T̄1 = Ḡij si sj = s1s3 + 1
2 s

2
2 ,

T̄2 = (K̄2Ḡ)
ij si sj = 1

8 (r
1)2s2

1 − 1
4r

1r3s2
2 + 1

8 (r
3)2s2

3 +
(

1
4r

1r2 + 1
)

s1s2

− 1
4

(

r1r3 + (r2)2
)

s1s3 − 1
4 r

2r3s2s3,

T̄3 = (K̄3Ḡ)
ij si sj =

(

1
4 r

1r2 + 1
2

)

s2
1 − 1

4 r
1r3s1s2 − 1

4 r
2r3s1s3 + 1

4 (r
3)2s2s3.

One can check that {T̄i , T̄j } = 0. The transformation to separation coordinates
(λ, μ) is generated by (5.5.21)

λ1 + λ2 + λ3 = 1
2r

1r3 + 1
4 (r

2)2,

λ1λ2 + λ1λ3 + λ2λ3 = − 1
2r

2r3, (5.5.23)

λ1λ2λ3 = 1
4 (r

3)2
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and the related separation curve is

T̄1λ
2 + T̄2λ+ T̄3 = 1

2λ
3μ2.

The recursion matrix F (5.5.9) in r-coordinates is

F =
⎛

⎝

1
2 r

1r3 + 1
4 (r

2)2 1 0
1
2r

2r3 0 1
1
4 (r

3)2 0 0

⎞

⎠ ,

so separable potentials V̄ (k)r are given by (4.3.22). For example, the first nontrivial
potential is

V̄ (3) = F 3V̄ (0) =
⎛

⎝

1
2r

1r3 + 1
4 (r

2)2

1
2r

2r3

1
4 (r

3)2

⎞

⎠

and the separation curve for Hamiltonians H̄i = T̄i + V̄ (k)i , i = 1, 2, 3, takes the
form

H̄1λ
2 + H̄2λ+ H̄3 = 1

2λ
3μ2 + λk.

Now, let us consider the following Stäckel transform

H̄1λ
2 + H̄2λ+ H̄3 = 1

2λ
3μ2 + λr−s+3

⏐

⏐

⏐

<
R(F) = Fs−3

H1λ
2 +H2λ+H3 = 1

2λ
sμ2 + λr

so,H = Fs−3H̄ and in particular, for s = 4 and r = 4, we have forHi = Ti +V (4)i

T1 = 1
8 (r

1)2s2
1 + 1

8 (r
2)2s2

2 + 1
8 (r

3)2s2
3 +

(

1
4 r

1r2 + 1
)

s1s2 + 1
4 r

1r3s1s3 + 1
4 r

2r3s2s3,

T2 =
(

1
4 r

1r2 + 1
2

)

s2
1 + 1

4 r
2r3s2

2 − 1
4 r

1r3s1s2 + 1
4 r

2r3s1s3 + 1
4 (r

3)2s2s3,

T3 = 1
4 (r

3)2s1s3 + 1
8 (r

3)2s2
2

and

V
(4)
1 = 1

4 (r
1)2(r3)2 + 1

4 r
1(r2)2r3 + 1

16 (r
2)4 + 1

2r
2r3,

V
(4)
2 = 1

4r
1r2(r3)2 + 1

8 (r
2)3r3 + 1

4 (r
3)2,

V
(4)
3 = 1

16 (r
3)2

(

2r1r3 + (r2)2
)

.
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Of course, again canonical transformation generated by (5.5.23) is a transformation
to separation coordinates.

Now we present how to construct in Euclidean coordinates and conjugate
momenta systems from the subclass given by the separation curve of the form

n
∑

j=1

H̄jλ
n−j = 1

2f (λ)μ
2 + σ(λ) = Bn+1(λ)

(

1
2μ

2 + λk
)

, m ∈ N, k ∈ Z

(5.5.24)

where

Bn+1(λ) =
n+1
∏

j=1

(

λ− βj
)

is a real polynomial of order n+ 1 in λ with real roots βj . As was mentioned in the
previous subsection, in this case the metric tensor (5.5.5) is of constant curvature
while Euclidean coordinates are flat orthogonal coordinates for systems described
by a separation curve (5.5.1) with m = n. Hence, according to (4.4.19)

H̄ = R(F)H = (F − βn+1I)H

and in particular

H̄k = −ρkH1 − βn+1Hk +Hk+1, k = 1, . . . , n.

Using formulas (5.5.19), (5.5.20) and the following relation between Viète polyno-
mials (5.5.3)

−βn+1ρ
(n)
k + ρ(n)k+1 = ρ(n+1)

k+1

tensors Ak of the geodesic part take in Euclidean coordinates the form

A
ij
s = 1

4

∂2ρ
(n+1)
s+1

∂βi∂βj
xixj , i �= j

Aiis = −ε
∂ρ
(n+1)
s+1

∂βi
− 1

4

n
∑

k=1
k �=i

∂

∂βk

(

ρ(n)s + ∂ρ
(n+1)
s+1

∂βi

)

(xk)2.

Example 5.22 Neumann system for n = 3. Relations (5.5.24) for σ(λ) = cλn are
separation relations for the Neumann system [25, 204, 218, 223] well known from
the analytical mechanics. Hence, according to our considerations, three commuting
Hamiltonians of the three dimensional Neumann system written in Euclidean
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coordinates (x, y, z)

Hr = 1
2A

ij
r pipj + Vr, r = 1, 2, 3

are given by

A1 = 1

4

⎛

⎝

x2 xy xz

xy y2 yz

xz yz z2

⎞

⎠− ε
⎛

⎝

β2 + β3 + β4 0 0
0 β1 + β3 + β4 0
0 0 β1 + β2 + β4

⎞

⎠

A2 =− 1

4

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

(β2 + β3)x
2

+(β1 − β4)(y
2 + z2)

(β3 + β4)xy (β2 + β4)xz

(β3 + β4)xy
(β1 + β3)y

2

+(β2 − β4)(x
2 + z2)

(β1 + β4)yz

(β2 + β4)xz (β1 + β4)yz
(β1 + β3)z

2

+(β3 − β4)(x
2 + y2)

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

+ ε
⎛

⎜

⎝

β2β3 + β2β4 + β3β4 0 0
0 β1β3 + β1β4 + β3β4 0
0 0 β1β2 + β1β4 + β2β4

⎞

⎟

⎠

A3 =1

4

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

(β2β3)x
2

+(β1β3 − β3β4)y
2

+(β1β2 − β2β4)z
2

β3β4xy β2β4yz

β3β4xy

(β1β3)y
2

+(β2β3 − β3β4)x
2

+(β1β2 − β1β4)z
2

β1β4yz

β2β4xz β1β4yz

(β1β2)z
2

+(β2β3 − β2β4)x
2

+(β1β3 − β1β4)y
2

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

− ε
⎛

⎝

β2β3β4 0 0
0 β1β3β4 0
0 0 β1β2β4

⎞

⎠

and

V1 = − 1
4εc

[

x2 + y2 + z2
]

,

V2 = 1
4εc

[

(β2 + β3)x
2 + (β1 + β3)y

2 + (β1 + β2)z
2
]

,

V3 = − 1
4εc

[

β2β3x
2 + β1β3y

2 + β1β2z
2
]

.
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Now let us consider the Stäckel transform (4.4.20) in flat coordinates. Again we
illustrate the method using the example of a system with three degrees of freedom.

Example 5.23 Consider the Stäckel system for n = 3 given by the separation curve
of the form

H1λ
2 +H2λ+H3 = 1

2λμ
2 + λ4 (5.5.25)

and flat coordinates (r1, r2, r3) defined by (cf. 5.5.21)

ρ1 = −
(

λ1 + λ2 + λ3
)

= r1

ρ2 = λ1λ2 + λ1λ3 + λ2λ3 = r2 + 1
4 (r

1)2

ρ3 = −λ1λ2λ3 = − 1
4 (r

3)2.

Solving the relations (5.5.25) with respect to the Hamiltonians Hi and passing to
the variables ri we receiveHr = Aijr sisj + Vr(r), where yi are momenta conjugate
to ri, where the tensors Ar have the form

A1 =
⎛

⎝

0 1 0
1 0 0
0 0 1

⎞

⎠ , A2 =
⎛

⎝

1 1
2 r

1 0
1
2 r

1 −r2 − 1
2r

3

0 − 1
2r

3 r1

⎞

⎠ ,

A3 =
⎛

⎝

0 0 − 1
2r

3

0 1
4 (r

3)2 − 1
4r

1r3

− 1
2r

3 − 1
4r

1r3 1
4 (r

1)2 + r2

⎞

⎠

and respective potentials are

V1 = − 3
4 (r

1)2 + r2

V2 = − 1
4 (r

1)3 − r1r2 − 1
4 (r

3)2

V3 = 1
4r

1(r3)2.

According to (4.4.28), the Stäckel transform to Hamiltonians H̄i from separation
curve

H̄1λ
3
i + H̄2λi + H̄3 = 1

2λiμ
2
i + λ4

i , i = 1, 2, 3

is given by

H̄1 = − 1

ρ1
H1, H̄2 = H2 − ρ2

ρ1
H1, H̄3 = H3 − ρ3

ρ1
H1.
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Hence, we obtain

A1 =
⎛

⎜

⎝

0 − 1
r1 0

− 1
r1 0 0

0 0 − 1
r1

⎞

⎟

⎠ , A2 =
⎛

⎜

⎝

1 1
4 r

1 − r2

r1 0
1
4 r

1 − r2

r1 −r2 − 1
2 r

3

0 − 1
2r

3 3
4r

1 − r2

r1

⎞

⎟

⎠ ,

A3 =

⎛

⎜

⎜

⎝

0 1
4
(r3)2

r1 − 1
2r

3

1
4
(r3)2

r1
1
4 (r

3)2 − 1
4 r

1r3

− 1
2 r

3 − 1
4r

1r3 1
4 (r

1)2 + r2 + 1
4
(r3)2

r1

⎞

⎟

⎟

⎠

with the corresponding potentials

V1(x) = − 3
4r

1 + r
2

r1

V2(x) = 1
16 (r

1)3 + 1
2 r

1r2 + 1
4 (r

3)2 + (r
2)2

r1

V3(x) = − 1
16r

1(r3)2 − 1
4
r2(r3)2

r1 .

In Sect. 8.2 we will demonstrate how to quantize all systems constructed in this
section in a way preserving quantum separability.



Chapter 6
Deformation Theory of Classical Poisson
Algebras

Classical physics explains matter and energy on a scale familiar to human expe-
rience, including the behavior of astronomical bodies. It remains the key to
measurement for much of modern science and technology. However, toward the end
of the nineteenth century, scientists discovered phenomena in both the large (macro)
and the small (micro) worlds that classical physics could not explain. It means for
example, that for a proper description of conservative dynamics in micro-scale the
classical Hamiltonian mechanics has to be modified (deformed) to a new theory
whose predictions are in agrement with experiments in micro-scale of atoms and
molecules. Summarizing experimental results from that level we observe that on the
microscopic level the classical uncertainty relations (3.3.15) are violated and have
to be modified to a new quantum uncertainty relations

#xi # pj ≥ 1
2 h̄δ

i
j , i, j = 1, . . . , n (6.0.1)

where h̄ is a fundamental constant (the Planck constant) determined in a physical
experiment. This is a fundamental change compared to classical mechanics, where
the only source of different from zero uncertainty is our limited knowledge of the
system. In a quantum system, different from zero uncertainty follows directly from
the physical nature of the system itself.

From our previous consideration it is clear that the modern classical Hamiltonian
mechanics is formulated on the Poisson manifold in a coordinate free way. So, it is
natural to formulate its quantum modification on a quantum analog of the Poisson
manifold (symplectic manifold in particular) and obviously in a coordinate free
way as well. Such a theory cannot be formulated from the very beginning in a
Riemannian space (the Euclidean space in particular) as a priori such a structure
does not exist in a classical Poisson geometry. On the other hand, as we know
from previous chapters, one can adopt various Riemannian geometries to a given
Poisson geometry, identifying the phase space with cotangent bundle to a chosen
Riemannian basic space (configuration space). In consequence, on the quantum
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level, we also expect to construct respective Riemannian representations of the
quantum Hamiltonian mechanics, which will reduce in the case of the Euclidean
space and Cartesian coordinates to a standard formulation of quantum mechanics
from many textbooks.

6.1 Star-Algebras

In this section we construct in a systematic way star-algebras and related quantum
Poisson algebras which are admissible from the point of view of our quanti-
zation assumption (6.0.1). On an appropriate symplectic manifolds we derive
star-products in vector representation, covariant representation and integral rep-
resentation, respectively. We present a detailed discussion on equivalence of the
constructed star-algebras and the explicit form of the related morphisms.

6.1.1 Preliminaries

One of the admissible realizations of the quantization procedure is deformation
quantization developed in [11–13]. Their work was based on earlier works of Weyl
[260, 261], Wigner [263], Groenewold [140], Moyal [205] and Berezin [19–21]
on the physical side and of Gerstenhaber [125–129] and Gerstenhaber and Schack
[130] deformation theory of associatives algebras on the mathematical side (see
also later papers of Bordemann et. al [53–57]). Since then many efforts have
been made in order to develop the phase space quantum mechanics [54, 59, 74,
75, 80, 81, 83, 90–92, 111, 152, 153, 207, 213, 236, 256, 269, 270], see also
[96, 142, 143] for recent reviews. In this approach quantum mechanics is formulated
as a deformation of classical mechanics. Such a procedure results in a quantum
theory described in a geometric language similar to that of its classical counterpart.
This allows the introduction of many concepts from the classical theory like
trajectories, observables or states into quantum mechanics. Moreover, the formalism
of deformation quantization gives a smooth passage from the classical to quantum
theory, which makes it easy to investigate the classical limit of quantum mechanics.

The main element of deformation quantization is a formal deformation of a
Poisson algebra C∞(M) of smooth complex-valued functions defined on a phase
space M (symplectic manifold). The formal deformation procedure is based on the
Gerstenhaber’s theory of deformation of rings and algebras [126]. Let C[[ν]] and
C∞(M)[[ν]] denote the ring of formal power series in a parameter ν with coefficients
in C and C∞(M), respectively. The space C∞(M)[[ν]] is a C[[ν]]-module. A star-
product on a symplectic manifold (M,ω = π−1) is defined as a bilinear map

C∞(M)× C∞(M)→ C∞(M)[[ν]], (f, g) �→ f � g =
∞
∑

k=0

νkCk(f, g),

(6.1.1)
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which extends C[[ν]]-linearly to C∞(M)[[ν]] × C∞(M)[[ν]], with the following
properties

1. Ck are bi-differential operators,
2. (f � g) � h = f � (g � h) (associativity),
3. C0(f, g) = fg, C1(f, g)− C1(g, f ) = {f, g}π ,
4. 1 � f = f � 1 = f .

Then, a deformed Poisson bracket is defined by the formula

[[f, g]]� := 1

ν
[f, g]� = 1

ν
(f � g − g � f ), (6.1.2)

and a formal involution as an anti-linear map

C∞(M)→ C∞(M)[[ν]], f �→ f ∗ =
∞
∑

k=0

νkBk(f ), (6.1.3)

extending C[[ν]]-anti-linearly to C∞(M)[[ν]], where

1. Bk are anti-linear operators,
2. (f � g)∗ = g∗ � f ∗,
3. (f ∗)∗ = f ,
4. B0(f ) = f̄ .

From the above definitions it follows that the �-product, the quantum Poisson
bracket [[ · , · ]]�, and involution ∗ are deformations of the point-wise product of
functions ·, Poisson bracket { · , · }π , and complex-conjugation:

f � g = fg + o(ν),
[[f, g]]� = {f, g}π + o(ν),

f ∗ = f̄ + o(ν).
(6.1.4)

On the other hand, the associativity of the �-product implies the following relations
that the bi-differential operators Ck have to satisfy

k
∑

n=0

(

Cn(Ck−n(f, g), h) − Cn(f,Ck−n(g, h))
) = 0, k = 1, 2, . . . .

Moreover, in what follows the deformation parameter ν will be chosen in the form
ih̄ in order to make the presented theory compatible with quantum uncertainty
relations (6.0.1).
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For our further considerations star-products of the following form are particularly
interesting

f � g =
∞
∑

k=0

(

ih̄

2

)k

Ck(f, g), (6.1.5)

which beside the conditions (1–4) from definition (6.1.1) fulfill additionally the
following ones

1. Ck(f, g) = (−1)kCk(g, f ),
2. Ck(f, g) = Ck(f̄ , ḡ),
3.
∫

M
Ck(f, g) d
 = 0 for f, g ∈ C∞0 (M) and k = 1, 2, . . . .

C∞0 (M) denotes the space of smooth compactly supported functions on M , and
d
 is the Liouville measure induced by the Liouville form 
ω. Conditions 1 and 2
imply that like in the classical case, the complex-conjugation is a proper involution,
and from condition 3 follows that the �-product under the integral sign reduces to
the ordinary point-wise product

∫

M

f � g d
 =
∫

M

fg d
, f, g ∈ C∞0 (M). (6.1.6)

However, we will not limit ourselves only to star-products of the form (6.1.5) and
we will also consider other star-products, in particular, those for which an involution
differs from the complex-conjugation.

The symplectic manifold M is completely described by the Poisson algebra
C∞(M), hence the deformation of the Poisson algebra can be though of as a
deformation of a geometrical structure of the symplectic manifold M . Thus by the
deformation of C∞(M) to some non-commutative algebra we can think of it as
describing a non-commutative symplectic manifold.

From a historical point of view, the existence of a star-product on the arbitrary
symplectic manifold was first proved in 1983 by De Wilde and Lecomte [84]. Later
Fedosov [118] and Omori [213], independently, gave a proof of the existence of
a star-product on a symplectic manifold using the framework of Weyl bundles.
Finally, in 1997, Kontsevich [172] proved the existence of a star-product on the
arbitrary Poisson manifold.

Let � and �′ be two star-products on a symplectic manifold (M,ω). Both star-
products are said to be equivalent if there exists a series

S =
∞
∑

k=0

νkSk, S0 = id, (6.1.7)
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where Sk are differential operators on C∞(M), such that

S(f � g) = Sf �′ Sg. (6.1.8)

On the other hand, having a star-product on (M,ω) and a morphism (6.1.7) one
can define a new star-product on (M,ω) by the formula (6.1.8). One can check that
the new star-product indeed satisfies conditions 1–4 from the definition of a star-
product.

From the mathematical point of view the study of equivalences of star-products
was described in the language of Hochschild cohomologies [126]. The relation
of equivalence of star-products is an equivalence relation, so the set of all star-
products on any symplectic manifold is divided into disjoint equivalence classes.
Due to results of Nest and Tsygan [210], Bertelson et al. [22] and Deligne [86], the
equivalence classes of star-products on a symplectic manifold M are parametrized
by formal series of elements from the second de Rham cohomology group of M ,
i.e. H 2(M;C)[[ν]]. In particular, on a symplectic manifoldM for which the second
de Rham cohomology groupH 2(M;C) vanishes all star-products are equivalent.

If we choose a coordinate system on a domain O ⊂ M of the Poisson manifold
M , then a given star-product can be written locally in this coordinate system.
The simplest case is when a coordinate representation of the star-product is in
the form of a Moyal star-product (6.1.33) [205]. To each star-product corresponds
a particular class of coordinate systems, namely quantum canonical coordinate
systems. Coordinates which are canonical with respect to a one star-product do not
have to be canonical with respect to the other star-product. If O ⊂ M is a domain
of a coordinate system ϕ : O → R

2N then equivalence classes of star-products
written in these coordinates are parametrized by elements of H 2(O;C)[[h̄]]. The
Moyal star-product is in one of these classes. Let us denote this class by S(O, ϕ).
So every star-product on M whose coordinate representation with respect to the
coordinate chart (O, ϕ) is in the class S(O, ϕ) is locally equivalent with the Moyal
star-product. For part of these star-products, the coordinates (O, ϕ) are quantum
canonical (see (6.1.15)), like for the Moyal product. We will denote the class of
such star-products by Sqc(O, ϕ).

The star-products in Sqc(O, ϕ) will be used to perform nonequivalent quan-
tizations of the classical Hamiltonian system. For this reason the knowledge of
morphisms relating the star-products in Sqc(O, ϕ) with the Moyal product can
help in establishing the relations between the received nonequivalent quantizations.
Moreover, the fact that these star-products are equivalent with the Moyal product is
useful when constructing particular realizations of quantizations. For this reason we
will need an explicit form of S which will be constructed order by order. Fortunately,
for classical Hamiltonian functions polynomial in momenta, the h̄-expansion of S
has only the finite number of terms which will give the non-zero contribution when
acting on such functions. For instance, we will show that to calculate the action of
S on functions at most cubic in momenta we only need S to the second order in h̄.

Let (M,ω,H) be a classical Hamiltonian system. Such a system can be
quantized in the framework of deformation quantization. Actually, the classical
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Poisson algebra AC = (C∞(M), ·, { · , · }, _) is deformed to a quantum Poisson
algebraAQ = (C∞(M)[[ν]], �, [[ · , · ]], ∗), with the deformation parameter ν = ih̄.
In analogy to classical case, elements of C∞(M)[[ν]], self-adjoint with respect to
the involution ∗ from AQ form the set of admissible quantum observables. So,
like on the classical level, an observable corresponds to every measurable quantity.
The correspondence between measurable quantities and self-adjoint elements of
C∞(M)[[ν]] is fixed by the particular choice of quantization, so can vary depending
on the chosen quantization. What is important, quantum observables do not have
to coincide with functions in the classical case and in general they will be an
h̄-deformations of classical observables. They do not even have to be real valued
if for the considered quantization the involution from AQ is not the complex-
conjugation. Note that to each classical observable corresponds the whole family
of quantum observables, related to various admissible quantizations, which will
reduce to the same classical observable in the classical limit. It means that if AC
is a classical observable then the related quantum observables corresponding to it
are of the form

AQ = AC +
∞
∑

k=1

h̄kAk

for some functions Ak ∈ C∞(M).
On a mathematical level there is no way of telling which assignment of

measurable quantities to elements of C∞(M)[[h̄]] is appropriate for a given star-
product. This can be only verified through experiment, i.e. on a physical level.
On the other hand, there is a very restrictive number of known physical quantum
systems, being counterparts of some classical systems. They are mainly described
by the so called natural Hamiltonians

H(x, p) = 1
2G

ij (x)pipj + V (x),

with flat metricsG on a configuration space. The knowledge of quantization of such
systems is not enough to fix uniquely the quantization in arbitrary Riemann space
and is the source of ambiguities. In consequence, in the literature one meets various
versions of quantizations which coincide for the class of natural flat Hamiltonians.

Observation 11 A choice of quantization of the classical Hamiltonian system is
fixed by a choice of both, the �-product and the particular assignment A →
A(h̄) to classical observables A their quantum counterparts A(h̄). Moreover, two
quantizations (�,A(h̄)) and (�′, A′(h̄)) are equivalent if there exists an isomorphism
S of their quantum Poisson algebras, i.e. when both star-products are related
by (6.1.7), (6.1.8), and respective quantum observables are related by A′(h̄) =
S (A(h̄)) .

In what follows let d
h̄(ξ) = d
(ξ)
(2πh̄)n be the normalized Liouville measure and

L2(M, d
h̄) a Hilbert space of functions defined on the phase space M and square
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integrable with respect to the measure d
h̄, where the scalar product is given by

〈f, g〉 =
∫

M

f (ξ)g(ξ) d
h̄. (6.1.9)

So far we considered a quantum Poisson algebra as a formal algebra and so
we did not worry about the convergence of formal series appearing during the
process of formal quantization. However, such an approach is not entirely physical
as observables should be functions on a phase space not formal power series and
hence, complete quantum theory requires to investigate the problem of convergence.
This is an important mathematical problem which is beyond the scope of the book,
nevertheless let us give some remarks about the convergence of formal power series
appearing in the definition of star-products.

Let � be a star-product on (M,ω). In general it is not possible to find a
topology on C∞(M) such that the �-product will be convergent for every pair of
smooth functions. What can be done is to search for a subspace A ⊂ C∞(M)
with appropriately chosen topology such that the �-product will be convergent. In
general, functions from A can depend implicitly on h̄. Additionally, we will require
that there exists a subalgebra G ⊂ A such that G is a dense subset of L2(M, d
h̄),
and for f, g ∈ G there holds

‖f � g‖ ≤ ‖f ‖‖g‖. (6.1.10)

From (6.1.10) results that the �-product is continuous on the subspace G × G
with respect to the L2-topology and in consequence can be uniquely extended to
the continuous star-product on the whole space L2(M, d
h̄) satisfying (6.1.10)
for every f, g ∈ L2(M, d
h̄), which follows from the fact that G is dense in
L2(M, d
h̄).

The convergence of a �-product in L2(M, d
h̄) is closely related with the
existence of integral representation of such a product (see the next subsection).
The reader can find more on the convergence of deformation quantization in the
literature. For example, in [208, 209, 226] the authors study the convergence in
the framework of C∗-algebras (this is usually referred to as strict deformation
quantization). A non-formal deformation quantization developed in the framework
of Fréchet-Poisson algebras is studied in [214, 215]. Worth noting are also papers
[136, 238] where the convergence of a Moyal product on suitable spaces of functions
is investigated.

The Hilbert space L2(M, d
h̄) with some convergent �-product (6.1.5) has a
structure of an algebra, denoted hereafter by L. From properties (1−3) of (6.1.5)
it is clear that for the algebra L = (L2(M, d
h̄), �) the complex-conjugation is
an involution, that under the integral sign the star-product of two functions from
L2(M, d
h̄) reduces to the point-wise product and that the following relation holds

〈g, f � h〉 = 〈f̄ � g, h〉, f, g, h ∈ L2(M, d
h̄).
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For any f ∈ A such that D(f ) is a subspace of A, dense in L2(M, d
h̄), and
such that for every ρ ∈ D(f ), f � ρ ∈ L2(M, d
h̄), we can associate a densely
defined operator f � on the Hilbert space L2(M, d
h̄) with the domain equalD(f )
and which satisfies

(f � )† = f̄ � .

Defining a trace functional by the formula

Tr(f ) =
∫

M

f (ξ) d
h̄(ξ), f ∈ L1(M, d
h̄), (6.1.11)

the �-product in the algebra L obey the following property: the ideal L1 = L � L is
a subset of L1(M, d
h̄) and

Tr(f̄ � g) = 〈f, g〉 (6.1.12)

for any f, g ∈ L2(M, d
h̄).
So far the star-products have been represented by formal series of bi-differential

operators. Then, using a respective topology on an appropriate space of smooth
functions, these series could be made convergent. In such a way we can introduce
a star-product on a subspace of C∞(M) and then transfer it to the Hilbert space
L2(M, d
h̄). There is however alternative way of introducing star-products, pre-
sented in [170]. One can first define a star-product on some subspace G ⊂ C∞(M)
of smooth functions, which is at the same time required to be a dense subspace
in L2(M, d
h̄). Then G should be endowed with a topology. Moreover, the star-
product should be continuous in G and it is usually defined by an integral formula.
From there it can be extended to a continuous star-product on the whole space
L2(M, d
h̄).

The geometrical language which was used to deform classical Poisson algebra
allowed for the deformation presented in a coordinate free way. However, in a full
analogy with the classical case, it is possible to develop the deformed theory in any
particular coordinate system. Let M ⊃ U → V ⊂ R

2n, ξ �→ (ξ 1(ξ), . . . , ξ 2n(ξ))

be a local coordinate system on the symplectic manifold M . In analogy with the
classical case this coordinate system is called quantum canonical if there holds

[[ξα, ξβ ]] = παβ, (6.1.13)

where

(παβ) =
(

0 In

−In 0

)

. (6.1.14)
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In the case whenM = T ∗Qwe will denote a quantum canonical coordinate system,
like in the classical case, by

(x1, . . . , xn, p1, . . . , pn) ≡ (xi, pj ).

Then the quantum canonicity condition (6.1.13) takes the form

[[xi, xj ]] = [[pi, pj ]] = 0, [[xi, pj ]] = δij . (6.1.15)

Note that in the limit h̄ → 0 a quantum canonical coordinate system reduces
to a classical canonical one. If (xi, pj ) and (x ′i , p′j ) are two quantum canonical

coordinate systems then the transformation (xi, pj ) �→ (x ′i , p′j ) is called a quantum
canonical transformation and will be considered with a special care in our further
considerations.

Let us derive the condition on a coordinate system (ξ 1, . . . , ξ2n) which has to
be satisfied to make it simultaneously classical and quantum canonical coordinate
system. A coordinate system (ξ 1, . . . , ξ 2n) is classical and quantum canonical for
star-algebra (6.1.1), (6.1.2) if and only if

{ξα, ξβ} = C1(ξ
α, ξβ)− C1(ξ

β, ξα) = παβ, (6.1.16a)

Ck(ξ
α, ξβ) = Ck(ξβ, ξα), k = 2, 3, . . . , (6.1.16b)

for every α, β = 1, . . . , 2n, where Ck are bi-differential operators from the
expansion (6.1.1) of the �-product. Indeed, from (3.2.12) and condition 3 from the
definition (6.1.1) of a �-product we get (6.1.16a). In accordance with (6.1.13) a
coordinate system (ξ1, . . . , ξ2n) is a quantum canonical coordinate system if and
only if

[ξα, ξβ ] = ξα � ξβ − ξβ � ξα = ih̄παβ.

The above condition can be written in the form

∞
∑

k=0

νk
(

Ck(ξ
α, ξβ)− Ck(ξβ, ξα)

) = ih̄παβ

and is equivalent with the system (6.1.16a), (6.1.16b). In particular

Ck(ξ
α, ξβ) = Ck(ξβ, ξα) = 0, k = 2, 3, . . . .

For the distinguished class of �-products in the form (6.1.5) the symmetry

Ck(f, g) = (−1)kCk(g, f )



288 6 Deformation Theory of Classical Poisson Algebras

reduces conditions (6.1.16a), (6.1.16b) to the simpler form

C1(ξ
α, ξβ) = παβ,

Ck(ξ
α, ξβ) = 0, k = 3, 5, . . . .

If (ξ1, . . . , ξ 2n) is a coordinate system on some domain V ⊂ M then we can
write elements of C∞(M)[[h̄]] in these coordinates and get a formal power series
in C∞(V )[[h̄]]. In particular, if f = ∑∞

k=0 h̄
kfk ∈ C∞(M)[[h̄]], then by writing

each fk ∈ C∞(M) in the coordinates (ξ1, . . . , ξ 2n) we get a formal power series
in C∞(V )[[h̄]]. Analogically, we can write a �-product on M in the coordinates
(ξ1, . . . , ξ 2n) receiving a star-product on a subset V . Further on we will denote
such star-product by �(ξ).

Let us make some remarks about admissible domains of coordinate systems. If
one is interested only in the investigation of a geometry of the classical Hamiltonian
system (M,ω,H), then one can consider coordinate systems defined on arbitrary
open subsets U of a phase space M . However, for quantum systems, even on such
a general level of the geometry of the system, this does not remain true since star-
products, considered in a non-formal setting by an integral representation are not
local. The same situation occurs on both classical and quantum levels, when one
investigates integrals over the phase space in order to calculate expectation values
of observables. Then it cannot be done in an arbitrary coordinate system. The reason
for this is that, in general the values of integrals will change if the integration
will be performed over a subset U ⊂ M where coordinates are defined. That
problem was already discussed on a classical level. The only coordinate systems in
which it is meaningful to consider integration are almost global coordinate systems
(cf. Observation 6). In most general situation, when integration is defined in several
charts, a full integration measure on M may exists as well. Nevertheless, that
cases are beyond the scope of the book and we confine to manifolds with almost
global coordinate system, where both classical Hamiltonian statistical mechanics
and quantum Hamiltonian mechanics can be always well formulated.

6.1.2 Fourier Transforms

Fourier transforms play an important role in our further considerations. Thus, it is
a proper moment for a choice of a notation and a convention for various Fourier
transforms used in the following sections on the quantum level. In what follows we
will define the Fourier transform of a function f ∈ L1(R2n) by a formula

(Ff )(ζ ) = 1

(2πh̄)n

∫

R2n
f (ξ)e

− i
h̄ ζ μξ

μ

dξ =
∫

R2n
f (ξ)e

− i
h̄ ζμξ

μ

d
h̄(ξ)

(6.1.17)
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and the inverse Fourier transform by

(F−1f )(ξ) = 1

(2πh̄)n

∫

R2n
f (ξ)e

i
h̄
ζμξ

μ

dζ =
∫

R2n
f (ζ )e

i
h̄
ζ μξ

μ

d
h̄(ζ )

(6.1.18)

The Fourier transform has the following properties

F(∂ξμf )(ζ ) = i

h̄
ζμFf (ζ ), (6.1.19)

F(f · g) = Ff ∗ Fg, (6.1.20)

where ∗ is a convolution of functions defined by

(f ∗ g)(ξ) =
∫

R2n
f (ξ ′)g(ξ − ξ ′) d
h̄(ξ ′) =

∫

R2n
f (ξ − ξ ′)g(ξ ′) d
h̄(ξ ′).

(6.1.21)

For further considerations we also need a notion of a symplectic Fourier
transform. Thus, for a function f ∈ L1(R2n) we define a symplectic Fourier
transform of f by a formula

Fωf (ξ ′) = 1

(2πh̄)n

∫

R2n
f (ξ)e

− i
h̄ ω(ξ

′,ξ )
dξ =

∫

R2n
f (ξ)e

− i
h̄ ω(ξ

′,ξ )
d
h̄(ξ),

(6.1.22)

where ω is a canonical symplectic form on R
2N given by ω(ξ ′, ξ ) = ωαβξ

′αξβ
where

(ωαβ) =
(

0n −In
In 0n

)

.

Note that Fωf (ξ ′) = Ff (ωT ξ ′).
In (x, p) representation we have

Fωf (p′, x ′) = 1

(2πh̄)n

∫

Rn

∫

Rn

f (x, p) exp

[

− i
h̄

(

p′kxk − x ′kpk
)
]

dxdp,

F−1
ω f (x, p) = 1

(2πh̄)n

∫

Rn

∫

Rn

f (p′, x ′) exp
i

h̄

(

p′kxk − x ′kpk
)

dx ′dp′.
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Besides, in this convention

Fω(∂nx ∂mp f )(p′, x ′) =
(

i

h̄
p′
)n (

− i
h̄
x ′
)m

Fωf (p′, x ′),

Fω(xnpmf )(p′, x ′) =
(

ih̄∂p′
)n
(−ih̄∂x ′)mFωf (p′, x ′),

F−1
ω (∂np′∂

m
x ′f )(x, p) =

(

− i
h̄
x

)n (
i

h̄
p

)m

Fωf (x, p),

F−1
ω (p′nx ′mf )(x, p) = (−ih̄∂x)n

(

ih̄∂p
)mFωf (x, p),

and

δ(x − x0) = 1

(2πh̄)n

∫

Rn

exp

(

i

h̄
(xk − xk0)pk

)

dp,

δ(p − p0) = 1

(2πh̄)n

∫

Rn

exp

(

− i
h̄
(pk − p0k)x

k

)

dx.

Finally, let

f̃ (x, x ′) = 1

(2πh̄)n

∫

Rn

f (x, p)e
i
h̄
pkx

′k
dp (6.1.23)

and

f̃ (p′, p) =
∫

Rn

f (x, p)e
− i
h̄ p

′
kx
k

dx, (6.1.24)

where f̃ denotes the Fourier transform of a function f ∈ L1(R2n) with respect to
n momentum coordinates p or n position coordinates x, respectively. The inverse
transforms are

f (x, p) =
∫

Rn

f̃ (x, x ′)e−
i
h̄ pkx

′k
dx ′ = 1

(2πh̄)n

∫

Rn

f̃ (p′, p)e
i
h̄ p

′
kx
k

dp′.
(6.1.25)

6.1.3 Star Products on R
2n

Let us consider a 2n-dimensional simplectic manifold M = R
2n with Darboux

coordinates (ξ 1, . . . , ξ 2n). In particular we can adapt the Euclidean geometry to the
construction in the sense that the first n Darboux coordinates ξ i are a Cartesian
coordinate system (x1, . . . , xn) on En while the remaining Darboux coordinates
are fiber coordinates, i.e. momenta pi conjugated to xi . That is M = T ∗En and
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(ξ1, . . . , ξ 2n) = (x1, . . . , xn, p1, . . . , pn). In these coordinates the symplectic form
ω takes the canonical form dpi ∧ dxi . Also the Poisson tensor (implectic bi-vector)
π = ω−1 related to the symplectic form ω can be written in the form

π = πμν∂ξμ ⊗ ∂ξν = ∂xi ∧ ∂pi . (6.1.26)

In Sect. 3.2.1 was shown that the Poisson tensor π can be decomposed into a
wedge product of pair-wise commuting onM vector fields (3.2.1)

π = πμνDμ ⊗Dν =
n
∑

i=1

Xi ∧ Yi, (6.1.27)

whereXi = Di and Yi = Dn+i for i = 1, . . . , n, as the Poisson property [π, π]S =
0 follows directly from commutativity of vector fields Dμ : [Dμ,Dν ] = 0. The
canonical Poisson bi-vector (6.1.26) can be represented by these Dα for which

Xi ∧ Yi = Di ∧Dn+i = ∂xi ∧ ∂pi .

The related Poisson bracket {f, g}π can be written as

{f, g}π = π(df, dg) =
n
∑

i=1

[Xi(f )Yi(g)− Yi(f )Xi(g)]

= f
n
∑

i=1

(
←−
X i
−→
Y i −←−Y i−→X i)g = f

(

n
∑

i=1

←−
X i ∧ −→Y i

)

g,

In what follows we will define an important family of star-products on the
symplectic manifold T ∗En. Let (Dμ) be a sequence of pair-wise commuting global
vector fields from the decomposition (6.1.27) of the Poisson tensor π . Define a star-
product by the formula

f � g = f exp
(

1
2 ih̄π

μν←−Dμ
−→
D ν

)

g = f exp

(

1
2 ih̄

n
∑

k=1

←−
X k ∧−→Y k

)

g

= f exp

(

1
2 ih̄

n
∑

k=1

←−
X k
−→
Y k − 1

2 ih̄

n
∑

k=1

←−
Y k
−→
X k

)

g = f · g +O(h̄),

(6.1.28)

and aquantum Poisson bracket by a respective formula

[[f, g]]� =
1

ih̄
[f, g]� = 1

ih̄
(f � g − g � f ) = {f, g}π +O(h̄). (6.1.29)
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From the commutativity of vector fields Xi, Yi follows the associativity of the
star-product and hence the quantum bracket (6.1.29) is a Lie bracket as the
Jacobi identity (2.5.24) is fulfilled by any commutator built up on an associative
multiplication. Besides, the quantum involution in the star-algebra (6.1.28) is the
complex conjugation as from (6.1.28) we get immediately that

f � g = ḡ � f̄ . (6.1.30)

In the simplest case n = 1, for example, the product (6.1.28) can be written in the
form

f � g = f exp
(

1
2 ih̄
←−
X
−→
Y − 1

2 ih̄
←−
Y
−→
X
)

g

=
∞
∑

k=0

1

k!
(

ih̄

2

)k k
∑

m=0

(

k

m

)

(−1)m(Xk−mYmf )(XmY k−mg).
(6.1.31)

However, the decomposition (6.1.27) of the Poisson tensor π is not unique. There
are different sequences of commuting vector fields X′i , Y ′i , i = 1, . . . , n on M =
T ∗En such that

π =
n
∑

i=1

Xi ∧ Yi =
n
∑

i=1

X′i ∧ Y ′i . (6.1.32)

So, with the arbitrary canonical Poisson tensor π (6.1.26) one can relate the whole
family of star-products (6.1.28), parametrized by appropriate sets of commuting
vector fields from the decomposition (6.1.32).

The constructed family of star-products consists of equivalent star-products,
which is a direct consequence of the fact that the second de Rham cohomology
group H 2(R2n;C) vanishes. In particular, for any pair of �-algebras generated by
respective sets of commuting vector fields (Xi, Yi) and (X′i , Y ′i ) there exists an
isomorphism S (6.1.7), (6.1.8) of both algebras.

Example 6.1 Let us consider the Poisson manifold T ∗R ∼= R
2 with the canonical

Poisson tensor π in a Darboux coordinate system (x, p). Consider the following
vector fields

X = ∂x, Y = ∂p,
X′ = x2∂x − 2xp∂p, Y ′ = x−2∂p.

It can be checked immediately that [X,Y ] = 0, [X′, Y ′] = 0 and that

π = X ∧ Y = X′ ∧ Y ′ = ∂x ∧ ∂p.
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Star-products induced by vector fields X,Y and X′, Y ′ are equivalent and the
morphism S up to h̄2 is given by

S = id+ h̄
2

4

(

2x−2∂2
p + x−2p∂3

p − x−1∂x∂
2
p

)

+O(h̄4).

Note that vector fields X,Y and X′, Y ′ are related by a canonical transformation
T : (x, p) �→ T (x, p) = (−x−1, x2p):

(Xf ) ◦ T = X′(f ◦ T ), (Yf ) ◦ T = Y ′(f ◦ T ),

for f ∈ C∞(R2). We will investigate systematically the construction of star-
products via canonical transformations in the next subsection.

For a given sequence of vector fields (Dμ) from the decomposition (6.1.27)
of the Poisson tensor π there exists a coordinate system (ξ1, . . . , ξ 2n) in which
Dμ are coordinate vector fields, i.e. Dμ = ∂ξμ . Such a coordinate system is of
course a Darboux coordinate system associated with the Poisson tensor π . In these
coordinates the star-product (6.1.28) takes the form

f �M g = f exp

(

ih̄

2
πμν

←−
∂ ξμ

−→
∂ ξν

)

g

=
∞
∑

k=0

1

k!
(

ih̄

2

)k

πμ1ν1 · · ·πμkνk (∂ξμ1 · · · ∂ξμk f )(∂ξν1 · · · ∂ξνk g),

(6.1.33)

where πμν is the Poisson tensor in Darboux coordinates (6.1.14). The star-
product (6.1.33) was first considered by [140, 205], and [19] and is usually called
a Moyal product. The coordinate system (ξ 1, . . . , ξ2n) will be called a natural
coordinate system of the �-product.

The family of �-products (6.1.28) belongs to a particular class of products
defined by (6.1.5). The property 1 follows immediately from the form of (6.1.28)
and the expansion of the exponents (see (6.1.31) for example). The property 2
was mentioned in (6.1.30). Finally, we prove the property 3 by writing the
product (6.1.28) in its natural coordinate system (6.1.33). Let

Ck(f, g) = 1

k!π
μ1ν1 · · ·πμkνk (∂ξμ1 · · · ∂ξμk f )(∂ξν1 · · · ∂ξνk g).

Then, using integration by parts we get for k = 1, 2, . . .

∫

R2N
Ck(f, g) dξ = −

∫

R2N

1

k!π
ν1μ1πμ2ν2 · · ·πμkνk (∂ξν1 ∂ξμ2 · · · ∂ξμk f )

× (∂ξμ1 ∂ξν2 · · · ∂ξνk g) dξ = −
∫

R2N
Ck(f, g) dξ
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and so
∫

R2N
Ck(f, g) dξ = 0,

which proves 3.
In the simplest case n = 1, for example, the Moyal product (6.1.33) in (x, p)

representation takes the form

f �M g = f exp
[

1
2 ih̄

(←−
∂ x
−→
∂ p −←−∂ p−→∂ x

)]

g

=
∞
∑

k=0

1

k!
(

ih̄

2

)k k
∑

m=0

(

k

m

)

(−1)m(∂k−mx ∂mp f )(∂
m
x ∂

k−m
p g)

(6.1.34)

and hence

[[f, g]]M = 2

h̄
f sin

[

1
2 h̄
(←−
∂ x
−→
∂ p −←−∂ p−→∂ x

)]

g

= {f, g}π +
∞
∑

n=1

(−1)n

(2n+ 1)!
(

h̄

2

)2n

f
(←−
∂ x
−→
∂ p −←−∂ p−→∂ x

)2n+1
g.

(6.1.35)

The structure of the symplectic manifold T ∗En distinguishes one product
from the presented family of star-products, namely the one for which the natural
coordinate system is the Cartesian coordinate system. Such a star-product is indeed
uniquely defined since coordinate vector fields of Cartesian coordinate systems are
related to each other by linear symplectic transformations and such transformations
do not change the star-product (6.1.33), as will be shown later. This distinguished
star-product will be called a canonical star-product on T ∗En. As will be proved in
the next chapter, such a particular deformation of the classical Poisson algebra is
equivalent with standard Weyl quantization of classical mechanics.

As was mentioned above, in a given classical canonical coordinate system
(ξ1, . . . , ξ2n), one of the products (6.1.28) takes the form of Moyal representa-
tion (6.1.33). In this case evidently classical canonical coordinates are simultane-
ously quantum canonical coordinates. Besides, all other star-products (6.1.28) are
generated from the Moyal one (6.1.33) by classical canonical transformations (see
Example 6.1). Obviously, not every classical canonical transformation generates
a new star-product (6.1.28) for which coordinates (ξ 1, . . . , ξ 2n) are quantum
canonical. That problem will be considered in details in the next subsection.

According to Observation 11, the choice of quantization consists of the choice of
a �-product and simultaneously the choice of a quantum observable AQ(h̄). For a
particular class of �-products (6.1.28), or more general (6.1.5), when the involution
is a complex conjugation, the simplest admissible choice of quantum observables is
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given by

AQ(h̄) = AC.

Now let us present a family of star-products on T ∗En, which are not in the
form (6.1.28) and for which the complex-conjugation is not the involution. Let
X1, . . . , Xn, Y1, . . . , Yn be a set of pair-wise commuting global vector fields from
the decomposition (6.1.27) of the Poisson tensor π . Define a star-product (in fact a
three-parameter family of star-products) by the formula

f �σ,α,β g =f exp

(

ih̄
(

1
2 − σ

)
n
∑

j=1

←−
X j
−→
Y j − ih̄

(

1
2 + σ

)
n
∑

j=1

←−
Y j
−→
X j

+ h̄α
n
∑

j=1

←−
X j
−→
X j + h̄β

n
∑

j=1

←−
Y j
−→
Y j

)

g,

(6.1.36)

where σ, α, β ∈ R. The star-product (6.1.36) is equivalent with the star-
product (6.1.28) corresponding to the same sequence (Xi, Yj ) of vector fields.
A morphism S (6.1.7), (6.1.8) giving this equivalence is of the form

Sσ ,α,β = exp

⎛

⎝−ih̄σ
n
∑

j=1

XjYj + 1
2 h̄α

n
∑

j=1

XjXj + 1
2 h̄β

n
∑

j=1

YjYj

⎞

⎠ .

(6.1.37)

For the simplicity of formulas we will prove it for a particular case of α = β = 0,
when

f �σ g = f exp

(

ih̄
(

1
2 − σ

)
n
∑

j=1

←−
X j
−→
Y j − ih̄

(

1
2 + σ

)
n
∑

j=1

←−
Y j
−→
X j

)

g

and

Sσ = exp

⎛

⎝−ih̄σ
n
∑

j=1

XjYj

⎞

⎠ .

Using the notation

f exp
(←−
X
−→
Y
)

g := exp
(

Xf Yg
)

(fg)
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and observing that for commuting vector fields X, Y

exp(XY )(fg) = exp
[(

Xf +Xg
) (

Yf + Yg)
)]

(fg)

we get

f �σ g = Sσ (S−1
σ f � S

−1
σ g)

= exp

⎡

⎣−ih̄σ
n
∑

j=1

(

X
f
j +Xgj

) (

Y
f
j + Ygj

)

⎤

⎦ exp

⎡

⎣ih̄σ

n
∑

j=1

X
f
j Y

f
j

⎤

⎦

exp

⎡

⎣
1
2 ih̄

n
∑

j=1

(

X
f
j Y

g
j − Xgj Y fj

)

⎤

⎦ exp

⎡

⎣ih̄σ

n
∑

j=1

X
g
j Y

g
j

⎤

⎦ (fg)

= exp

⎡

⎣ih̄
(

1
2 − σ

)
n
∑

j=1

X
f
j Y

g
j − ih̄

(

1
2 + σ

)
n
∑

j=1

X
g
j Y

f
j

⎤

⎦ (fg)

= f exp

⎡

⎣ih̄
(

1
2 − σ

)
n
∑

j=1

←−
X j
−→
Y j − ih̄

(

1
2 + σ

)
n
∑

j=1

←−
Y j
−→
X j

⎤

⎦ g.

The involution for the �σ,α,β -product as well as for other star-products of the
general form (6.1.1) is constructed from the following considerations. Assume
that in a �-algebra the involution is the complex-conjugation. Let a �′-algebra be
isomorphic to the previous one by S. Then, the involution in �′-algebra, induced by
involution in �-algebra, takes the form

f ∗ = SS−1f . (6.1.38)

Indeed

(

f �′ g
)∗ = SS−1 (f �′ g) = S(S−1f � S−1g)

= S(S−1g � S−1f ) = SS−1g �′ SS−1f )

= g∗ �′ f ∗.

Now, the same question, concerning a choice of a quantum observable according
to Observation 11, appears for �-products with involution given by (6.1.38). The
simplest admissible deformation of a classical observable AC , which is self-adjoint
with respect to (6.1.38) is given by

AQ(h̄) = W(h̄)AC, SS−1W = W. (6.1.39)
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Indeed, for suchW(h̄) we have A∗Q = AQ. In particular, for

SS−1 = exp iB 
⇒ W = exp 1
2 iB,

where B is a real differential operator.
The involution of algebra (6.1.36), induced by the involution of algebra (6.1.28),

according to (6.1.38) takes the form

f ∗ = exp

⎛

⎝−2ih̄σ
n
∑

j=1

XjYj

⎞

⎠ f̄ (6.1.40)

and

W(h̄) = exp

⎛

⎝−ih̄σ
n
∑

j=1

XjYj

⎞

⎠ . (6.1.41)

From (6.1.40) it is evident that for σ �= 0 the involution for the �σ,α,β -product is
different from the complex-conjugation and functions self-adjoint with respect to it
can be complex in general .

Example 6.2 In particular let us consider a quantization given by the �σ,α,β -product
for a one-dimensional case (n = 1) and in a natural coordinate system whenX = ∂x
and Y = ∂p. Then

f ∗ = exp
(−2ih̄σ ∂x∂p

)

f̄ , W(h̄) = exp(−ih̄σ∂x∂p)

and choosing for instance AC = xp2 we get

AQ(h̄) = W(h̄)AC = xp2 − 2ih̄σp,

which evidently is self-adjoint: A∗Q(h̄) = AQ(h̄).
The last question, related to the definition of involution different from the

complex conjugation, is about the existence of a canonical choice of the involution.
Such a problem is related directly with the existence of a canonical star-product on
the considered manifold. From previous considerations we know that a canonical
star-product exists on T ∗En, i.e. the one which in Cartesian coordinates takes the
form of the Moyal product. Thus, on T ∗En, we also have a canonical choice of
S in (6.1.39) as this related the considered star-product with the canonical star-
product.
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Let us consider a larger family of star-products related to the decomposi-
tion (6.1.27) of the classical Poisson tensor π by the formula

f � g =f exp

(

1
2 ih̄

n
∑

k=1

←−
X k
−→
Y k − 1

2 ih̄

n
∑

k=1

←−
Y k
−→
X k

+ P(←−X 1 +−→X 1, . . . ,
←−
Y n +−→Y n; h̄)

− P(←−X 1, . . . ,
←−
Y n; h̄)− P(−→X 1, . . . ,

−→
Y n; h̄)

)

g,

(6.1.42)

where P is a polynomial of 2n arguments with coefficients dependent on h̄. An
isomorphism S intertwining the �-product (6.1.42) with the �-product (6.1.28) reads

S = exp (P (X1, . . . , Yn; h̄)) .

Obviously the family (6.1.36) is the particular case of (6.1.42) with S given
by (6.1.37). If additionally the condition

P(X1, . . . , Yn) = P(Y1, . . . , Xn)

is fulfilled, then the complex-conjugation is the involution for this product as well.
In particular let us take P(X1, . . . , Yn; h̄) = − 1

8bh̄
2 ∑n

k,j=1XkXjYkYj , b ∈ R.
Then the �-product (6.1.42) takes the form

f � g =f exp

(

1
2 ih̄

n
∑

k=1

←−
X k
−→
Y k − 1

2 ih̄

n
∑

k=1

←−
Y k
−→
X k

+ 1
8bh̄

2
n
∑

k,j=1

(
←−
X k
←−
Y k
←−
X j
←−
Y j +−→X k

−→
Y k
−→
X j
−→
Y j )

− 1
8bh̄

2
n
∑

k,j=1

(
←−
X k +−→X k)(

←−
Y k +−→Y k)(←−X j +−→X j)(

←−
Y j +−→Y j )

)

g

(6.1.43)

and will play an important role in our further considerations.
For a given sequence of vector fields (Xi, Yi), from the decomposition (6.1.27)

of the Poisson tensor π , there exists a coordinate system (x1, . . . , xn, p1, . . . , pn) in
whichXi = ∂xi , Yi = ∂pi are coordinate vector fields. Such a coordinate system, as
was mentioned earlier, is a Darboux coordinate system associated with the Poisson
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tensor π . In these coordinates the star-products (6.1.42) take the form

f � g =f exp
(

1
2 ih̄

(←−
∂ xk

−→
∂ pk −

←−
∂ pk

−→
∂ xk

)

+ P (←−∂ x1 +−→∂ x1 , . . . ,
←−
∂ pn +−→∂ pn; h̄)

− P (←−∂ x1, . . . ,
←−
∂ pn; h̄)− P (

−→
∂ x1 , . . . ,

−→
∂ pn; h̄)

)

g

while the star-product (6.1.43) the respective form

f � g =f exp

(

1
2 ih̄

(←−
∂ xk

−→
∂ pk −

←−
∂ pk

−→
∂ xk

)

+ 1
8bh̄

2(
←−
∂ xk

←−
∂ pk

←−
∂ xj

←−
∂ pj +

−→
∂ xk

−→
∂ pk

−→
∂ xj

−→
∂ pj )

− 1
8bh̄

2(
←−
∂ xk +

−→
∂ xk )(

←−
∂ pk +

−→
∂ pk )(

←−
∂ xj +

−→
∂ xj )(

←−
∂ pj +

−→
∂ pj )

)

g.

Again, all other star-products (6.1.42) are constructed by classical canonical
transformations of coordinates.

An integral representation of a star-product is very important and particularly
useful for further considerations. In order to do it let us chose the Fourier transform
and the convolution defined by formulas (6.1.17)–(6.1.21). Next we need to specify
a space G where the series (6.1.1) ((6.1.7) in particular) is convergent. Let G =
F(C∞0 (R2n)) be the Fourier image of the space of smooth functions on R

2n with
the compact support, where the Moyal product (6.1.33) is convergent [136]. We
prove the following integral form of that product

(f �M g)(ξ) = 1

(πh̄)2n

∫

R2n

∫

R2n
f (ξ + ξ ′)g(ξ + ξ ′′)e− 2i

h̄
ωμνξ

′μξ ′′ν
dξ ′ dξ ′′.

(6.1.44)

Indeed, using the properties (6.1.19) and (6.1.20) of the Fourier transform, the
Moyal product (6.1.33) can be written in the following representation

(f �M g)(ξ) = F−1F(f �M g)(ξ) = 1

(2πh̄)n

∫

R2n
F(f �M g)(ζ )e

i
h̄
ζμξ

μ

dζ

= 1

(2πh̄)2n

∫

R2n

∞
∑

k=0

1

k!
(

ih̄

2

)k

πμ1ν1 · · ·πμkνk
∫

R2N
F(∂ξμ1 · · · ∂ξμk f )(ζ ′)

× F(∂ξν1 · · · ∂ξνk g)(ζ − ζ ′)e
i
h̄
ζμξ

μ

dζ ′ dζ

= 1

(2πh̄)2n

∫

R2n

∞
∑

k=0

1

k!
(

ih̄

2

)k

πμ1ν1 · · ·πμkνk
∫

R2N

i

h̄
ζ ′μ1

· · · i
h̄
ζ ′μkFf (ζ

′)
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× i

h̄
(ζ ν1

− ζ ′ν1
) · · · i

h̄
(ζ νk − ζ ′νk )Fg(ζ − ζ ′)e

i
h̄
ζμξ

μ

dζ ′ dζ

= 1

(2πh̄)2n

∫

R2n

∫

R2n

∞
∑

k=0

1

k!
(−i

2h̄

)k (

πμνζ ′μ(ζ ν − ζ ′ν)
)k

× Ff (ζ ′)Fg(ζ − ζ ′)e ih̄ ζμξμ dζ ′ dζ

= 1

(2πh̄)2n

∫

R2n

∫

R2n
Ff (ζ ′)Fg(ζ − ζ ′)e− i

2h̄ π
μνζ ′μ(ζ ν−ζ ′ν )e

i
h̄
ζμξ

μ

dζ ′ dζ .

After the change of variables

ζ ′μ→ ζ ′μ,

ζμ→ ζμ + ζ ′μ
we get

(f �M g)(ξ) = 1

(2πh̄)2n

∫

R2n

∫

R2n
Ff (ζ ′)Fg(ζ )e

i
h̄ (ξ

μ+ 1
2π

μνζ ′ν)ζμe
i
h̄ ζ
′
μξ
μ

dζ ′ dζ

= 1

(2πh̄)n

∫

R2n
Ff (ζ ′)g(ξ + 1

2πζ
′)e

i
h̄ ζ
′
μξ
μ

dζ ′

= 1

(2πh̄)2n

∫

R2n

∫

R2n
f (ξ ′)g(ξ + 1

2πζ
′)e

i
h̄ ζ
′
μξ
μ

e
− i
h̄ ζ
′
μξ
′μ
dξ ′ dζ ′.

Performing another change of variables

ξ ′μ→ ξμ + ξ ′μ,
ζ ′μ→ 2ωμνξ ′′ν

and observing that πω = In we receive the result. Notice that in the representation
M = T ∗Rn with canonical basis (x1, . . . , xn, p1, . . . , pn), the star product (6.1.44)
takes the form [7, 152, 269]

(f �M g)(x, p) (6.1.45)

= 1

(πh̄)2n

∫

R2n

∫

R2n
f (x + x′, p + p′)g(x + x′′, p + p′′)e− 2i

h̄ (x
′′kp′k−x′kp′′k ) dx′dx′′dp′dp′′

= 1

(πh̄)2n

∫

R2n

∫

R2n
f (x′, p′)g(x′′, p′′)e−

2i
h̄
[(p′k−pk)(x′′k−xk)−(x′k−xk)(p′′k−pk)] dx′dx′′dp′dp′′.

The integral form of the Moyal product is also valid for the space of Schwartz
functions S. Moreover, it can be shown that �M is continuous on S and that for
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f, g ∈ S we have f �M g ∈ S and

‖f �M g‖L2 ≤ ‖f ‖L2‖g‖L2 ,

see e.g. [33, 136]. The extension of the Moyal product from G to a continuous
star-product on S is unique since G is dense in S. Hence the Schwartz space S
is an algebra with respect to the Moyal product. From (6.1.3) follows that the
Moyal product is continuous with respect to the L2-topology and thus can be
uniquely extended to a continuous star-product on L2(R2N) making it an algebra
L = L2(R2N, �M).

Under substitution x ′ → 1
2x
′, x ′′ → − 1

2x
′′, the integral form (6.1.45) of the

Moyal product can be written in the following way

(f �M g)(x, p) =
∫

Rn

∫

Rn

f̃ (x + 1
2x
′, x ′′)g̃(x − 1

2x
′′, x ′)e−

i
h̄
(x ′k+x ′′k)pk dx ′ dx ′′,

(6.1.46)

where f̃ denotes the Fourier transform of f in the momentum variable (6.1.23).
Note, that the Moyal product on G is not local, which can be seen from its integral
form (6.1.44). For a fixed ξ ∈ R

2n the value of the integral in (6.1.44) depends on
the values of functions f and g far away from ξ .

The Moyal product (6.1.33) is also a valid star-product on the symplectic
manifold M = T ∗U = U × R

n, where U is an open subset of R
n. This is a

direct consequence of the fact that the Moyal product is a series of bi-differential
operators which are local operators. For f, g ∈ C∞0 (M) the integral form (6.1.44)
of the product still makes sense, since f and g can be uniquely extended to smooth
functions on the whole space R

2n with the same supports as f and g respectively
(simply by putting the functions f and g equal 0 outside U × R

n). In such a case
the expression (6.1.44) still can be formally expanded to the series (6.1.33). For
f, g ∈ G formula (6.1.46) makes sense and defines the Moyal product of functions
f and g. Moreover, f �M g is smooth and hence f �M g ∈ G, i.e. G is an algebra
with respect to �M .

Finally, at the end of that subsection, let us prove that any function f ∈ AQ can
be expanded into an appropriate �-power series. For simplicity we do it for the case
n = 1, but the generalization onto arbitrary n is straightforward. We show that for
any f (x, p) ∈ AQ

f =
∞
∑

n,m=0

anm x � · · · � x
︸ ︷︷ ︸

n

� p � · · · � p
︸ ︷︷ ︸

m

, (6.1.47)

where anm ∈ C. First we prove it for the Moyal algebra. From relations

x �M x = x · x, p �M p = p · p, x �M p = x · p + 1
2 i�
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we get the recurrence relations

x · (x �M · · · �M x
︸ ︷︷ ︸

n

�M p �M · · · �M p
︸ ︷︷ ︸

m

) = x �M · · · �M x
︸ ︷︷ ︸

n+1

�M p �M · · · �M p
︸ ︷︷ ︸

m

− 1
2 ih̄m x �M · · · �M x

︸ ︷︷ ︸

n

�M p �M · · · �M p
︸ ︷︷ ︸

m−1

,

p · (x �M · · · �M x
︸ ︷︷ ︸

n

�M p �M · · · �M p
︸ ︷︷ ︸

m

) = x �M · · · �M x
︸ ︷︷ ︸

n

�M p �M · · · �M p
︸ ︷︷ ︸

m+1

− 1
2 ih̄n x �M · · · �M x

︸ ︷︷ ︸

n−1

�M p �M · · · �M p
︸ ︷︷ ︸

m

and hence, it follows that monomials xnpm can be written as �M -polynomials. Thus
after expanding f into the power series it is seen that f can be written in the
form (6.1.47). Then, for any other �-product, related to the Moyal one by (6.1.8),
we have

Sf =
∞
∑

n,m=0

anm x � · · · � x
︸ ︷︷ ︸

n

� p � · · · � p
︸ ︷︷ ︸

m

,

and hence

f =
∞
∑

n,m=0

a′nm x � · · · � x︸ ︷︷ ︸

n

� p � · · · � p
︸ ︷︷ ︸

m

,

where

f ′ = S−1f =
∞
∑

n,m=0

a′nm q �M · · · �M q
︸ ︷︷ ︸

n

�M p �M · · · �M p
︸ ︷︷ ︸

m

.

Particular examples of morphism S, either explicitly or up to some order of h̄,
are constructed in next subsections.

6.1.4 Canonical Transformations of Star-Products

As previously, let us consider a symplectic manifoldM = T ∗U = U × R
n, where

U is an open subset of Rn. A transformation of phase space coordinates is defined
as in classical mechanics, i.e., as a smooth bijective map T : M ⊃ U � (x, p) →
(x ′, p′) ∈ W ⊂ M . The transformed star-product, denoted hereafter by �T , should
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fulfill the following natural condition

(f � g) ◦ T = (f ◦ T ) �T (g ◦ T ), f, g ∈ AQ.

Assume that (x ′, p′) are classical canonical coordinates. When the star-product in
(x ′, p′) coordinates is the Moyal product

f �′M g = f exp

(

1
2 ih̄
←−
∂ x ′j

−→
∂ p′j −

1

2
ih̄
←−
∂ p′j

−→
∂ x ′j

)

g (6.1.48)

hence (x ′, p′) are also quantum canonical coordinates. Then, the �T -product is given
by the following formula (6.1.33)

f �T g = f exp
(

1
2 ih̄
←−
Dxj

−→
Dpj − 1

2 ih̄
←−
Dpj

−→
Dxj

)

g, (6.1.49)

where vector fields Dxj , Dpj are derivations ∂x ′j , ∂p′j transformed by the transfor-
mation T according to the rule

(∂x ′j f ) ◦ T = Dxj (f ◦ T ), f ∈ C∞(M),
(∂p′j f ) ◦ T = Dpj (f ◦ T ), f ∈ C∞(M).

Notice that the Moyal product (6.1.48) in (x ′, p′) coordinates transforms into a non-
Moyal product (6.1.49) in new coordinates (x, p), more complicated in general.

To this moment we considered general transformations of coordinates. In what
follows we will focus on an important class of transformations, namely these which
are classical and/or quantum canonical transformations. In classical mechanics a
canonical transformation is such a transformation T of phase space coordinates
which transforms the system from one canonical coordinate system to the other. In
other words, T is a canonical transformation if it preserves the form of the Poisson
bracket (see Sect. 4.1.4), i.e.,

{xi, pj } = δij ,

where { · , · } denotes a Poisson bracket transformed by T to the new coordinate
system:

{f, g} = {f ◦ T −1, g ◦ T −1}′ ◦ T , f, g ∈ C∞(M).

Canonical transformations for the quantum Poisson bracket are defined in a
similar manner [35, 75, 87, 91, 147]. Namely, a quantum canonical transformation
is such a transformation T of coordinates which preserves the form of the quantum
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Poisson bracket, i.e.,

[[xi, pj ]]� = δij ,

where [[ · , · ]]� denotes a deformed Poisson bracket transformed by T to the new
coordinate system:

[[f, g]]� = [[f ◦ T −1, g ◦ T −1]]�′ ◦ T , f, g ∈ C∞(M).

Assume now that (x, p) are canonical coordinates for a nondegenerate Poisson
tensor π and �M is a Moyal product in these coordinates. Let us denote

T (x, p) = (Q1(x, p), . . . ,Qn(x, p), P1(x, p), . . . , Pn(x, p)),

then T defines a classical canonical transformation if

{

Qi(x, p), Pj (x, p)
}

π
= δij ,

{

Qi(x, p),Qj (x, p)
}

π
= {Pi(x, p), Pj (x, p)

}

π
= 0

(6.1.50)

and T defines a quantum canonical transformation if

[[Qi(x, p), Pj (x, p)]]�M = δij ,
[[

Qi(x, p),Qj (x, p)
]]

�M
= [[Pi(x, p), Pj (x, p)

]]

�M
= 0.

(6.1.51)

There are transformations which are either classically canonical or quantum canon-
ical. The following two examples illustrate such cases.

Example 6.3 A transformation which is only classically canonical [93]. Let us
define such a transformation by

Q(x, p) = x exp(2αxp), P (x, p) = p exp(−2αxp),

where α �= 0 is a real parameter. It is obviously classically canonical transformation
as

{Q(x, p), P (x, p)} = 1.

However, it is not a quantum canonical with respect to the Moyal bracket. To check
this let us first computeQ(x, p)�MP(x, p) using the kernel representation (6.1.45).
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Substituting t = iτ , we get after some integrations and integration by parts

Q(x, p) �M P(x, p) = xp + 1
2 ih̄

[1+ (αh̄)2]2 , P (x, p) �M Q(x, p) = xp − 1
2 ih̄

[1+ (αh̄)2]2

and hence

[[Q(x, p), P (x, p)]]�M = [1+ (αh̄)2]−2 �= 1.

Example 6.4 A transformation which is only quantum canonical [93]. Let us define
such a transformation by

Q(x, p) = β exp

(

x

β

)

, P (x, p) = exp

(

− x
β

)[

p + γ sinh

(

2βπp

h̄

)]

,

where β and γ are positive real constants. Obviously this is not a classically
canonical transformation as

{Q(x, p), P (x, p)} = 1+ 2βγπ

h̄
cosh

(

2βπp

h̄

)

> 1.

On the other hand we have

Q(x, p)
(←−
∂ x
−→
∂ p −←−∂ p−→∂ x

)2n+1
P(x, p) = βγ

(

2π

h̄

)2n+1

cosh

(

2βπp

h̄

)

.

Consequently, from (6.1.35),

[[Q(x, p), P (x, p)]]�M

= {Q(x, p), P (x, p)}

+
∞
∑

n=1

(−1)n

(2n+ 1)!
(

h̄

2

)2n

Q(x, p)
(←−
∂ x
−→
∂ p −←−∂ p−→∂ x

)2n+1
P(x, p)

= 1+ 2βγ

h̄
cosh

(

2βπp

h̄

)

sinπ = 1,

and so this is a quantum canonical transformation.

In what follows we will present four important classes of nonlinear canonical
transformations (both classical and quantum) [35]. The linear case is considered
separately. A sufficient condition for such a class of transformations is a linearity in
one set of arguments of an appropriate generating function (see Sect. 4.1.4).
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Let us begin with the case of two-dimensional phase space and generating
function of the form

F1(x
′, x) = x ′φ1(x)+ φ2(x).

The related transformation is expressed by equations

p′ = ∂F1

∂x ′
(x ′, x), p = −∂F1

∂x
(x ′, x),

where φ1 is a smooth bijective function and φ2 is a smooth function. The above
equations lead to a class of transformations in the form

T1(x, p) = (Q1(x, p), P1(x, p)) =
(

− (φ′1(x)
)−1
p − (φ′1(x)

)−1
φ′2(x), φ1(x)

)

,

(6.1.52)

where φ′(x) = d
dx
φ(x). Note, that generating function

F̃1(x
′, x) = −xφ1(x

′)− φ2(x
′)

induces a transformation T̃1 being an inverse transformation to T1.
The second class of transformations

x ′ = −∂F2

∂p′ (p
′, p), x = ∂F2

∂p
(p′, p),

is generated by functions

F2(p
′, p) = −p′φ1(p)− φ2(p)

which give

T2(x, p) = (Q2(x, p), P2(x, p)) =
(

φ1(p),−
(

φ′1(p)
)−1
x − (φ′1(p)

)−1
φ′2(p)

)

.

In this case functions

F̃2(p
′, p) = pφ1(p

′)+ φ2(p
′)

generate transformation T̃2 being an inverse transformation to T2.
The third and fourth classes of transformations are generated by

F3(x
′, p) = x ′φ1(p)+ φ2(p),

F4(x, p
′) = −p′φ1(x)− φ2(x),
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with related transformations expressed by the equations

p′ = ∂F3

∂x ′
(x ′, p), x = ∂F3

∂p
(x ′, p),

and

x ′ = −∂F4

∂p′
(x, p′), p = −∂F4

∂x
(x, p′).

The above equations give transformations in the form

T3(x, p) = (Q3(x, p), P3(x, p)) =
(
(

φ′1(p)
)−1
x − (φ′1(p)

)−1
φ′2(p), φ1(p)

)

,

(6.1.53)

T4(x, p) = (Q4(x, p), P4(x, p)) =
(

φ1(x),
(

φ′1(x)
)−1
p − (φ′1(x)

)−1
φ′2(x)

)

.

(6.1.54)

Observe that functions

F̃3(x
′, p) = −pφ1(x

′)− φ2(x
′),

F̃4(x, p
′) = xφ1(p

′)+ φ2(p
′)

generate transformations T̃3 = T −1
4 and T̃4 = T −1

3 .
Note, that the transformations T2, T3 and T4 can be constructed from T1 with

the help of an interchange of variables transformation I (x, p) = (−p, x) being a
special case of the transformation T1 generated by a function F(x ′, x) = xx ′:

T2 = I ◦ T1 ◦ I−1,

T3 = T1 ◦ I−1,

T4 = I−1 ◦ T1.

Thus instead of considering the transformation theory for transformations T1, T2,
T3 and T4 it is enough to consider only the transformation T1 and its appropriate
compositions with I .

The four presented classes of transformations are obviously classically canonical.
It can be shown that they are also quantum canonical for Moyal product as

[[Qi(x, p), Pi (x, p)]]�M = 1.
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They belong to the intersection of the set of classical canonical transformations of
a given Poisson tensor π and the set of quantum canonical transformations of its
related quantum deformation.

The presented considerations can be easily extended to a 2n-dimensional case. As
an example let us present the transformation T1 (6.1.52) in 2n-dimensions. Consider
a generating function

F(x ′, x) = x ′i (φ1)i(x)+ φ2(x),

where φ1 = ((φ1)1, . . . , (φ1)n) : Rn → R
n is a smooth bijective function and

φ2 : Rn → R a smooth function, and x = (x1, . . . , xn). The function F generates
the transformation T (x, p) = (x ′, p′) of the form

x ′i = −pj [(φ′1(x))−1]ji − [φ′2(x)]j [(φ′1(x))−1]ji,
p′i = (φ1)i(x),

where [(φ′1(x))−1]ji is the inverse of the Jacobian matrix [φ′1(x)]ij = ∂(φ1)i
∂xj

(x) of

φ1 and [φ′2(x)]j = ∂φ2
∂xj
(x) is the Jacobian matrix of φ2. A calculation shows that

this transformation is also quantum canonical for the Moyal product. All other cases
can be extended in a similar fashion.

In what follows the well known linear transformations of coordinates of a
quantum phase space will be reconsidered in the frame of formalism just developed.
For n = 1 the linear transformation is a transformation T : R2 → R

2 given by the
equation

T (x, p) = (dx − bp,−cx + ap),

where a, b, c, d ∈ R. Moreover, it is assumed that ad − bc = 1, which makes this
transformation canonical both on a classical and quantum level, i.e. it preserves both
the Poisson bracket and the star-commutator. The inverse transformation is given by
the following equation

T −1(x ′, p′) = (ax ′ + bp′, cx ′ + dp′).

The linear transformation T is generated by a functionF(x ′, x) = 1
b
xx ′− a

2bx
′2−

d
2bx

2, i.e.

p′ = ∂F

∂x ′ (x
′, x), p = −∂F

∂x
(x ′, x),

where (x ′, p′) = T (x, p).
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For a given function f ∈ C∞(R2) the derivatives of the function f transform as
follows

∂f

∂x ′
◦ T = a ∂

∂x
(f ◦ T )+ c ∂

∂p
(f ◦ T ),

∂f

∂p′
◦ T = b ∂

∂x
(f ◦ T )+ d ∂

∂p
(f ◦ T ).

Using the above formulae one finds that the linear transformation T preserves the
�-product, i.e. the �-product does not change after the transformation of coordinates

(f � g) ◦ T = (f ◦ T ) � (g ◦ T ), f, g ∈ C∞(R2).

Of course, in this case the isomorphism ST = 1. The extension onto arbitrary n is
straightforward.

Let us return to the transformed Moyal product (6.1.49). If new coordinates
(x, p) are quantum canonical with respect to the transformed product (6.1.49) then,
as will be proved in the next subsection, there exists a morphism ST of the form

ST = id+
∞
∑

k=1

h̄kSk,

where Sk are differential operators on C∞(R2n)[[h̄]], such that

ST (f �
(x,p)

M g) = ST f �(x,p)T ST g, (6.1.55a)

ST x
i = xi, ST pi = pi, i = 1, . . . , n, (6.1.55b)

where �(x,p)M is a star-product which in the coordinates (ξ ) = (x1, . . . , xn, p1, . . . ,

pn) is of the form of the Moyal product (6.1.33). This fact is crucial as it means that
in new coordinates we again can use the Moyal product with deformed properly
quantum observables.

For deriving the form of the automorphism ST for particular transformations T ,
other forms of the conditions (6.1.55) will be more useful. The conditions (6.1.55)
are fulfilled if and only if the conditions

(q̂T )
j = ST (q̂M)jS−1

T , (6.1.56a)

(p̂T )j = ST (p̂M)jS−1
T , (6.1.56b)

are fulfilled, where (q̂T )j = xj �T , (p̂T )j = pj �T , (q̂M)j = xj �M
and (p̂M)j = pj �M are operators of position and momentum in �M and �T
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quantizations, respectively. Notice, that according to (6.1.34)

(q̂M)
j = xj + 1

2 ih̄∂pj , (p̂M)j = pj − 1
2 ih̄∂xj , (6.1.57)

and are known as “Bopp shifts” (see Chapter 18 in [82], for example).
For simplicity we will present the proof for a two-dimensional case (n = 1).

If the conditions (6.1.55) are fulfilled then the conditions (6.1.56a), (6.1.56b) are
fulfilled as well, as for any f ∈ AQ

q̂T f = x �T f = ST S−1
T (x �T f ) = ST (S−1

T x �M S
−1
T f )

= ST (x �M S−1
T f ) = [ST (x�M)S−1

T ]f = (ST q̂S−1
T )f

with similar calculations for (6.1.56b). Assume now, that the conditions (6.1.56a),
(6.1.56b) are fulfilled. Then it follows that (6.1.55a) will be satisfied for every f in
the form of a �-monomial x �M · · · �M x �M p �M · · · �M p as

ST ((x �M · · · �M x
︸ ︷︷ ︸

n

�M p �M · · · �M p
︸ ︷︷ ︸

m

) �M g)

= ST x �T ST (x �M · · · �M x
︸ ︷︷ ︸

n−1

�M p �M · · · �M p
︸ ︷︷ ︸

m

�Mg)

= ST x �T · · · �T ST x
︸ ︷︷ ︸

n

�T ST p �T · · · �T ST p
︸ ︷︷ ︸

m

�T ST g

= ST x �T · · · �T ST x
︸ ︷︷ ︸

n

�T ST p �T · · · �T ST p
︸ ︷︷ ︸

m−2

�T ST (p �M p) �T ST g

= ST (x �M · · · �M x
︸ ︷︷ ︸

n

�M p �M · · · �M p
︸ ︷︷ ︸

m

) �T ST g.

From the linearity of ST and the fact that the general f ∈ AQ can be written in the
form of the series (6.1.47) follows the condition (6.1.55a). The condition (6.1.55b)
can be received by calculating left and right sides of (6.1.56a), (6.1.56b) on function
identically equal 1.

If T̄ = T , then for both star-algebras (6.1.48) and (6.1.49) the complex
conjugation is an involution. As a consequence S̄T = ST . More generally, such
transformations do not change the involution (6.1.38) for the class of a star-
product (6.1.42). Indeed

f ∗T = SST (SST )−1f = SST S−1
T S

−1f̄ = SS−1f = f ∗.
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Let us analyze the following instructive case [35] of a particular class of nonlinear
transformations of coordinates

T (x, p) = (−ap − aφ′(x), a−1x),

i.e. the case of T1 (6.1.52) generated by the function F(x ′, x) = a−1xx ′ + φ(x)
(a ∈ R, a �= 0, φ being an arbitrary smooth function). This transformation is a
classical canonical transformation. For a given function f ∈ C∞(R2) the derivatives
of the function f transform as follows

∂f

∂x ′
◦ T = −1

a

∂

∂p
(f ◦ T ),

∂f

∂p′
◦ T = a ∂

∂x
(f ◦ T )− aφ′′(x) ∂

∂p
(f ◦ T ).

Hence the Moyal �′-product transforms to the following one

f �T g = f exp
(

1
2 ih̄
←−
Dx
−→
Dp − 1

2 ih̄
←−
Dp
−→
Dx

)

g,

where

Dx = a−1∂p,

Dp = a∂x − aφ′′(x)∂p.

In consequence, one calculates that

q̂T = x �T = x + 1
2 ih̄∂p,

p̂T = p �T = p − 1
2 ih̄∂x −

∞
∑

n=2

1

n!
(

ih̄

2

)n

φ(n+1)(x)∂np,

and moreover

[q̂T , p̂T ] = ih̄.

The above equation shows that the transformation T is a quantum canonical
transformation for the Moyal product.
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The isomorphism ST intertwining the Moyal �M -product with the �T -product in
(x, p) coordinates is given by [35]

ST = exp

(

−
∞
∑

n=1

1

(2n+ 1)!(−1)n
(

h̄

2

)2n

φ(2n+1)(x)∂2n+1
p

)

. (6.1.58)

Indeed, from (6.1.56a), (6.1.56b) it is enough to prove that

q̂T = ST q̂MS−1
T ,

p̂T = ST p̂MS−1
T .

Since ST = eÂ where

Â = −
∞
∑

n=1

1

(2n+ 1)!(−1)n
(

h̄

2

)2n

φ(2n+1)(x)∂2n+1
p

the above equations, from the Hadamard’s lemma, take the form

q̂T = e[Â, · ]q̂M, (6.1.59)

p̂T = e[Â, · ]p̂M. (6.1.60)

One can calculate that [Â, q̂M ] = 0 and thus

e[Â, · ]q̂M = q̂M = q̂T ,

which proves (6.1.59). On the other hand, one finds that

[Â, p̂M ] = −
∞
∑

n=1

1

(2n)! (−1)n
(

h̄

2

)2n

φ(2n+1)(x)∂2n
p

− 1
2 ih̄

∞
∑

n=1

1

(2n+ 1)!(−1)n
(

h̄

2

)2n

φ(2n+2)(x)∂2n+1
p

= −
∞
∑

n=2

1

n!
(

ih̄

2

)n

φ(n+1)(x)∂np

and

[Â, [Â, p̂M]] = 0.
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Thus

e[Â, · ]p̂M = p − 1
2 ih̄∂x −

∞
∑

n=2

1

n!
(

ih̄

2

)n

φ(n+1)(x)∂np = p̂T ,

which proves (6.1.60).
Let us derive the more compact formula for ST , transforming (6.1.58) as follows

ST = exp

(

−
∞
∑

n=1

1

(n+ 1)!
(

ih̄

2

)n 1+ (−1)n

2
φ(n+1)(x)∂n+1

p

)

= exp

[

i

h̄

∞
∑

n=2

1

n!
(

1− (−1)n
)

φ(n)(x)
(

1
2 ih̄∂p

)n
]

= exp

[

i

h̄

(

φ
(

x + 1
2 ih̄∂p

)

− φ(x)− φ′(x) 1
2 ih̄∂p − φ

(

x − 1
2 ih̄∂p

)

+φ(x)− φ′(x) 1
2 ih̄∂p

)]

= exp

[

i

h̄

(

φ
(

x + 1
2 ih̄∂p

)

− φ
(

x − 1
2 ih̄∂p

)

− ih̄φ′(x)∂p
)
]

= exp

(

i

h̄

[

φ(q̂M)− φ′(x)q̂M − φ(q̂∗M)+ φ′(x)q̂∗M
]

)

.

Observe that the map ST preserves the involution, i.e.,

ST (f̄ ) = (ST f ), f ∈ AQ,

which can be immediately seen from the fact that ST = S̄T .
The class of point transformations on the phase spaceM = T ∗En is particularly

important for our further considerations. Let us start from the simplest case of n = 1.
Then, the transformation takes the form

T (x, p) = (φ(x), (φ′(x))−1p)

generated by functions F(x, p′) = −p′φ(x) (φ being an arbitrary smooth
bijective function). These transformations from construction are classical canonical
transformations of class T4 (6.1.54) where φ1 ≡ φ and φ2 = 0. For a given function
f ∈ C∞(R2) the derivatives of the function f transform as follows

∂f

∂x ′
◦ T = (φ′(x))−2φ′′(x)p ∂

∂p
(f ◦ T )+ (φ′(x))−1 ∂

∂x
(f ◦ T ),

∂f

∂p′
◦ T = φ′(x) ∂

∂p
(f ◦ T ).



314 6 Deformation Theory of Classical Poisson Algebras

In consequence, the Moyal �′-product transforms to the following product

f �T g = f exp
(

1
2 ih̄
←−
Dx
−→
Dp − 1

2 ih̄
←−
Dp
−→
Dx

)

g, (6.1.61)

where

Dx = (φ′(x))−1∂x + (φ′(x))−2φ′′(x)p∂p,

Dp = φ′(x)∂p.

To the third order in h̄ the operators q̂T and p̂T are of the form

q̂T = x + 1
2 ih̄∂p + 1

8 h̄
2�(x)∂2

p −
1

48
ih̄3

(

2�2(x)− �′(x)
)

∂3
p +O(h̄4),

p̂T = p − 1
2 ih̄∂x + 1

8 h̄
2
[

2�2(x)∂p + 2�(x)∂x∂p +
(

2�2(x)− �′(x)
)

p∂2
p

]

+ 1

48
ih̄3

[

6�(x)�′(x)∂2
p + 3�′(x)∂x∂2

p − (�′′(x)+ 4�(x)�′(x))p∂3
p

]

+O(h̄4),

where �(x) = (φ′(x))−1φ′′(x). Moreover, it can be verified [35] that

[q̂T , p̂T ] = ih̄,

which proves that T is a quantum canonical transformation.
Up to the second order in h̄ the isomorphism ST reads

ST = 1+ h̄
2

4!
[

3�2(x)∂2
p + 3�(x)∂x∂

2
p + (2�2(x)− �′(x))p∂3

p

]

+O(h̄4).

Example 6.5 Consider a classical point transformation of coordinates [35] T : (R \
{0})× R→ (R \ {0})× R, T (x, p) = (x ′, p′) where

x ′ =
{ √|2x|, x > 0

−√|2x|, x < 0
, p′ = p√|2x|,

with the inverse T −1 in the form

x =
{

1
2x
′2, x ′ > 0

− 1
2x
′2, x ′ < 0

, p = |x ′|−1p′,
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The operators q̂T and p̂T take then the form

q̂T = x + 1
2 ih̄∂p − 1

8 h̄
2 sgn(x)|2x|−1∂2

p,

p̂T = p − 1
2 ih̄∂x +

∞
∑

n=1

(

− ih̄
2

)n+1 (

(sgn(x))n|2x|−n∂x∂np − n(sgn(x))n+1|2x|−n−1∂np

)

,

and the isomorphism ST is expressed by the formula

ST = exp

( ∞
∑

n=1

(−1)n
(

h̄

2

)2n (

An sgn(x)|2x|−2n+1∂x∂
2n
p − Bn|2x|−2n∂2n

p

)

)

,

where An and Bn are rational constants given recursively by

An = 1

2n

(

1−
n
∑

k=2

1

k!A
(k)
2n−1

)

,

Bn = 1

2n

(

2n− 1−
n
∑

k=2

1

k!B
(k)
2n−1

)

,

where

A
(k)
2n−1 =

n−1
∑

m=1

4(n− 2m)An−mA(k−1)
2m−1,

B
(k)
2n−1 =

n−1
∑

m=1

(

4(n−m)Bn−mA(k−1)
2m−1 − 4mAn−mB(k−1)

2m−1

)

for k = 2, 3, . . . , n and n = 2, 3, . . . , and

A
(k)
1 = B(k)1 = 0, k = 2, 3, . . . ,

A
(1)
2n−1 = 2nAn, B

(1)
2n−1 = 2nBn, n = 1, 2, . . . .

The values of a few first constants An and Bn are

A1 = 1
2 , A2 = 1

4 , A3 = 1
4 , A4 = 7

24
,

B1 = 1
2 , B2 = 3

4 , B3 = 5

4
, B4 = 49

24
.
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Now, let us pass to a multi-dimensional case of point transformation on M =
T ∗En

T : x ′i =φi(x),

p′i =
[

φ′(x)−1
]j

i
pj ,

(6.1.62)

where φ′(x)−1 is an inverse of Jacobian
[

φ′(x)
]i

j
= ∂φi

∂xj
, x ′ are Cartesian

coordinates and x are curvilinear coordinates on En. The Moyal product

�
(x ′,p′)
M = exp

(

1
2 ih̄
←−
∂ x ′i

−→
∂ p′i − 1

2 ih̄
←−
∂ p′i

−→
∂ x ′i

)

(6.1.63)

transforms to a new star-product

�(x,p) = exp
(

1
2 ih̄
←−
Dxi

−→
Dpi − 1

2 ih̄
←−
Dpi

−→
Dxi

)

= exp 1
2 ih̄π

αβ←−Dα
−→
Dβ,

(6.1.64)

such that

(f �
(x ′,p′)
M g) ◦ T = (f ◦ T ) �(x,p) (g ◦ T ) ,

where

Di = Dxi =
[

φ′(x)−1
]j

i
∂xj +

[

φ′(x)−1
]j

i

[

φ′(x)−1
]r

k

[

φ′′(x)
]k

j l
pr∂pl ,

Dn+i = Dpi =
[

φ′(x)
]i

j
∂pj ,

(6.1.65)

and
[

φ′′(x)
]k

j l
= ∂2φk

∂xj ∂xl
is the Hessian of φ. Up to quadratic terms in h̄,

the isomorphism ST relating �(x,p)M -algebra (6.1.33) and �(x,p)-algebra (6.1.64)
respectively, is of the form

ST = id + h̄
2

4! [3�
i
lj (x)�

l
ik(x)∂pj ∂pk + 3�ijk(x)∂xi ∂pj ∂pk

+
(

2�inl(x)�
n
jk(x)− ∂xl�ijk(x)

)

pi∂pj ∂pk ∂pl ] +O(h̄4)

(6.1.66)
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and will be crucial for our further considerations. To the second order in h̄ the
operators q̂jT and p̂jT are

(q̂T )
j =xj + 1

2 ih̄∂pj + 1
8 h̄

2�
j

kn(x)∂pk∂pn +O(h̄3), (6.1.67a)

(p̂T )j =pj − 1
2 ih̄∂xj + 1

8 h̄
2
{

2�mnj (x)�
n
mk(x)∂pk + 2�kjn(x)∂xk∂pn (6.1.67b)

+ [�knl(x)�nmj (x)+ �knj (x)�nml(x)− �kmj,l (x)]pk∂pm∂pl
}

+O(h̄3),

where

�ijk(x) = [(φ′(x)−1]ir [φ′′(x)]rjk
are coefficients of the Levi-Civita connection on En in curvilinear coordinates
(see (2.6.5)).

In what follows let us transform the vector representation (6.1.64) of the
�(x,p)-product to its covariant representation. Taking into account the explicit form
of vector fields (6.1.65), the �(x,p)-product (6.1.64) can be written in the form

f �(x,p) g =
∞
∑

n,m=0

1

n!m! (−1)m
(

ih̄

2

)n+m
(D

j1...jm
i1...in

f )(D
i1 ...in
j1...jm

g)

=
∞
∑

k=0

1

k!
(

ih̄

2

)k k
∑

n=0

(

k

n

)

(−1)k−n(Dj1...jk−ni1...in
f )(D

i1...in
j1...jk−ng),

(6.1.68)

where operatorsDj1...jmi1...in
are given by recursion formulas [37]

D
j1...jm
i1...in+1

f = Din+1(D
j1...jm
i1...in

f )− �ki1in+1
D
j1...jm
k...in

f − · · · − �kinin+1
D
j1...jm
i1...k

f

+ �j1kin+1
D
k...jm
i1...in

f + · · · + �jmkin+1
D
j1...k
i1...in

f, (6.1.69a)

D
j1...jm+1
i1...in

f = Djm+1(D
j1...jm
i1...in

f ), (6.1.69b)

Dif = ∂xi f + �kij pk∂pj f, (6.1.69c)

Djf = ∂pj f, (6.1.69d)

and where {Di,Dj } is a so called adopted frame on R
2n = T ∗En (see Sect. 2.7).

Note that the upper indices in the operatorDj1...jmi1...in
commute with the lower indices,

i.e. it does not matter if, when calculating Dj1...jmi1...in
f , we first use formula (6.1.69a)

and then (6.1.69b) or vice verse.
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Equation (6.1.68) takes the form

f �(x,p) g (6.1.70)

=
∞
∑

k=0

1

k!
(

ih̄

2

)k k
∑

n=0

(

k

n

)

(−1)k−n(∇̄ · · · ∇̄
︸ ︷︷ ︸

k

f )i1...inj̄1...j̄k−n (∇̄ · · · ∇̄︸ ︷︷ ︸

k

g)ı̄1...ı̄nj1...jk−n ,

where ı̄ = n + i and ∇̄ is a linear connection on the symplectic manifold T ∗EN ,
whose components in the frame {Di,Dj } are

�̄ijk = �ijk, �̄ı̄
j̄ k
= −�jik (6.1.71)

with the remaining components equal zero. Thus, Eq. (6.1.70) can be written in the
form

f �(x,p) g =
∞
∑

k=0

1

k!
(

ih̄

2

)k k
∑

n=0

(

k

n

)

Aμ1ν1 · · ·AμnνnBμn+1νn+1 · · ·Bμkνk

(∇̄ · · · ∇̄
︸ ︷︷ ︸

k

f )μ1...μk (∇̄ · · · ∇̄︸ ︷︷ ︸

k

g)ν1...νk , (6.1.72)

where

A =
(

0n In
0n 0n

)

, B =
(

0n 0n
−In 0n

)

.

Then, Eq. (6.1.72) can be transformed to the form

f �(x,p) g =
∞
∑

k=0

1

k!
(

ih̄

2

)k

(A+B)μ1ν1 · · · (A+B)μkνk (∇̄ · · · ∇̄
︸ ︷︷ ︸

k

f )μ1...μk (∇̄ · · · ∇̄︸ ︷︷ ︸

k

g)ν1...νk

and introducing

π = A+ B =
(

0 In

−In 0

)

we finally receive

f �(x,p) g =
∞
∑

k=0

1

k!
(

ih̄

2

)k

πμ1ν1 · · ·πμkνk (∇̄ · · · ∇̄
︸ ︷︷ ︸

k

f )μ1...μk (∇̄ · · · ∇̄︸ ︷︷ ︸

k

g)ν1...νk .

(6.1.73)
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SinceDi∧Dj = ∂xi∧∂pj , πμν are components of the Poisson tensor in the Darboux
frame {∂xi , ∂pj } as well as in the adopted frame {Di,Dj }.

The Christoffel symbols of the linear connection ∇̄ in the Darboux coordinate
frame take the form

�̄ijk = �ijk, �̄ı̄
j̄ k
= −�jik, �̄ı̄

j k̄
= −�kji ,

�̄ı̄jk = pl(�rjk�lri + �rik�lrj − �lij,k), (6.1.74)

with the remaining components equal zero. Comparing (6.1.74) and (6.1.71)
with (2.7.7) and (2.7.6) we immediately recognize that ∇̄ = ∇(S) is a flat
symplectic connection on T ∗En induced by the Levi-Civita connection on En.
Thus we wrote the canonical star-product on T ∗En in a covariant form (6.1.73)
with respect to an appropriate symplectic connection. Notice that the isomorphism
ST (6.1.66) between �(x,p)M -algebra (6.1.33) and �(x,p)-algebra (6.1.73), expressed
by a symplectic connection in the Darboux frame, is of the form

S = id + h̄
2

4!
(

−�̄αβγ ∂α∂b∂γ + 3

2
�̄μνα�̄

ν
μβ∂

α∂β
)

+O(h̄4), (6.1.75)

where ∂α = παβ∂ξβ , (ξ1, . . . , ξ 2n) = (x1, . . . , xn, p1, . . . , pn) and �̄αβγ =
ωαδ�̄

δ
βγ , while (6.1.67a) reads

ξα� = ξα + 1

2
ih̄∂α +

(

ih̄

2

)2 (

− 1
2 �̄

α
μ1μ2

∂μ1∂μ2 − 1
2 �̄

ν1
μ1μ2

�̄
μ2
ν1ν2∂

ν2
)

+O(h̄3).

(6.1.76)

As we will see in the next subsection, on a symplectic manifold endowed with
a symplectic torsionless connection it is possible to distinguish a whole family of
star-products. In the majority of physically interesting cases a symplectic manifold
is taken in the form of a cotangent bundle to a Riemannian configuration space.
In such a case there exists a distinguished connection, induced by the Levi-Civita
connection from the related Riemannian space, and thus a family of star-products
which can be used in the process of quantization.

The star-product (6.1.64) is also an admissible star-product on more general
symplectic manifolds. Let us consider a symplectic manifold M whose Poisson
tensor can be written in the form (6.1.27). Additionally, let us assume that the first
de Rham cohomology class H 1(M) vanishes, which guarantees the existence of
global natural coordinate systems associated to the star-products (6.1.64). On such
a symplectic manifold M the product (6.1.64) is a proper star-product, which can
also be written in a covariant form (6.1.73) with an appropriate linear connection
∇̄. However, in this case there is no distinguished star-product from the family
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of products (6.1.64). To distinguish a star-product we have to select a set of
commuting vector fields (Dμ) from the decomposition (6.1.27) of the Poisson
tensor, or equivalently, by choosing a flat torsionless symplectic linear connection
∇̄ onM .

6.1.5 Star Products on Symplectic Manifolds

Let now (M,ω = π−1) be a general symplectic manifold with �-product (6.1.1).
The following statement will be crucial for our further considerations. If onM exists
a coordinate system M ⊃ U → V ⊂ R

2n, ξ �→ (ξ1, . . . , ξ 2n) such that it is at
the same time classical with respect to the classical Poisson bracket and quantum
canonical with respect to the quantum bracket (6.1.2), then there exists a unique
series S of the form

S = id+
∞
∑

k=1

h̄kSk,

where Sk are differential operators on C∞(U)[[h̄]], such that

S(f �
(ξ)
M g) = Sf �(ξ) Sg, (6.1.77a)

Sξα = ξα, (6.1.77b)

where �(ξ)M is a star-product which in the coordinates (ξ 1, . . . , ξ2n) is of the form of
the Moyal product (6.1.33). The operators Sk will satisfy the following recurrence
relations for k ≥ 1

[Sk, ξα](f ) = 1
2

k
∑

l=1

(

Cl(ξ
α, Sk−l (f ))+ Cl(Sk−l (f ), ξα)

)

, f ∈ C∞(M),
(6.1.78)

where operators Cl are defined in (6.1.1). The reader can find the proof of that
statement in [99].

If the �-product satisfies also the parity condition (6.1.5)

Ck(f, g) = (−1)kCk(g, f ), f, g ∈ C∞(M), (6.1.79)

then relations (6.1.78) take the form

[S2k+1, ξ
α](f ) = 0, (6.1.80a)

[S2k, ξ
α](f ) =

k
∑

l=1

C2l (ξ
α, S2(k−l)(f )), (6.1.80b)
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for k ≥ 1. Thus, in this special case only terms of the even order in the expansion
of S are non-zero and they are given by (6.1.80b).

A direct calculation shows that the solution of (6.1.78) is of the form

Sk =
∞
∑

n=1

1

n! [ξ
α1 , . . . , [ξαn−1, F

αn
k ]]∂ξα1 · · · ∂ξαn , (6.1.81)

where

Fαk (f ) = 1
2

k
∑

l=1

(

Cl(ξ
α, Sk−l (f ))+ Cl(Sk−l (f ), ξα)

)

. (6.1.82)

Indeed,

[Sk, ξα] = −
∞
∑

n=1

1

n! [ξ
α, [ξβ1 , . . . , [ξβn−1 , F

βn
k ]]]∂β1 · · · ∂βn

+
∞
∑

n=1

1

(n− 1)! [ξ
β1, . . . , [ξβn−1, F αk ]]∂β1

· · · ∂βn−1

= −
∞
∑

n=1

1

n! [ξ
β1 , . . . , [ξβn , Fαk ]]∂β1

· · · ∂βn

+
∞
∑

n=0

1

n! [ξ
β1, . . . , [ξβn, Fαk ]]∂β1 · · · ∂βn = Fαk .

Observe that when Ck are finite order bi-differential operators then the sum
in (6.1.81) will be finite.

If the �-product satisfies additionally the parity condition (6.1.79), then (6.1.82)
reduces to the form

Fα2k(f ) =
k
∑

l=1

(

C2l(ξ
α, S2(k−l)(f ))

)

. (6.1.83)

Further on we will consider such �-products for which, for every almost global
classical and quantum canonical coordinate system M ⊃ U → V ⊂ R

2n, ξ �→
(ξ1, . . . , ξ 2n), the associated series S such that S = S̄ giving the equivalence with
a Moyal product has the property that for every f ∈ C∞0 (V ) the series S(f ) is
convergent to an element of L2(V , d
h̄) and

∫

V

Sf d
h̄ =
∫

V

f d
h̄, f ∈ C∞0 (V ). (6.1.84)
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From (6.1.84) it follows that

〈Sf, Sg〉 = 〈f, g〉, f, g ∈ C∞0 (V ).

Indeed, we have

〈Sf, Sg〉 =
∫

V

Sf Sg d
h̄ =
∫

V

Sf̄ �(x) Sg d
h̄

=
∫

V

S(f̄ �
(ξ)
M g) d
h̄ =

∫

V

f̄ �
(ξ)
M g d
h̄ = 〈f, g〉.

The above property imposed on the series S guaranties that S can be uniquely
extended to a unitary operator defined on the whole Hilbert space L2(V , d
h̄) and
satisfying

S(f �
(ξ)
M g) = Sf �(ξ) Sg, f, g ∈ L2(V , d
h̄).

In the case when (ξ1, . . . , ξ 2n) is a purely quantum canonical coordinate system,
i.e. it is not at the same time classical canonical, then it must depend on h̄ and will
be a deformation of a classical canonical coordinate system. The components πμν

of the Poisson tensor π for such purely quantum canonical coordinate system will
be h̄ dependent and can be expanded in the series

πμν(h̄) = πμν0 + h̄πμν1 + h̄2π
μν
2 +O(h̄3), (6.1.85)

where πμν0 components are of the form (6.1.14). In consequence, the bi-differential
operators Ck from the expansion (6.1.1) of the �-product written in the coordinates
(ξ1, . . . , ξ 2n) will depend on h̄. Expanding Ck in the power series of h̄ allows to
write the �(ξ)-product in the form

f �(ξ) g =
∞
∑

k=0

h̄kC′k(f, g),

where C′k are new bi-differential operators which do not depend on h̄, and
satisfy conditions 1–4 of (6.1.1). Moreover, in condition 3 the Poisson bracket, in
accordance with (6.1.85), is associated with the Poisson tensor π0. In consequence,
the �(ξ)-product can be regarded as a coordinate representation, with respect to the
coordinate system (ξ1, . . . , ξ 2n), of a star-product on a Poisson manifold (V , π0).
The coordinates (ξ 1, . . . , ξ 2n) are then classical and quantum canonical. Thus,
our statement is also valid for a purely quantum canonical coordinate system
(ξ1, . . . , ξ 2n), but the Moyal product �(ξ)M will no longer be associated with the
Poisson tensor π(h̄), but with another Poisson tensor.
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The current considerations can be summarized as follows.

Observation 12 Quantum Hamiltonian mechanics is formulated on simplectic
manifolds which admit almost global coordinate systems. Choosing such a coordi-
nate system (ξ1, . . . , ξ 2n), a family of admissible quantizations is represented by a
family of �(ξ)-products equivalent through S with the Moyal product �(ξ)M (6.1.33)
and such that (6.1.77b) and (6.1.84) are fulfilled. Moreover, a canonical choice
of quantum observables for �(ξ)-product with involution in the form of complex-
conjugation is given by AQ(h̄) = AC , and for �(ξ)-product with other involution by
AQ(h̄) = W(h̄)AC (6.1.39) respectively. In consequence, all these nonequivalent

quantizations can be represented by a single Moyal product �(ξ)M and a family of
assignments of quantum observables AS(h̄) = SAQ(h̄) (see Observation 11).

The star-product (6.1.28) can be defined on more general symplectic manifolds
M , different from M = R

2n. Moreover, we adopt the Riemannian geometry to our
construction. Let (Q, g) be an n-dimensional flat pseudo-Riemannian manifold with
a property that every two points ofQ can be connected by exactly one geodesic. On
such a manifold, called the simple connected pseud-Riemannian manifold, there
exists a global Riemann normal coordinate system (x1, . . . , xn), which are flat
coordinates of the metric tensor g. Every such a coordinate system is parametrized
by a point x ∈ Q and a basis e1, . . . , en in Q. Using the flatness of the manifoldQ
one can show that Riemann normal coordinate systems transform according to the
formula

x ′i = Aijxj + xi0, (6.1.86)

where xi0 are the coordinates of the origin of the second coordinate system from
the perspective of the first coordinate system, and Aij is a matrix which transforms
the basis e1, . . . , en of the first coordinate system to a parallel transported basis
e′1, . . . , e′n of the second coordinate system, respectively.

The Riemann normal coordinate system (xi) = (x1, . . . , xn) induces a global
canonical coordinate system (ξα) = (xi, pi) = (x1, . . . , xn, p1, . . . , pn) on a
symplectic manifold M = T ∗Q. We will call this coordinate system a Riemann
normal coordinate system on T ∗Q. The canonical Poisson tensor π on T ∗Q in
Riemann normal coordinates can be globally written in the form (6.1.26).

Using the coordinate vector fields of the Riemann normal coordinate system
on T ∗Q we can introduce a star-product on the symplectic manifold T ∗Q by the
formula (6.1.33) and hence the Riemann normal coordinate system is a natural
coordinate system for this star-product. Such a star-product is independent of
the choice of the Riemann normal coordinate system as according to (6.1.86)
coordinate vector fields of Riemann normal coordinate systems are related to each
other by linear symplectic transformations which do not change the star-product.
Thus, on the symplectic manifold T ∗Q, for any flat connection ∇ on Q there is a
distinguished star-product from the family of star-products (6.1.28) having Moyal
representation (6.1.33) in any Riemann normal coordinate system on T ∗Q induced
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by Riemann normal coordinates of ∇. We will call this product a canonical star-
product on T ∗Q related to the flat connection ∇.

For Riemann normal coordinates the Christoffel symbols �ijk of the Levi-Civita
connection ∇ on Q vanish, so g is a symmetric constant matrix. In consequence
the Christoffel symbols �̄αβγ of the lift (6.1.74) of the connection ∇ to a symplectic

connection ∇̄ on T ∗Q vanish as well. This shows that the canonical star-product on
T ∗Q can be written in a covariant form

f � g =
∞
∑

k=0

1

k!
(

ih̄

2

)k

πμ1ν1 · · ·πμkνk (∇̄ · · · ∇̄
︸ ︷︷ ︸

k

f )μ1...μk (∇̄ · · · ∇̄︸ ︷︷ ︸

k

g)ν1...νk

=
∞
∑

k=0

1

k!
(

ih̄

2

)k

πμ1ν1 · · ·πμkνk (∂ξμ1 · · · ∂ξμk f )(∂ξν1 · · · ∂ξνk g),

(6.1.87)

as for Riemann normal coordinates both products coincide. From flatness property
of the linear connection ∇̄ follows the associativity of the star-product (6.1.87).

Now, let us consider some automorphismφ of (Q, g). It induces a new flat metric

gφ =
(

φ′−1
)T

gφ′−1 (6.1.88)

of the same signature as g and new connection ∇φ with different from zero
Christoffel symbols in Riemann normal coordinates of the old connection ∇. The
new connection ∇φ induces a new symplectic connection ∇̄φ on T ∗Q and a new
star-product

f � g = f exp

(

1
2 ih̄π

αβ
←−
∇̄φα

−→̄
∇φβ

)

g

=
∞
∑

k=0

1

k!
(

ih̄

2

)k

πμ1ν1 · · ·πμkνk (∇̄φ · · · ∇̄φ
︸ ︷︷ ︸

k

f )μ1...μk (∇̄φ · · · ∇̄φ︸ ︷︷ ︸

k

g)ν1...νk

(6.1.89)

being a covariant representation of the product (6.1.28)

f � g = f exp
(

1
2 ih̄π

αβ←−Dα
−→
Dβ

)

g (6.1.90)

=
∞
∑

k=0

1

k!
(

ih̄

2

)k

πμ1ν1 · · ·πμkνk (Dξμ1 · · ·Dξμk f )(Dξν1 · · ·Dξνk g)
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whereDα ≡ Dξα are given by (6.1.65). Thus, we have constructed a family of star-
products (6.1.89), (6.1.90) induced by a family of flat connections on the base space
Q and hence by a family of flat symplectic connections on T ∗Q.

It is also possible to distinguish covariant star-products on more general sym-
plectic manifolds. Let Q be an n-dimensional flat Riemannian manifold, and let
us take as a symplectic manifold M the cotangent bundle to Q, M = T ∗Q.
According to (6.1.74), we can lift a flat Levi-Civita connection ∇ on Q to a flat
torsionless symplectic connection ∇̄ on M . In analogy to (6.1.73) we can define a
local canonical star-product onM by the formula

f � g =
∞
∑

k=0

1

k!
(

ih̄

2

)k

πμ1ν1 · · ·πμkνk (∇̄ · · · ∇̄
︸ ︷︷ ︸

k

f )μ1...μk (∇̄ · · · ∇̄︸ ︷︷ ︸

k

g)ν1...νk .

(6.1.91)

On can prove that the star-product (6.1.91) is associative (see [12]), so it is a proper
star-product on M . What is interesting, in a case of a non-flat connection ∇̄ the
star-product (6.1.91) in general fails to be associative and thus has to be modified
(deformed).

The star-product (6.1.91) can be written in a different, coordinate free form. Let
exp : TM → M be an exponential map of the connection ∇̄. For every ξ ∈ M
there exists a neighborhood U ⊂ M of ξ on which expξ is a diffeomorphism of an
open subset V of the tangent space TξM onto U . Diffeomorphism expξ can be used
to locally represent each function f ∈ C∞(M) as a smooth function defined on
the vector space TξM . On each vector space there exists a canonical star-product,
namely the Moyal product �M , thus it is natural to define onM a star-product by the
following formula

(f � g)(ξ) = (exp∗ξ f � exp∗ξ g)(0), (6.1.92)

where the pull-back exp∗ξ f = f ◦ expξ . Using the formula

∂k

∂yμ1 · · · ∂yμk f (expξ (y))

∣

∣

∣

∣

y=0
= (∇̄ · · · ∇̄

︸ ︷︷ ︸

k

f )μ1...μk (ξ ) (6.1.93)

one can see that the star-product (6.1.92) is equal to (6.1.91).
In what follows we are mainly interested in certain manifolds Q for which

the star-product (6.1.91) can be written in an integral form. For this purpose a
Riemannian manifold (Q, g) will be called almost geodesically simply connected
if for every x ∈ Q there exists a neighborhood U ⊂ Q of x such that Q \ U
is of measure zero with respect to the measure induced by the metric volume
form ωg , and every point in U can be connected with x by a unique geodesic. By
analogy we define the notion of an almost geodesically simply connected symplectic
manifold (M,ω) equipped with a torsionless symplectic connection. In that case in
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the definition we replace the metric volume form ωg by Liouville volume form 
ω.
IfQ is almost geodesically simply connected then T ∗Q has the same property. The
simplest nontrivial example of almost geodesically simply connected Riemannian
manifold is the sphere.

If M = T ∗Q is almost geodesically simply connected then for every ξ ∈ M
exists a neighborhood U ⊂ M such that M \ U is of measure zero and expξ is a
diffeomorphism of an open subset V ⊂ TξM onto U . If f ∈ C∞0 (M) is a smooth
function with the compact support then exp∗ξ f ∈ C∞0 (V ) has the same property.
The function exp∗ξ f can be uniquely extended to a smooth function on the whole
tangent space TξM with the same support as exp∗ξ f , just by putting the function
exp∗ξ f equal 0 outside V . Thus according to (6.1.92) and the known integral form
of the Moyal product (6.1.44) it follows that for f, g ∈ C∞0 (M) the �-product can
be written in the following integral form

(f � g)(ξ) = 1

(πh̄)2N

∫

TξM

∫

TξM

f (expξ (u))g(expξ (v))e
− 2i
h̄
ωξ (u,v) du dv.

(6.1.94)

Note that the crucial assumption that M \ U is of measure zero guaranties that the
above integral form of the �-product indeed expands to the series (6.1.91).

An important property of the star-product (6.1.91) is that for a given classical
and quantum canonical coordinate system (x, p) it is equivalent with the Moyal
product associated with the same coordinates (x, p). The morphism S is constructed
according to general formulas (6.1.81) and (6.1.83). For a star-product (6.1.91) the
calculation shows that the operators Ck(ξα, · ) take the form

Ck(x
j , · ) = 1

k!
(

i

2

)k

(∇ · · · ∇
︸ ︷︷ ︸

k

xj )j1...jk ∂pj1
· · · ∂pjk , (6.1.95a)

Ck+1(pj , · ) = 1

(k + 1)!
(

i

2

)k+1 (

γ rjj1...jk+1
− (k + 1)γ lj (j1...jk�

r
jk+1)l

)

pr∂pj1
· · · ∂pjk+1

− 1

k!
(

i

2

)k+1

γ ljj1...jk ∂ql ∂pj1
· · · ∂pjk

− 1

(k − 1)!
(

i

2

)k+1

γ rjl(j1...jk−1
�ljk)r ∂pj1

· · · ∂pjk , (6.1.95b)

where functions γ ljj1...jk are given recursively by

γ ljj1...jk+1
= γ lj (j1...jk ,jk+1)

+ γ rj (j1...jk�ljk+1)r
− kγ ljr(j1...jk−1

�rjkjk+1)
,

γ ljj1 = �ljj1 . (6.1.96)
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The round bracket () means as usually the symmetrization with respect to a group
of indices. Indeed, using (6.1.74) one receives that

(∇̃ · · · ∇̃
︸ ︷︷ ︸

k

xj )j1...jk = (∇ · · · ∇︸ ︷︷ ︸

k

xj )j1...jk , (6.1.97a)

(∇̃ · · · ∇̃
︸ ︷︷ ︸

k+1

pj )j1...jk+1 =
(

γ rjj1...jk+1
− (k + 1)γ lj (j1...jk�

r
jk+1)l

)

pr, (6.1.97b)

(∇̃ · · · ∇̃
︸ ︷︷ ︸

k+1

pj )l̄j1...jk = γ ljj1...jk , (6.1.97c)

where remaining terms are equal zero, and

(∇̃ · · · ∇̃
︸ ︷︷ ︸

k

f )j̄1...j̄k = ∂pj1 · · · ∂pjk f, (6.1.98a)

(∇̃ · · · ∇̃
︸ ︷︷ ︸

k+1

f )lj̄1...j̄k = ∂xl ∂pj1 · · · ∂pjk g + �
j1
lj ∂pj · · · ∂pjk f + · · · + �

jk
lj ∂pj1

· · · ∂pj f.

(6.1.98b)

From (6.1.97) and (6.1.98) one receives (6.1.95).
Let us calculate the second order terms in the h̄ expansion of the morphism S.

As Fα2 = C2(ξ
α, · ) and

C2(x
i, ·) = 1

8�
i
kj (x)∂pk∂pj ,

C2(pi, ·) = 1
4�

m
li (x)�

l
mk(x)∂pk + 1

4�
k
il(x)∂xk∂pl

+ 1
8 [�krl(x)�rmi(x)+ �kri(x)�rml(x)− �kmi,l (x)]pk∂pm∂pl

hence, from (6.1.81) and (6.1.83) we find that

S2 = C2(ξ
γ , · )∂ξγ + 1

2

[

ξα, C2(ξ
γ , · )] ∂ξα ∂ξγ + 1

6

[

ξα,
[

ξβ, C2(ξ
γ , · )]] ∂ξα ∂ξβ ∂ξγ

= 1
8�

i
jk∂xi ∂pj ∂pk + 1

8�
i
lj�

l
ik∂pj ∂pk +

1

24

(

2�inl�
n
jk − �ijk,l

)

pi∂pj ∂pk∂pl

(confront with (6.1.66)). The complexity of terms Sk grow rapidly for k > 2. The
reader can find the complicated explicit form of S4, calculated using a computer
algebra program, in [99].

Now, let us describe a procedure of constructing star-products on a symplectic
manifoldM = T ∗Q over a non-flat almost geodesically simply connected pseudo-
Riemannian manifold (Q, g). In such a case, in analogy to the flat case, we will use
a symplectic connection ∇̄ on T ∗Q induced from a Levi-Civita connection ∇ on
Q, in order to derive a star-product. However, for a curved linear connection ∇̄ a
star-product in the form (6.1.91) is not a proper star-product as it is not associative
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and (6.1.93) is not valid any more. In consequence we have to deform the star-
product (6.1.91) in such a way that for a curved linear connection ∇̄ it would remain
associative. In addition, we would like the new star-product to be equivalent with
the Moyal product for every classical and quantum canonical coordinate system.

In what follows, any admissible star-product will be constructed from an
appropriate morphism S acting on the Moyal product (see Observation 13). We will
present the construction up to the third order in h̄. Let us take the admissible one
parameter family of morphisms Sa which in the flat case coincide with the known
formula (6.1.75)

Sa = id+h̄2
(

− 1

24
�̄αβγ ∂

α∂β∂γ + 1
16 (�̄

μ
να�̄

ν
μβ + aR̄αβ)∂α∂β

)

+O(h̄4),

(6.1.99)

where a is a real parameter, R̄αβ is the Ricci curvature tensor (2.7.9) and the
components of the non-flat symplectic connection in the Darboux coordinate frame
are given by (2.7.6). Then, after some cumbersome calculations, we will receive the
one-parameter family of star-products in the form

f �a g =
∞
∑

k=0

1

k!
(

ih̄

2

)k

πμ1ν1 · · ·πμkνk
(

(∇̄ · · · ∇̄
︸ ︷︷ ︸

k

f )μ1...μk (∇̄ · · · ∇̄︸ ︷︷ ︸

k

g)ν1...νk

+ Bμ1...μkν1...νk (f, g)
)

,

(6.1.100)

equivalent with the Moyal product, up to third order in h̄, where Bμ1...μkν1...νk are
bilinear operators given by [37]

B0(f, g) = 0,

Bμ1ν1(f, g) = 0,

Bμ1μ2ν1ν2(f, g) = −3aR̄μ1μ2(∇̄ν1f )(∇̄ν2g),

Bμ1μ2μ3ν1ν2ν3(f, g) = −R̄ν1ν2ν3απ
αβ(∇̄∇̄∇̄f )μ1μ2μ3(∇̄βg)

− R̄μ1μ2μ3απ
αβ(∇̄βf )(∇̄∇̄∇̄g)ν1ν2ν3

− 9
2aR̄μ1μ2;μ3(∇̄ν3f )(∇̄∇̄g)ν1ν2

+ 9
2aR̄μ1μ2;μ3(∇̄∇̄f )ν1ν2(∇̄ν3g)

+ 9aR̄μ2ν3(∇̄∇̄f )μ1μ3(∇̄∇̄g)ν1ν2

+ R̄μ1μ2μ3αR̄ν1ν2ν3γ π
αβπγ δ(∇̄βf )(∇̄δg),
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where R̄αβγ δ = ωαλR̄
λ
βγ δ is the curvature tensor. Clearly for the flat linear

connection ∇̄ the product (6.1.100) reduces to (6.1.91) ones.
In a special case a = 0 the star-product (6.1.100) reduces to

f � g =
∞
∑

k=0

1

k!
(

ih̄

2

)k

πμ1ν1 · · ·πμkνk (Dμ1...μkf )(Dν1...νkg), (6.1.101)

where Dμ1...μk are linear operators mapping functions to k-times covariant tensor
fields according to the formulas

D0f = f, (6.1.102a)

Dμ1f = ∇̄μ1f, (6.1.102b)

Dμ1μ2f = (∇̄∇̄f )μ1μ2 , (6.1.102c)

Dμ1μ2μ3f = (∇̄∇̄∇̄f )μ1μ2μ3 − R̄μ1μ2μ3απ
αβ∇̄βf. (6.1.102d)

A direct calculation, with the help of the Ricci identity

R̄αβγ δ + R̄αγ δβ + R̄αδβγ = 0,

shows that operators (6.1.102) are symmetric with respect to indices μ1, μ2, . . . .
The reader can verify that the star-product (6.1.101), up to at least third order in h̄,
is a Fedosov star-product associated with the Weyl curvature form 
 = ω [118].
It should be also noted that for a �= 0 the star-product (6.1.100) is not a Fedosov
star-product.

From the presented construction it is clear that when the configuration space Q
is curved there is no single natural star-product on T ∗Q but rather the whole family
of natural star-products. In the considered case (see formula (6.1.99)) the natural
star-products are parametrized by a real number a. Notice that also the Fedosov
construction of star-products has freedom in taking different Weyl curvature forms

 [118].

Let us extend the introduced family of star-products on M = T ∗Q in the
way which will be important for the formalism developed in the next chapter.
Using (2.7.6) and (2.7.9) the formula (6.1.99) can be rewritten in the Darboux chart

S = id+ h̄
2

4!
[

3
(

�ilj�
l
ik + aRjk

)

∂pj ∂pk + 3�ijk∂xi ∂pj ∂pk

+
(

2�inl�
n
jk − �ijk,l

)

pi∂pj ∂pk∂pl

]

+O(h̄4).

(6.1.103)
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Now let us generalize the formula (6.1.103) in the following way

S = id+ h̄
2

4!
[

3
(

�ilj�
l
ik + aRjk

)

∂pj ∂pk + 3�ijk∂xi ∂pj ∂pk

+
(

2�inl�
n
jk − �ijk,l

)

pi∂pj ∂pk ∂pl

− 3b∂pj (∂xj + �ijlpi∂pl )∂pk (∂xk + �rknpr∂pn)
]

+O(h̄4),

(6.1.104)

where b is a real parameter. This two-parameter family of morphisms will be
crucial for quantizations considered in the next chapter. For a symplectic manifold
T ∗En and Cartesian coordinates (xi, pj ) all Christoffel symbols �ijk = 0 and the
morphism S (6.1.104) take the form

S = id− h̄
2

8
b∂xj ∂pj ∂xk∂pk +O(h̄4),

and can be regarded as the expansion of the following morphism

S = exp

(

− h̄
2

8
b∂xj ∂pj ∂xk ∂pk

)

. (6.1.105)

The morphism S (6.1.105) induces a star-product which takes the form

f � g =f exp

(

1
2 ih̄

(←−
∂ xk

−→
∂ pk −

←−
∂ pk

−→
∂ xk

)

+ 1
8bh̄

2(
←−
∂ xk

←−
∂ pk

←−
∂ xj

←−
∂ pj +

−→
∂ xk

−→
∂ pk

−→
∂ xj

−→
∂ pj )

− 1
8bh̄

2(
←−
∂ xk +

−→
∂ xk )(

←−
∂ pk +

−→
∂ pk )(

←−
∂ xj +

−→
∂ xj )(

←−
∂ pj +

−→
∂ pj )

)

g

considered in Sect. 6.1.3. In general, the star-product induced by the morphism
S (6.1.104) for a = 1 and b = 1 leads to what will be called in Sect. 8.1.6 a
“minimal” quantization. Moreover, the same quantization will be used in Sect. 8.2 in
order to investigate the quantum integrability and quantum separability of classical
Stäckel systems.

Observation 13 As long as a symplectic manifold T ∗Q has the flat base manifold
Q, a lot of star-products have a compact explicit representation. However, it is
lost in the case of a non-flat base. Fortunately, such explicit representations are
not necessary in many physically interesting cases. Observe that for the quantum
theory, once we chose a local coordinate system, all admissible quantizations (star-
products) should be equivalent with the one which has the Moyal representation in
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these coordinates. Thus, they are uniquely specified by an appropriate morphism S.
Obviously, for quantization of classical Hamiltonian, represented by an arbitrary
smooth function on T ∗Q, a complete S in explicit form is necessary. But, in the case
of “physical” Hamiltonians, represented by functions polynomial in momenta, a
few first terms in h̄ expansion of S are sufficient. For example, for a two-parameter
family of quantizations defined by (6.1.104), the knowledge of S2 is sufficient for
quantizations of Hamiltonians which are linear, quadratic and cubic in momenta.

6.2 Operator Representation of Star-Algebras and Related
Orderings

In the previous section we constructed a broad class of quantum Poisson algebras
AQ = (C∞(M)[[h̄]], �). Observables were represented by particular elements of
AQ, self-adjoint with respect to involution. In the following section we construct
an operator representation of the algebra AQ in the Hilbert space L2(M, d
h̄).
Actually, with any element of C∞(M)[[h̄]] we associate an operator

A �→ Â ≡ A� (6.2.1)

defined on the Hilbert space L2(M, d
h̄). We construct both, integral and differ-
ential representations of any operator (6.2.1) for the class of quantum algebras
considered in the previous section. We prove that for each star-algebra AQ any
operator Â is represented by appropriately ordered operators of position and
momenta

Â = A� = A(x�, p�) = A(q̂, p̂).

Thus, with each quantization we relate some ordering.

6.2.1 Weyl Ordering for Moyal Product

Let us take as a phase space M the symplectic vector space (R2n, ω), where ω
is a symplectic form. Moreover, let us consider on M a star-product which in
canonical coordinates (ξ1, . . . , ξ 2n) takes the form of Moyal product (6.1.33). For
any element of C∞(R2n)[[h̄]] we can associate the operator defined on the Hilbert
space L2(R2n, d
h̄) by the prescription

A �→ A �M . (6.2.2)
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Formula (6.2.2) gives us a representation of the algebra AQ = (C∞(R2n)[[h̄]], �M)
in the Hilbert space L2(R2n, d
h̄). In what follows we will derive the form of the
operatorsA �M .

Let A be an element of the space S(R2n) of Schwartz functions. The operator
A �M can be written in the following integral form

A �M = 1

(2πh̄)n

∫

R2n
FωA(p′, x ′)e

i
h̄

[

p′j (q̂M)j−x ′j (p̂M)j
]

dx ′ dp′, (6.2.3)

where

(q̂M)
j = xi �M = xi + 1

2 ih̄∂pi , (p̂M)j = pi �M = pi − 1
2 ih̄∂xi

are operators of position and momenta, respectively and Fω is the symplectic
Fourier transform (6.1.23). The formula (6.2.3) can be derived as follows. For
ρ ∈ L2(R2n), using the identity

e
yi∂

zi ρ(z) = ρ(z+ y), (y1, . . . , y2n) ∈ R
2n

and the Baker-Campbell-Hausdorff formula

eâ+b̂ = eâeb̂e− 1
2 [â,b̂], eâeb̂ = eb̂eâe[â,b̂], [â, b̂] = const.,

we receive that

e
i
h̄

[

p′j (q̂M)j−x ′j (p̂M)j
]

ρ(x, p) = e− i
2h̄ x

′ip′i e
i
h̄ p

′
j (q̂M)

j

e−
i
h̄ x
′j (p̂M)j ρ(x, p)

= e− i
2h̄ x

′j p′j e
i
h̄
p′j (xj+ 1

2 ih̄∂pj )e
− i
h̄ x
′j (pj− 1

2 ih̄∂xj )ρ(x, p)

= e− i
2h̄ x

′j p′j e
i
h̄ p

′
j x
j

e
− 1

2p
′
j ∂pj e

− i
h̄ x
′j pj e−

1
2q
′j ∂
xj ρ(x, p)

= e ih̄ (p′j xj−x ′j pj )e− 1
2p
′
j ∂pj e

− 1
2x
′j ∂
xj ρ(x, p)

= e ih̄ (p′j xj−x ′j pj )ρ(x − 1
2x
′, p − 1

2p
′).

From the above result we find that
[

1

(2πh̄)n

∫

R2n
FωA(p′, x ′)e

i
h̄

[

p′j (q̂M)j−x ′j (p̂M)j
]

dx ′ dp′
]

ρ(x, p) =

= 1

(2πh̄)n

∫

R2n
FωA(p′, x ′)ρ(x − 1

2x
′, p − 1

2p
′)e

i
h̄ (p

′
j x
j−x ′j pj ) dx ′ dp′
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= 1

(2πh̄)2n

∫

R2n

∫

R2n
A(x ′′, p′′)ρ(x − 1

2x
′, p − 1

2p
′)

× e ih̄ (p′j (xj−x ′′j )−x ′j (pj−p′′j )) dx ′ dp′ dx ′′ dp′′.

After changing variables

x ′j →−2x ′j, x ′′j → xj + x ′′j,
p′j →−2p′j , p′′j → pj + p′′j ,

the above equation can be written in a form

[

1

(2πh̄)n

∫

R2n
FωA(x′, p′)e

i
h̄

[

p′j (q̂M)j−x′j (p̂M )j
]

dx′ dp′
]

ρ(x, p)

= 1

(πh̄)2n

∫

R2n

∫

R2n
A(x + x′′, p + p′′)ρ(x + x′, p + p′)e− 2i

h̄
(x′j p′′j−p′j x′′j ) dx′ dp′ dx′′ dp′′,

which is the known integral form (6.1.45) of the Moyal star-productA �M ρ.
The formula (6.2.3) represents the Weyl ordering (symmetric ordering) of A as a

function of quantum canonical operators q̂M, p̂M , as will be shown in a moment, so
we will use the following notation

A(q, p)�M := AW(q̂M, p̂M). (6.2.4)

It was first proposed by Weyl [260] for the symmetric ordering and formally
it works by substituting variables qi, pj with operators q̂ i , p̂j and appropriately
ordering them. The symmetric-ordered function A of operators q̂ i , p̂j (6.2.3) will
be shortly denoted by a formula

AW(q̂, p̂) = 1

(2πh̄)n

∫

R2n
FωA(p′, x ′)T̂ (p′, x ′) dx ′ dp′, (6.2.5)

where

T̂ (p′, x ′) = e ih̄ (p′i q̂i−x ′i p̂i ) = e ih̄ p′i q̂i e− i
h̄
x ′i p̂i e−

1
2
i
h̄
x ′ip′i (6.2.6)

is a unitary operator for every (p′, x ′) ∈ R
2n.
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These functions A which are polynomial in momenta are particulary interesting
from the point of view of further applications. ForA(x, p) = Kj1...jm(x)pj1 · · ·pjm ,
whereKj1...jm is a symmetric tensor field on R

n, we get

AW(q̂, p̂) = 1

2m

m
∑

k=0

(

m

k

)

p̂j1 · · · p̂jkKj1...jm(q̂)p̂jk+1 · · · p̂jm. (6.2.7)

Indeed, from (6.2.5) for (p′, x ′) = (η, ξ) we get

AW(q̂, p̂) = 1

(2πh̄)2n

∫

R2n

∫

R2n
Kj1...jm (x)pj1 · · ·pjne−

i
h̄
(ηj x

j−ξj pj )T̂ (η, ξ) dx dp dξ dη

= 1

(2πh̄)2n

∫

R2n

∫

R2n
Kj1...jm (x)

(

(−ih̄)m∂ξj1 · · · ∂ξjm e−
i
h̄
(ηj x

j−ξj pj )
)

× T̂ (η, ξ ) dx dp dξ dη

= 1

(2πh̄)2n

∫

R2n

∫

R2n
Kj1...jm (x)e

− i
h̄
(ηj x

j−ξj pj )
(

(ih̄)m∂ξj1 · · · ∂ξjm T̂ (η, ξ )
)

× dx dp dξ dη. (6.2.8)

Using the Baker-Campbell-Hausdorff formula the operator T̂ (η, ξ) can be written
in a form

T̂ (η, ξ) = e− 1
2
i
h̄ ξ
j p̂j e

i
h̄ ηj q̂

j

e
− 1

2
i
h̄ ξ
j p̂j . (6.2.9)

From (6.2.6) and the Leibniz’s formula we get

(ih̄)m∂ξj1 · · · ∂ξjm T̂ (η, ξ) = (ih̄)m∂ξj1 · · · ∂ξjm e−
1
2
i
h̄
ξj p̂j e

i
h̄ ηj q̂

j

e
− 1

2
i
h̄
ξ j p̂j

=
m
∑

k=0

(

m

k

)(

1

2

)k

p̂j1 · · · p̂jk e−
i
h̄

1
2 ξ
j p̂j e

i
h̄ ηj q̂

j

(

1

2

)m−k
p̂jk+1 · · · p̂jme−

i
h̄

1
2 ξ
j p̂j .

(6.2.10)

Substituting (6.2.10) into (6.2.8) and performing integration with the help
of (6.1.23) and (6.1.23) we get the result. In particular, for n = 1, we get

(

f (q̂)p̂m
)

W
= 1

2m

m
∑

k=0

(

m

k

)

p̂kf (q̂)p̂m−k, (6.2.11)
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thus

(f p̂)W = 1
2 (f p̂ + p̂f ),

(f p̂2)W = 1
4 (f p̂

2 + p̂2f )+ 1
2 p̂f p̂,

(f p̂3)W = 1
8 (f p̂

3 + p̂3f )+ 3

8
(p̂f p̂2 + p̂2f p̂),

(f p̂4)W = 1
16 (f p̂

4 + p̂4f )+ 1
4 (p̂f p̂

3 + p̂3f p̂)+ 3

8
p̂2f p̂2,

...

A general differential representation of (6.2.5) for any canonical operators q̂, p̂
takes the form

AW(q̂, p̂) = A(−ih̄∂η, ih̄∂ξ )T̂ (η, ξ)|ξ=η=0 (6.2.12)

from which we get immediately (6.2.7) once we choose T̂ (η, ξ) in representa-
tion (6.2.9). The proof of (6.2.12) is based on the following equality

f (ih̄∂x,−ih̄∂p)g(x, p)|x=0 = 1

2πh̄

∫

R2
Fωf (x, p)g(x, p)dx dp

for a pair of coordinates(x, p) and admissible functions f and g.
The adjoint † in the Hilbert space H = L2(R2n, d
h̄) is defined, according

to (6.1.1), by

〈

ρ1, A �M ρ2
〉 :=

〈

(A�M)
† ρ1, ρ2

〉

,

where

〈

ρ1, A �M ρ2
〉 =

∫

M

ρ̄1 (A �M ρ2) d
h̄,

thus we get

(A�M)
† = Ā�M = ĀW (q̂, p̂).
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6.2.2 General Theory of Orderings

Let S be an isomorphism of quantum algebras (AQ, �M) and (AQ, �) on (R2N,ω),
given by (6.1.77), which does not change the value of integral

∫

R2n
SAd
h̄ =

∫

R2n
Ad
h̄ (6.2.13)

for any integrable function A ∈ AQ. Such types of isomorphisms are generated,
for example, by coordinate transformations which are simultaneously classical and
quantum canonical (see the previous subsection). Isomorphism S defines a new
�S-product

f �S g = S(S−1f �M S
−1g), f, g ∈ AQ.

Involution in �S-algebra is defined by (6.1.38). Besides, let f, g ∈ AQ be such that
f �S g and g �S f are integrable functions. Then, from (6.1.6) for Moyal product
and (6.2.13) follows that

∫

R2n
(f �S g) d
h̄ =

∫

R2n
(g �S f ) d
h̄.

We demonstrate now how to construct an operator representation of �S-algebra
[33]. Let us define an S-order of operator function through the relation

A(q, p)�S = AS(q̂, p̂) := (S−1A)W(q̂, p̂), (6.2.14)

where [q̂k, p̂j ] = ih̄δkj . The conjugation of such an ordering is of the form

[

AS(q̂, p̂)
]† =

[

(S−1A)W(q̂, p̂)
]†

= (S−1A)W(q̂, p̂)
(6.1.38)= (S−1A∗)W (q̂, p̂)

= (

A∗
)

S
(q̂, p̂),

where ∗ is a new involution (6.1.38) of �S-algebra.
Let us introduce new operators

(q̂S)
j := xj�S, ( p̂S )j := pj�S,

then, according to (6.1.56a) and (6.1.56b), we get

q̂S = Sq̂MS−1, p̂S = Sp̂MS−1. (6.2.15)
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Obviously, from (6.2.15) follows that

[(q̂S)k, (p̂S )j ] = ih̄δkj .

Now, for any A ∈ AQ we have

A�S =AS(q̂S, p̂S) = (S−1A)W(q̂S, p̂S)

= 1

(2πh̄)n

∫

R2n
Fω(S−1A)(η, ξ) exp

i

h̄
[ηj (q̂S)j − ξ j (p̂S)j ]dξ dη

(6.2.16)

as

A�S = SS−1(A�S) = S(S−1A)W(q̂, p̂)S
−1

= 1

(2πh̄)n

∫

R2n
Fω(S−1A)(η, ξ)Se

i
h̄

[

ηj (q̂M)
j−ξj (p̂M)j

]

S−1dξ dη

= 1

(2πh̄)n

∫

R2n
Fω(S−1A)(η, ξ)e

i
h̄

[

ηj S(q̂M)
jS−1−ξj S(p̂M)j S−1

]

dξ dη

= 1

(2πh̄)n

∫

R2n
Fω(S−1A)(η, ξ) exp

i

h̄
[ηj (q̂S)j − ξj (p̂S)j ]dξ dη

=AS(q̂S, p̂S).

Moreover, the related differential representation of (6.2.16), for any canonical
operators q̂, p̂, takes the form

AS(q̂, p̂) =
(

S−1A
)

(−ih̄∂η, ih̄∂ξ )T̂ (η, ξ)|ξ=η=0 (6.2.17)

where T̂ (ξ, η) is given by (6.2.6) or equivalently by (6.2.9).
The S-ordering rule (6.2.16) is very general and contains as special cases all

ordering rules found in the literature. In particular, for a class of S for which

S−1 = F(ih̄∂p,−ih̄∂x), (6.2.18)

whereF : R2n→ C is a general analytic function such that F(0) = 1, the S-ordered
function of operators q̂ i , p̂j can be presented alternatively by the formula

AS(q̂, p̂) = 1

(2πh̄)n

∫

R2n
Fω

(

S−1A
)

(η, ξ)e
i
h̄
(ηj q̂

j−ξj p̂j ) dξ dη

= 1

(2πh̄)n

∫

R2n
Fω (FA) (η, ξ)e

i
h̄
(ηj q̂

j−ξj p̂j ) dξ dη
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= 1

(2πh̄)n

∫

R2n
FωA(η, ξ)F (η, ξ)e

i
h̄
(ηj q̂

j−ξj p̂j ) dξ dη (6.2.19)

= 1

(2πh̄)n

∫

R2n
FωA(η, ξ)T̂F (η, ξ) dξ dη. (6.2.20)

The above formula was first considered by Cohen [69]. Thus, it is clear that the
very broad family of orderings considered in [69] is a special case of the introduced
family of orderings (6.2.16). In this case, alternative to (6.2.17) differential repre-
sentation of (6.2.20) for any canonical operators q̂, p̂ takes the form

AS(q̂, p̂) = A(−ih̄∂η, ih̄∂ξ )T̂F (η, ξ)|ξ=η=0, T̂F (η, ξ) = T̂ (η, ξ)F (η, ξ) .
(6.2.21)

Now, let us illustrate various admissible orderings by a few particular cases. As
the first case let us consider �σ,α,β -algebra (6.1.3) on the symplectic manifoldM =
(R2n, ω) in natural coordinates (x, p)

f �σ,α,β g =f exp

(

ih̄
(

1
2 − σ

)←−
∂ xj

−→
∂ pj − ih̄

(

1
2 + σ

)←−
∂ pj

−→
∂ xj

+ h̄α←−∂ xj
−→
∂ xj + h̄β

←−
∂ pj

−→
∂ pj

)

g,

(6.2.22)

related with �M -product by isomorphism Sσ,α,β (6.1.37)

Sσ ,α,β = exp
n
∑

j=1

(−ih̄σ∂xj ∂pj + 1
2 h̄α∂

2
xj
+ 1

2 h̄β∂
2
pj
). (6.2.23)

Observables A(h̄) in �M -algebra are real functions on M A(h̄) = AC , i.e.
functions self-adjoint with respect to complex conjugation, while in �σ,α,β -algebra
observables were chosen as the set of functions A(h̄) = W(h̄)AC (6.1.41) which
are complex functions, self-adjoint with respect to involution (6.1.40)

A∗ = exp
n
∑

j=1

(−2ih̄σ∂xj ∂pj
)

Ā.

For such a choice the Moyal quantization and �σ,α,β -quantization are nonequivalent
quantizations. The choice of quantum observables in the formA(h̄) = Sσ ,α,β(h̄)AC
makes them isomorphic.
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Besides

(

q̂S
)j = xj�σ,α,β = Sσ ,α,β

(

q̂M
)j
S−1
σ ,α,β = xj + ih̄( 1

2 − σ)∂pj + h̄α∂xj ,
(6.2.24)

(

p̂S
)

j
= pj �σ,α,β = Sσ,α,β

(

p̂M
)

j
S−1
σ ,α,β = pj − ih̄( 1

2 + σ)∂xj + h̄β∂pj
(6.2.25)

and

[(q̂S
)j
,
(

p̂S
)

k
] = ih̄δjk .

Sσ ,α,β -ordering is expressible by the Cohen formula

Aσ,α,β(q̂, p̂) = 1

(2πh̄)n

∫

R2n
FωA(η, ξ) exp

i

h̄

(

ηj q̂
j − ξj p̂j

)

× exp

⎛

⎝

i

h̄
σ ξj ηj +

1

2

α

h̄

n
∑

j=1

η2
j +

1

2

β

h̄

n
∑

j=1

ξ j2

⎞

⎠ dξ dη.

(6.2.26)

The integral formula (6.2.16) gives us immediately the integral representation of
a respective �σ ,α,β -product in the form

(f �σ,α,β g)(x, p) =
1

(2πh̄)n

∫

R2n
Fωf (η, ξ)g(x − ( 1

2 + σ )ξ + iαη, p − ( 1
2 − σ )η − iβξ)e

i
h̄
(ηj x

j−ξj pj ) dξ dη.

or equivalently, for σ 2 − αβ �= 1
4 , in the form

(f �σ,α,β g)(x, p) =
1

(2πh̄)2n
∣

∣

∣

1
4+αβ−σ 2

∣

∣

∣

n

∫

R2n

∫

R2n
f (x ′, p′)g(x ′′, p′′)K(x,p; x ′, p′, x ′′, p′′)dx ′dp′dx ′′dp′′,

with the kernel

K(x, p; x′, p′, x′′, p′′) = exp

⎡

⎣− i
h̄

1
(

1
4+αβ−σ 2

)

n
∑

j=1

[(

( 1
2 + σ)(p′′j − pj )− iβ(x′′j − xj )

)

× (x′j − xj ) −
(

( 1
2 − σ)(x′′j − xj )+ iα(p′′j − pj )

)

(p′j − pj )
]]

.
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The representation (6.2.2) follows from (6.2.2) after substitution

Fωf (η, ξ) = 1

(2πh̄)n

∫

R2n
f (x ′, p′) exp

[

− i
h̄

(

ηjx
′j − ξjp′j

)
]

dx ′dp′

and change of coordinates from ξj , ηj to

x ′′j = xj − ( 1
2 + σ)ξj + iαηj , p′′j = pj − ( 1

2 − σ)ηj − iβξ j .

We have two admissible differential representations of Sσ,α,β -ordering of opera-
tors (6.2.24) and (6.2.25), given by formulas (6.2.17) and (6.2.21), respectively. Let
us consider more carefully the case α = β = 0 and in particular the differential
formula (6.2.21)

Aσ (q̂, p̂) = A(−ih̄∂η, ih̄∂ξ )T̂σ (η, ξ)|ξ=η=0, T̂σ (η, ξ) = T̂ (η, ξ) exp
i

h̄
σ ξ jηj .

Using the Baker-Campbell-Hausdorff formula the operator T̂σ (η, ξ) can be written
in a form

T̂σ (η, ξ) = e−
i
h̄ (

1
2−σ)ξj p̂j e

i
h̄ ηj q̂

j

e
− i
h̄ (

1
2+σ)ξj p̂j

and then, for A(x, p) = Kj1...jm(x)pj1 · · ·pjm , we get

Aσ (q̂, p̂) =
m
∑

k=0

(

m

k

)
(

1
2 − σ

)k (
1
2 + σ

)m−k
p̂j1 · · · p̂jkKj1...jm(q̂)p̂jk+1 · · · p̂jm.

(6.2.27)

The best known from the literature particular orderings (6.2.27) are symmetric
(Weyl) orderingW : σ = 0 (6.2.11), standard ordering St : σ = 1

2 and anti-standard
ordering ASt : σ = − 1

2 . For n = 1 and A = f (x)pm

ASt (q̂, p̂) = f (q̂)p̂m, AASt(q̂, p̂) = p̂mf (q̂).

Example 6.6 For the simplest monomial A = qp and σ -ordering (6.2.27) we have

Aσ (q̂, p̂) =
(

1
2 + σ

)

q̂p̂ +
(

1
2 − σ

)

p̂q̂.

Observe, that we can construct an equivalent formula for Weyl ordering (6.2.11)
using isomorphism S of quantum algebras (AQ, �St ) and (AQ, �M) on (R2, ω),

S = exp ih̄ 1
2∂x∂p
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and differential formula (6.2.14). Actually, for A = f (x)pm

AW(q̂, p̂) = (S−1A)St (q̂, p̂) =
m
∑

k=0

(

m

k

)

1

2k
(−ih̄)k

(

f (k)(x)pm−k
)

St

=
m
∑

k=0

(

m

k

)

1

2k
(−ih̄)kf (k)(q̂)p̂m−k,

(6.2.28)

and one can prove the equivalence with (6.2.11) observing that [p̂, f (q̂)] =
−ih̄f ′(q̂).

In the general case, when α �= 0 and β �= 0, formula (6.2.17) is more suitable for
the construction of the appropriate ordering.

Example 6.7 For n = 1 and A = qp + 1
2q

2 + 1
2p

2 we get for (σ , α, β)-
ordering (6.2.17)

Aσ,α,β (q̂, p̂) = (S−1A)W (q̂, p̂) =
(

1
2 q̂

2 + 1
2 p̂

2 + q̂p̂ + ih̄σ − 1
2 h̄α − 1

2 h̄β
)

W

= 1
2 q̂

2 + 1
2 p̂

2 + 1
2 (q̂p̂ + p̂q̂)+ σ [q̂, p̂] + 1

2 iα[q̂, p̂] + 1
2 iβ[q̂, p̂]

= 1
2 q̂

2 + 1
2 p̂

2 +
(

1
2 + σ + 1

2 iα + 1
2 iβ

)

q̂p̂ +
(

1

2
− σ − 1

2 iα − 1
2 iβ

)

p̂q̂.

For n = 1, in holomorphic coordinates [136]

a(q, p) = ωq + ip√
2ω

, ā(q, p) = ωq − ip√
2ω

, ω > 0

the �σ,α,β -product takes the form

f �σ,α,β g =f exp

[

1
2 h̄

(

1+ αω + β
ω

)←−
∂ a
−→
∂ ā − 1

2 h̄

(

1− αω − β
ω

)←−
∂ ā
−→
∂ a

+ 1
2 h̄

(

2σ + αω − β
ω

)←−
∂ a
−→
∂ a − 1

2 h̄

(

2σ − αω + β
ω

)←−
∂ ā
−→
∂ a

]

g.

Let us consider a particular case of the star-product (6.2.2), when σ = 0, α = − λ
ω

and β = −λω

f �λ g = f exp
[

h̄
(

1
2 − λ

)←−
∂ a
−→
∂ ā − h̄

(

1
2 + λ

)←−
∂ ā
−→
∂ a

]

g. (6.2.29)
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Moreover, the operators f �λ can be written in a form

f �λ = fλ(â, â†) = 1

πh̄

∫

R2
Ff (w, w̄)eh̄−1(wâ†−w̄â+λ|w|2) d2w,

where â = a �λ , â† = ā �λ are operators of annihilation and creation, and

Ff (w, w̄) = 1

πh̄

∫

R2
f (z, z̄)eh̄

−1(zw̄−z̄w) d2z,

where d2z = d(Re z) d(Im z), is the symplectic Fourier transform in holomorphic
coordinates. The star-product (6.2.29) and the operator function fλ(â, â†) are
widely used in quantum optics. In particular, for λ = 1

2 (σ = 0, α = − 1
2ω , β = −ω2 )

we have the so called normal ordering N while for λ = − 1
2 (σ = 0, α = 1

2ω , β =
ω
2 ) we have the so called anti-normal ordering AN. For monomial f = anām

fN(â, â
†) = (â†)mân, fAN(â, â

†) = ân(â†)m.

The choice σ = 0, α = 1
2κ , β = κ

2 turns the product (6.2.2) into

f �κ g =f exp
[

1
2 h̄
(

1+ ω2+κ2

2κω

)←−
∂ a
−→
∂ ā − 1

2 h̄
(

1− ω2+κ2

2κω

)←−
∂ ā
−→
∂ a

+ 1
2 h̄
(

ω2−κ2

2κω

)←−
∂ a
−→
∂ a + 1

2 h̄
(

ω2−κ2

2κω

)←−
∂ ā
−→
∂ a

]

g,

and related ordering is called generalized anti-normal (Husimi) ordering which
collapses onto anti-normal ordering for κ = ω.

In general, morphisms S are not of the form (6.2.18). As an example in two-
dimensional case (n = 1) the following two parameter family of morphisms may
serve

S = exp
(

−ih̄a∂q∂p + ih̄bq∂2
p

)

, (6.2.30)

where a, b ∈ R.

Example 6.8 To illustrate the S-ordering rule (6.2.30) let us consider a function
A(q, p) = 1

2p
2 + qp. Then, one finds that

(S−1A)(q, p) = 1
2p

2 + qp + ih̄a − ih̄bq
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and for canonical q̂, p̂ operators

AS(q̂, p̂) = 1
2 (q̂p̂ + p̂q̂)+

1

2
p̂2 + a[q̂, p̂] − b[q̂, p̂]q̂

=
(

1
2 + a

)

q̂p̂ +
(

1
2 − a

)

p̂q̂ + 1
2 p̂

2 − bq̂p̂q̂ + bp̂q̂2.

Let us now consider a general phase space in the form of a cotangent bundle
T ∗Q to an almost geodesically simple connected pseudo-Riemannian manifoldQ,
and a general �-product (6.1.1) defined on it such that for any canonical coordinates
(xi, pj ) on T ∗Q the �(x,p)-product is equivalent with the Moyal product. Using
the related morphism S and performing analogical considerations as for (6.2.14),
we get for a quantum observableA(x, p, h̄) polynomial in momenta an appropriate
operator

A(x, p, h̄) �(x,p) = AS(q̂, p̂),

acting in the Hilbert space L2(T ∗Q,d
h̄). Observe that for star-products consid-
ered in the previous subsection the action S−1A of the morphism S on a function
A polynomial in momenta was again a function polynomial in momenta. Thus,
to a general star-product on T ∗Q written in canonical coordinates corresponds an
S-ordering of operators of position and momenta.



Chapter 7
Quantum Hamiltonian Mechanics
on Symplectic Manifolds

In the previous chapter we presented the general theory of quantum deformations
of classical Poisson algebras. In the following chapter we develop a deformation
procedure applied to classical statistical Hamiltonian mechanics (described in
Sect. 3.3) in order to construct its quantum analogue on the phase space. First,
we define quantum states as appropriate deformations of classical states and their
time development through the respective deformation of the classical Liouville
equation. Then we introduce quantum Hamiltonian equations of motion being a
deformation of classical Hamiltonian equations and time development of quantum
observables. With particular care we present the theory of quantum flow and
quantum trajectories on a phase space together with a wide range of examples which
illustrate the presented formalism. Such constructed quantum theories (each related
with an appropriate quantum algebra) reduce to a common classical counterpart as
deformation parameter � tends to zero: �→ 0.

7.1 General Theory of Quantization

7.1.1 Quantum States

By definition, by an analogy with the classical case (cf. Sect. 3.3.1), quantum states
related to quantum Poisson algebra AQ = (C∞(M)[[h̄]], �, [[ · , · ]], ∗) are those
functions ρ ∈ L2(M, d
h̄) which satisfy the following conditions

1. ρ = ρ∗ (self-conjugation),
2.
∫

M ρ d
h̄ = Tr(ρ) = 1 (normalization),
3.
∫

M f
∗ �f �ρ d
h̄ = Tr(f ∗ �f �ρ) ≥ 0 for f ∈ C∞0 (M) (positive-definiteness).

Quantum states form a convex subset of the Hilbert space L2(M, d
h̄). Pure states
are defined as extreme points of the set of states, i.e. as those states which cannot

© Springer Nature Switzerland AG 2019
M. Błaszak, Quantum versus Classical Mechanics and Integrability Problems,
https://doi.org/10.1007/978-3-030-18379-0_7

345

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-18379-0_7&domain=pdf
https://doi.org/10.1007/978-3-030-18379-0_7


346 7 Quantum Hamiltonian Mechanics on Symplectic Manifolds

be written as convex linear combinations of some other states. Thus ρpure is a pure
state if and only if there do not exist two different states ρ1 and ρ2 such that ρpure =
pρ1 + (1 − p)ρ2 for some p ∈ (0, 1). A state which is not pure is further called a
mixed state.

For certain symplectic manifoldsM pure states can be alternatively characterized
as functions ρpure ∈ L2(M, d
h̄) which are self-conjugated, normalized, and
idempotent (cf. Sect. 3.3.1):

ρpure � ρpure = ρpure. (7.1.1)

Mixed states ρmix ∈ L2(M, d
h̄) can be characterized as convex linear combina-
tions, possibly infinite, of pure states ρ(λ)pure

ρmix =
∑

λ

pλρ
(λ)
pure, (7.1.2)

where pλ ≥ 0 and
∑

λ pλ = 1.
The interpretation of pure and mixed states is similar as in classical mechanics.

When we have the full knowledge of the state of the system, then the system is
described by a pure state. If we only know that the system is in some pure state with
some probability, then the system must be described by a mixed state. The quantum
states ρ are the analogue of the classical distribution functions representing states
of the classical Hamiltonian system and considered in Sect. 3.3.1. The difference
between classical and quantum distribution functions is that the latter do not
have to be non-negative everywhere. Thus, ρ(x, p) cannot be interpreted as a
probability density of finding a particle in a point (x, p) of the phase space. This
is a consequence of the fact that x and p coordinates do not commute with respect
to the �-multiplication, which yield, from the Heisenberg uncertainty principle, that
it is impossible to measure simultaneously the position and momentum of a particle
like in classical mechanics. Hence, the point position of a particle in the phase space
does not make sense anymore. On the other hand it is possible to introduce the so
called marginal distributions

P(x) =
∫

(S−1ρ)(x, p)dμ(p), P (p) =
∫

(S−1ρ)(x, p)dμ(x), (7.1.3)

which are probabilistic distribution functions and can be interpreted as probability
densities that a particle in the phase space has position x or momentum p (see
Sect. 8.1.2). In (7.1.3) S-operator links a given �-product with the Moyal one.
The result is not surprising as each marginal distribution depends on commuting
coordinates only. Note, however, that only in the case of the �M -product the
marginal distributions are received by simple integration of a distribution function
with respect to x or p variable. In general, the distribution function first has to be
transformed with the isomorphism S.
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Finally, for a given observableA ∈ C∞(M)[[h̄]] and state ρ the expectation value
of the observableA in the state ρ is defined by

〈A〉ρ =
∫

M

(A � ρ) d
h̄ = Tr(A � ρ), (7.1.4)

being the analogue of respective classical notion (3.3.5).

7.1.2 Time Evolution of Quantum Systems

The quantum time evolution of a system is governed by a quantum Hamilton
function H ∈ C∞(M)[[h̄]] which is, like in classical mechanics, a distinguished
observable, being a deformation of a classical Hamilton function HC and self-
conjugated with respect to involution ∗ of respective �-algebra. Like in the classical
theory, there are two equivalent points of view on the time evolution: quantum
Schrödinger picture and quantum Heisenberg picture. In the Schrödinger picture
states undergo time development while observables do not. An equation of motion
for states which is the analogue of classical Liouville equation (3.3.11) takes the
form

∂ρ

∂t
(t)− [[H,ρ(t)]] = 0 ⇐⇒ ih̄

∂ρ

∂t
(t)− [H,ρ(t)] = 0 (7.1.5)

The formal solution of (7.1.5) is of the form

ρ(t) = U(t) � ρ(0) � U(t)∗, (7.1.6)

where

U(t) = exp�

(

− i
h̄
tH

)

=
∞
∑

k=0

1

k!
(

− i
h̄
t

)k

H � · · · � H
︸ ︷︷ ︸

k

(7.1.7)

is a unitary function as H is self-conjugated

H = H ∗ → U(t)∗ = U(t)

and hence

U(t) � U(t) = U(t) � U(t) = 1. (7.1.8)



348 7 Quantum Hamiltonian Mechanics on Symplectic Manifolds

Here φ(t) ≡ exp� tB is the noncommutative exponential solution of

∂φ

∂t
= B � φ = φ � B, φ(0) = 1.

In consequence, the time evolution of states can be expressed in terms of the one-
parameter group of unitary functions U(t). Notice that quantum Liouville equation
(von Neumann equation) on the symplectic manifold is represented like its classical
analogue by a linear PDE.

States ρ which do not depend explicitly on time: ∂ρ
∂t
= 0, are called stationary

states and hence fulfill the relation

[H,ρ] = 0. (7.1.9)

As will be shown in Sect. 8.1.2, if ρ is a pure state, then (7.1.9) is equivalent to a
pair of �-genvalue problems

H � ρ = Eρ, ρ � H = Eρ, E ∈ R. (7.1.10)

Notice that E in (7.1.10) is equal to the expectation value of Hamiltonian H in a
pure stationary state ρ, i.e. is equal to energy of a system in that state

〈H 〉ρ =
∫

M

(H � ρ) d
h̄ = E
∫

M

ρd
h̄ = E.

From (7.1.5) follows that time evolution of expectation value of observable A ∈
AQ in a state ρ(t), i.a. 〈A〉ρ(t), fulfills the following equation of motion

d

dt
〈A〉ρ(t) − 〈[[A,H ]]〉ρ(t) = 0. (7.1.11)

Indeed

0 =
∫

M

A �

(

∂ρ

∂t
− [[A,H ]]

)

d
h̄

=
∫

M

A �
∂ρ

∂t
(t)d
h̄ −

∫

M

A �
1

ih̄
[H � ρ(t)− ρ(t) � H ]d
h̄

= d

dt

∫

M

A � ρ(t)d
h̄ −
∫

M

1

ih̄
[A � H −H � A] � ρ(t)d
h̄

= d

dt
〈A〉ρ(t) − 〈[[A,H ]]〉ρ(t) .

In the Heisenberg picture states remain still whereas observables undergo the
time evolution. The time evolution of an observable A ∈ C∞(M)[[h̄]] is given by
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the action of the unitary function U(t) from (7.1.7) on A:

A(t) = U(t) � A(0) � U(t) = e−t [[H, · ]]A(0), (7.1.12)

where

e−t [[H, · ]] :=
∞
∑

k=0

1

k! (−t)
k [[H, [[H, . . . [[H, · ]] . . . ]]]
︸ ︷︷ ︸

k

and U(t) is given by (7.1.7).
Differentiating (7.1.12) with respect to t results in the evolution equation for A:

dA

dt
(t)− [[A(t),H ]] = 0 ⇐⇒ ih̄

dA

dt
− [A(t),H ] = 0. (7.1.13)

Equation (7.1.13) is the quantum analogue of the classical equation (3.3.13).
In particular, quantum Hamiltonian equations of motion are of the form

(

Qi
)

t
(x, p, t) = [[Qi(x, p, t),H(x, p)]](x,p), Qi(x, p, 0) = xi, (7.1.14a)

(Pi)t (x, p, t) = [[Pi(x, p, t),H(x, p)]](x,p) , Pi(x, p, 0) = pi (7.1.14b)

and, as in the classical case, are nonlinear PDE’s and represent a quantum Hamil-
tonian transport. What is important, the system of PDE’s (7.1.14) is equivalent to
the system of ordinary differential equations but in the space of �-functions. Indeed,
any function A ∈ AQ can be expanded in a �-power series (6.1.47). In particular,
any monomial xnpm can be expressed as an �-polynomial (6.2.16)

xnpm = (xnpm) � 1 = (xnpm)
S
(x�, p�)1. (7.1.15)

So, equations (7.1.14) can be written as the system of ODE’s in the space of �-
functions in the form

Qit = [[Qi(x, p, t),H(x, p)]](x,p) = U(−t) �
∂H

∂pi
(x, p) � U(t)

= U(−t) �
[

∂H

∂pi
(x, p)

]

S

(x�, p�)U(t) =
[

∂H

∂Pi
(Q,P )

]

S

(Q�, P�)1,

(7.1.16a)

Pit = [[Pi(x, p, t),H(x, p)]](x,p) =
[

− ∂H
∂Qi

(Q,P )

]

S

(Q�, P�)1. (7.1.16b)
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Notice, that according to Observation 12, equations (7.1.16) can be always trans-
formed to the Moyal case in (x, p) coordinates and Weyl ordering, with transformed
Hamiltonian H(h̄) = S(h̄)H .

Example 7.1 Consider the Hamiltonian system on M = R
2 with the classical

Hamiltonian function in canonical coordinates (x, p)

H(x, p) = κx2p2, κ > 0.

Classical equations of motion are

Qt = {Q(x,p, t),H(x, p)}(x,p) = {Q,H(Q, P )}(Q,P ) = ∂H

∂P
= 2κQ2P, Q(0) = x,

Pt = {P(x, p, t),H(x, p)}(x,p) = {P,H(Q, P )}(Q,P ) = −∂H
∂Q

= −2κQP 2, P (0) = p.

If the quantization is given by �-product which in (x, p) chart takes the Moyal form,
then quantum equations of motion, according to (7.1.16), take the form

Qt = [[Q(x,p, t),H(x, p)]](x,p) =
(

∂H

∂P

)

W

(Q�,P �) 1 = κQ � Q � P + κP � Q � Q,

Pt = [[P (x, p, t),H(x, p)]](x,p) =
(

− ∂H
∂Q

)

W

(Q�,P �) 1 = −κQ � P � P − κP � P � Q,

whereQ(0) = x, P (0) = p and � ≡ �(x,p)M . The solution of classical and quantum
dynamics will be considered in the next section.

Like in the classical case, both presented approaches to the time evolution yield
equal predictions concerning the results of measurements, since from the property
of trace (6.1.11)

〈A(0)〉ρ(t) =
∫

M

A(0) � ρ(t) d
h̄ =
∫

M

A(t) � ρ(0) d
h̄ = 〈A(t)〉ρ(0).

Observation 14 Comparing the results of Sects. 3.3.2 and 7.1.2 we observe that
the linear aspect of classical and quantum Hamiltonian mechanics is represented
by time evolution of states, described on both levels by linear PDE (the so called
Schrödinger picture). On the other hand, the nonlinear aspect of both theories
is represented by time evolution of observables, described on both levels by
nonlinear ODE (the so called Heisenberg picture) defined on an appropriate space
of ordinary-functions and star-functions, respectively. Contrary to a classical case,
on a quantum level Hamiltonian equations of motion belong only to the Heisenberg
picture as pure coherent classical states (3.3.16) are not admissible as quantum
states.
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7.2 Quantum Trajectories in Phase Space

The time evolution of a classical Hamiltonian system is fully determined by
trajectories (a flow) in a phase space (see Sect. 3.3.2). Once we calculate a classical
flow �t for the given system a time evolution of states and observables can be
received by simply composing them with �t . A classical flow is defined as a map
�t : M → M on the phase spaceM , which at every point ξ 0 ∈ M gives a trajectory
(curve) γ (t) = �t(ξ 0) on M passing through the point ξ0 and being a solution of
the Hamilton’s equations (3.2.35). Moreover, any trajectory�t(ξ0) has the property
of being a classical canonical transformation for every t , and the set {�t }t∈R have a
structure of a group with multiplication being a composition of maps.

From the very beginning of quantum physics, a lot of efforts have been taken
to formulate some kind of an analogue of phase space trajectories in quantum
mechanics [95]. The most common approaches to quantum dynamics are the
de Broglie-Bohm approach [50, 51, 154], the average value approach [181, 266],
and the Moyal trajectories approach (see [93, 174] and references therein).

In the following section we develop the theory of Moyal trajectories resulting
from quantum Hamiltonian equations (7.1.14). In consequence, the time evolution
of observables cannot be given as a simple composition of observables with a
quantum flow. For this reason in papers [93] and [174] observables were considered
to be �-functions. Then the action of a flow on observables was given as a
�-composition.

In the approach presented in this section we treat observables as ordinary
functions on a classical phase space. We also present in an explicit form a quantum
action of a flow on observables, which is a deformation of the respective classical
action. The resulting time dependence of observables gives an appropriate solution
of a quantum time evolution equation for observables (7.1.13). Then, we show that a
set of quantum symplectomorphisms (quantum flow) has a structure of a group with
multiplication (quantum composition) being a deformation of the ordinary com-
position regarded as a multiplication in a group of classical symplectomorphisms
(classical flow) [34]. Such an approach to quantum trajectories has a benefit in that
it is not needed to calculate the form of observables as star-functions, but only a
quantum action of a given trajectory needs to be found.

7.2.1 Quantum Flow

Let us consider the Moyal quantization of a classical Hamiltonian system
(M, π,H), where M = R

2N , π = ∂xi ∧ ∂pi , and H ∈ C∞(M) is an arbitrary real
function. Then the solution of quantum Hamiltonian equations

(

Qj
)

t
= [[Qj(t),H ]], (

Pj
)

t
= [[Pj (t),H ]], (7.2.1)
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where Qi(x, p, 0) = xi and Pj (x, p, 0) = pj , i.e., the Heisenberg representation
for observables of position and momentum, generates a quantum flow�t in a phase
space according to an equation

�t(x, p; h̄) = (Q(x, p, t; h̄), P (x, p, t; h̄)). (7.2.2)

For every instance of time t the map �t is a quantum canonical transformation
(quantum symplectomorphism) from coordinates (x, p) to new coordinates x ′ =
Q(x, p, t; h̄), p′ = P(x, p, t; h̄). It means that �t preserves the quantum Poisson
bracket [[Qi(t), Pj (t)]] = δij , which can be seen from (7.2.3) and the fact that

[[Qi(0), Pj (0)]] = [[xi, pj ]] = δij .
The flow �t , treated as a quantum canonical transformation, can act on observ-

ables and states as simple composition of maps. Such a classical action can also
be used to transform the algebraic structure of the quantum Poisson algebra so that
the action will be an isomorphism of the initial algebra and its transformation. So,
a star-product �t being the Moyal product transformed by �−1

t is defined by the
formula

(f � g) ◦�−1
t = (f ◦�−1

t ) �t (g ◦�−1
t ), f, g ∈ C∞(R2N).

As we know from our previous considerations, the �t -product takes the form

f �t g = f exp
(

1
2 ih̄
←−
Dxi

−→
Dpi − 1

2 ih̄
←−
Dpi

−→
Dxi

)

g,

where vector fieldsDxi ,Dpi are transformations of coordinate vector fields ∂xi , ∂pi :

(∂xi f ) ◦�−1
t = Dxi (f ◦�−1

t ), (∂pi f ) ◦�−1
t = Dpi (f ◦�−1

t ).

The most important for our further construction is the observation that the �t -product
is gauge equivalent to the Moyal product. In other words, to a quantum flow�t there
corresponds a unique isomorphism St satisfying

St (f � g) = Stf �t Stg,
St x

i = xi, Stpj = pj ,
St (f̄ ) = (Stf ).

Observe, that for the �t -algebra the involution is also the complex-conjugation.
A formal solution of the time evolution equation (7.1.13) for an observable A ∈

AQ can be expressed by the formula

A(t) = e−t [[H, · ]]A(0) = e
i
h̄
tH

� � A(0) � e
− i
h̄
tH

� ,
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(confront with (7.1.12), (7.1.7) and (7.1.2)). In particular, the solution of (7.2.1) is
of the form

Qi(t) = e−t [[H, · ]]Qi(0) = e
i
h̄ tH

� � Qi(0) � e
− i
h̄ tH

� , (7.2.3a)

Pj (t) = e−t [[H, · ]]Pj (0) = e
i
h̄ tH

� � Pj (0) � e
− i
h̄ tH

� , (7.2.3b)

which for the fixed initial condition Qi(x, p, 0) = xi0 and Pj (x, p, 0) = p0j
represents a particular quantum trajectory.

A time evolution of an observable A ∈ AQ should be alternatively expressed by
action of the quantum flow �t on A. The composition of �t with observables, i.e.
the classical action of �t on observables, does not result in a proper time evolution
of observables and thus it is necessary to deform this classical action. It will be
proved that a proper action of the quantum flow �t on functions from AQ (a pull-
back of �t ) is given by the new formula

�∗t A = (StA) ◦�t, (7.2.4)

where St is an isomorphism associated to the quantum canonical transformation
�−1
t .
The formula (7.2.4) can be proved first by noting that

�∗t Qi(0) = (StQi(0)) ◦�t = Qi(0) ◦�t = Qi(t) = e−t [[H, · ]]Qi(0)

and similarly

�∗t Pj (0) = e−t [[H, · ]]Pj (0),

where the fact that Stxi = xi and Stpj = pj was used, being on the other hand a
consequence of the quantum canonicity of �t . Secondly, �∗t given by (7.2.4) is an
automorphism of AQ as

�∗t (A � B) = (St (A � B)) ◦�t = (StA �t StB) ◦�t
= ((StA) ◦�t) � ((StB) ◦�t) = �∗t A � �∗t B,

where �t denotes a star-product transformed by �−1
t . Thus

�∗t = e−t [[H, · ]] (7.2.5)

holds true since, as was proved earlier, every function from AQ can be presented as
a �-power series.

In a complete analogy with classical theory one can define a quantum Hamil-
tonian vector field by ζH = [[ · ,H ]]. Then (7.2.5) states that �t is a flow of
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the quantum Hamiltonian vector field ζH . Moreover, in an analogy with classical
mechanics, {�t } is a one-parameter group of quantum canonical transformations
with respect to a new multiplication defined by

�t1 ·�t2 = (St2�t1) ◦�t2, (7.2.6)

where St2�t1 denotes a map R
2N → R

2N given by the formula

St2�t1 = (St2Q1(t1), . . . , St2PN(t1)),

where �t1 = (Q1(t1), . . . ,Q
N(t1), P1(t1), . . . , PN (t1)). Multiplication defined in

such a way satisfies properties similar to their classical counterparts (composition):

�0 = id, �t1 ·�t2 = �t1+t2,

proving that {�t } is a group. Further on we will call it a quantum composition. The
quantum composition rule given by (7.2.6) is properly defined since it respects the
quantum pull-back of flows:

(�t1 ·�t2)∗ = �∗t2 ◦�∗t1 . (7.2.7)

Indeed, it is enough to prove (7.2.7) for an arbitrary �-monomial. For simplicity we
will present the proof for a two-dimensional case and for a �-monomial x �p. Using
the fact that Stx = x and Stp = p for every t one calculates that

(�∗t2 ◦�∗t1)(x � p) = �∗t2
(

(St1(x � p)) ◦�t1
) = �∗t2

(

(x �t1 p) ◦�t1
)

= �∗t2
(

Q(t1) � P (t1)
) = (St2(Q(t1) � P (t1))

) ◦�t2
= (St2Q(t1) �t2 St2P(t1)

) ◦�t2 = (x �t2,t1 p) ◦ St2�t1 ◦�t2,

where �t1 , �t2 , denote Moyal products transformed, respectively, by transformations
�−1
t1

, �−1
t2

, and �t2,t1 denotes the �t2 -product transformed by (St2�t1)
−1. From

the relation ST1◦T2 = ST1,T2ST1 valid for any transformations T1, T2 defined on
the whole phase space (ST1◦T2 is an isomorphism intertwining star-products � and
�T1◦T2 , ST1,T2 intertwines �T1 with �T1◦T2 , and ST1 intertwines � with �T1 , where �T1

and �T1◦T2 are the Moyal products transformed, respectively, by transformations T1
and T1 ◦ T2), one finds that

S(�t1�t2 )
−1(x �p) = S�−1

t2
,(St2�t1 )

−1St2(x �p) = S�−1
t2
,(St2�t1 )

−1(x �t2 p) = x �t2,t1 p

and hence

(�∗t2 ◦�∗t1)(x � p) = S(�t1�t2 )−1(x � p) ◦ St2�t1 ◦�t2 = (�t1 ·�t2)∗(x � p).
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As a direct consequence of these considerations and the fact that for the Moyal
product

[[H, ·]] ={H, ·} − 1

24
h̄2 [(∂xi ∂xj ∂xkH

)

∂pi ∂pj ∂pk

− (∂pi ∂pj ∂pkH)∂xi ∂xj ∂xk − 3
(

∂xi ∂xj ∂pkH
)

∂pi ∂pj ∂xk

+ 3(∂pi ∂pj ∂xkH)∂xi ∂xj ∂pk
]+O(h̄4)

(7.2.8)

yields the following observation.

Observation 15 Quantum trajectories of the linear Hamiltonian systems coincide
with classical trajectories. It follows from the fact that for the Hamiltonian functions
being quadratic polynomials of phase space coordinates: [|H, ·|] = {H, ·} (7.2.8).
Besides, because solutions Q(t) and P(t) are linear in xi, pi , so St = 1. It means
that the quantum group multiplication (7.2.6) (quantum composition) coincides with
the classical composition (7.2.10) and in consequence, the quantum time evolution
of any observable A is the same as the classical time evolution of A. For such
systems, the only difference between the classical and quantum dynamics relies on
different admissible states in which the evolution takes place. On the other hand,
even in such simplest cases, classical and quantum systems differ fundamentally on
the level of stationary states.

In the limit h̄→ 0, (7.2.3) reduces to classical phase space trajectories

Qj(t) = e−t{H, · }Qj(0), Pj (t) = e−t{H, · }Pj (0),
Qj (x, p, 0) = xj , Pj (x, p, 0) = pj ,

which are formal solutions of classical Hamiltonian equations

(

Qj
)

t
= {Qj(t),H }, (

Pj
)

t
= {Pj (t),H }.

In a more explicit form classical trajectories are represented by a flow (classical
symplectomorphism)

�t(x, p) = (Q(x, p, t), P (x, p, t)), (7.2.9)

which is an h̄ → 0 limit of the quantum flow (7.2.2) (quantum symplectomor-
phism). An action of the classical flow�t on functions from AC (a pull-back of�t )
is just a simple composition of functions with �t , being an h̄→ 0 limit of (7.2.4)

�∗t A = A ◦�t .
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{�t } forms a one-parameter group of canonical transformations, preserving a
classical Poisson bracket: {Qi(t), Pj (t)} = δij , with multiplication being an
ordinary composition of maps

�t1 ·�t2 = �t1 ◦�t2, (7.2.10)

which is the h̄→ 0 limit of quantum composition (7.2.6).

7.2.2 Quantum Dynamics with Classical Trajectories

In the following subsection we analyze fairly accurately a few simple examples
of quantum systems, with quantization defined by the Moyal product, for which
classical and quantum trajectories coincide. Let us start from a free particle in one
dimension. The free particle is a system, whose time evolution is governed by a
Hamiltonian

H(x, p) = 1
2p

2,

where the mass of the particle m = 1. This Hamiltonian describes only the kinetic
energy of the particle. It does not contain any terms describing the potential energy,
i.e. there are no forces acting on the particle (the particle is free).

From relation (7.2.8) it follows that �∗t (h̄) = �∗t (0) as

exp (−t [[H, ·]]) = exp (−t{H, ·}) .

Thus, a common quantum and classical flow of a free particle is of the form
�t(x, p; h̄) = �t(x, p) = (Q(t), P (t)), where

Q(t) = x + pt, P (t) = p. (7.2.11)

Besides, because St = 1 for any linear transformation, so the time evolution of any
classical and quantum observableA(x, p) is given by

A(t) = A(Q(t), P (t)). (7.2.12)

So, what is a difference between the classical and quantum free dynamics? Let me
remind that both, on the classical and the quantum level, “physics” are represented
by expectation values of observables 〈A〉ρ in a chosen admissible state ρ. For the
classical system, Eqs. (7.2.11) and (7.2.12) represent simultaneously the dynamics
of expectation values of observables (position and momentum in particular) in the
pure coherent classical state

ρC(x
′, p′) = δ(x ′ − x)δ(p′ − p), (7.2.13)
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as

〈Q(t)〉ρC =
∫

R2
ρC(x

′, p′)Q(x ′, p′, t)dx ′dp′ = Q(x, p, t),

〈P(t)〉ρC =
∫

R2
ρC(x

′, p′)P (x ′, p′, t)dx ′dp′ = P(x, p, t)

and

(ΔQ(t))2 =
〈

Q2(t)
〉

ρC

− 〈Q(t)〉2ρC = 0, (ΔP(t))2 =
〈

P 2(t)
〉

ρC

− 〈P(t)〉2ρC = 0.

(7.2.14)

On the other hand, the state (7.2.13) is not an admissible quantum state.
Let us consider a one-parameter family of pure quantum states ρ of the form

ρQ(x
′, p′, γ ) = 2 exp

(

−γ
h̄
(x ′ − x)2

)

exp

(

− 1

γ h̄
(p′ − p)2

)

, γ ∈ R+.

(7.2.15)

They all are pure states as one can show by direct calculations that

∫

R2
ρQ(x

′, p′, γ )d
′h̄ =
1

2πh̄

∫

R2
ρQ(x

′, p′, γ )dx ′dp′ = 1, (7.2.16)

and

ρQ(x
′, p′, γ ) � ρQ(x ′, p′, γ ) = ρQ(x ′, p′, γ ). (7.2.17)

States (7.2.15) are simultaneously coherent states as they minimize quantum
uncertainty relation:ΔxΔp = 1

2 h̄. It follows directly from the property of the Gauss
distribution

f (z; σ,μ) = 1

σ
√

2π
exp

(

− (z− μ)
2

2σ 2

)

,

for which

〈z〉f =
∫

R

zf dz = μ,
〈

z2
〉

f
=
∫

R

z2f dz = μ2 + σ 2,

and then

(Δx)2 =
〈

x2
〉

ρQ

− 〈x〉2ρQ =
h̄

2γ
, (Δp)2 =

〈

p2
〉

ρQ

− 〈p〉2ρQ =
γ h̄

2
.
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So, in the case of the initial quantum coherent state (7.2.15), the time evolution of
the expectation value of position and momentum takes the form

〈Q(t)〉ρQ =
1

2πh̄

∫

R2
ρQ(x

′, p′)Q(x ′, p′, t)dx ′dp′ = Q(x, p, t), (7.2.18a)

〈P(t)〉ρQ =
1

2πh̄

∫

R2
ρQ(x

′, p′)P (x ′, p′, t)dx ′dp′ = P(x, p, t), (7.2.18b)

and coincides with the classical time evolution of the expectation value of position
and momentum in a classical pure coherent state ρC = δ(x ′ − x)δ(p′ − p).
Nevertheless, contrary to the classical case, for the quantum system we get

〈Q(t)〉ρQ =
1

2πh̄

∫∫

R2
x �M ρQdx

′dp′ = x + pt,

〈P(t)〉ρQ =
1

2πh̄

∫∫

R2
p �M ρQdx

′dp′ = p,

ΔQ(t) =
√

〈Q2〉ρQ − 〈Q〉2ρQ =
√

(Δx)2 + (Δp)2t2,

ΔP(t) =
√

〈P 2〉ρQ − 〈P 〉2ρQ = Δp

where

(Δx)2 = 1

2

h̄

γ
, (Δp)2 = 1

2
γ h̄

and in consequence

ΔQ(t)ΔP(t) = 1
2 h̄

√

1+ γ 2t2 ≥ 1
2 h̄.

Note that during the time evolution the uncertainty of the momentum ΔP(t) of
the free particle described by the state (7.2.15) does not change in time and is
equal to its initial valueΔp, whereas the uncertainty of the positionΔQ(t) initially
equal Δx increases in time. Note also that the uncertainties of the position and
momentum satisfy the Heisenberg uncertainty principle, i.e. ΔQ(t)ΔP(t) ≥ h̄

2 .
Moreover, initially the free particle is in a state which minimizes the Heisenberg
uncertainty principle sinceΔQ(0)ΔP(0) = ΔxΔp = h̄

2 . It is also worth noting that
the expectation value of the momentum 〈P(t)〉ρQ is constant and equal p, whereas
the expectation value of the position 〈Q(t)〉ρQ is equal x + pt . Hence, the time
evolution of the free particle described by the state (7.2.15) can be interpreted as
the movement of the particle along a straight line with the constant momentum
equal p, similarly as in the classical case. The difference between the classical and
quantum case is that in the quantum case there is some uncertainty of the position
and momentum, in contrast to the classical case where the position and momentum
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are known precisely. Observe also that for any admissible value of γ the coherence
is not preserved during time evolution.

It is interesting to calculate to which classical state the state (7.2.15) converges
in the limit h̄ → 0+. The limit has to be calculated in the distributional sense, i.e.
one has to calculate the limit limh̄→0+〈ρQ, φ〉 = limh̄→0+ T r(ρQ(h̄)φ) for every
test function φ. One easily calculates that

lim
h̄→0+

〈ρQ, φ〉 = φ(x, p).

Hence

lim
h̄→0+

ρQ = δ(x ′ − x)δ(p′ − p),

where the scalar product 〈·, ·〉 is given by (6.1.9). The above equation implies that
the state ρQ (7.2.15), describing a quantum free particle, converges in the limit
h̄→ 0+ to the classical pure state describing a classical free particle moving along
a straight line with the constant momentum equal p.

Our second example is the harmonic oscillator described by Hamiltonian

H(x, p) = 1
2

(

p2 + ω2x2
)

, ω ∈ R+. (7.2.19)

Again from relation (7.2.8) it follows that�∗t (h̄) = �∗t and thus a common quantum
and classical flow of harmonic oscillator is of the form �t(x, p; h̄) = �t(x, p) =
(Q(t), P (t)), where

Q(t) = x cosωt + ω−1p sinωt, P (t) = p cosωt − ωx sinωt. (7.2.20)

Moreover, as St = 1, so the time evolution of any classical and quantum observable
A(x, p) is given by (7.2.12). For the classical system, like in the previous example,
equations (7.2.20) represent simultaneously the dynamics of expectation values of
position and momentum in the pure coherent classical state (7.2.13), for which the
minimal classical uncertainty relation (7.2.14) is fulfilled. As the state (7.2.13) is
not an admissible quantum state we again consider a one-parameter family of pure
and coherent quantum states ρ of the form (7.2.15).

Like in the previous case, the time evolution of the expectation value of position
and momentum takes the form (7.2.18) and so coincides with the classical time
evolution of expectation value of position and momentum in the classical pure
coherent state ρC = δ(x ′ − x)δ(p′ − p). Nevertheless, contrary to the classical
case, for the quantum system we get

(ΔQ(t))2 =
〈

Q2(t)
〉

ρQ

− 〈Q(t)〉2ρQ =
h̄

2γ
cos2 ωt + γ h̄

2ω2 sin2 ωt,

(ΔP(t))2 =
〈

P 2(t)
〉

ρQ

− 〈P(t)〉2ρQ =
γ h̄

2
cos2 ωt + ω

2h̄

2γ
sin2 ωt
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and hence

ΔQ(t)ΔP(t) = h̄
2

[

sin4 ωt + cos4 ωt +
(

ω2

γ 2
+ γ

2

ω2

)

sin2 ωt cos2 ωt

]
1
2
.

Notice that in this particular case there exists a distinguished coherent state

ρQ(x
′, p′) = 2 exp

(

−ω
h̄
(x ′ − x)2

)

exp

(

− 1

ωh̄
(p′ − p)2

)

when γ = ω, which remains coherent for arbitrary value of t . Indeed, as

(ΔQ(t))2 = (Δx)2 = h̄

2ω
, (ΔP(t))2 = (Δp)2 = ωh̄

2
,

then

ΔQ(t)ΔP(t) = h̄
2
.

As was proved earlier, in the limit h̄→ 0+, pure coherent quantum states (7.2.15)
converge to the pure coherent classical state (7.2.13).

Let us try to find stationary pure states of the harmonic oscillator. From
Sect. 7.1.2 it is known that the stationary pure states are precisely the solutions of
the following pair of �-genvalue equations

H � ρ = Eρ, ρ � H = Eρ,

for E ∈ R. To solve the above equations it is convenient to introduce new
coordinates called holomorphic coordinates (6.2.2)

a(x, p) = ωx + ip√
2h̄ω

, ā(x, p) = ωx − ip√
2h̄ω

.

The functions a and ā are called the annihilation and creation functions since
they decrease and increase the number of excitations of the vibrational mode with
frequency ω (annihilate and create the quanta of vibrations). Note, that a� = (ā�)†,
ā� = (a�)† and

[a, ā] = a � ā − ā � a = 1.

In these new coordinates the functionH takes the form

H(a, ā) = h̄ωaā = h̄ω
(

ā � a + 1
2

)

= h̄ω
(

a � ā − 1
2

)

.
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Let us consider a more general problem of finding a solution to the following pair
of �-genvalue equations

H � ρmn = Emρmn, (7.2.21a)

ρmn � H = Enρmn, (7.2.21b)

wherem,n are numbering the �-genvalues of H . It can be shown that m,n are non-
negative integer numbers. The energy levels En of the harmonic oscillator are equal

En = (n+ 1
2 )h̄ω.

Since H = h̄ω(ā � a + 1
2 ), �-genvalues of the function N := ā � a are the natural

numbers n = 0, 1, 2, . . . and �-genfunctions are the �-genfunctions ρmn of H , i.e.

N � ρmn = mρmn, ρmn � N = nρmn.

Hence, the functionN = ā � a can be interpreted as an observable of the number of
excitations of the vibrational mode with frequency ω.

Moreover, the normalized solutions of Eqs. (7.2.21) can be calculated from the
ground state ρ00

a � ρ00 = 0

according to the equation

ρmn =
1√
m!n! ā � . . . � ā︸ ︷︷ ︸

m

�ρ00 � a � . . . � a
︸ ︷︷ ︸

n

and the ground state ρ00 takes the form

ρ00(a, ā) = 2 exp (−2aā) , ρ00(x, p) = 2 exp

(

−p
2 + ω2x2

h̄ω

)

,

with normalization given by (7.2.16). The �-genfunctions ρmn can be now calcu-
lated giving

ρmn(a, ā) =
1√
m!n!

n
∑

k=0

(−1)kk!
(

m

k

)(

n

k

)

1

22k−n−m ā
m−kan−kρ00(a, ā).

The above equation can be written alternatively when passing to the polar coordi-
nates (r, θ)

ωx + ip = reiθ .
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Then we have

a(r, θ) = 1√
2h̄ω

reiθ , ā(r, θ) = 1√
2h̄ω

re−iθ , r2 = p2 + ω2x2,

and Eq. (7.2.2) takes the form [10, 111, 140]

ρmn(r, θ) = 2(−1)n
√

n!
m!

1

2n−m

(

r√
2h̄ω

)m−n

× Lm−nn

(

2r2

h̄ω

)

e−i(m−n)θ exp

(

− r
2

h̄ω

)

,

where

Lsn(x) =
x−sex

n!
dn

dxn

(

e−xxn+s
) =

n
∑

k=0

(−1)k
(n+ s)!

(n− k)!(s + k)!k!x
k

are the generalized Laguerre polynomials. The stationary pure states of the harmonic
oscillator are of the form

ρnn(r, θ) = 2(−1)nLn

(

2r2

h̄ω

)

exp

(

− r
2

h̄ω

)

, (7.2.22)

where Ln(x) = L0
n(x) are the Laguerre polynomials. Equation (7.2.22) can be also

written in the following form

ρn(x, p) ≡ ρnn = 2(−1)nLn

(

4H

h̄ω

)

exp

(

−2H

h̄ω

)

. (7.2.23)

It is interesting to check to which classical states quantum states ρn in the limit
h̄→ 0+ converge. Again it has to be calculated in a distributional sense, hence the
limit limh̄→0+〈ρn, φ〉 has to be calculated for every test function φ. One finds that
for fixed n

lim
h̄→0+

〈ρn, φ〉 = φ(0, 0) = 〈δ(x)δ(p), φ〉

and hence

lim
h̄→0+

ρn = δ(x)δ(p),



7.2 Quantum Trajectories in Phase Space 363

i.e. all quantum stationary pure states ρn of the harmonic oscillator converge, in the
limit h̄ → 0+, to the single classical state (x = 0, p = 0) describing a particle
with the position and momentum equal 0. This result is not surprising as the state
(x = 0, p = 0) is the only classical stationary pure state of the harmonic oscillator.

The reader can find other interesting examples of �-genvalue problems and their
solutions in [75] and [76]. Moreover, the reader can find the general solution of
�-genvalue problem for Hamiltonians quadratic in phase space coordinates in [92].

Previous results of this subsection give us an ambiguous answer to the question
of time development of the initial coherent state. We investigated it indirectly,
calculating time development of uncertainty relation ΔQ(t)ΔP(t), with minimal
initial valueΔQ(0)ΔP(0) = h̄2 . For a free particle we found that the coherence is not
preserved during time evolution (7.2.2) while for harmonic oscillator it is preserved
for a distinguished initial coherent state (7.2.15) for γ = ω. Thus, let us investigate
more systematically that problem for arbitrary linear Hamiltonian system in R

2.
Let us consider a harmonic oscillator described by a Hamiltonian (7.2.19). It is

convenient to introduce normalized variables

x → 1√
ω
x, p→√

ωp.

In these new variables the Hamiltonian of the harmonic oscillator takes the form

H = 1
2ω(p

2 + x2). (7.2.24)

Adding to (7.2.24) the interaction term

HI(q, p) = αxp + 1
2βp

2 − 1
2βx

2,

where α, β ∈ R are some constants, we will consider the following Hamiltonian
[100]

H(q, p) = 1
2 (ω + β)p2 + 1

2 (ω − β)x2 + αxp. (7.2.25)

Note that any Hamiltonian quadratic in x and p variables is of the above form for
some values of constantsω, α and β. It should be noted that this type of Hamiltonian
is very often found in quantum optics where admissible coherent and squeezed states
of the light are investigated [132, 133, 144, 243, 257].

The classical and quantum Hamilton equations for time evolution of observables
of positionQ(t) and momentum P(t) take the common form

Qt = αQ+ (β + ω)P,
Pt = (β − ω)Q− αP.

(7.2.26)
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The Hamilton flow in a case ω2 > α2 + β2 reads

Q(t) = αx + (ω + β)p
R

sin(Rt) + x cos(Rt),

P (t) = − (ω − β)x + αp
R

sin(Rt)+ p cos(Rt),

where R =
√
∣

∣ω2 − α2 − β2
∣

∣. When ω2 < α2 + β2 we get

Q(t) = αx + (ω + β)p
R

sinh(Rt) + x cosh(Rt),

P (t) = − (ω − β)x + αp
R

sinh(Rt)+ p cosh(Rt),

and when ω2 = α2 + β2

Q(t) = x + (αx + (ω + β)p)t,
P (t) = p − ((ω − β)x + αp)t.

First, we will focus on the case ω2 > α2 + β2. In an initial coherent state

ρ(q, p) = 2 exp

(

−γ (x
′ − x)2
h̄

)

exp

(

− (p
′ − p)2
h̄γ

)

we receive the following formulas for the uncertainties (ΔQ)2 and (ΔP)2

(ΔQ)2 = h̄

2
γ−1

(

α2 + γ 2(ω + β)2
R2

sin2(Rt)+ cos2(Rt)+ 2α

R
sin(Rt) cos(Rt)

)

= h̄

2
γ−1

(

1+ 2(α2 + β2)+ 2γ 2ωβ + (γ 2 − 1)(ω2 + β2)

R2 sin2(Rt)

+ 2α

R
sin(Rt) cos(Rt)

)

,

(ΔP)2 = h̄

2
γ

(

α2 + γ−2(ω − β)2
R2 sin2(Rt) + cos2(Rt) − 2α

R
sin(Rt) cos(Rt)

)

= h̄

2
γ

(

1+ 2(α2 + β2)− 2γ−2ωβ + (γ−2 − 1)(ω2 + β2)

R2 sin2(Rt)

− 2α

R
sin(Rt) cos(Rt)

)

.
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Introducing a parameter ξ = α + iβ = reiθ and writing it in polar variables (r, θ)
the uncertainties (ΔQ)2 and (ΔP)2 take the form

(ΔQ)2 = h̄

2
γ−1

(

1+ sin2(Rt)

R

(

2r2 + 2γ 2ωr sin θ + (γ 2 − 1)(ω2 + r2 sin2 θ)

R

+ 2r cos θ cot(Rt)
) )

,

(ΔP)2 = h̄

2
γ

(

1+ sin2(Rt)

R

(

2r2 − 2γ−2ωr sin θ + (γ−2 − 1)(ω2 + r2 sin2 θ)

R

− 2r cos θ cot(Rt)
) )

.

(7.2.27)

From (7.2.27) we find that coherence is not preserved during time evolution when
parameters ω, α, β are arbitrary.

In the special case γ = 1 (γ = ω for old x and p)

(ΔQ)2 = h̄

2

(

1+ 2r

R
sin2(Rt)

(

r + ω sin θ

R
+ cos θ cot(Rt)

))

,

(ΔP)2 = h̄

2

(

1+ 2r

R
sin2(Rt)

(

r − ω sin θ

R
− cos θ cot(Rt)

))

.

and

(Δq)2(Δp)2 = h̄2

4

(

1+ 4r2

R2 sin2(Rt)
(ω

R
cos θ sin(Rt)− sin θ cos(Rt)

)2
)

.

(7.2.28)

From (7.2.28) it follows that the minimization of the Heisenberg uncertainty relation
occurs only for Rt = kπ and Rt = arctan(R

ω
tan θ) + kπ , k ∈ Z. Thus, we will

consider a further reduction. First, let us take β = 0 and α > 0. Then r = α and
θ = 0. In this case we receive

(ΔQ)2 = h̄

2

(

1+ 2α

R
sin2(Rt)

( α

R
+ cot(Rt)

)
)

,

(ΔP)2 = h̄

2

(

1+ 2α

R
sin2(Rt)

( α

R
− cot(Rt)

)
)

,

and

(ΔQ)2(ΔP)2 = h̄2

4

(

1+ 4ω2α2

R4 sin4(Rt)

)

. (7.2.29)
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From (7.2.29) it follows that the coherence is preserved during time evolution if
additionally α = 0, but this is exactly the case of the harmonic oscillator (7.2.24).

Now, let us consider the case ω2 < α2 + β2 by taking ω = 0. Then R = r and

Q(q, p, t) = (q cos θ + p sin θ) sinh(rt)+ q cosh(rt),

P (q, p, t) = (q sin θ − p cos θ) sinh(rt)+ p cosh(rt).
(7.2.30)

Moreover,

(ΔQ)2 = h̄

2
γ−1( cosh(2rt)+ cos θ sinh(2rt)+ (γ 2 − 1) sin2 θ sinh2(rt)

)

,

(ΔP)2 = h̄

2
γ
(

cosh(2rt)− cos θ sinh(2rt)+ (γ−2 − 1) sin2 θ sinh2(rt)
)

.

(7.2.31)

If additionally γ = 1 we get

(ΔQ)2 = h̄

2

(

cosh(2rt)+ cos θ sinh(2rt)
) = h̄

2

(

e2rt cos2 θ

2
+ e−2rt sin2 θ

2

)

,

(ΔP)2 = h̄

2

(

cosh(2rt)− cos θ sinh(2rt)
) = h̄

2

(

e−2rt cos2 θ

2
+ e2rt sin2 θ

2

)

,

and

(ΔQ)2(ΔP)2 = h̄2

4

(

1+ sin2 θ sinh2(2rt)
)

. (7.2.32)

Again, as it is evident from (7.2.32), the Heisenberg uncertainty relation is not
minimized during the whole time evolution. In order to get a minimal uncertainty
for any t we have to take β = 0. Then θ = 0, r = α, equations (7.2.30) reduce to

Q(q, p, t) = qeαt ,
P (q, p, t) = pe−αt ,

variances (7.2.31) are

(ΔQ)2 = h̄

2
γ−1e2αt ,

(ΔP)2 = h̄

2
γ e−2αt ,

and hence we get a conservation of minimal uncertainty

(ΔQ)2(ΔP)2 = h̄2

4
.
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Finally, let us consider a case ω2 = α2 + β2. In this case

(ΔQ)2 = h̄

2

(

γ−1(1+ αt)2 + γ (β + ω)2t2
)

,

(ΔP)2 = h̄

2

(

γ−1(β − ω)2t2 + γ (1− αt)2
)

,

(7.2.33)

and

(ΔQ)2(ΔP )2 (7.2.34)

= h̄2

4

(

1− 2α2t2 + 2α4t4 + γ−2(1+ αt)2(β − ω)2t2 + γ 2(1− αt)2(β + ω)2t2
)

.

It can be seen that during time development the variance of position (ΔQ)2 and
momentum (ΔP)2 increase quadratically with time, so the minimal uncertainty is
not preserved for any t except t = 0. In the particular case, when β = ω = 1

2 and
α = 0, formulas (7.2.33) and (7.2.34) reduce to these for a free particle, considered
at the beginning of this subsection.

Note that in a case ω2 > α2 + β2 the following one-parameter family of linear
canonical transformations of coordinates

q ′ = Ra + αA
ω + β q + Ap,

p′ = αa − RA
ω + β q + ap,

A = ±
√

ω + β
R

− a2, a ∈ R

transforms the Hamiltonian (7.2.25) into the following Hamiltonian of the harmonic
oscillator

H(q ′, p′) = 1
2R(p

′2 + q ′2).

On the other hand, in a case ω2 < α2 + β2 another one-parameter family of linear
canonical transformations of coordinates

q ′ = −R + α
ω + β aq − ap,

p′ = R − α
2Ra

q − ω + β
2Ra

p,

a ∈ R

transforms the Hamiltonian (7.2.25) into the following Hamiltonian

H(q ′, p′) = Rq ′p′.



368 7 Quantum Hamiltonian Mechanics on Symplectic Manifolds

For both Hamiltonians H(q ′, p′) the initial coherence is preserved during time
evolution.

Observation 16 From the above considerations it follows that the conservation
of coherence property during time development of quantum state is rather rare
phenomenon. Even for a three-parameter family of linear quantum Hamiltonian
equations (7.2.26) in R

2, initial coherence is preserved during time evolution only
for two cases: β = α = 0 and β = ω = 0. So why should we expect such a
property for nonlinear quantum Hamiltonian equations? On the other hand, when
ω2 > α2 + β2 we can always reduce the dynamics to the harmonic oscillator
(β = α = 0), and when ω2 < α2 + β2 we can reduce the dynamics to the case
ω = β = 0, provided that we will be working with new variables q ′, p′. In the
frame of original variables q, p it means that for the considered class of systems
there always exist canonically conjugated observables q ′ = q ′(q, p), p′ = p′(q, p)
for which the minimal uncertainty is preserved during time evolution.

At the end of this subsection let us consider a system of two degrees of freedom
described by the Hamiltonian cubic in phase space coordinates

H(x, p) = p2
1

2m1
+ p2

2

2m2
+ kx1p2

2, (7.2.35)

where m1,m2 are masses of particles and k is a coupling constant. Quantum
equations of motion (7.1.16) for observables of position and momentum are of the
form

(Q1)t = 1

m1
P1,

(Q2)t = 1

m2
P2 + 2kQ1 � P2,

(P1)t =− kP2 � P2, (7.2.36)

(P2)t =0.

Hamiltonian (7.2.35) is specific because x2 is a cyclic coordinate, so P2 is a constant
of motion equal to its initial value P2 = p2 and in consequence, equations (7.2.36)
reduce to their classical counterparts

(Q1)t = 1

m1
P1,

(Q2)t = 1

m2
P2 + 2kQ1P2,

(P1)t = −k (P2)
2 ,

(P2)t = 0.
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with the solution

Q1(t) = x1 + 1

m1
p1t − k

2m1
p2

2t
2,

P1(t) = p1 − kp2
2t,

Q2(t) = x2 +
(

1

m2
p2 + 2kx1p2

)

t + k

m1
p1p2t

2 − k2

3m1
p3

2t
3, (7.2.37)

P2(t) = p2,

which again represents a common quantum and classical trajectory of the considered
two particle system. Hence, the flow (7.2.37) represents a one-parameter family
(group) of classical and quantum canonical transformations T (x1, x2, p1, p2) =
(Q1,Q2, P1, P2) in a four-dimensional phase space R

4 with the following generat-
ing function

F(x1, x2, P1, P2) =x1P1 + x2P2 + ktx1(P2)
2 + 1

2m1
t (P1)

2 + 1

2m2
t (P2)

2

+ k

2m1
t2P1(P2)

2 + k2

6m1
t3(P2)

4.

Note, that this transformation is a four-dimensional example of the transformation
generated by F4 from Sect. 6.1.4. In accordance with (7.2.1) the received quantum
flow �t transforms the Moyal product to the following product

f �tg = f exp
(

1
2 ih̄
←−
Dx1

−→
Dp1 + 1

2 ih̄
←−
Dx2

−→
Dp2 − 1

2 ih̄
←−
Dp1

−→
Dx1 − 1

2 ih̄
←−
Dp2

−→
Dx2

)

g,

where

Dx1 = ∂x1 + 2ktp2∂x2,

Dx2 = ∂x2 ,

Dp1 = ∂p1 +
1

m1
t∂x1 + k

m1
t2p2∂x2 ,

Dp2 = ∂p2 − 2ktp2∂p1 −
k

m1
t2p2∂x1 +

(

1

m2
t + 2ktx1 − k

m1
t2p1 − k2

m1
t3p2

2

)

∂x2 .

Moreover, the isomorphism St associated with �t and intertwining the Moyal
product at t = 0 with the �t -product takes the form

St = exp

[

1
4kh̄

2
(

1

2

1

m1
t2∂x1∂2

x2 + t∂p1∂
2
x2 + 1

3

kp2

m1
t3∂3

x2

)]

.

.
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It can be also proved that St is an isomorphism (unitary operator) of the Hilbert
space L2(R4) onto itself.

As in this case St2�t1 = �t1 , the group multiplication for {�t } is just a
composition of maps, as one could expect since �t is simultaneously the classical
and quantum trajectory. However, the action of �t on observables and states does
not reduce in general to a composition of maps (7.2.1) like in the classical case
as now St �= 1, which is a direct consequence of the fact that the Hamiltonian
is a cubic function of phase space coordinates. As the result, the time evolution of
quantum observables is governed by (7.2.4). This shows that for the considered case
the time evolution of quantum observables differs in general from the time evolution
of classical observables.

One can check by direct calculations that the action of the quantum flow �t on
an observable A, given by (7.2.4), indeed describes the quantum time evolution of
A. As the illustration of that fact let us take A(x, p) = x1x

2
2 . Then

(StA)(x, p) = x1x
2
2 + 1

4 h̄
2 k

m1
t2

and it can be checked by direct computation that

A(t) = (StA) ◦�t = Q1(t)(Q2(t))2 + 1
4 h̄

2 k

m1
t2

satisfies the time evolution equation (7.1.13).

7.2.3 Pure Quantum Trajectories

We discuss the concept of quantum trajectories on a simple, but far from being
trivial, example of a system described by a Hamiltonian

H(x, p) = κx2p2.

The Moyal dynamics (7.1.16) takes the form (see Example 7.1)

Qt = κQ � Q � P + κP � Q � Q, Q(0) = x,
Pt = −κQ � P � P − κP � P � Q, P(0) = p. (7.2.38)

We briefly sketch how to find the solution of the considered quantum dynamics [93].
Since [[Q,P ]] = 1 at any time t , we have

d

dt
(Q � P) =Qt � P +Q � Pt

=κP � Q � Q � P − κQ � P � P � Q
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=κP � Q � Q � P − κP � Q � Q � P + ih̄κP � Q− ih̄κP � Q
=0

and so, as in the classical case, Q � P is a constant of motion

Q(x, p, t) �(x,p) P (x, p, t) = x � p = xp + 1
2 ih̄. (7.2.39)

Substituting (7.2.39) in the Eq. (7.2.38) we get

Qt =κQ � (xp)+ κ(xp) � Q, Q(0) = x,
Pt =− κ(xp) � P − κP � (xp), P (0) = p.

One can immediately check that the solution of this equations is

Q(x, p, t) = exp�(κtxp) � x � exp�(κtxp)

P (x, p, t) = exp�(−κtxp) � p � exp�(−κtxp). (7.2.40)

By construction this is a unitary transformation.
In order to go further we need the explicit form of �-exponential from (7.2.40).

Following a technique developed in [12], in [92] was derived the �-exponential for
any polynomial of second degree in phase space coordinates

H = Aαβξαξβ + Bαξα,

where A is a symmetric, nonsingular, 2n × 2n matrix. In a particular case, for
factorization

A = STASA
such that

SAωS
T
A = aω,

where ω is a symplectic matrix (6.1.2) and a ∈ C, the noncommutative exponential
is given by

exp�(γH) = [cos(ih̄aγ )]−n exp

{

H

ih̄a
tan(ih̄aγ )+ 1

4ih̄a
BT A−1B [tan(ih̄aγ )− ih̄aγ ]

}

.

In our case (7.2.40)H = xp and

B = 0, A =
(

0 1
2

1
2 0

)

, SA = 1

2

(

1 1
i −i

)

, a = 1
2 i
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hence

exp�(±κtxp) = sec
(

1
2κh̄t

)

exp

[

±2

h̄
xp tan

(

1
2κh̄t

)
]

and so

Q(x, p, t) = exp�(κtxp) � x � exp�(κtxp)

=
[

1+ i tan
(

1
2κh̄t

)]

exp�(κtxp) �
[

x exp�(κtxp)
]

P(x, p, t) = exp�(−κtxp) � p � exp�(−κtxp)
=
[

1+ i tan
(

1
2κh̄t

)]

exp�(−κtxp) �
[

p exp�(−κtxp)
]

.

Applying the integral representation (6.1.45) of the �-product, after some calculation
we get the final solution of quantum Hamiltonian equations (7.2.38) in the form [93]

Q(x, p, t; h̄) = sec2(κh̄t)x exp

(

2

h̄
tan(κh̄t)xp

)

, (7.2.41a)

P(x, p, t; h̄) = sec2(κh̄t)p exp

(

−2

h̄
tan(κh̄t)xp

)

, (7.2.41b)

for t �= 2k+1
2

π
κh̄

, k ∈ Z. This solution (7.2.41) is a deformation of a classical one
given by the limit h̄→ 0

QC(x, p, t) = xe2tκxp, PC(x, p, t) = pe−2tκxp.

The induced quantum flow �t is an example of a flow for which �t , for every
t �= kπ

κh̄
, is not a classical symplectomorphism, since

{Q(t), P (t)} = sec4(κh̄t) �= 1.

In accordance with (7.2.1) the quantum flow�t transforms the Moyal product to
the following product

f �t g = f exp
(

1
2 ih̄
←−
Dx
−→
Dp − 1

2 ih̄
←−
Dp
−→
Dx

)

g,

where

Dx = sec2(κh̄t)
(

1+ 2tχ(κh̄t)xp
)

exp
(

2tχ(κh̄t)xp
)

∂x

− 2tχ(κh̄t) sec2(κh̄t)p2 exp
(

2tχ(κh̄t)xp
)

∂p,
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Dp = 2tχ(κh̄t) sec2(κh̄t)x2 exp
(− 2tχ(κh̄t)xp

)

∂x

+ sec2(κh̄t)
(

1− 2tχ(κh̄t)xp
)

exp
(− 2tχ(κh̄t)xp

)

∂p,

and χ(κh̄t) = tan(κh̄t)
κh̄t sec4(κh̄t)

. Moreover, the isomorphism St associated with �t and
intertwining the Moyal product with the �t -product, up to the second order in h̄,
takes the form

St = 1+ h̄2κ2
(

1
6 (3t

2x3 + 4t3x4p)∂3
x + 1

6 (3t
2p3 − 4t3xp4)∂3

p

+ 1
2 (−tp − t2xp2 + 4t3x2p3)∂x∂

2
p + 1

2 (tx − t2x2p − 4t3x3p2)∂2
x ∂p

+ (2t2x2 + 2t3x3p)∂2
x + (2t2p2 − 2t3xp3)∂2

p + (−2t2xp)∂x∂p

)

+O(h̄4).

(7.2.42)

In fact, expanding relations (6.1.77) with respect to h̄ one can show that St in the
above form satisfies these relations up to O(h̄2).

From the fact that �t is a purely quantum trajectory, we deal with the quantum
group multiplication (7.2.6) for {�t } as well as the quantum action (7.2.4) of �t on
observables and states. Indeed, expanding (7.2.41) with respect to h̄:

Q(x, p, t; h̄) = QC
(

1+ h̄2κ2
(

t2 + 2
3 t

3xp
))

+O(h̄4),

P (x, p, t; h̄) = PC
(

1+ h̄2κ2
(

t2 − 2
3 t

3xp
))

+O(h̄4)

and applying isomorphism St (7.2.42), the quantum composition law

Q(t1 + t2) = St2Q(t1) ◦�t2 = St1Q(t2) ◦�t1,
P (t1 + t2) = St2P(t1) ◦�t2 = St1P(t2) ◦�t1

holds up to O(h̄2). Note also that the flow �t is not defined for all t ∈ R as it is
singular for t = 2k+1

2
π
κh̄

, contrary to classical flows which are globally defined. This
is an interesting result showing that in general the quantum time evolution do not
have to be defined for all instances of time t .

Observation 17 Singularities of classical trajectories are not admissible as each
classical trajectory represents measurable quantities, actually expectation values
of position and momentum of a system in a pure coherent classical state (7.2.13)
for all t ∈ R. On the contrary, pure quantum trajectories themselves are not
“physical” objects as states (7.2.13) are not admissible so, singularities of pure
quantum trajectories are acceptable.



374 7 Quantum Hamiltonian Mechanics on Symplectic Manifolds

Let us come back to the singular quantum trajectory (7.2.41). Through direct
integration we can calculate the expectation values ofQ and P from (7.2.41) in the
coherent state (7.2.15). The result after introducing

a(t) = cos(κh̄t)√
cos(2κh̄t)

x + γ
−1 sin(κh̄t)√
cos(2κh̄t)

p,

b(t) = − γ sin(κh̄t)√
cos(2κh̄t)

x + cos(κh̄t)√
cos(2κh̄t)

p,

reads

〈Q〉ρ = a(t)

cos(2κh̄t)
exp

(

γ

h̄

(

a2(t)− x2
)
)

,

〈P 〉ρ = b(t)

cos(2κh̄t)
exp

(

1

h̄γ

(

b2(t)− p2
)
)

.

Note, that 〈Q〉ρ and 〈P 〉ρ are well defined only on intervals (− 1
4+n) πκh̄ < t < ( 1

4+
n) π
κh̄

, n ∈ Z. This once again shows that time evolution of the considered system is
not defined for all values of the evolution parameter t and even time development
of expectation values of position and momentum is only well defined on certain
intervals of t .

Observation 18 We have found that for the considered quantum trajectories,
expectation values of observables of position and momentum in the coherent state
(7.2.15) were well defined only on certain intervals of t , which raises problems and
questions of interpretation of such a kind of time evolution. If we assume, like in
the classical case, that the expectation values of position and momentum have to
be smooth functions for any t ∈ R, then we have two options. Either, for a chosen
quantization, there exist quantum states for which our assumption is fulfilled (the
state (7.2.15) does not belong to that class) or, if there are no such states, our
quantization is not ‘physical’ and we have to chose another quantization which
fulfills the imposed assumption.

The above observation was made from the mathematical point of view. Let’s have
a look on the problem from the physical side. In other words, let us asses the length
of the interval on which time evolution of the system is well defined. Notice that
dimension of κ in joule-seconds is J−1s−2 so we put κ = |κ | J−1s−2 and moreover
h̄ ( 10−34J s. So, the length of the time interval π

4h̄κ will be approximately equal

|κ|−1 0.785×1034s. Notice that the age of Universe is 0.437×1018s. So, for a large
range of κ singularities appearing in time evolution are nonphysical.

After reading this chapter the reader might be disappointed with a small number
of examples of stationary problems of known quantum systems, presented in
deformation quantization formalism. The exception was made for the case of
quantum harmonic oscillator. The reason is that such calculations directly in a
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Hilbert space over the phase space are very cumbersome and complex. Fortunately,
at least for the canonical quantization, we can simplify that problem passing to so
called position representation of quantum systems. This is the subject of the next
chapter in which we present many known and new examples of separable eigenvalue
quantum problems defined in an appropriate Hilbert spaces over Riemannian
configuration spaces.



Chapter 8
Position Representation of Quantum
Mechanics over Riemannian
Configuration Space

The last chapter of the book is devoted to two very important issues of the
developed quantum theory. The first one is related with systematic construction
of the so called position representation of quantum mechanics over an appropriate
class of Riemaniann spaces in any admissible local curvilinear coordinates. In
particular, for a flat space and Cartesian coordinates we reconstruct the standard
quantization procedure from textbooks of quantum mechanics. The second issue of
that chapter is related with quantum integrability (quantum superintegrability) and
quantum separability. Actually, we present the reader a class of quantizations of
classical Stäckel systems considered in previous chapters, which preserve quantum
integrability, quantum superintegrability and quantum stationary separability of
related quantum Hamiltonian operators.

8.1 Operator Representation over Riemannian Space

In this section we will present a coordinate free construction of a natural operator
representation of quantum mechanics [33, 36, 37, 98], which reproduces the usual
Hilbert space approach to quantum mechanics. We will be dealing with quantum
systems defined on a phase space M in the form of a cotangent bundle T ∗Q to
the almost geodesically simply connected Riemannian manifold Q. The manifold
Q plays the role of a configuration space of the system. The representation will be
constructed in a Hilbert spaceL2(Q, dωg) of functions onQ, square integrable with
respect to a measure dμ(x) = |g|1/2 (x) dx induced by the metric volume form ωg
onQ, where |g| (x) = |det[gij (x)]|, and with standard inner product

(ϕ,ψ) =
∫

Q

ϕ̄(x)ψ(x)dμ(x). (8.1.1)
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The elements of L2(Q, dωg) are interpreted as wave functions describing the states
of the quantum system in position representation.

8.1.1 Moyal Quantization

First, let us consider the phase space M = T ∗U , where U is an open subset of
R
n, such that Rn\U is of measure zero, endowed with a metric tensor g. Then, we

will consider a classical system defined on M and its quantization with respect to
the Moyal product onM . The construction of the position representation for such a
quantum system we begin with an observation that the Hilbert space L2(T ∗U, d
h̄)
can be written in the form of a tensor product of the Hilbert spaceL2(U, dμ) and the
space dual to it. Thus we start with the explicit construction of this tensor product.

In accordance with the Riesz representation theorem, the Hilbert space
(L2(U, dμ))∗ dual to L2(U, dμ) is isomorphic to the Hilbert space L2(U, dμ) and
can be naturally identified with L2(U, dμ) itself. Actually, such linear isomorphism
J : L2(U, dμ) → (L2(U, dμ))∗ takes the form J (ψ) = (ψ̄, ·) (8.1.1). Let us
denote by L2(T U) the Hilbert space of functions from the tangent bundle T U =
U ×R

n, square integrable with respect to the Lebesgue measure on U ×R
n. Then,

let us define a bilinear map of Hilbert spaces W̃ : (L2(U, dμ))∗ × L2(U, dμ) →
L2(T U), which on vectors ϕ,ψ ∈ C∞0 (U) takes the form

W̃(ϕ̄, ψ)(x, y) = ϕ(x − 1
2y)ψ(x + 1

2y)ζ (x, y), (8.1.2)

where

ζ (x, y) = |g|1/4 (x − 1
2y) |g|1/4 (x + 1

2y).

For ϕ1, ψ1, ϕ2, ψ2 ∈ C∞0 (U) it holds

〈

W̃ (ϕ̄1, ψ1), W̃ (ϕ̄2, ψ2)
〉

= (ϕ̄1, ϕ̄2)(ψ1, ψ2). (8.1.3)

Indeed,

〈

W̃ (ϕ̄1, ψ1), W̃ (ϕ̄2, ψ2)
〉

=
∫

U×Rn
W̃ (ϕ̄1, ψ1)(x, y)W̃ (ϕ̄2, ψ2)(x, y) dx dy

=
∫

U×Rn
ϕ1(x − 1

2y)ψ1(x + 1
2y)ϕ2(x − 1

2y)ψ2(x + 1
2y)

× |g|1/2 (x − 1
2y) |g|1/2 (x + 1

2y) dx dy. (8.1.4)
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Note that since ϕ1, ψ1, ϕ2, ψ2 have a compact support, the integration in (8.1.4) can
be extended to the whole space R

n × R
n. Under the following change of variables

x ′ = x − 1
2y,

x ′′ = x + 1
2y.

Equation (8.1.4) transforms to

〈

W̃ (ϕ̄1, ψ1), W̃ (ϕ̄2, ψ2)
〉

=
∫

Rn

ϕ2(x
′)ϕ1(x

′) |g|1/2 (x ′) dx ′

×
∫

Rn

ψ1(x
′′)ψ2(x

′′) |g|1/2 (x ′′) dx ′′

= (ϕ∗1, ϕ∗2)(ψ1, ψ2).

From property (8.1.3) follows that W̃ is continuous on C∞0 (U)× C∞0 (U). Thus, as
C∞0 (U) is dense in L2(U, dμ), it can be uniquely extended to a bilinear map defined
on the whole space (L2(U, dμ))∗ × L2(U, dμ) and satisfy (8.1.3). One can prove
that finite linear combinations of vectors W̃ (ϕ̄, ψ) for ϕ,ψ ∈ L2(U, dμ) create
a dense subset of L2(T U). In conclusion W̃ is a tensor product of Hilbert spaces
(L2(U, dμ))∗ and L2(U, dμ).

Next, let us take the Fourier transform (6.1.23) of W̃ (ϕ̄, ψ) in momentum
variable p conjugated to position variable y. In such a way we receive a bilinear
map of Hilbert spaces W : (L2(U, dμ))∗ × L2(U, dμ) → L2(T ∗U, d
h̄), which
on arbitrary vectors ϕ,ψ ∈ C∞0 (U) takes the form

W(ϕ̄,ψ)(x, p) =
∫

Rn

W̃ (ϕ̄, ψ)(x, y)e
− i
h̄ y
kpk dy

=
∫

Rn

ϕ(x − 1
2y)ψ(x + 1

2y)ζ(x, y)e
− i
h̄ y
kpk dy.

(8.1.5)

Because the Fourier transform in momentum variable is an isomorphism of the
Hilbert space L2(T ∗U) onto the Hilbert space L2(T U), so W is also a tensor
product of Hilbert spaces (L2(U, dμ))∗ and L2(U, dμ). Let us denote this tensor
product by ⊗W

ϕ̄ ⊗W ψ ≡ W(ϕ̄,ψ).

In a case when U = R
n with a standard metric tensor g in flat coordinates, (8.1.5)

is a well known from literature Wigner transform [2, 263].
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Now let us prove a couple properties of the tensor product ⊗W . For ϕ,ψ ∈
L2(U, dμ) there holds

ϕ̄ ⊗W ψ = ψ̄ ⊗W ϕ, (8.1.6)

∫

T ∗U
(ϕ̄ ⊗W ψ) d
h̄ = (ϕ,ψ). (8.1.7)

Formula (8.1.6) follows immediately from the definition (8.1.5). To prove (8.1.7) it
is enough to consider ϕ,ψ ∈ C∞0 (U) as the general case follows from the continuity
of the tensor product⊗W and the integral, and from the fact that C∞0 (U) is dense in
L2(U, dμ). From (8.1.5) we have that

1

(2πh̄)n

∫

Rn×Rn
(ϕ̄ ⊗W ψ)(x, p) dx dp = 1

(2πh̄)n

∫

U×Rn

∫

Rn
ϕ(x − 1

2y)ψ(x + 1
2y)

× e− i
h̄
yipi |g|1/4 (x − 1

2y) |g|1/4 (x + 1
2y) dy dx dp

=
∫

Rn

∫

Rn
ϕ(x − 1

2y)ψ(x + 1
2y) |g|1/4 (x − 1

2y) |g|1/4 (x + 1
2y)δ(y) dy dx

=
∫

Rn
ϕ(x)ψ(x) |g|1/2 (x) dx = (ϕ,ψ).

Let ρ1 = ϕ̄1⊗W ψ1 and ρ2 = ϕ̄2⊗W ψ2 for ϕ1, ψ1, ϕ2, ψ2 ∈ L2(U, dμ), then

ρ1 �M ρ2 = (ϕ1, ψ2)(ϕ̄2 ⊗W ψ1). (8.1.8)

To prove formula (8.1.8) it is sufficient to consider ϕ1, ψ1, ϕ2, ψ2 ∈ C∞0 (U)
since the general case again follows from the continuity of tensor product ⊗W , the
Moyal product �M and a scalar product, and from the fact that C∞0 (U) is dense in
L2(U, dμ). From (6.1.46) we have that

(ρ1 �M ρ2)(x, p) =
∫

Rn

∫

Rn
ρ̃1(x + 1

2y, z)ρ̃2(x − 1
2 z, y)e

− i
h̄
(yk+zk)pk dy dz

=
∫

Rn

∫

Rn
ϕ1(x + 1

2y − 1
2 z)ψ1(x + 1

2y + 1
2z) |g|1/4 (x + 1

2y − 1
2 z)

× |g|1/4 (x + 1
2y + 1

2z)ϕ2(x − 1
2y − 1

2z)ψ2(x + 1
2y − 1

2 z)

× |g|1/4 (x − 1
2y − 1

2z) |g|1/4 (x + 1
2y − 1

2z)e
− i
h̄ (y

k+zk)pk dy dz.

and after the change of variables

x ′ = y + z,
x ′′ = x + 1

2y − 1
2z,
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we get

(ρ1 �M ρ2)(x, p) =
∫

RN

ϕ1(x
′′)ψ2(x

′′) |g|1/2 (x ′′) dx ′′

×
∫

Rn

ϕ2(x − 1
2x
′)ψ1(x + 1

2x
′)e−

i
h̄ x
′kpk

× |g|1/4 (x − 1
2x
′) |g|1/4 (x + 1

2x
′) dx ′

= (ϕ1, ψ2)(ϕ̄2 ⊗W ψ1)(x, p).

Let {ϕi} be an orthonormal basis in L2(U, dμ), then {ρij } = {ϕ̄i ⊗W ϕj } is an
orthonormal basis in L2(T ∗U, d
h̄). From relations (8.1.6), (8.1.7), and (8.1.8) we
find that the basis functions ρij have the following properties:

ρ̄ij = ρji , (8.1.9a)

∫

T ∗U
ρij d
h̄ = δij , (8.1.9b)

ρij �M ρkl = δilρkj . (8.1.9c)

Using the basis {ρij } the following characterization of quantum states can be
proved. Function ρ ∈ L2(T ∗U, d
h̄) is a quantum state, i.e. it satisfies conditions

1. ρ = ρ̄,
2.
∫

T ∗U ρ d
h̄ = 1,
3.
∫

T ∗U f̄ � f � ρ d
h̄ ≥ 0 for f ∈ C∞0 (M)
if and only if ρ is in the form

ρ =
∑

λ

pλ(ϕ̄λ ⊗W ϕλ),

where ϕλ ∈ L2(U, dμ), ‖ϕλ‖ = 1, pλ ≥ 0, and
∑

λ pλ = 1.
Indeed, function ρ can be written in a form

ρ =
∑

i,j

cij ρij ,

where cij ∈ C and {ρij } = {ϕ̄i ⊗W ϕj } is an induced basis in L2(T ∗U, d
h̄)
by the basis {ϕi} from L2(U, dμ). Properties 1–3 mean that the coefficient matrix
č = (cij ) is self-adjoint (č = č†), normalized (tr č = 1), and positively define (cii ≥
0). Indeed, self-adjointness and normalization follow from (8.1.9a) and (8.1.9b). In
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order to prove the positive definite note that 3 is valid for every f ∈ L2(T ∗U, d
h̄)
since C∞0 (T ∗U) is dense in L2(T ∗U, d
h̄). So, in particular for basis functions
ρkk , with the help of (8.1.9), we have

0 ≤
∫

T ∗U
ρkk �M ρkk �M ρ d
h̄ =

∫

T ∗U
ρkk �M ρ d
h̄ =

∑

i,j

cij

∫

T ∗U
ρkk �M ρij d
h̄

=
∑

i,j

cij

∫

T ∗U
δkj ρik d
h̄ =

∑

i

cik

∫

T ∗U
ρik d
h̄ =

∑

i

cikδik = ckk

for any k.
Since the matrix č is self-adjoint it can be diagonalized, i.e. there exists a unitary

matrix Ť such that cij = ∑

k,l T
†
ik(pkδkl)Tlj =

∑

k T̄kipkTkj for some pk ∈ R.
Hence, ρ can be presented in the form

ρ =
∑

i,j,k

T̄kipkTkj (ϕ̄i ⊗W ϕj ) =
∑

k

pk

⎛

⎝

(∑

i

T̄ki ϕ̄i

)

⊗W
(∑

j

Tkj ϕj

)

⎞

⎠

=
∑

k

pk(ψ̄k ⊗W ψk),

where ψk =
∑

i Tkiϕi . The conditions that cii ≥ 0 and tr č = 1 give that 0 ≤ pk ≤
1 and

∑

k pk = 1.
From the above considerations follows that every pure state has the form

ρpure = ϕ̄ ⊗W ϕ, (8.1.10)

for some normalized ϕ ∈ L2(U, dμ). Conversely, every function ρ of the
form (8.1.10) is a pure state. Besides, from relation (8.1.8) follows that every pure
state is idempotent

ρpure �M ρpure = ρpure.

The inverse is also true, i.e. that every function ρ ∈ L2(T ∗U, d
h̄)which satisfies

1. ρ = ρ̄,
2.
∫

T ∗U ρ d
h̄ = 1,
3. ρ �M ρ = ρ,
is a pure state. Indeed, function ρ can be written in a form

ρ =
∑

i,j

cij ρij ,
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where cij ∈ C and {ρij } = {ϕ̄i ⊗W ϕj } is an induced basis in L2(T ∗U, d
h̄).
Again, properties 1–3 are equivalent to the statement that the coefficient matrix
č = (cij ) is self-adjoint (č = č†), normalized (tr č = 1), and idempotent (č2 = č).
So, since the matrix č is self-adjoint it can be diagonalized, i.e. there exists a unitary
matrix Ť such that cij = ∑

k,l T
†
ik(akδkl)Tlj =

∑

k T̄kiakTkj for some ak ∈ R. In
consequence, ρ takes the form

ρ =
∑

i,j,k

T̄kiakTkj (ϕ̄i ⊗W ϕj ) =
∑

k

ak

⎛

⎝

(
∑

i

T̄ki ϕ̄i

)

⊗W
(
∑

j

Tkjϕj

)

⎞

⎠

=
∑

k

ak(ψ̄k ⊗W ψk),

where ψk =
∑

i Tkiϕi . The conditions that č2 = č and tr č = 1 give that a2
k = ak

and
∑

k ak = 1. Hence ak = δk0k for some k0, from which we get ρ = ψ̄k0
⊗W ψk0

.
Thus indeed ρ is a pure state.

As was just noted, pure states ρ ∈ L2(T ∗U, d
h̄) are of the form ρ = ϕ̄⊗Wϕ for
normalized ϕ ∈ L2(U, dμ) and in consequence there is a one to one correspondence
between pure states and normalized vectors in L2(U, dμ). Moreover, we will show
that there is also a one to one correspondence between states ρ ∈ L2(T ∗U, d
h̄)
and density operators ρ̂ on L2(U, dμ) [33, 98].

From the Sect. 6.2.1 we know that vectors f ∈ L2(T ∗U, d
h̄) can be regarded
as operators f �M on L2(T ∗U, d
h̄) given by the formula

(f �M )ρ = f �M ρ, ρ ∈ L2(T ∗U, d
h̄).

Besides, from (6.1.3) it follows that operators f �M are bounded with the norm
‖f �M ‖ ≤ ‖f ‖. Now, we will prove that operators f �M can be naturally identified
with Hilbert-Schmidt operators on L2(U, dμ).

For a Hilbert space H a bounded operator Â ∈ B(H) is called a Hilbert-Schmidt
operator if tr(Â†Â) < ∞. The space of all Hilbert-Schmidt operators will be
denoted by BHS(H) and it forms a Hilbert space with a scalar product given by

(Â, B̂)HS = tr(Â†B̂), Â, B̂ ∈ BHS(H). (8.1.11)

From the relation between the Hilbert-Schmidt norm and the usual operator norm

‖Â‖ ≤ ‖Â‖HS, Â ∈ BHS(H)

it follows that the inclusion BHS(H) ⊂ B(H) is continuous.
In what follows we show that for every ρ ∈ L2(T ∗U, d
h̄)

ρ �M = 1̂⊗W ρ̂, (8.1.12)
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where ρ̂ ∈ BHS(L2(U, dμ)) is a Hilbert-Schmidt operator defined on the Hilbert
space L2(U, dμ). Conversely, for every ρ̂ ∈ BHS(L2(U, dμ)) the operator 1̂⊗W ρ̂
is of the form ρ�M for some ρ ∈ L2(T ∗U, d
h̄). Moreover, the following properties
are fulfilled:

(i) for ρ = ϕ̄ ⊗W ψ , ρ̂ = (ϕ, · )ψ ,
(ii) ρ̄ �M = 1̂⊗W ρ̂†,
(iii) Tr(ρ) ≡ ∫

T ∗U ρ d
h̄ = tr(ρ̂),
(iv) for ρ1, ρ2 ∈ L2(T ∗U, d
h̄) and ρ̂1, ρ̂2 ∈ BHS(L2(U, dμ)) such that ρ1�M =

1̂⊗W ρ̂1 and ρ2 �M = 1̂⊗W ρ̂2

〈ρ1, ρ2〉 = (ρ̂1, ρ̂2)HS,

(v)
∫

T ∗U f̄ �M f �M ρ d
h̄ ≥ 0 for f ∈ C∞0 (T ∗U) if and only if (ϕ, ρ̂ϕ) ≥ 0 for
ϕ ∈ L2(U, dμ).

First, let us consider property (i). From (8.1.8) for basis functionsρij = ϕ̄i⊗Wϕj
we get

ρ �M ρij = (ϕ̄ ⊗W ψ) �M (ϕ̄i ⊗W ϕj ) = (ϕ, ϕj )(ϕ̄i ⊗W ψ) = ϕ̄i ⊗W (ρ̂ϕj )
= (1̂⊗W ρ̂)ρij ,

which proves (i).
Now, note that for a basis {ϕi} in L2(U, dμ) the operators ρ̂ij = (ϕi , · )ϕj form

a basis in the Hilbert space BHS(L2(U, dμ)) of Hilbert-Schmidt operators. From
(i) for basis functions ρij = ϕ̄i ⊗W ϕj we have

ρij �M = 1̂⊗W ρ̂ij . (8.1.13)

Any ρ ∈ L2(T ∗U, d
h̄) can be written in the form ρ = ∑

i,j cij ρij for some
cij ∈ C, so according to (8.1.13) the corresponding Hilbert-Schmidt operator ρ̂ is
of the form ρ̂ =∑i,j cij ρ̂ij . This proves the relation (8.1.12).

In order to show properties (ii)–(iv) it is enough to prove them for basis functions
ρij . Property (ii) results from (8.1.9a) and the fact that ρ̂†

ij = ρ̂j i . Property (iii) is
a consequence of (8.1.9b) and the identity tr(ρ̂ij ) = δij . Property (iv) follows from
the equality

〈ρij , ρkl〉 =
∫

T ∗U
ρ̄ij ρkl d
h̄ =

∫

T ∗U
ρji �M ρkl d
h̄ =

∫

T ∗U
δjlρki d
h̄ = δjlδik

= tr(ρ̂†
ij
ρ̂kl ) = (ρ̂ij , ρ̂kl )HS.
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In order to prove (v) we expand ρ and ρ̂ in the corresponding basis: ρ =∑i,j cij ρij
and ρ̂ = ∑

i,j cij ρ̂ij . The property follows from the fact that the positive-
definiteness of ρ and ρ̂ is equivalent with the inequality ckk ≥ 0 for every k.

From the foregoing considerations it follows that the Hilbert spaces
L2(T ∗U, d
h̄) and BHS(L

2(U, dμ)) are naturally isomorphic, where the
isomorphism ρ �→ ρ̂ is given by ρ �M = 1̂ ⊗W ρ̂. The isomorphism ρ �→ ρ̂

is in fact a representation of the algebra L = (L2(T ∗U, d
h̄), �M) in the Hilbert
space L2(U, dμ) as it satisfies

̂ρ1 �M ρ2 = ρ̂1ρ̂2, ˆ̄ρ = ρ̂†
, Tr(ρ) = tr(ρ̂),

where the last property is restricted to the subspace L1 = L �M L. Moreover, it
follows as well that there is a one to one correspondence between quantum states
ρ ∈ L2(T ∗U, d
h̄) and density operators on L2(U, dμ), i.e. trace class operators
ρ̂ satisfying

1. ρ̂† = ρ̂,
2. tr(ρ̂) = 1,
3. (ϕ, ρ̂ϕ) ≥ 0 for every ϕ ∈ L2(U, dμ).

The density operators represent quantum states in the operator representation of
quantum mechanics.

Now let us show that observables A ∈ C∞(T ∗U)[[h̄]] can be naturally identified
with appropriate operators defined on the Hilbert space L2(U, dμ) [33, 98]. What
is important, the presented identification will be in agreement with the Weyl
correspondence rule. Let A ∈ C∞(T ∗U)[[h̄]] and ρ = ϕ̄⊗W ψ for ϕ,ψ ∈ C∞0 (U).
Then

A �M ρ = ϕ̄ ⊗W AW(q̂, p̂)ψ, (8.1.14a)

ρ �M A = (AW(q̂, p̂)†ϕ)⊗W ψ, (8.1.14b)

where AW(q̂, p̂) is a symmetrically ordered function of canonical operators of
position and momentum

q̂j = xj , p̂j = −ih̄(∂xj + 1
2�

k
jk), (8.1.15)

where �ijk are Christoffel symbols of the Levi-Civita connection on U , acting in the

Hilbert space L2(U, dμ).
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Indeed, from (6.1.46) and (8.1.2) we get

(A �M ρ)(x, p) =
∫

Rn

∫

Rn

Ã(x + 1
2x
′, x′′)ρ̃(x − 1

2x
′′, x′)e−

i
h̄
(x′k+x′′k)pk dx′ dx′′

=
∫

Rn

∫

Rn

Ã(x + 1
2x
′, x′′)ϕ(x − 1

2x
′′ − 1

2x
′)ψ(x − 1

2x
′′ + 1

2x
′)

× |g|1/4 (x − 1
2x
′′ − 1

2x
′) |g|1/4 (x − 1

2x
′′ + 1

2x
′)e−

i
h̄
(x′k+x′′k)pk dx′ dx′′.

After the change of variables

x ′ → x ′′ − y,
x ′′ → y

we receive

(A �M ρ)(x, p)

=
∫

Rn

∫

Rn
Ã(x + 1

2x
′′ − 1

2y, y)ϕ(x − 1
2x
′′)ψ(x + 1

2x
′′ − y) |g|1/4 (x − 1

2x
′′)

× |g|1/4 (x + 1
2x
′′ − y) |g|1/4 (x + 1

2x
′′) |g|−1/4 (x + 1

2x
′′)e−

i
h̄
x ′′kpk dy dx′′

=
∫

Rn
ϕ(x − 1

2x
′′)(A(q̂, p̂)ψ)(x + 1

2x
′′) |g|1/4 (x − 1

2x
′′) |g|1/4 (x + 1

2x
′′)e−

i
h̄
x ′′kpk dx′′

= (ϕ̄ ⊗W A(q̂, p̂)ψ)(x, p),

where

(A(q̂, p̂)ψ)(x + 1
2x
′′) =

∫

Rn

Ã(x + 1
2x
′′ − 1

2y, y)ψ(x + 1
2x
′′ − y)

× |g|1/4 (x + 1
2x
′′ − y) |g|−1/4 (x + 1

2x
′′)dy.

Changing x+ 1
2x
′′ → x, taking explicit form of the Fourier transform in momentum

variable (6.1.23) and changing y →−y, we get

(A(q̂, p̂)ψ)(x) = 1

(2πh̄)n

∫

Rn

∫

Rn

A(x + 1
2y, p)e

− i
h̄ y
kpkψ(x + y)

× |g|1/4 (x + y) |g|−1/4 (x)dy dp. (8.1.16)

What remains to prove is that formula (8.1.16) represents Weyl ordering (6.2.3) of
operators q̂ and p̂ given by (8.1.15). Actually, for A(x, p) = Ki1...in (x)pi1 · · ·pin ,
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whereKi1...in is a symmetric complex tensor field on U , and any ψ(x) ∈ H, we get

AW(q̂, p̂)ψ(x) = 1

(2πh̄)n

∫

Rn

∫

Rn
Ki1...in (x + 1

2y)pi1 · · ·pine−
i
h̄ y
kpkψ(x + y)

× |g|1/4 (x + y) |g|−1/4 (x) dy dp

= 1

(2πh̄)n

∫

Rn

∫

Rn
Ki1...in (x + 1

2y)

[

(ih̄)n∂yi1 · · · ∂yin e−
i
h̄ y
kpk

]

ψ(x + y)

× |g|1/4 (x + y) |g|−1/4 (x) dy dp

= 1

(2πh̄)n

∫

Rn

∫

Rn
(−ih̄)n∂yi1 · · · ∂yin

[

Ki1...in (x + 1
2y)ψ(x + y)ξ(x, y)

]

× e− i
h̄
ykpk dy dp

= (−ih̄)n∂yi1 · · · ∂yin
[

Ki1...in (x + 1
2y)ψ(x + y)ξ (x, y)

]
∣

∣

∣

∣

y=0
.

(8.1.17)

By virtue of the following identity

∂y
(

g(x + 1
2y)h(x + y)

) = (∂x ′ + ∂x ′′)
[

g(x + 1
2x
′)h(x + 1

2
x ′ + 1

2x
′′)
]

∣

∣

∣

∣

x ′=x ′′=y

valid for any functions g and h, (8.1.17) can be written in a form

AW(q̂, p̂)ψ(x) = (−ih̄)n
n
∑

k=0

(

n

k

)

∂yi1 · · · ∂yik ∂x ′ik+1 · · · ∂x ′in
[

Ki1...in (x + 1
2y)

×ψ(x + 1
2y + 1

2x
′) |g|1/4 (x + 1

2y + 1
2x
′) |g|−1/4 (x)

]

∣

∣

∣

∣

y=x ′=0
.

(8.1.18)

Applying the known relation to the metric tensor

∂ |g|
∂xj

= 2 |g|�kjk (8.1.19)

we find that

−ih̄∂xj (ψ |g|1/4) = −ih̄
(

∂ψ

∂xj
|g|1/4 + 1

2ψ�
k
jk |g|1/4

)

= (p̂jψ) |g|1/4 ,
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where p̂j is given just by the formula (8.1.15). From this and (8.1.18) we receive

AW(q̂, p̂)ψ(x) =
n
∑

k=0

(

n

k

)

(−ih̄)k
(

1
2

)n−k
∂yi1 · · · ∂yik

[

Ki1...in (x + 1
2y)

× (p̂ik+1 · · · p̂inψ)(x + 1
2y + 1

2x
′) |g|1/4 (x + 1

2y +
1

2
x ′)

× |g|−1/4 (x)
]

∣

∣

∣

∣

y=v=0

= 1

2n

n
∑

k=0

(

n

k

)

p̂i1 · · · p̂ikKi1...in (q̂)p̂ik+1 · · · p̂inψ(x)

that recovers formula (6.2.7) and (8.1.14a) is proved.
In order to prove (8.1.14b) we can use (8.1.6) and (8.1.14a) receiving

ρ �M A = Ā �M ρ̄ = ψ̄ ⊗W A†
W(q̂, p̂)ϕ = (AW(q̂, p̂)†ϕ)⊗W ψ.

Observe, that productsA�M ρ and ρ �M A are properly defined by (6.1.46), even
though A has no compact support and is not defined on the whole space R

n × R
n,

since ρ has the form ϕ̄ ⊗W ψ for ϕ and ψ with a compact support.
From (8.1.14) follows that operatorsA�M can be written as the following tensor

product

A �M = 1̂⊗W AW(q̂, p̂). (8.1.20)

Equation (8.1.20) is an analog of (8.1.12) for functions A ∈ C∞(T ∗U)[[h̄]] and
it allows to identify functions A with operators A(q̂, p̂). That way the Weyl
correspondence rule in a natural way appears in the operator representation of
quantum mechanics.

The map A �→ Â = AW(q̂, p̂) has the following properties

̂A1 �M A2 = Â1Â2,
ˆ̄A = Â†

for functions A1, A2 ∈ C∞(T ∗U)[[h̄]], thus we are dealing with representation of
the algebra AQ = (C∞(T ∗U)[[h̄]], �M) in the Hilbert space L2(U, dμ).

Let A ∈ C∞(T ∗U)[[h̄]] and ρ ∈ L2(T ∗U, d
h̄), then for A �M ρ ∈
L1(T ∗U, d
h̄) we have

∫

T ∗U
A �M ρ d
h̄ = tr(AW(q̂, p̂)ρ̂). (8.1.21)
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In particular, if ρ = ϕ̄ ⊗W ψ for ϕ,ψ ∈ C∞0 (U) then

∫

T ∗U
A �M ρ d
h̄ = (ϕ,AW(q̂, p̂)ψ). (8.1.22)

We prove (8.1.21) assuming that {ϕi} is a basis in L2(U, dμ) such that ϕi have a
compact support. From (8.1.14) and (8.1.7) then follows that

∫

T ∗U
Aρij d
h̄ =

∫

T ∗U
A �M ρij d
h̄ = (ϕi, AW (q̂, p̂)ϕj )

for ρij = ϕ̄i ⊗W ϕj . The function ρ can be expanded in the basis ρij , ρ =
∑

i,j cij ρij . Using this expansion we find that

∫

T ∗U
A �M ρ d
h̄ =

∫

T ∗U
Aρ d
h̄ =

∑

i,j

cij

∫

T ∗U
Aρij d
h̄ =

∑

i,j

cij (ϕi, AW (q̂, p̂)ϕj )

=
∑

i,j

cij tr(AW(q̂, p̂)ρ̂ij ) = tr(AW (q̂, p̂)ρ̂).

The results of this subsection for a very special case of a flat metric tensor
and Cartesian (i.e. flat and orthogonal) coordinates, are well known from the
literature and were investigated in many papers, starting from [7, 111, 246]. Here we
generalized these results to the case of the arbitrary metric tensor and the arbitrary
coordinate system.

Example 8.1 Let us consider the case of a harmonic oscillator and verify rela-
tions (8.1.14) for its spectral problem [151]. In the phase space representation,
the spectral problem was considered in Sect. 7.2.2. In the position representation,
the spectral problem of a harmonic oscillator is presented in any textbook of
quantum mechanics. For classical Hamiltonian H = 1

2

(

p2 + ω2x2
)

and canonical
operators (8.1.15)

q̂ = x, p̂ = −i�∂x,

the eigenvalue problem

Ĥϕn(x) = 1
2

(

−�2∂2
x + ω2x2

)

ϕn(x) = Enϕn(x), n ∈ N

has the following solution

En = (n+ 1
2 )�ω, ϕn(x) =

( a

π

)
1
4
(

1

2nn!
)

e
− 1

2 a
2x2
Hn(ax),
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where Hn is the nth Hermite polynomial, a = (

ω
�

)
1
2 and ϕn(x) are orthonormal

functions from the Hilbert space L2(R). In order to verify the relations (8.1.14) we
have to prove that phase space �-genfunctions ρn(x, p) (7.2.23) and eigenfunctions
ϕn(x) are related by (8.1.10), (8.1.5)

ρn(x, p) = ϕn(x)⊗W ϕn(x) = W(ϕ∗n, ϕn) =
∫

R

ϕn(x− 1
2y)ϕn(x+ 1

2y)e
− i
h̄ py dy.

Rescaling y →−2y, we find that

W(ϕ∗n, ϕn) =
2a√
π

1

2nn!e
− 1

2a
2x2
∫

R

e
2i
h̄
py
e−

1
2 a

2y2
Hn(a(x + y))Hn(a(x − y))dy.

We note that

a2y2 − 2ipy/� = a2(y − ip/a2
�)2 + p2/a2

�
2

and define a new variable

z = a(y − ip/a2
�).

Then

W(ϕ∗n, ϕn) =
2√
π

1

2nn!e
− 1

2a
2x2
eb

2
∫

R

e−z2
Hn(ax + z+ b)Hn(ax − z− b)dz,

where b = ip/a�. As Hn(−x) = (−1)nHn(x), we get

W(ϕ∗n, ϕn) =
2√
π

(−1)n

2nn! e
− 1

2a
2x2
eb

2
∫

R

e−z2
Hn(z + b + ax)Hn(z+ b − ax)dz.

The integral can be done [137]

∫

R

e−z2
Hn(z+ b + ax)Hn(z + b − ax)dz = 2n

√
πn!Ln(2(a2x2 − b2))

where Ln is the nth Laguerre polynomial. Re-expressing the argument of Ln by x
and p we get

a2x2 − b2 = 1

�ω
(p2 + ω2x2) = 2H

�ω

and finally

W(ϕ∗n, ϕn) = 2(−1)n exp

(

−2H

�ω

)

Ln

(

4H

�ω

)

= ρn(x, p).
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8.1.2 Other Admissible Quantizations

Let us consider n-dimensional almost geodesically simply connected Riemannian
manifold forming the configuration space Q and a related phase space M = T ∗Q.
Then, let us consider a classical system defined onM and its quantization by means
of a �-product on M . Let Q ⊃ U → V ⊂ R

n, x �→ (x1, . . . , xn) be an almost
global coordinate system onQ. From the assumption thatQ is almost geodesically
simply connected such a coordinate system always exists. The coordinate system on
Q induces on M an almost global classical canonical coordinate system T ∗U →
T ∗V = V ×R

n, (ξα) �→ (x1, . . . , xn, p1, . . . , pn). This coordinate system will be
at the same time quantum canonical. Observe that although �-product is not local it
still can be written in the coordinates (x, p) since this coordinate system is almost
globally defined onM .

The idea behind introducing the operator representation over configuration space
Q for the considered quantum system lies in the observation that the quantum
system in coordinates (x, p) is equivalent with a system quantized by the Moyal
product. If S is an appropriate morphism of this equivalence then S is an unitary
operator on the Hilbert space L2(T ∗V, d
h̄). Let us introduce a new tensor product
⊗S : (L2(V , dμ))∗ × L2(V , dμ)→ L2(T ∗V, d
h̄) defined by the formula

ϕ̄ ⊗S ψ = S(ϕ̄ ⊗W ψ), ϕ,ψ ∈ L2(V , dμ) (8.1.23)

and a function A of S-ordered operators q̂j , p̂j

AS(q̂, p̂) = (S−1A)W(q̂, p̂). (8.1.24)

Using properties (6.1.77) and assumption (6.1.84) it can be proved that all previous
formulas for the case of a Moyal quantization, presented in the previous subsection,
also hold true for a general quantum system in (x, p) coordinates, provided that the
tensor product ⊗W will be replaced by ⊗S and operators AW(q̂, p̂) by AS(q̂, p̂),
respectively. In particular, let A ∈ C∞(T ∗V )[[h̄]] and ρ = ϕ̄ ⊗S ψ for ϕ,ψ ∈
C∞0 (V ). Then [33, 98]

A �(x,p) ρ = ϕ̄ ⊗S AS(q̂, p̂)ψ, (8.1.25a)

ρ �(x,p) A = (AS(q̂, p̂)†ϕ)⊗S ψ, (8.1.25b)

where AS(q̂, p̂) is an S-ordered function of canonical operators of position and
momentum

q̂j = xj , p̂j = −ih̄(∂xj + 1
2�

k
jk), (8.1.26)

acting in the Hilbert space L2(V , dμ).
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From (6.1.77) and (8.1.14) we find that

A �(x,p) ρ = SS−1(A �(x,p) ρ) = S(S−1A �
(x,p)

M S−1ρ) = S
(

ϕ̄ ⊗W (S−1A)W(q̂, p̂)ψ
)

= ϕ̄ ⊗S AS(q̂, p̂)ψ

which proves (8.1.25a). Equation (8.1.25b) can be proved analogically.
From (8.1.25) follows that operatorsA �(x,p) can be written as

A �(x,p) = 1̂⊗S AS(q̂, p̂). (8.1.27)

Equation (8.1.27) allows us to identify functionsA ∈ C∞(T ∗V )[[h̄]] with operators
AS(q̂, p̂). Moreover, the map A �→ Â = AS(q̂, p̂) is a representation of the
algebra AQ = (C∞(T ∗V )[[h̄]], �(x,p)) in the Hilbert space L2(V , dμ). Moreover,
the analog of (8.1.12) holds true, which gives us a representation ρ �→ ρ̂ of the
algebra L = (L2(T ∗V, d
h̄), �(x,p)) in the Hilbert space L2(V , dμ) given by

ρ �(x,p) = 1̂⊗S ρ̂.

Furthermore, the following analog of (8.1.21) and (8.1.22) can be proved. Let
A ∈ C∞(T ∗V )[[h̄]] and ρ ∈ L2(T ∗V, d
h̄). If A �(x,p) ρ ∈ L1(T ∗V, d
h̄) then

∫

T ∗V
A �(x,p) ρ d
h̄ = tr(AS(q̂, p̂)ρ̂). (8.1.28)

In particular, if ρ = ϕ̄ ⊗S ψ for ϕ,ψ ∈ C∞0 (V ) then

∫

T ∗V
A �(x,p) ρ d
h̄ = (ϕ,AS(q̂, p̂)ψ). (8.1.29)

To show it, let {ϕi} be a basis in L2(V , dμ) and {ρij } = {ϕ̄i ⊗S ϕj } an
induced basis in L2(T ∗V, d
h̄). Function ρ can be expanded in the basis {ρij }:
ρ =∑i,j cij ρij . From (6.1.77), (8.1.21), (8.1.22) and assumption (6.1.84) we find

∫

T ∗V
A �(x,p) ρ d
h̄ =

∫

T ∗V
SS−1(A �(x,p) ρ) d
h̄ =

∫

T ∗V
S−1A �

(x,p)
M S−1ρ d
h̄

=
∑

i,j

cij

∫

T ∗V
S−1A �

(x,p)
M

S−1ρij d
h̄ =
∑

i,j

cij (ϕi , AS(q̂, p̂)ϕj )

=
∑

i,j

cij tr(AS(q̂, p̂)ρ̂ij ) = tr(AS(q̂, p̂)ρ̂).
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Using the results of this subsection it is possible to prove a pure state stationary
equations (7.1.10) from Sect. 7.1.2. Namely for any A ∈ AQ, a pure state function
ρ = ϕ̄ ⊗S ϕ ∈ H satisfies the equation

[A, ρ] = 0 (8.1.30)

if and only if it satisfies the following pair of �S-genvalue equations

A �S ρ = aρ, ρ �S A = aρ, (8.1.31)

for some a ∈ C.
Indeed, it is obvious that if ρ satisfies (8.1.31) then it also satisfies (8.1.30). Let

us assume that ρ satisfies (8.1.30). Hence, it also satisfies

A �S ρ �S ρ = ρ �S A �S ρ.

From the idempotent property of pure states the above equation implies

A �S ρ = ρ �S A �S ρ. (8.1.32)

From (8.1.25) it follows that

A �S ρ = ϕ̄ ⊗S AS(q̂, p̂)ϕ. (8.1.33)

Now, Eqs. (8.1.32) and (8.1.33), with the help of (8.1.8) which valid for any �S , give

A �S ρ = ρ �S (A �S ρ) = (ϕ,AS(q̂, p̂)ϕ)ρ = aρ,

where a = (ϕ,AS(q̂, p̂)ϕ). The second �S-genvalue equation can be derived
analogically.

Observation 19 Note that for a general �S-quantization the operator represen-
tation corresponding to a coordinate system gives us the correspondence rule
A �→ AS(q̂, p̂) which in general differs from the Weyl correspondence rule. The
Weyl correspondence rule is associated only with the Moyal quantization. To create
an operator representation of arbitrary �S-quantum system in any coordinates on
Q in a consistent way, one should use S-ordering (8.1.24) of the same operators of
position and momentum (8.1.26).
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Let us construct the ⊗S-tensor product for particular star-algebras. First, notice
that (8.1.23) can be written in an integral form

(ϕ̄ ⊗S ψ)(x, p) =S
∫

dy exp(− i
h̄
piy

i)ϕ̄(x − 1
2y)ψ(x + 1

2y)ζ (x, y)

=
∫

dx ′dp′dy exp(− i
h̄
p′kyk)ϕ̄(x ′ − 1

2y)ψ(x
′ + 1

2y)

|g|1/4 (x − 1
2y) |g|1/4 (x + 1

2y)S(x, p, x
′, p′),

where ϕ,ψ ∈ L2(Rn) and S(x, p, x ′, p′) is an integral kernel of isomorphism S.

Example 8.2 As an interesting example let us consider the �σ,α,β -algebra in the
simplest case n = 1 and Cartesian coordinates. Let us start from a simpler case
α = β = 0. Then, as we already know,

Sσ = exp(−ih̄σ∂x∂p)

and hence, using (6.2.1) and (6.2.1) we get

(ϕ̄ ⊗σ ψ)(x, p) = exp(−ih̄σ∂x∂p)
∫

dy exp(− i
h̄
py)ϕ̄(x − 1

2y)ψ(x + 1
2y)

=
∫

dy exp(− i
h̄
py) exp(−ih̄σ ∂x∂p) exp(−σy∂x )ϕ̄(x − 1

2y)ψ(x + 1
2y)

=
∫

dy exp(− i
h̄
py)ϕ̄(x − ( 1

2 + σ)y)ψ(x + ( 1
2 − σ)y).

For α, β > 0 we have

Sα,β = exp( 1
2 h̄α∂

2
x + 1

2 h̄β∂
2
p)

⇓

Sα,β(x, p, x
′, p′) = 1

2πh̄
√
αβ

exp

[

−1

2

1

h̄α
(x − x ′)2

]

exp

[

−1

2

1

h̄β
(p − p′)2

]

,

and finally

(ϕ̄ ⊗σ ,α,β ψ)(x, p)

= 1

2πh̄
√
αβ

∫

dx ′dp′dy exp(− i
h̄
py)ϕ̄(x − ( 1

2 + σ)y)ψ(x + ( 1
2 − σ)y)

× exp

[

−1

2

1

h̄α
(x − x ′)2

]

exp

[

−1

2

1

h̄β
(p − p′)2

]

.
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The diagonal tensor products (ϕ̄⊗S ϕ)(x, p) are pure phase space quantum states
related to �S-quantization, known in the literature as pure phase-space distribution
functions (d.f.)[176]. In particular, for the family of �σ,α,β -quantizations, we have:

1. σ = α = β = 0 : symmetrically ordered d.f. (Wigner function) [263]
2. σ = 1

2 , α = β = 0 : standard ordered d.f. [199]
3. σ = − 1

2 , α = β = 0 : antistandard ordered d.f. (Kirkwood function) [171, 227]
4. σ = 0, α = − 1

2ω , β = −ω2 : normal ordered d.f. (Glauber-Sudarshan P
function) [132, 133, 243]

5. σ = 0, α = 1
2ω , β = ω

2 : antinormal ordered d.f. (Q function) [133]
6. σ = 0, α = − 1

2κ , β = − κ2 , κ �= ω : generalized antinormal ordered d.f. (Husimi
function) [155]

So, if {ρij = ϕ̄i ⊗S ϕj } represent the orthonormal basis in H = L2(R2n), phase-
space distribution functions belong to the subspace Hρ ⊂ H span by

Hρ = span{ρii ≡ ρi = ϕ̄i ⊗S ϕi}, ϕi ∈ L2(Rn)

obviously isomorphic with L2(Rn).
An arbitrary phase-space distribution function (pure or mixed) ρ =

∑

γ pγ (ϕ̄
(γ ) ⊗S ϕ(γ )) ∈ Hρ and normalized ϕ(γ ) ∈ L2(Rn), fulfills

relations (7.1.3). In particular, for Euclidean coordinates,

1

(2πh̄)n

∫

S−1ρ(x, p)dp =
∑

γ

pγ

∣

∣

∣ϕ
(γ )(x)

∣

∣

∣

2 = P(x), (8.1.34a)

1

(2πh̄)n

∫

S−1ρ(x, p)dx =
∑

γ

pγ

∣

∣

∣Fϕ(γ )(p)
∣

∣

∣

2 = P(p), (8.1.34b)

which are marginal distributions. For example, the first relation for a pure state ρ =
(ϕ̄ ⊗S ϕ) follows from

1

(2πh̄)n

∫

S−1ρ(x, p)dp = 1

(2πh̄)n

∫ ∫

exp(− i
h̄
pky

k)ϕ̄(x − 1

2
y)ϕ(x + 1

2y)dydp

=
∫

δ(y)ϕ∗(x − 1
2y)ϕ(x + 1

2y)dy = |ϕ(x)|2 .

As the conclusion we observe that the expectation value of an observable
A ∈ C∞(T ∗U)[[h̄]] in a state ρ ∈ L2(T ∗U, d
h̄) in the position representation
of quantum mechanics is expressed by the formula

〈A〉ρ = tr(AS(q̂, p̂)ρ̂). (8.1.35)
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Moreover, in the position representation, the following equation corresponds to time
evolution equation (7.1.5)

ih̄
∂ρ̂

∂t
(t)− [HS(q̂, p̂), ρ̂(t)] = 0 (8.1.36)

It is known as the von Naumann equation. For pure state ρ̂ = (ϕ, ·) ϕ Eq. (8.1.36)
takes the form

ih̄(
∂ϕ

∂t
| ·)ϕ + ih̄ (ϕ, ·) ∂ϕ

∂t
− (ϕ, ·)HS(q̂, p̂)ϕ +

(

HS(q̂, p̂)ϕ, ·
)

ϕ

= (−ih̄ ∂ϕ
∂t
+HS(q̂, p̂)ϕ, ·)ϕ + (ϕ, ·)

(

ih̄
∂ϕ

∂t
−HS(q̂, p̂)ϕ

)

= 0

�

ih̄
∂ϕ

∂t
= HS(q̂, p̂)ϕ. (8.1.37)

Equation (8.1.37) is nothing but the well known Schrödinger equation of time
evolution of quantum states in the position representation of quantum mechanics.

The equation for stationary states takes now the form

[HS(q̂, p̂), ρ̂] = 0,

which for pure states ρ̂ = (ϕ, · )ϕ is equivalent to the well known eigenvalue
equation

HS(q̂, p̂)ϕ = Eϕ

called the stationary Schrödinger equation.
The respective representation of one-parameter group of unitary functions (7.1.7)

in the Hilbert space L2(Rn) is a one-parameter group of unitary operators

US(q̂, p̂, t) = exp

(

− i
h̄
tHS(q̂, p̂)

)

. (8.1.38)

The time evolution of density operator ρ̂ can be alternatively expressed by

ρ̂(t) = US(q̂, p̂, t)ρ̂(0)US(q̂, p̂,−t).

It is easy to check that such defined ρ̂(t) represents a solution of the von Neumann
equation (8.1.36).
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With the help of the unitary operator (8.1.38), the time evolution of observable
AS(q̂, p̂) can be expressed in analogy to (7.1.12) by

AS(q̂, p̂, t) = US(q̂, p̂,−t)AS(q̂, p̂)US(q̂, p̂, t). (8.1.39)

The expression (8.1.39) is a formal solution of the equation

ih̄
d

dt
AS(t) = [AS(q̂, p̂),HS(q̂, p̂)], (8.1.40)

which is a well known Heisenberg equation of time evolution for quantum
observables in position representation.

8.1.3 Coordinate Transformation on Configuration Space

Assume that Q ⊃ U → V ⊂ R
n, x �→ (x1, . . . , xn) and Q ⊃ U ′ → V ′ ⊂ R

n,
x �→ (x ′1, . . . , x ′n) are two almost global coordinate systems on Q, and T ∗U →
T ∗V = V × R

n, ξ �→ (x1, . . . , xn, p1, . . . , pn) and T ∗U ′ → T ∗V ′ = V ′ × R
n,

ξ �→ (x ′1, . . . , x ′n, p′1, . . . , p′n) are induced canonical coordinate systems on T ∗Q.
A map φ : (x ′1, . . . , x ′n) �→ (x1, . . . , xn) is then a transformation of coordi-
nates on the configuration space Q and a map T : (x ′1, . . . , x ′n, p′1, . . . , p′n) �→
(x1, . . . , xn, p1, . . . , pn) is a respective canonical transformation of coordinates on
the phase space T ∗Q. The transformation T is given by the formula (6.1.62).

In what follows we will investigate how the operator representation of quantum
mechanics behaves after such changing of coordinates. First, note that a map
ÛT : L2(V , dμ)→ L2(V ′, dμ′) given by

(ÛT ψ)(x
′) = ψ(φ(x ′)) (8.1.41)

is an isomorphism of the Hilbert spaces. Moreover, a map L2(T ∗V, d
h̄) →
L2(T ∗V ′, d
h̄) given by

f �→ f ◦ T

is also an isomorphism of the Hilbert spaces. Let ⊗S and ⊗S ′ be tensor products
which correspond to star-products �(x,p) and �(x

′,p′) respectively. The following
statement can be proved. For ϕ,ψ ∈ L2(V , dμ) there holds

(ϕ̄ ⊗S ψ) ◦ T = (ÛT ϕ)⊗S ′ ÛT ψ. (8.1.42)



398 8 Position Representation of Quantum Mechanics over Riemannian Configuration. . .

From relation (8.1.42) follows that operator representations of quantum mechan-
ics corresponding to different coordinate systems are unitarily equivalent. In partic-
ular, we get that operators corresponding to the same function A ∈ C∞(T ∗Q)[[h̄]]
written in different coordinate systems, are unitarily equivalent. Actually, for A ∈
C∞(T ∗V )[[h̄]] there holds

A′S ′(q̂
′, p̂′) = ÛT AS(q̂, p̂)Û−1

T , (8.1.43)

where A′ = A ◦ T and q̂j = xj , p̂j = −ih̄(∂xj + 1
2�

k
jk) and q̂ ′j = x ′j , p̂′j =

−ih̄(∂x ′j + 1
2�
′k
jk) are respective operators of position and momentum in coordinates

(x, p) and (x ′, p′) respectively.
In order to prove (8.1.43), first let ρ = ϕ̄⊗S ψ . Then, from (8.1.25) and (8.1.42)

we get from one side

(A �(x,p) ρ) ◦ T = A �′(x ′,p′) (ρ ◦ T ) = (ÛT ϕ)∗ ⊗S ′ A′S ′(q̂ ′, p̂′)ÛT ψ

and from the other side

(A �(x,p) ρ) ◦ T = (ϕ̄ ⊗S AS(q̂, p̂)ψ) ◦ T = (ÛT ϕ)⊗S ′ ÛT AS(q̂, p̂)ψ
= (ÛT ϕ)⊗S ′ ÛT AS(q̂, p̂)Û−1

T ÛT ψ.

Comparing the above two formulas we get the result.
In particular, let us derive the position and momentum operators (8.1.15) in

curvilinear coordinates directly from the canonical transformation. Let

φ : Rn ⊃ V → V ′ ⊂ R
n, x ′ = φ(x)

be a transformation from curvilinear coordinates (x1, . . . , xn) to pseudo-Euclidian
coordinates (x ′1, . . . , x ′n), such that Rn\V ′ is of measure zero. Transformation φ
induces classical and quantum canonical transformation T (6.1.62). Notice that
Hilbert spaces over Rn and V ′ are naturally isomorphic.

First, we define position and momentum operators corresponding to the curvilin-
ear coordinate system (x, p) by symmetrically ordered Euclidean operators q̂ ′, p̂′
in the following form

Q̂j = (Qj )W (q̂ ′) = Qj(q̂ ′), P̂j = (Pj )W (q̂ ′, p̂′), q̂ ′j = x ′j , p̂′ = −ih̄∂x ′j

where T −1(x ′, p′) = (Q1(x ′), . . . , Pn(x ′, p′)) and

xj = Qj =
[

φ−1(x ′)
]j

, pj = Pj = p′i
[

φ′(φ−1(x ′))
]i

j
.
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These operators are defined on a Hilbert space L2(V ) ∼= L2(Rn) parametrized
by pseudo-Euclidean coordinates x ′. Then, we can use operators Q̂i and P̂j for
the construction of the position representation of a quantum system related to the
curvilinear coordinates (x, p).

Let ÛT : L2(Rn) → L2(V , dμ), where dμ(x) = ∣

∣φ′(x)
∣

∣ dx =
|det[g(x)]|1/2 dx, be a unitary operator such that

(ÛT ϕ)(x) = ϕ(φ(x))

⇓

(ÛT ϕ)(x) = (ϕ ◦ φ) (x), (Û−1
T ϕ)(x ′) =

(

ϕ ◦ φ−1
)

(x ′),

then

q̂ i := ÛT Q̂i Û−1
T = xi (8.1.44)

is a new position operator in a Hilbert space L2(V ,μ) as

(q̂iψ)(x) =
(

ÛT Q̂
iÛ−1
T ψ

)

(x) =
(

Q̂i Û−1
T ψ ◦ φ

)

(x)

=
(

Q̂iÛ−1
T ψ

)

(x ′) =
[

φ−1(x ′)
]i (

ψ ◦ φ−1
)

(x ′) = xiψ(x).

New momentum operator p̂j in L2(V , dμ) is of the form

p̂j := ÛT P̂j Û−1
T = −ih̄

(

∂xj + 1
2�

k
jk(x)

)

, (8.1.45)

where �ijk are connection coefficients of the metric tensor g(x). Indeed, Pj = pj =
p′i
[

φ′(φ−1(x ′))
]i

j
, so

(p̂jψ)(x)

=
(

ÛT P̂j Û
−1
T
ψ
)

(x) =
(

ÛT

(

1

2
p̂′i
∂φi

∂xj
(φ−1(q̂′))+ 1

2

∂φi

∂xj
(φ−1(q̂′))p̂′i

)

Û−1
T
ψ

)

(x)

= −1

2
ih̄∂x ′i

[(

∂φi

∂xj
◦ φ−1

)

(φ(x))ψ(x)

]

− 1

2
ih̄
∂φi

∂xj
(x)∂x ′i (ψ ◦ φ−1)(φ(x))

= −ih̄
(

∂φi

∂xj
(x)
∂(φ−1)k

∂x′i (φ(x))
∂ψ

∂xk
(x)+ 1

2

∂2φi

∂xj ∂xk
(x)
∂(φ−1)k

∂x′i (φ(x))ψ(x)

)

= −ih̄
(

δkj
∂

∂xk
+ 1

2
�kjk

)

ψ(x),
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where we used the relation (φ′(x))−1 = (φ−1)′(φ(x)), from which follows that
[

(φ′(x))−1
]k

i
= ∂(φ−1)k

∂x ′i (φ(x)), and the formula (2.6.5) for the transformation of
connection coefficients between the pseudo-Euclidean and curvilinear basis.

Momentum operator p̂j (8.1.45) is self-adjoint in the Hilbert space L2(V , dμ).
Indeed, integrating by parts and using formula (8.1.19) we find

(ϕ, p̂jψ) =
∫

ϕ̄(x)p̂jψ(x)dμ(x) =
∫

ϕ̄(x)(−ih̄)(∂xj + 1
2�
k
jk(x))ψ(x) |g(x)|1/2 dx

=ih̄
∫

ψ(x)∂xj (ϕ̄(x)) |g(x)|1/2 dx − 1
2 ih̄

∫

�kjk(x)ϕ
∗(x)ψ(x) |g(x)|1/2 dx

=ih̄
∫

ψ(x)∂xj (ϕ̄(x) |g(x)|1/2)dx + ih̄
∫

�kjk(x)ϕ̄(x)ψ(x) |g(x)|1/2 dx

− 1
2 ih̄

∫

�kjk(x)ϕ̄(x)ψ(x) |g(x)|1/2 dx

=
∫

(−ih̄(∂xj + 1
2�
k
jk(x))ϕ̄ψ(x) |g(x)|1/2 dx = (p̂j ϕ,ψ),

which means that p̂j = p̂†
j in L2(V , dμ).

8.1.4 Coordinate Free Formulation

In previous subsections we developed the operator representation of quantum
mechanics written down in some coordinate systems on the configuration space. In
this subsection we will apply our formalism to derive an operator representation in
a coordinate free way [37, 98]. Let φ : Q ⊃ U → V ⊂ R

n and� : T ∗U → T ∗V =
V × R

n be an almost global coordinate system on the configuration space Q and
the phase space T ∗Q, respectively. Since the coordinate system φ is almost globally
defined in consequence it defines an isomorphism Û : L2(Q, dωg) → L2(V , dμ)

of the Hilbert spaces by

Ûψ = ψ |U ◦ φ−1.

In fact, the restriction |U is an isomorphism of L2(Q, dωg) onto L2(U, dμ) since
forψ ∈ L2(Q, dωg),ψ andψ |U are equal almost everywhere and Hilbert spaces of
square integrable functions consist of equivalence classes of functions equal almost
everywhere. In consequence, the coordinate system � defines an isomorphism of
the Hilbert space L2(T ∗Q,d
h̄) onto the Hilbert space L2(T ∗V, d
h̄). Let us now
define a tensor product

⊗: (L2(Q, dωg))
∗ × L2(Q, dωg)→ L2(T ∗Q,d
h̄)
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as follows

ϕ̄ ⊗ ψ = ((Ûϕ)⊗S Ûψ) ◦�, ϕ,ψ ∈ L2(Q, dωg),

where

⊗S : (L2(V , dμ))∗ × L2(V , dμ)→ L2(T ∗V, d
h̄)

is a tensor product defined in the previous subsection, corresponding to the
coordinate system�. Such a definition of the tensor product⊗ is independent of the
choice of a particular coordinate system. Indeed, if φ′ : Q ⊃ U ′ → V ′ ⊂ R

n and
�′ : T ∗U ′ → T ∗V ′ = V ′×Rn is another almost global coordinate system onQ and
T ∗Q, respectively and L2(Q, dωg) → L2(V ′, dμ′) a Hilbert space isomorphism
induced by φ′ then T = � ◦�′−1 is a canonical transformation of coordinates and
ÛT = Û ′Û−1 is a related unitary operator (8.1.41). Then from (8.1.42) we have

ϕ̄ ⊗ ψ = ((Ûϕ)⊗S Ûψ) ◦ T ◦�′ = ((ÛT Ûϕ)⊗S ′ ÛT Ûψ) ◦�′

= ((Û ′ ⊗S ′ Û ′ψ) ◦�′.

The tensor product ⊗ inherits all properties of the tensor products ⊗S . In
particular, for every ρ ∈ L2(T ∗Q,d
h̄)

ρ � = 1̂⊗ ρ̂,

where ρ̂ ∈ BHS(L2(Q, dωg)) is a Hilbert-Schmidt operator defined on the Hilbert
space L2(Q, dωg). Conversely, for every ρ̂ ∈ BHS(L2(Q, dωg)) the operator 1̂⊗ ρ̂
is of the form ρ � for some ρ ∈ L2(T ∗Q,d
h̄). The following properties are
fulfilled:

(i) for ρ = ϕ̄ ⊗ ψ , ρ̂ = (ϕ, · )ψ ,
(ii) ρ̄ � = 1̂⊗ ρ̂†,
(iii) Tr(ρ) ≡ ∫T ∗Q ρ d
h̄ = tr(ρ̂),

(iv) for ρ1, ρ2 ∈ L2(T ∗Q,d
h̄) and ρ̂1, ρ̂2 ∈ BHS(L2(Q, dωg)) such that ρ1� =
1̂⊗ ρ̂1 and ρ2 � = 1̂⊗ ρ̂2

(ρ1, ρ2) = (ρ̂1, ρ̂2)HS,

(v)
∫

T ∗Q f̄ � f � ρ d
h̄ ≥ 0 for f ∈ C∞0 (T ∗Q) if and only if (ϕ, ρ̂ϕ) ≥ 0 for

ϕ ∈ L2(Q, dωg).
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Let A ∈ C∞(T ∗Q)[[h̄]] and ρ = ϕ̄ ⊗ ψ for ϕ,ψ ∈ C∞0 (Q). Then

A � ρ = ϕ̄ ⊗ Âψ,
ρ � A = (Â†ϕ)⊗ ψ, (8.1.46)

where Â is an operator acting in the Hilbert space L2(Q, dωg). Besides, if
(x1, . . . , xn) is an almost global coordinate system onQ, (x1, . . . , xn, p1, . . . , pn)

a respective canonical coordinate system on T ∗Q and Û a corresponding unitary
operator given by (8.1.4), then

Û ÂÛ−1 = AS(q̂, p̂).

Let A ∈ C∞(T ∗Q)[[h̄]] and ρ ∈ L2(T ∗Q,d
h̄). If A�ρ ∈ L1(T ∗Q,d
h̄) then

∫

T ∗Q
A � ρ d
h̄ = tr(Âρ̂).

In particular, if ρ = ϕ̄ ⊗ ψ for ϕ,ψ ∈ C∞0 (Q) then

∫

T ∗Q
A � ρ d
h̄ = (ϕ, Âψ).

From (8.1.4) follows that the map ρ �→ ρ̂ is a representation of the algebra
L = (L2(T ∗Q,d
h̄), �) in the Hilbert space L2(Q, dωg). Furthermore, from
relation (8.1.46) follows that functions A ∈ C∞(T ∗Q)[[h̄]] can be identified with
operators Â through the formula

A � = 1̂⊗ Â.

Moreover, the map A �→ Â is a representation of the algebra AQ =
(C∞(T ∗Q)[[h̄]], �) in the Hilbert space L2(Q, dωg).

We get the following characterization of quantum states. Pure states can be
alternatively characterized as these functions ρpure ∈ L2(T ∗Q,d
h̄) which are
self-conjugated, normalized, and idempotent

ρpure = ρ̄pure,
∫

T ∗Q
ρpure d
h̄ = 1, (8.1.47)

ρpure � ρpure = ρpure.
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Then mixed states ρmix ∈ L2(T ∗Q,d
h̄) are characterized as convex linear
combinations, possibly infinite, of some families of pure states ρ(λ)pure

ρmix =
∑

λ

pλρ
(λ)
pure,

where pλ ≥ 0 and
∑

λ pλ = 1.
If φ : Q ⊃ U → V ⊂ R

n and � : T ∗U → T ∗V = V × R
n are

almost global coordinate systems on the configuration space Q and the phase
space T ∗Q, respectively, and Û : L2(Q, dωg) → L2(V , dμ) an isomorphism of
the Hilbert spaces given by (8.1.4), then the maps xi = �i and pj = �j+n
(i, j = 1, 2, . . . , n) are observables of position and momentum corresponding to
the coordinate system �. To the maps xi, pj are related operators q̂ i , p̂j defined
on the Hilbert space L2(Q, dωg). The operators q̂ i = φi are of the form of
multiplication operators by coordinate functions φi and they constitute a complete
set of commuting observables and thus they can be used to create a position
representation corresponding to the coordinate system φ. In this representation
operators q̂ i take the form of the multiplication operators by a coordinate variable
defined on the Hilbert space L2(V , dμ). In accordance with (8.1.4) the unitary
operator giving this representation is equal Û .

8.1.5 Quantization of Hydrogen Atom in Curvilinear
Coordinates

In order to illustrate how to quantize the classical system directly in curvilinear
coordinates, let us consider a quantum system of the hydrogen atom [36]. A
configuration space of such a system is the 3-dimensional Euclidean space E3 and
represents the position in space of an electron of the hydrogen atom. A phase space
of the system is T ∗E3 and a Hamiltonian H in Cartesian coordinates takes a form

H(x, y, z, px, py, pz) =
p2
x + p2

y + p2
z

2m
− 1

4πε0

e2
√

x2 + y2 + z2
. (8.1.48)

A standard Weyl quantization means that as a star-product on T ∗E3 is taken the
canonical �-product which in the Cartesian coordinates takes the form of the Moyal
product. In the position representation, the Hilbert space of states takes the form
of the space L2(R3) of functions on R

3 square integrable with respect to the
Lebesgue measure. The canonical operators of position and momentum in Cartesian
coordinates take the standard form

q̂x = x, q̂y = y, q̂z = z,
p̂x = −ih̄∂x, p̂y = −ih̄∂y, p̂z = −ih̄∂z,
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and the Hamiltonian operator, being a symmetrically ordered function H of the
operators of position and momentum, takes the form

H(q̂x, q̂y, q̂z, p̂x, p̂y, p̂z) = − h̄
2

2m
(∂2
x + ∂2

y + ∂2
z )−

1

4πε0

e2
√

x2 + y2 + z2
,

(8.1.49)

where ∂2
x + ∂2

y + ∂2
z = Δ is the Laplace operator in the Cartesian coordinates. This

is the quantization procedure presented in any textbook of quantum mechanics.
Now, let us quantize the considered system directly in the spherical

coordinates. The Moyal product in Cartesian coordinates, under the point
transformation to spherical coordinates (3.3.6), transforms to a star-product of
the form (6.1.64), (6.1.65). This star-product is equivalent to the Moyal product,
where the equivalence morphism S, by virtue of (6.1.66), takes the form

S = id+ h̄
2

4

[

1

r2
∂2
pr
+
(

1

2 tan2 θ
− 1

)

∂2
pθ
− ∂2

pφ
+ 1

r tan θ
∂pr ∂pθ +

1

r2
pθ∂

2
pr
∂pθ

− 1
2pr∂pr ∂

2
pθ
+ 2

r tan θ
pφ∂pr ∂pθ ∂pφ −

(

1
2pr sin2 θ + 1

r
pθ sin θ cos θ

)

∂pr ∂
2
pφ
− 1

3pθ∂
3
pθ

+ 1

tan2 θ
pφ∂

2
pθ
∂pφ − 1

2pθ∂pθ ∂
2
pφ
− 1

3pφ∂
3
pφ
+ 1

r2 pφ∂
2
r ∂pφ − 1

2 r∂r∂
2
pθ
− 1

2 r sin2 θ∂r∂
2
pφ

+ 1

r
∂θ ∂pr ∂pθ − 1

2 sin θ cos θ∂θ∂
2
pφ
+ 1

r
∂φ∂pr ∂pφ +

1

tan θ
∂φ∂pθ ∂pφ

]

+O(h̄4).

The classical Hamilton function (8.1.48) in spherical coordinates takes the form

H(r, θ, φ, pr , pθ , pφ) = 1

2m

(

p2
r +

p2
θ

r2 +
p2
φ

r2 sin2 θ

)

− 1

4πε0

e2

r
, (8.1.50)

and the action of the morphism S on the transformed Hamilton function (8.1.50)
results in the following new function

(S−1H)(r, θ, φ, pr , pθ , pφ) = 1

2m

(

p2
r +

p2
θ

r2 +
p2
φ

r2 sin2 θ

)

− 1

4πε0

e2

r

− h̄2

8mr2

(

1

sin2 θ
+ 1

)

. (8.1.51)

Note the extra term in (8.1.51) depends on h̄2. Thus, the quantum system in spherical
coordinates can be described by the Hamiltonian (8.1.50) and the star-product in
the form (6.1.61), or equivalently by the Hamiltonian (8.1.51) and the Moyal star-
product.
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In the position representation in spherical coordinates the Hilbert space of
states is equal L2(V , dμ), where V = (0,∞) × (0, π) × (0, 2π), dμ(r, θ, φ) =
r2 sin θ dr dθ dφ and according to (8.1.26) the operators of position and momentum
take the form

q̂r = r, q̂θ = θ, q̂φ = φ,

p̂r = −ih̄
(

∂r + 1

r

)

, p̂θ = −ih̄
(

∂θ + 1

2
cot θ

)

, p̂φ = −ih̄∂φ.
(8.1.52)

The Hamilton operator is calculated as an S-ordered Hamilton function (8.1.50) of
operators of position and momentum (8.1.52), or equivalently as a symmetrically
ordered function (8.1.51) of these operators:

HS(q̂r , q̂θ , q̂φ, p̂r , p̂θ , p̂φ) =(S−1H)M(q̂r , q̂θ , q̂φ, p̂r , p̂θ , p̂φ)

=− h̄2

2m

[

∂2
r +

2

r
∂r + 1

r2

(

∂2
θ +

1

tan θ
∂θ + 1

sin2 θ
∂2
φ

)]

− 1

4πε0

e2

r
. (8.1.53)

The expression in square brackets is just the well known Laplace operator written
in spherical coordinates. A direct computation shows that the operators (8.1.49)
and (8.1.53) are unitarily equivalent, where a unitary operator giving this equiva-
lence is equal

ÛT : L2(R3)→ L2(V, dμ), (ÛT ψ)(r, θ, φ) = ψ(r sin θ cosφ, r sin θ sinφ, r cos θ).

Note, that the property that the spherical coordinates are almost global is crucial for
ÛT to be a unitary operator. Since the operators (8.1.49) and (8.1.53) are unitarily
equivalent they have the same spectra, and thus solving the eigenvalue problem of
one of these operators gives the solution to the other one.

8.1.6 Operators Linear, Quadratic and Cubic in Momenta

Suppose now that we want to quantize in any almost global coordinates a Hamil-
tonian system given on a phase space M = T ∗Q that is the cotangent bundle to
an appropriate pseudo-Riemannian manifold equipped with a metric tensor g. In
what follows we will consider the class of quantizations of a classical system with
Hamiltonians polynomial in momenta [36, 37], for which the morphism S giving
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the equivalence with the Moyal quantization is in the form (6.1.104)

S = id+ h̄
2

4!
(

3
(

Γ ilj Γ
l
ik + aRjk

)

∂pj ∂pk + 3�ijk∂xi ∂pj ∂pk +
(

2�inl�
n
jk − �ijk,l

)

pi∂pj ∂pk ∂pl

− 3b∂pj (∂xj + �ijlpi∂pl )∂pk (∂xk + �rknpr∂pn )
)

+O(h̄4),

for any classical and quantum canonical coordinate system.
First, let us consider a function H on T ∗Q linear in momenta, which in a

Darboux coordinate system (x, p) takes the form

H(x, p) = Aj(x)pj , (8.1.54)

where Ai are components of a vector field A defined on Q. The action of the
morphism S on H leaves functionH unchanged:

(S−1H)(x, p) = H(x, p).

Thus the following self-adjoint operator will correspond from (6.2.7) to functionH

HS(q̂, p̂) = 1
2A

j(q̂)p̂j + 1
2 p̂jA

j(q̂).

By virtue of (8.1.26)

q̂j = xj , p̂j = −ih̄(∂j + 1
2�

k
jk), ∂j ≡ ∂xj

the above operator can be written in the form

HS(q̂, p̂) = − 1
2 ih̄

(

2Aj∂j + Ai ,j + �kjkAj
)

= − 1
2 ih̄

(

2Aj∂j + Aj ;j
)

.

Finally, one can transform the above operator to the following invariant form

HS(q̂, p̂) = − 1
2 ih̄

(

2Ai∇i + Ai;i
)

= − 1
2 ih̄

(

Ai∇i +∇iAi
)

, (8.1.55)

expressed by covariant derivative operators.
Now, let us consider a function H on T ∗Q quadratic in momenta, which in a

Darboux coordinate system takes the following form

H(x, p) = 1
2A

ij (x)pipj + V (x), (8.1.56)

where Aij are components of a symmetric second order contravariant tensor field A
defined on Q and V is a smooth function on Q, representing a potential. Now the
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action of the morphism S on H results in the following function

(S−1H)(x, p) = H(x, p)− 1
2 h̄

2
(

1
4A

ij
,k�

k
ij+ 1

4A
ij�kli�

l
kj− 1

4bA
ij

;ij+ 1
4aA

ijRij

)

.

The following self-adjoint operator will correspond from the above equation
and (6.2.7) to functionH (quantum Hamiltonian)

HS(q̂, p̂) = 1
2

(

1
4A
ij (q̂)p̂i p̂j + 1

2 p̂iA
ij (q̂)p̂j + 1

4 p̂i p̂jA
ij (q̂)

)

+ V (q̂)

− 1
2 h̄

2
(

1
4A
ij
,k
(q̂)�kij (q̂)+ 1

4A
ij (q̂)�kli (q̂)�

l
kj (q̂)− 1

4bA
ij
;ij (q̂)+ 1

4aA
ij (q̂)Rij (q̂)

)

.

Again by virtue of (8.1.26) the above equation can be transformed to the form

HS(q̂, p̂) =− 1
2 h̄

2
(

Aij ∂i∂j + Aij�ljl∂i + Aij,i∂j + 1
2A

ij�ljl,i + 1
4A

ij�kik�
l
jl + 1

2A
ij

,i�
l
jl

+ 1
4A

ij
,ij + 1

4A
ij
,k�

k
ij + 1

4A
ij�kli�

l
kj − 1

4bA
ij

;ij + 1
4aA

ijRij

)

+ V

and then, using the equalityAij,k = −Arj�irk−Ari�jrk+Aij ;k and relation (2.6.21),
it simplifies to

HS(q̂, p̂) =− 1
2 h̄

2
(

Aij ∂i∂j + Aij�ljl∂i + Aij,i∂j + 1
4 (1− b)Aij ;ij

− 1
4 (1− a)AijRij

)

+ V. (8.1.57)

Note that (8.1.57) can be written in the following invariant form

HS(q̂, p̂) = − 1
2 h̄

2
(

∇iAij∇j + 1
4 (1− b)Aij ;ij − 1

4 (1− a)AijRij
)

+ V
= − 1

2 h̄
2Δ̂A + Vquant + V,

(8.1.58)

where Δ̂A = ∇iAij∇j is the pseudo-Laplace operator and

Vquant(x; a, b) = − 1
8 h̄

2
[

(1− b)Aij ;ij − (1− a)AijRij
]

represents a quantum correction to classical potential V (x).
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Observe that according to (2.6.10) and (8.1.19), the pseudo-Laplace operator Δ̂A
can be expressed by

Δ̂A = ∇iAij∇j = |g|−
1
2 ∂i |g|

1
2 Aij ∂j . (8.1.59)

For a special case, when A coincides with the standard metric tensor g on the
configuration space, the function H has the form of a natural Hamiltonian (6.1.1),
and Eq. (8.1.58) reduces to

HS(q̂, p̂) = − 1
2 h̄

2
(

Gij∇i∇j − 1
4 (1− a)R

)

+ V (8.1.60)

where ∇iGij∇j = Gij∇i∇j = Δ̂ is the Laplace-Beltrami operator. Hence, in
particular

Δ̂ = ∇iGij∇j = |g|−
1
2 ∂i |g|

1
2 Gij ∂j . (8.1.61)

Thus, we get a two-parameter family of quantizations related to a given metric
tensor g. Particular examples of Hamiltonian operators (8.1.58) with fixed values
of parameters a and b, derived by different methods can be found in the literature
[61, 88, 89, 102, 109, 131, 183, 220].

Observation 20 To the knowledge of the author, for the general non-flat metric
tensor g, there is no experimental evidence which quantizations, from the considered
family, are realized in nature. On the other hand, for a flat metric tensor g and a
natural Hamiltonian (6.1.1), all quantum operators (8.1.60) collapse onto a single
operator

H(q̂, p̂) = − 1
2 h̄

2Gij∇i∇j + V = − 1
2 h̄

2 |g|− 1
2 ∂i |g|

1
2 Gij ∂j + V

equivalent to a standard Weyl quantization. For a non flat case there exists one
distinguished quantization given by a = b = 1, called a minimal quantization, for
which quantum correction to the classical potential vanishes: Vquant = 0 and hence

H(q̂, p̂) = − 1
2 h̄

2∇iAij∇j + V = − 1
2 h̄

2 |g|− 1
2 ∂i |g|

1
2 Aij ∂j + V. (8.1.62)

Finally, let us consider a function H on T ∗Q, which in a Darboux coordinate
system (x, p) is cubic in momenta (we skip the lower terms in momenta):

H(x, p) = Aijk(x)pipjpk, (8.1.63)
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where Aijk are components of a symmetric third order contravariant tensor field
A defined on Q. In a similar fashion as in the previous case (we skip here a
cumbersome calculations) one can derive the form of the corresponding self-adjoint
operator:

HS(q̂, p̂) = 1
2 ih̄

3
(

∇iAijk∇j∇k +∇i∇jAijk∇k + 1
4 (1− b)∇kAijk;ij

+ 1
4 (1− b)Aijk;ij∇k − 3

4 (1− a)∇iAijkRjk − 3
4 (1− a)AijkRjk∇i

)

.

(8.1.64)

In particular, for minimal quantization, we get

HS(q̂, p̂) = 1
2 ih̄

3
(

∇iAijk∇j∇k +∇i∇jAijk∇k
)

,

the form considered for the first time in [103], but introduced without any justifica-
tion from basic principles. Minimal quantization, related to various metric tensors,
will be of great importance for the quantum stationary separability theory developed
in the next section.

Note that the received operators are defined on the Hilbert space L2(V , dμ)

and correspond to a given canonical coordinate system (x, p). These operators
are written in an invariant form and consequently they can be treated as operators
defined on the Hilbert space L2(Q, dωg). Indeed, using the unitary operator Û
related to the coordinate system (x, p) and given by (8.1.4), in accordance with the
formula (8.1.4) we can receive operators defined on the Hilbert space L2(Q, dωg).

8.2 Quantum Integrability and Stationary Quantum
Separability

The notion of classical integrability and classical separability in particular is well
recognized and was described in details in the first half of the book. The question
about the definition of quantum integrability on the most general level of multi-
particle fermionic and bosonic systems is far from being trivial (see [62] and
references there). Fortunately, as far as we will concentrate on quantum analogous of
classical separable systems, considered in previous chapters, the following restricted
definition of quantum integrability will be sufficient for our purpose.
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Let us consider a quantum system (M, �,H) on a 2n dimensional phase space
M . By the analogy to classical systems, we say that the quantum system is quantum
integrable if

1. in the Hilbert space L2(M), there exist n operatorsHi� (includingH�), formally
self-adjoint

(Hi�)
† = H ∗i � = Hi�, i = 1, . . . , n

which are in quantum involution

[[

Hi,Hj
]] = 0, i, j = 1, . . . , n,

2. which are algebraically independent
3. and in the classical limit

Hk�
�→0−→ Hk, k = 1, . . . , n

functionsHk constitute a Liouville integrable system.

Algebraic independence means that there is no polynomial P built of operatorsHi�
and such that

PS(H1�, . . . ,Hn�) = (S−1P)W (H1�, . . . ,Hn�) = 0,

where the morphism S defines the quantization �. In a position representation of
quantum mechanics it means that there exist n self-adjoint differential operators
Hi(q̂, p̂) in the Hilbert space L2(Q, dμ), being quantum counterparts of classical,
functionally independent Hamiltonians in involution, which are algebraically inde-
pendent and which commute

[Hi(q̂, p̂),Hj (q̂, p̂)] = 0. (8.2.1)

The restriction to pure differential operators allow us to avoid the consequences of
von Neumann theorem [254] in the majority of cases. The theorem says that if a
pair of self-adjoint operators A and B commutes, then there is a third self-adjoint
operatorC such thatA = f (C) andB = g(C). However, ifA and B are differential
operators C usually is not a differential one. But even if it happens, like for the
two dimensional quantum oscillator [259], it not contradicts presented definition.
It simple means, that for some quantum integrable systems one may alternatively
finds a less number of commuting operators, carrying the same information about a
quantum system. It is of course a pure quantum phenomenon.

By quantum dynamical separability we understand the existence of quantum
separation coordinates (λ, μ) which allow efficient linearization of quantum Hamil-
tonian equations of motion. It means the construction in an explicit form (or at
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least implicit form) quantum trajectories, i.e. integration by quadratures quantum
equations of motion (7.1.14) or equivalently (7.1.16). It is complex mathematical
problem beyond the scope of the book. There is no quantum analog of the theory
developed in Chaps. 4 and 5 and so completely different mathematical tools have
to be applied. What in literature is known as quantum separability should be
rather called quantum stationary separability. Actually it means the existence of
such quantum Darboux coordinates (λ, μ), in which simultaneously separate n
eigenvalue problems

Hi(q̂, p̂) = Ei , i = 1, . . . , n (8.2.2)

of commuting differential operators (8.2.1).
The problem of quantum stationary separability has a long history, starting from

the early works of Robertson [228] and Eisenhart [104], and has a reach literature
(see for example [17, 18, 47–49, 145, 182, 206, 248] and references therein).
In the following section we develop quantum separability theory for quantized
Stäckel systems with quadratic in momenta first integrals, considered in Chap. 4,
and prove that for any classical Stäckel system from the considered class, there
exists an infinite family of quantizations leading to a quantum stationary separable
system. The presented theory is a significant extension of already classical results
of Robertson [228] and Eisenhart [104]. We want to stress, however, that we do
not deal here with spectral theory of the obtained quantum systems, as it requires a
separate investigations.

8.2.1 Separability for Minimal Quantization with Natural
Metric

Let us come back to Stäckel systems considered in Chap. 4 with all constants of
motion quadratic in momenta, so fulfilling general separation relations (4.2.9) with
condition (4.2.11). First, let us consider a minimal quantization (8.1.62) of classical
Stäckel Hamiltonians (4.3.2) in classical separation coordinates

Hr = 1
2

n
∑

i=1

Aiir μ
2
i + Vr = 1

2

n
∑

i=1

(KrG)
ii μ2

i + Vr, r = 1, . . . , n, (8.2.3)

with a natural choice of metric tensorG ≡ A1, where matrices Ar andKr are given
by formulas (4.3.7) and (4.3.8). Notice, that with such choice of metric, tensors Kr
are Killing tensors of G. Then, the respective quantum Hamiltonians Ĥr (8.1.62)
are given by

Ĥr = − 1
2 h̄

2
n
∑

i=1

∇iAiir ∇i + Vr, r = 1, . . . , n (8.2.4)
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where ∇i are operators of Levi-Civita connection associated with the metric g =
G−1. Hamiltonian operators (8.2.4) are self-adjoint in the Hilbert space L2(Q,
|detg|1/2 dλ).

Now let us consider a set of eigenvalue problems (stationary Schrödinger
equations) associated with Hamiltonian operators (8.2.4). For the purposes of
calculation let us introduce metrically contracted Christoffel symbols of g defined
by

�i := Gjk�jki = Gjkgir�rjk = 1
2∂i ln det |G| − gik∂jGjk. (8.2.5)

As the classical separation coordinates λ are orthogonal coordinates, a lot of
formulas simplify. For example, nonzero Christoffel symbols in such coordinates
are

�
j
ij = �jji = − 1

2∂i lnGjj , no summation over j,

�ijj = − 1
2G

ii∂igjj , i �= j,

hence

�i = 1
2∂i

n
∑

k=1

lnGkk − ∂i lnGii = 1
2∂i ln

∏

k �=i Gkk

Gii
(8.2.6)

and

n
∑

k=1

�kki = − 1
2∂i

n
∑

k=1

lnGkk = −�i − ∂i lnGii . (8.2.7)

Denoting (Kr)ii ≡ vir we get Aiir = virGii and then

∇iAiir ∇i = ∂i(Aiir ∂i )+ �iijAjjr ∂j 
= Aiir ∂2

i  + (∂jAjjr + �iijAjjr )∂j 
= virGii∂2

i  +
(

∂j (v
j
r G

jj )− vjr Gjj (�j + ∂j lnGjj )
)

∂j 

= virGii∂2
i  +Gjj (∂j vjr − vjr �j )∂j 

= virGii
(

∂2
i − �i∂i

)

 

= Aiir
(

∂2
i − �i∂i

)

 , (8.2.8)
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where relations (4.3.9) and (8.2.7) were used. Thus, in classical orthogonal separa-
tion coordinates λ

Ĥr = − 1
2 h̄

2
n
∑

i=1

Aiir

(

∂2
i − �i∂i

)

 + Vr , r = 1, . . . , n. (8.2.9)

Now we demonstrate that the system of n eigenvalue problems (8.2.2) is
separable if and only if

∂j�i = 0, i �= j ⇐⇒ �i = �i(λi). (8.2.10)

Condition (8.2.10) is known as a Robertson condition [228]. What is interesting,
it is possible to demonstrate that in orthogonal coordinates, the non-diagonal
components Rij of Ricci tensor are expressed by metrically contracted Christoffel
symbols �i [17]

Rij = 3

2
∂i�j , i �= j, (8.2.11)

so the condition of stationary quantum separability can be reduced to the diagonality
condition of the Ricci tensor in classical separation coordinates [104].

Applying the Stäckel matrix (4.3.6) to the system (8.2.2) and using rela-
tions (8.2.9) we get

S

⎛

⎜

⎝

Ĥ1 
...

Ĥn 

⎞

⎟

⎠ = S
⎛

⎜

⎝

E1 
...

En 

⎞

⎟

⎠ ,

and then

[E1S1i (λ
i )+ E2S2i (λ

i )+ · · · + EnSni (λi)] = − 1
2 h̄

2fi(λ
i )
[

∂2
i − �i∂i

]

 + σ i(λi) ,

i = 1, . . . , n. From equations (8.2.1) follows that eigenfunction  separates
multiplicatively

 (λ1, . . . , λn, α, β,E) =
n
∏

i=1

ψi(λ
i, αi, βi , E)
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if and only if the condition (8.2.10) is fulfilled and system (8.2.1) separates onto n
one-dimensional eigenvalue problems (quantum separation equations)

[E1S1i (λ
i)+ E2S2i (λ

i)+ · · · + EnSni (λi)]ψi(λi )

= −1

2
h̄2fi(λ

i )

[

d2

(

dλi
)2
− �i(λi) d

dλi

]

ψi(λ
i)+ σ i(λi )ψi(λi), i = 1, . . . , n,

(8.2.12)

where αi, βi are integration constants originating during the process of solving
equation i-th in (8.2.12). As a consequence, differential operators Ĥi fulfill quantum
separation relations

S1i (λ
i)Ĥ1 + S2i (λ

i)Ĥ2 + · · · + Sni(λi)Ĥn

= −1

2
h̄2fi(λ

i)

[

d2

(

dλi
)2 − �i(λi)

d

dλi

]

+ σ i(λi), i = 1, . . . , n.
(8.2.13)

Thus, summarizing our considerations, we conclude that n eigenvalue prob-
lems (8.2.2) separate in classical orthogonal separation coordinates under an extra
condition (8.2.11).

Let us analyze in details the Stäckel systems considered in Chap. 4. We begin
with separation relations (4.2.13)

Hi − ζ i(λi)Hi+1 = 1
2μ

2
i + Vi(λi), i = 1, . . . , n. (8.2.14)

As diagonal elements of the metric tensor G are products of functions of one
variable (4.3.1), so from relation (8.2.6) we get

�i = 1
2 (n− i)

d

dλi
ln ζ i(λ

i)

and Robertson condition is fulfilled.

Example 8.3 For n = 3 and spherical coordinates we have the quantum version of
systems from Example 4.10. In that case

Ĥ1 = − h̄
2

2m

[

∂2
r +

2

r
∂r + 1

r2

(

∂2
θ +

1

tan θ
∂θ + 1

sin2 θ
∂2
φ

)]

+ σr (r)+ σθ (θ)
r2

+ σφ(φ)

r2 sin2 θ
,

Ĥ2 = − h̄
2

2m

(

∂2
θ +

1

tan θ
∂θ + 1

sin2 θ
∂2
φ

)

+ σθ (θ)+
σφ(φ)

sin2 θ
,

Ĥ3 = − h̄
2

2m
∂2
φ + σφ(φ)
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and as

�r = −2

r
, �θ = − cot θ, �φ = 0,

so, quantum separation relations (8.2.13) are of the form

Ĥ1 − 1

r2 Ĥ2 = − 1

2m
h̄2
[

d2

dr2 +
2

r

d

dr

]

+ σ r(r),

Ĥ2 − 1

sin2 θ
Ĥ3 = − 1

2m
h̄2
[

d2

dθ2 + cot θ
d

dθ

]

+ σθ (θ),

Ĥ3 = − 1

2m
h̄2 d

2

dθ2 + σθ (θ),

while one-dimensional quantum separation equations (8.2.12) take the form

(E1 − 1

r2E2)ψ(r) = − 1

2m
h̄2
[

d2

dr2 +
2

r

d

dr

]

ψ(r)+ σ r(r)ψ(r),

(E2 − 1

sin2 θ
E3)η(θ) = − 1

2m
h̄2
[

d2

dθ2 + cot θ
d

dθ

]

η(θ)+ σθ (θ)η(θ),

E3χ(φ) = − 1

2m
h̄2 d

2

dθ2χ(φ)+ σθ (θ)χ(φ),

and  = ψ(r)η(θ)χ(φ).
As another class of the Stäckel systems consider these systems, generated by

irreducible separation relations (4.2.16)

n
∑

k=1

Hk(λ
i)γ k = 1

2fi(λ
i)μ2

i + σ i(λi), i = 1, . . . , n, (8.2.15)

with the Stäckel matrix Sγ given by (4.2.2). From relations (8.2.6) follows that in
separation coordinates metrically contracted the Christoffel symbols can be written
in the form

�i = 1
2∂i lnFi, (8.2.16)

where

Fi =
∏

k �=i Gkk

Gii
=
∏

k �=i (S−1
γ )1k

(S−1
γ )1i

∏

k �=i fk(λk)
fi(λ

i)
= δi(λ)

Di1(λ)

∏

k �=i fk(λk)
fi(λ

i)
.

(8.2.17)
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The symbol Di1(λ) stands for the signed (i, 1)-minor of Sγ , which is λi-
independent, and

δi(λ) =
∏

k �=i Dk1

(detS)n−2

is a rational function of variable λi with coefficients being polynomials with respect
to the remaining variables λk, k �= i.

It can be proved [47] that for general γ = (γ 1, . . . , γ n) metrically con-
tracted Christoffel symbols (8.2.16), (8.2.17) do not satisfy the Robertson condi-
tion (8.2.10) except the distinguished case of the Benenti class defined by γ =
(n− 1, . . . , 1, 0)

n
∑

k=1

Hk(λ
i)n−k = 1

2fi(λ
i)μ2

i + σ i(λi), i = 1, . . . , n, (8.2.18)

where the Stäckel matrix is a Vandermonde one (4.3.2) with the metric tensor in the
form (4.3.16). Then

Fi =
∏

k �=i Gkk

Gii
= (−1)nBi
∏

k �=i Bk

∏

k �=i fk(λk)
fi(λ

i)
, Bi =

∏

k �=i
(λi − λk)

and (−1)nBi
∏

k �=i
fk(λ

k)
Bk

term does not depend on λi , hence

�i = 1
2∂i ln f−1

i = −1

2

f ′i (λi)
fi(λ

i)
, f ′i (λi) =

dfi(λ
i)

dλi
.

Thus, eigenvalue problems for quantum Hamiltonians (8.2.4) from the Benenti
class, in a minimal quantization with natural metric G = A1, separate onto n one-
dimensional eigenvalue problems

[E1(λ
i)n−1 + E2(λ

i)n−2 + · · · + En]ψi(λi)

= −1

2
h̄2

[

fi(λ
i)

d2

(

dλi
)2
+ 1

2

dfi(λ
i)

dλi

d

dλi

]

ψi(λ
i)+ σ i(λi)ψi(λi).

(8.2.19)
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Besides, Hamiltonian operators in separation coordinates fulfill the respective
quantum separation relations

(λi)n−1Ĥ1 + (λi)n−2Ĥ2 + · · · + Ĥn

= −1

2
h̄2

[

fi(λ
i)

d2

(

dλi
)2 +

1

2

dfi(λ
i)

dλi

d

dλi

]

+ σ i(λi), i = 1, . . . , n.

(8.2.20)

Example 8.4 Quantum Hénon-Heiles system. Two constants of motion in the Carte-
sian and separation coordinates respectively are of the form (see Example 4.11)

H1 = T1 + V1 = 1
2p

2
x + 1

2p
2
y + x3 + 1

2xy
2,

H2 = T2 + V2 = 1
2ypxpy − 1

2xp
2
y + 1

4x
2y2 + 1

16x
4,

H1 = 1

2

λ1

λ1 − λ2
μ2

1 +
1

2

λ2

λ2 − λ1
μ2

2 + (λ1)3 + (λ1)2λ2 + λ1(λ2)2 + (λ2)3,

H2 = 1

2

λ1λ2

λ1 − λ2μ
2
1 +

1

2

λ1λ2

λ2 − λ1μ
2
2 − λ1λ2[(λ1)2 + λ1λ2 + (λ2)2].

The respective operators in both maps are

Ĥ1 = −1

2
h̄2
(

∂2

∂x2
+ ∂2

∂y2

)

+ V1(x, y),

Ĥ2 = −1

2
h̄2
(

x2 ∂

∂x

∂

∂y
− x ∂

2

∂y2 +
1

2

∂

∂x

)

+ V2(x, y),

Ĥ1 = −1

2
h̄2

[

λ1

λ1 − λ2

(

∂2

(

∂λ1
)2 +

1

2

1

λ1

∂

∂λ1

)

+ λ2

λ2 − λ1

(

∂2

(

∂λ2
)2 +

1

2

1

λ2

∂

∂λ2

)]

+ V1(λ
1, λ2),

Ĥ2 = −1

2
h̄2

[

λ1λ2

λ1 − λ2

(

∂2

(

∂λ1
)2
+ 1

2

1

λ1

∂

∂λ1

)

+ λ1λ2

λ2 − λ1

(

∂2

(

∂λ2
)2
+ 1

2

1

λ2

∂

∂λ2

)]

+ V2(λ
1, λ2).

As for the Hénon-Heiles system separation relations come from the separation
curve, so quantum stationary separability reduces to a one-dimensional eigenvalue
problem

(E1λ+ E2)ψ(λ) = −1

2
h̄2
[

λ
d2

dλ2 +
1

2

d

dλ

]

ψ(λ)+ λ4ψ(λ).
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Taking two copies of the solution ψ(λ) : λ = λ1, λ2,  (λ) = ψ(λ1)ψ(λ2) is a
common eigenfunction of Ĥ1 and Ĥ2

Ĥ1 (λ) = E1 (λ), Ĥ2 (λ) = E2 (λ).

Besides, one can verify that

[Ĥ1, Ĥ2] = 0

and in separation coordinates

λ1Ĥ1 + Ĥ2 = −1

2
h̄2
[

λ1 d2

(dλ1)2
+ 1

2

d

dλ1

]

+ (λ1)4,

λ2Ĥ1 + Ĥ2 = −1

2
h̄2
[

λ2 d2

(dλ2)2
+ 1

2

d

dλ2

]

+ (λ2)4.

For the considered quantization the Benenti class is exceptional for the fam-
ily (8.2.15). One can show [47] that for the remaining Stäckel matrices Sγ (4.2.2),
the Robertson condition is not fulfilled as

∂

∂λi
δi(λ) �= 0.

It means that systems from these classes after minimal quantization with respect to
natural metric G = A1, are not stationary separable.

Now, let us verify why minimal quantization is optimal for quantum separability.
In Sect. 8.1.6 was considered the two-parameter family of quantizations of classical
Hamiltonian systems quadratic in momenta

H(x, p) = 1
2K

ijpipj + V

⇓

Ĥ (x̂, p̂) = − 1
2 h̄

2
(

∇iKij∇j + 1
4 (1− b)Kij;ij − 1

4 (1− a)KijRij
)

+ V.

It means that in the process of quantization the quantum correction to classical
potential is generated in the form

Vquant(x, h̄) = − 1
2 h̄

2
(

1
4 (1− b)Kij;ij − 1

4 (1− a)KijRij
)

. (8.2.21)

What is interesting, for systems from the Beneti class with flat metrics
Vquant(x, h̄) = const. In consequence, all quantizations (8.2.21) for these systems
are equivalent. Differences in quantizations appear in the case of non flat metrics
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and hence nontrivial quantum potentials are generated. The problem is that these
potentials are not separable. It means that using alternative admissible quantizations
instead of the minimal one, we restrict the class of quantum separable Hamiltonians
to these with flat metrics.

Let us consider dynamical systems from the Benenti class with metrics (4.3.16)
generated by fi(λi) = (λi)k , k ∈ Z. Then, one can show that

K
ij

r ;ij = 1
4 (n+ 1− r)V (k−1)

r−1 (8.2.22)

where V (k)r are potentials (4.3.22). In the flat cases, when 0 ≤ k ≤ n, V
(k−1)
r−1 =

δr,n−k , Rij = 0 and Hamiltonian operators (8.2.21) coincide with these for minimal
quantization up to a constant. For non flat cases extra terms R and KijRij are
complicated functions of position, non expressible by separable potentials and we
lose quantum separability. The exceptional non flat case is the one with constant
curvature. Then, when k = n+ 1, one can show that

K
ij
r Rij = − 1

4 (n+ 1− r)(n− 1)V (n)r−1, V0 ≡ 1.

From (8.2.22) we have

K
ij

r ;ij = 1
4 (n+ 1− r)V (n)r−1

and the choice

1− b
1− a = n− 1

cancels quantum potential (8.2.21).
Similarly to the classical case, also on the quantum level the notion of quantum

integrability is wider than the notion of quantum separability. So, the question arises
whether there are quantum Stäckel systems which although are not separable but are
integrable, i.e. when

[Ĥi, Ĥj ] = 0, i, j = 1, . . . , n. (8.2.23)

The problem of commutativity (8.2.23) for Hamiltonians (8.2.4) was considered in
detail in [18]. Here we skip the involved calculations, presenting only the final result
formulated in separation coordinates. In [18] was proved that Hamiltonians (8.2.4)
commute if and only if in classical separation coordinates the so-called pre-
Robertson condition

∂iRij − �iRij = 0 ⇐⇒ ∂j

(

∂i�i − 1
2�

2
i

)

= 0, i �= j (8.2.24)

is fulfilled.
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From (8.2.24) follows immediately that the Robertson condition (8.2.10), (8.2.11)
implies the pre-Robertson condition (8.2.21), so quantum separability implies
quantum integrability, in full analogy to the classical case. But less obvious
is the observation that for the class of Stäckel systems related to separation
relations (4.2.16), the pre-Robertson condition is satisfied if and only if the
Robertson condition holds [47].

8.2.2 Separability for Minimal Quantization with Adopted
Metric

In the previous subsection, using the natural minimal quantization, we proved
the quantum integrability and quantum stationary separability for systems from
class (8.2.14) and from the Benenti class (8.2.18). Can we find some quantizations
for other classes of systems (8.2.15), preserving quantum integrability and quantum
separability? We give the positive answer to that question in the following subsec-
tion. To do it, let us first adopt more general Riemannian geometry than the natural
one. The specifications below will be motivated by the fact that our quantization
procedure will be performed in appropriate pseudo-Riemannian spaces. Thus, from
now on we will suppose that the manifold M is a cotangent bundle to a pseudo-
Riemannian manifold i.e. M = T ∗Q with Q equipped with a metric tensor g. We
will also make three additional assumptions:

1. The manifold (Q, g) and the Poisson structure are adapted to each other in the
sense that the first n Darboux coordinates λi are coordinates on Q while the
remaining Darboux coordinates μi are fiber coordinates.

2. Coordinates λi are orthogonal coordinates for the metric g i.e. g and G = g−1

are diagonal (but not necessarily flat) in λi .
3. The base manifoldQ is almost covered by a single, open and dense in M , chart

with coordinates (λ1, . . . , λn).

The matrices Ar in (8.2.3) can be interpreted as (2, 0)-tensors on Q that can be
written as

Ar = BrG, r = 1, . . . , n

where Br are some (1, 1)-tensors on Q. Further, in a very special case, considered
in the previous subsection, when G = A1 the tensors Br are Killing tensors Kr for
the metric G. In what follows, we assume that in generalG �= A1.

Suppose we have a Stäckel system written in arbitrary Darboux coordinates
(x, p):

Hr = 1
2p
T Arp + Vr, r = 1, . . . , n. (8.2.25)
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Given a metric g we can now perform the minimal quantization of our Stäckel
system (8.2.25) as described in the previous subsection. As a result we obtain n
quantum Hamiltonians

Ĥr = − 1
2 h̄

2∇i (BrG)ij ∇j + Vr, r = 1, . . . , n (8.2.26)

acting in the Hilbert space L2(Q,ωg), ωg = |detg|1/2 dx, where Ar = BrG. Let
us rewrite the operators (8.2.26) in separation coordinates (λ, μ) for the classical
Stäckel system (8.2.25). We will always assume the conditions 1–3 from the
beginning of the subsection. This also means that g and thus G should be diagonal
in separation coordinates. Thus, since Ar are diagonal in separation coordinates, so
are Br . Calculating covariant derivatives like in (8.2.8) we obtain

Ĥr = − 1
2 h̄

2
n
∑

i=1

Gii
(

B(i)r ∂
2
i + (∂iB(i)r )∂i − B(i)r �i∂i

)

+ Vr

= − 1
2 h̄

2
n
∑

i=1

Aiir

[

∂2
i +

(

∂iB
(i)
r

B
(i)
r

− �i
)

∂i

]

+ Vr
(8.2.27)

where B(i)r ≡ (Br)ii (no summation). Notice that ∂iB
(i)
r �= 0 for Br �= Kr.

From (8.2.27) it follows that the necessary and sufficient condition for quantum
separability of operators Ĥr takes the form

$i = $i(λi) or ∂j$i = 0, j �= i (8.2.28)

where

$i = ∂iB
(i)
r

B
(i)
r

− �i.

The condition (8.2.28) is called the generalized Robertson condition [48]. Indeed,
due to (4.3.7), the operators (8.2.27) can be written as

Ĥr = − 1
2 h̄

2
(

S−1
γ

)i

r
fi(λ

i)
(

∂2
i +$i(λi)∂i

)

+
(

S−1
γ

)i

r
σ i(λ

i), r = 1, . . . , n

and then application of the Stäckel matrix Sγ to the system of eigenvalue problems

Sγ

⎛

⎜

⎝

Ĥ1 
...

Ĥn 

⎞

⎟

⎠ = Sγ

⎛

⎜

⎝

E1 
...

En 

⎞

⎟

⎠
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separates it to n one-dimensional quantum separation equations

[

E1(λ
i)γ 1 + E2(λ

i)γ 2 + · · · + En
]

ψi(λ
i)

= −1

2
h̄2fi(λ

i)

[

d2ψi(λ
i)

(dλi)2
+$i(λi)dψi(λ

i)

dλi

]

+ σ i(λi)ψi(λi),
(8.2.29)

so that again like in (8.2.1)  (λ1, . . . , λn,E) = ∏n
i=1 ψi(λ

i, E) is a common,
multiplicatively separable solution of the stationary Schrödinger equations for all
Ĥr . The related quantum separation relations are of the form

(λi)γ 1Ĥ1 + (λi)γ 2Ĥ2 + · · · + Ĥn = −1

2
h̄2fi(λ

i )

[

d2

(dλi )2
+$i(λi) d

dλi

]

+ σ i(λi).

Notice that in both above formulas γ v = 0 according to our normalization (4.2.16).
In the special case G = A1 (or, in general, G equal to any As) Br = Kr are

Killing tensors of g so in λ-coordinates ∂iK
(i)
r = 0. In consequence the condi-

tion (8.2.28) reduces to the Robertson condition for quantum separability (8.2.10).
In the previous subsection we proved that for the case G = A1 the only class

of Stäckel systems (8.2.15) for which the Robertson condition (8.2.10) is satisfied
is the Benenti class. For all other choices of γ i in (8.2.15) this condition fails. It
means that in order to achieve quantum separability of an arbitrary Stäckel system
of the type (8.2.15) we have to consider a broader class of admissible metric tensors
g used in the quantization procedure.

Let us now go back to an arbitrary Stäckel system of the form (8.2.15) defined
by the choice of the constants γ 1 > γ 2 > · · · > γ n = 0 and the choice of functions
fi, σ i . Then, according to results from Sect. 4.4.3, the tensors Ar for this system
can be written as (4.4.32)

Ar = 1

ϕ
MrGB,f , r = 1, . . . , n (8.2.30)

whereGB,f is the corresponding Benenti metric

GB,f = diag
(

f1(λ
1)

Δ1
, . . . ,

fn(λ
n)

Δn

)

, (8.2.31)

Mr are some polynomial functions of the Killing tensorsKr and

ϕ = det

⎛

⎜

⎝

ρm1−1 · · · ρm1−k
...

. . .
...

ρmk−1 · · · ρmk−k

⎞

⎟

⎠ , (8.2.32)
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where we adapt the notation ρ0 = 1 and ρi = 0 for i < 0 or i > n. Let me
remind that constants ni are those for which the corresponding monomials λn+k−ni
are missing in the left hand side of (8.2.15), i.e. they are “holes” in the sequence
{γ 1 = n+k−1, γ 2, · · · , γ n = 0} numbered from the left. Besides, k is determined
from the equation γ 1 = n + k − 1. Note that if such “holes” are absent (as in the
Benenti case) then ϕ = 1. For example, if the left hand side of the Stäckel system is
H1λ

4+H2λ+H3, then n = 3, k = 2,m1 = 2,m2 = 3 and the function ϕ becomes:

ϕ = det

(

ρ1 ρ0

ρ2 ρ1

)

= (λ1)2 +
(

λ2
)2 + (λ3)2 + λ1λ2 + λ1λ3 + λ2λ3.

Consider thus a Stäckel system (8.2.15) defined by a fixed choice of γ 1 > γ 2 >

· · · > γ n = 0 and the choice of fi, σ i . We will now search for the metric G that
satisfies the generalized Robertson condition (8.2.28) for this system. Due to the
structure (8.2.30) of Ar we look forG in the form

G = u−1(λ)GB,θ (8.2.33)

whereGB,θ is the Benenti metric given by (8.2.31) with n arbitrary functions θi(λi):

GB,θ = diag
(

θ1(λ
i)

Δ1
, . . . ,

θn(λ
n)

Δn

)

(8.2.34)

and where u is a function on Q. Albeit this choice is by no means the most general
one it will prove to be sufficiently general. The tensors Br become in this case

Br = u

ϕ
MrGB,f gB,θ

where ϕ is again given by (8.2.32) and where as usual gB,θ = G−1
B,θ . Plugging this

into (8.2.28) we get

∂iB
(i)
r

B
(i)
r

− �i = κ ′i (λi)
κi(λ

i)
, = 1, . . . , n (8.2.35)

where κi are arbitrary functions of one variable (the right hand side is just a
convenient for us way of writing an arbitrary function of λi). Since for (8.2.33)

�i =
(

�B,θ
)

i
+
(

1− 1
2n
) ∂iu

u
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with
(

�B,θ
)

i
being the metrically contracted Christoffel symbols for the metric

GB,θ , the formula (8.2.35) takes the form

n

2

∂iu

u
− ∂iϕ
ϕ
= κ ′i (λi)
κi(λ

i)
+ 1

2

θ ′i (λi)
θ i(λ

i)
− f

′
i (λ

i)

fi(λ
i)
, = 1, . . . , n

which has a solution

u = ϕ 2
n

n
∏

i=1

(

|θ i | κ2
i

f 2
i

) 1
n

(8.2.36)

In order to receive a solution as simple as possible we choose κi so that

|θ i | κ2
i

f 2
i

= 1

(notice that θ i are still arbitrary) yielding (8.2.36) in the form u = ϕ
2
n . Thus,

applying the procedure of minimal quantization, with

g = ϕ 2
n gB,θ (8.2.37)

to the Stäckel system (8.2.15) we obtain a quantum system (8.2.26) in separation
coordinates

Ĥr = −1

2
h̄2

n
∑

i=1

(S−1)ir

[

f (λi)∂2
i +

(

df (λi)

dλi
− 1

2

f (λi)

θ(λi)

dθ(λi)

dλi

)

∂i

]

+
n
∑

i=1

(S−1)irσ (λ
i),

with separation equations of the form

[

E1(λ
i)γ 1 +E2(λ

i)γ 2 + · · · + En
]

ψi(λ
i )

= −1

2
h̄2fi(λ

i)

[

d2ψi(λ
i)

(dλi)2
+
(

f ′
i
(λi )

fi (λ
i)
− 1

2

θ ′
i
(λi)

θi (λ
i)

)

dψi(λ
i )

dλi

]

+ σ i(λi )ψi(λi),

where i = 1, . . . , n. Notice that in particular, we also have an infinite family of
separable minimal quantizations of systems from the Beneti class in which case
ϕ = 1. The most natural choice of the metric (8.2.37) is the one when θ i = fi , then
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Hamiltonians (8.2.2) take the form

Ĥr = −1

2
h̄2

n
∑

i=1

(S−1)ir

[

f (λi)∂2
i +

1

2

df (λi)

dλi
∂i

]

+
n
∑

i=1

(S−1)irσ (λ
i),

(8.2.38)

and separation equations (8.2.2) are

[

E1(λ
i)γ 1 + E2(λ

i)γ 2 + · · · + En
]

ψi(λ
i)

= −1

2
h̄2fi(λ

i)

[

d2ψi(λ
i)

(dλi)2
+ 1

2

f ′i (λi)
fi(λ

i)

dψi(λ
i)

dλi

]

+ σ i(λi)ψi(λi).
(8.2.39)

Observation 21 There exists an infinite family of separable quantizations of a
Stäckel system (8.2.15) parametrized by n arbitrary functions θ i of one variable:
any Stäckel system (8.2.15) can be separably quantized in the metric (8.2.37) (note
that this metric is conformally flat in the case when gB,θ is flat). Moreover, since for
the Benenti class ϕ = 1, any Stäckel system from the Benenti class (8.2.18) can be
separably quantized in any other metric of the Benenti class (8.2.34), including in
particular the subclass of flat metrics.

Now, the question arises: whether all these separable quantizations are indepen-
dent from each other? We answer this question in the next subsection.

8.2.3 Minimal Quantization in Different Hilbert Spaces

Our goal now is to relate two minimal quantizations induced by different metric
tensors. We will need this in order to be able to write systems of commuting
operators in various Hilbert spaces with measures induced by different metrics and
in particular to relate different separable minimal quantizations.

Consider thus two different metric tensors g and ḡ. As usual, we will denote
their contravariant forms by G and Ḡ, respectively. Each of these metrics induces a
minimal quantization (described in Sect. 8.1.6) by morphisms S and S̄, respectively,
where (cf. (6.1.104) with a = b = 1)

S = 1+ h̄
2

4!
[

3(�ilj�
l
ik + Rjk)∂pj ∂pk + 3�ijk∂xi ∂pj ∂pk + (2�inl�njk − �ijk,l )pi∂pj ∂pk ∂pl

−3∂pj (∂xj + �ijlpi∂pl )∂pk (∂xk + �rknpr∂pn)+O(h̄4)
]

, (8.2.40)
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and where S̄ is given by an analogous expression with �ijk replaced by the

Christoffel symbols �̄ijk of the Levi-Civita connection induced by ḡ. For a (classical)
observable of the form

H(x, p) = 1
2A

ijpipj + V

its minimal quantization with respect to g is given by

Ĥ = (S−1H)W(x̂, p̂) = − 1
2 h̄

2∇iAij∇j + V (8.2.41)

and acts in L2(Q,ωg), while its quantization with respect to ḡ is given by a similar
expression involving ∇̄i . These are in general two different operators, acting in two
different Hilbert spaces:L2(Q,ωg) andL2(Q,ωḡ), respectively. The Hilbert spaces
L2(Q,ωg) and L2(Q,ωḡ) are however isometric, with the isometry L2(Q,ωg)→
L2(Q,ωḡ) given by

 ̄ = U = |detg|1/4
|det ḡ|1/4 (8.2.42)

where  ∈ L2(Q,ωg) and  ̄ ∈ L2(Q,ωḡ). The isometry (8.2.42) induces a
similarity map between operators in both spaces: it maps an operator F̂ acting in
L2(Q,ωg) to the operator

ˆ̄F = UF̂U−1 (8.2.43)

acting in L2(Q,ωḡ).
Suppose that the operator Ĥ in the Hilbert space L2(Q,ωg) is given by (8.2.41).

Then the operator UĤU−1, acting in the Hilbert space L2(Q,ωḡ), has the form

UĤU−1 = − 1
2 h̄

2∇̄iAij ∇̄j + V (x)+ h̄2W (8.2.44)

with functionW given by

W = 1
8A

ij
(

�kik�
s
js − �̄kik�̄sjs

)

+ 1
4∂i

(

Aij
(

�kjk − �̄kjk
))

. (8.2.45)

We will call the term W(x) the quantum correction term as it describes what
happens to the operator (8.2.41) transformed from L2(Q,ωg) to L2(Q,ωḡ).

One can prove the relation (8.2.44) by direct calculations of UĤU−1. As

UĤU−1 = U
(

− 1
2 h̄

2∇iAij∇j + V
)

U−1 = − 1
2 h̄

2U∇iAij∇jU−1 + V
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and using the fact that

∂U

∂xi
= 1

2U
(

�kik − �̄kik
)

,

after some calculations we arrive at (8.2.44)–(8.2.45).
Alternatively, the similarity map (8.2.43) can be calculated using the automor-

phism S̄S−1. From our general theory it follows that quantizing the observable H
with respect to g yields an operator that is mapped through (8.2.43) on the operator
that we obtain by quantizing the observable H ′ = S̄S−1H with respect to ḡ. This
yields that the operator (8.2.41) attains in the space in L2(Q,ωḡ) the form

UĤU−1 = (S̄−1H ′)W ( ˆ̄x, ˆ̄p) = (S̄−1S̄S−1H)W( ˆ̄x, ˆ̄p) = (S−1H)W( ˆ̄x, ˆ̄p).
(8.2.46)

Let us thus explicitly calculate the operator on the right hand side of (8.2.46). Due
to (8.2.40) and using the fact that H is second order in momenta (so that the only
terms in S−1 that act on H are or order up to h̄2), after some calculations we obtain

S−1H = H + 1
2 h̄

2
(

1
4A

ij
,ij
+ 1

2A
ij
,i
�kjk + 1

2A
ij�kik,j + 1

4A
ij�kik�

l
j l

)

= S̄−1H + h̄2W

with

W = 1
2

[

1
2A

ij

,i

(

�kjk − �̄kjk
)

+ 1
2A

ij
(

�kik,j − �̄kik,j
)

+ 1
4A

ij
(

�kik�
l
jl − �̄kik�̄lj l

)]

coinciding withW(x) in (8.2.45).
The relation (8.2.45) can be also written in a covariant form as

W = 1
8

(

A
ij

;iG
ksgks;j + AijGksgks;ij + AijGks;igks;j + 1

4A
ijGkrgkr;iGslgsl;j

)

(8.2.47)

where the covariant derivatives are taken with respect to the connection ∇̄i . The
reader can find the proof of formula (8.2.47) in [49].

In separation coordinates formulas simplify drastically. We have

Ĥr = − 1
2 h̄

2∇iAiir ∇i + V = − 1
2 h̄

2Aiir [∂2
i +$i∂i] + Vr (8.2.48)

and then

 ̄ = U = U
n
∏

i=1

ψ(λi) (8.2.49)
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and

ˆ̄Hr = UĤrU−1 = − 1
2 h̄

2Aiir

[

∂2
i +

(

$i − 2
∂iU

U

)

∂i

]

+ Vr + h̄2Wr

= − 1
2 h̄

2Aiir

[

∂2
i +$i∂i

]

+ Vr + h̄2Wr (8.2.50)

= − 1
2 h̄

2∇̄iAiir ∇̄i + Vr + h̄2Wr,

where

Wr = −1

2

n
∑

i=1

Aiir

[

2

(

∂iU

U

)2

− ∂
2
i U

U
+$i ∂iU

U

]

. (8.2.51)

We will say that operators (8.2.50) are R-separable, as their eigenfunctions are of
the form (8.2.49), where U(λ) is a known function of λ and ψ(λi) solve quantum
separation equations (8.2.2). The reader can find more about R-separability in a
historical context in the last subsection.

In order to compare separable quantizations (8.2.2) and (8.2.38) and check
whether they are unitary equivalent or not, consider the operators

Ĥr = −1

2
h̄2

n
∑

i=1

(S−1)ir

(

f (λi )∂2
i +

1

2

df (λi)

dλi
∂i

)

+
n
∑

i=1

(S−1)irσ (λ
i), (8.2.52)

ˆ̄Hr = −1

2
h̄2

n
∑

i=1

(S−1)ir

[

f (λi)∂2
i +

(

df (λi)

dλi
− 1

2

f (λi)

f̄ (λi)

df̄ (λi)

dλi

)

∂i

]

+
n
∑

i=1

(S−1)ir σ̄ (λ
i),

(8.2.53)

(for simplicity we assume that fi(λi) = f (λi) and f̄i (λi) = f̄ (λi)) and the
associated eigenvalue problems

Ĥr = Er , ˆ̄Hr ̄ = Ēr ̄, r = 1, . . . , n,

where  (λ1, . . . , λn) = ∏n
k=1 ψ(λ

k),  ̄(λ1, . . . , λn) = ∏n
k=1 ψ̄(λ

k), and ψ(λk)
and ψ̄(λk) are n copies of one-dimensional eigenvalue problems

(

n
∑

i=1

Eiλ
γ i

)

ψ(λ) = − h̄
2

2

(

f (λ)
d2ψ(λ)

dλ2 + 1

2

df (λ)

dλ

dψ(λ)

dλ

)

+ σ(λ)ψ(λ),
(8.2.54)
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(

n
∑

i=1

Ēiλ
γ i

)

ψ̄(λ) = − h̄
2

2

[

f (λ)
d2ψ̄(λ)

dλ2 +
(

df (λ)

dλ
− 1

2

f (λ)

f̄ (λ)

df̄ (λ)

dλ

)

dψ̄(λ)

dλ

]

+ σ̄ (λ)ψ̄(λ). (8.2.55)

It is easily checked that we also have quantum separation relations

n
∑

k=1

λγ k Ĥk = −1

2
h̄2
(

f (λ)
d2

dλ2 +
1

2

df (λ)

dλ

d

dλ

)

+ σ(λ),

n
∑

k=1

λγ k ˆ̄Hk = −1

2
h̄2
[

f (λ)
d2

dλ2 +
(

df (λ)

dλ
− 1

2

f (λ)

f̄ (λ)

df̄ (λ)

dλ

)

d

dλ

]

+ σ̄ (λ),

where, just as in (8.2.54) and (8.2.55), λ = λi , i = 1, . . . , n.
Moreover, we see from (8.2.52) and (8.2.53) that for a suitable choice of σ̄ (λ)

the operators Ĥr and ˆ̄Hr are related by a transformation (8.2.43)

ˆ̄Hr = UĤrU−1. (8.2.56)

Indeed, for

U =
n
∏

i=1

(

f̄ (λi)

f (λi)

)1/4

,

relation (8.2.56) holds under condition

σ̄ (λi) = σ(λi)− h̄
2

2

(

f (λi)
d2v(λi)

d(λi)2
+ 1

2

df (λi)

dλi

dv(λi)

dλi

)

,

where

v(λi) =
(

f (λi)

f̄ (λi)

)1/4

.

In consequence, the Hamiltonians (8.2.52) and (8.2.53) are the avatars of the same
operator, acting on different Hilbert spaces. Notice that if we impose the additional

constraint σ̄ (λ) = σ(λ), the Hamiltonians Ĥr and ˆ̄Hr become the avatars of the
same operator if we choose f̄ (λ) so that

f (λ)
d2v(λ)

dλ2 + 1

2

df (λ)

dλ

dv(λ)

dλ
= 0.
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It means that

v(λ) =
∫

f (λ)
− 1

2 dλ→ f̄ (λ) = a f (λ)
[
∫

(f (λ))−1/2dλ
]4 ,

where a is an arbitrary constant. Of course, the above results are readily generalized
to the case when our separation relations are not copies of the same separation curve.

Now, let us come back to the question from the end of previous subsection. For

f̄ (λ) = θ(λ), g = ϕ 2
n gB,f , ḡ = ϕ 2

n gB,θ , observing that Hilbert spaces L2(Q,ωg)

and L2(Q,ωḡ) are isometric, with the isometry given by

U = |detg|1/4
|det ḡ|1/4 =

∏n
k=1

(

θk(λ
k)

fk(λ
k)

)
1
4
,

the avatar of operator (8.2.38) from L2(Q,ωg) is the operator (8.2.2) from
L2(Q,ωḡ) with

θ(λ) = a f (λ)
[
∫

(f (λ))−1/2dλ
]4 .

Other separable quantizations (8.2.2) are not equivalent to the (8.2.38) ones.
Observe that there is a distinguished class of separable quantizations related to

flat metrics gB,θ . Then, for the Benenti class we are dealing with the class of flat
minimal quantizations [48] and for other classes, with conformally flat minimal
quantizations. We consider them in the next subsection.

8.2.4 Quantum Integrability of Stäckel Systems in Various
Hilbert Spaces

We remind the reader that in [18] the authors derived the necessary and sufficient
condition for commutativity of quantum Hamiltonians Ĥr of the form (8.2.4) (and
with A1 = G) called the pre-Robertson condition (8.2.24), which took the form

∂2
i �j − �i∂i�j = 0, i �= j.

In our case metric G is not related with any Ar , so analogous calculations to these
from [18] lead to the following necessary and sufficient condition for commutativity
of Ĥr , which we call the generalized pre-Robertson condition [48]

∂2
i $j −$i∂i$j = 0, i �= j. (8.2.57)
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Let us consider a Stäckel system Hr , r = 1, . . . , n of the form (8.2.15) and
let us perform the procedure of minimal quantization of this system in the metric
G given by (8.2.37). We obtain then the quantum separable system consisting
of n operators Ĥr acting on the Hilbert space L2(Q,ωg), ωg = |det g|1/2 dλ.
Since the generalized Robertson condition (8.2.28) implies the generalized pre-
Robertson condition (8.2.57) we conclude that this system is also quantum inte-
grable: [Ĥr , Ĥs ] = 0. Using (8.2.44) we are able to write operators Ĥr in another
metric Ḡ i.e. in the Hilbert space L2(Q,ωḡ) which yields new quantum operators
ˆ̄Hr , r = 1, . . . , n that constitute again quantum integrable and quantum R-separable

system. Due to the theory developed in the previous subsection we know, that we
can equally well take the classical HamiltoniansHr amended by quantum correction
terms, i.e. the functions Hr + h̄2Wr with Wr given by (8.2.45) (or equivalently
by (8.2.47)) and minimally quantize them in the metric Ḡ as this yields the same

quantum integrable system ˆ̄Hr , r = 1, . . . , n.
In Sect. 4.4 we demonstrated that any Stäckel system of the class (8.2.15) can

be constructed by an appropriate Stäckel transform of a suitably chosen flat Stäckel
system from the Benenti class. Moreover, in Sect. 5.5 we explicitly constructed flat
coordinates for any flat Stäckel system. Therefore we are able to write down our
original Stäckel system Hr , r = 1, . . . , n in flat coordinates of the metric Ḡ of
the form (8.2.34) (Ḡ is flat as soon the (4.3.2) is satisfied). In this specific case, if
we apply the standard Weyl quantization (minimal flat quantization) to the Stäckel
system Hr + h̄2Wr we will obtain a quantum integrable system. One can also say,
alternatively, that if we want to avoid quantum correction terms, we should quantize
the original system Hr , r = 1, . . . , n not by the Weyl quantization but in a suitably
chosen minimal quantization with respect to conformally flat metric G. In what
follows we will also need a specification of this correction term to the following
situation: suppose that G = 1

u
GB,θ (where u = u(x)) where the metric GB,θ is flat

and suppose that Ḡ = GB,θ . Then the correction term (8.2.47) attains the form

W(x) = n

8
∂i

[

Aij

(

∂ju
)

u

]

+ n
2

32
Aij
(∂iu)

(

∂ju
)

u2 . (8.2.58)

In papers [148, 149] the authors presented some ad hoc calculations generating
quantum correction terms that guarantee integrability of quantum systems obtained
through the Weyl quantization of some Hamiltonian systems. The presented theory
shows how to construct these quantum correction terms in a systematic way (albeit
within the class of Stäckel systems not considered in [148, 149]). We will illustrate
this on two examples below. It is important to stress that the presented systems
cannot be separably quantized in the frame of the classical Robertson-Eisenhart
formalism.
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Example 8.5 Consider the Stäckel system (8.2.15) for n = 3 given by the
separation curve of the form:

H1λ
3 +H2λ+H3 = 1

2λμ
2 + λ4, i = 1, 2, 3 (8.2.59)

so that γ 1 = 3, γ 2 = 1, γ 3 = 0 with f (λi) = λi and σ(λi) = (λi)4. In this case
ϕ = ρ1(λ) = −(λ1+ λ2+ λ3). Consider also the corresponding metricGB,f given
by (8.2.34). This metric is flat. In the coordinates x, y, z defined through (cf. 4.3.18))

ρ1 ≡ −(λ1 + λ2 + λ3) = x
ρ2 ≡ λ1λ2 + λ1λ3 + λ2λ3 = y + 1

4x (8.2.60)

ρ3 ≡ −λ1λ2λ3 = − 1
4z

the metric GB,f reads

GB,f =
⎛

⎝

0 1 0
1 0 0
0 0 1

⎞

⎠

so ϕ = x and (x, y, z) are flat non-orthogonal coordinates for GB,f . Solving the
relations (8.2.59) with respect to the Hamiltonians Hi and passing to the variables
(x, y, z)we receiveHr = pT Arp+Vr where p = (px, py, pz)T and where tensors
Ar have the form

A1 =
⎛

⎝

0 − 1
x

0
− 1
x

0 0
0 0 − 1

x

⎞

⎠ , A2 =
⎛

⎝

1 1
4x − y

x
0

1
4x − y

x
−y − 1

2z

0 − 1
2z

3
4x − y

x

⎞

⎠ ,

A3 =

⎛

⎜

⎜

⎝

0 1
4
z
x

− 1
2z

1
4
z
x

1
4z − 1

4xz

− 1
2z − 1

4xz
1
4x + y + 1

4
z
x

⎞

⎟

⎟

⎠

with the corresponding rational potentials

V1 = − 3
4x +

y

x
,

V2 = 1
16x + 1

2xy + 1
4z +

y

x
,

V3 = − 1
16xz− 1

4
yz

x
.
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From the presented theory it follows that we can perform a separable quantization
of this system in the conformally flat metric G = 1

u
GB,f (which means that we

choose θ = f ) with u = ϕ 2
n = x 2

3 . We obtain three commuting operators

̂Hr = − 1
2 h̄

2∇iAijr ∇j + Vr (8.2.61)

(where ∇i is the connection defined byG),acting in the Hilbert space L2(Q,ωg) =
L2(Q, |x| dxdydz) (ωg = |detg|1/2 dxdydz = ∣

∣u3/2
∣

∣ dxdydz = |x| dxdydz). In
the separation coordinates (λ, μ) the separation equations (8.2.39) for ̂Hr attain the
form of three copies of

(E1λ
3+E2λ+E3)ψ(λ) = −1

2
h̄2
(

λ
d2ψ(λ)

dλ2
+ 1

2

dψ(λ)

dλ

)

+λ4ψ(λ). (8.2.62)

Let us now rewrite our operators (8.2.61) in the Hilbert space L2(Q,ωḡ) =
L2(Q, dxdydz) (ωḡ = |det ḡ|1/2 dxdydz = dxdydz) with the flat metric Ḡ =
GB,f . From our theory it follows that a suitable way to do it is to quantize our
Hamiltonians Hr directly in the metric Ḡ after amending them by the quantum
correction termsWi given by (8.2.58)

W1 = 0,W2 = −3

8

1

x2 , W3 = −1

8

1

x

One can check by direct calculations that the operators

̂H̄ r = − 1
2 h̄

2∂iA
ij
r ∂j + h̄2Wr + Vr, r = 1, . . . , n (8.2.63)

do indeed commute, thus constituting a quantum integrable system. The opera-
tors (8.2.63) are however not quantum separable, contrary to the operators (8.2.61),
but are R-separable. It means that in separation coordinates

̂H̄ r  ̄(λ) = Er ̄(λ),  ̄(λ) = U = (λ1 + λ2 + λ3)
1
2ψ(λ1)ψ(λ2)ψ(λ3),

and ψ(λi) solves (8.2.62).

Example 8.6 In our second example we consider the Stäckel system generated by
the following separation curve

H1λ
3 +H2λ

2 +H3 = 1
2λμ

2 + λ4,

so that this time γ 1 = 3, γ 2 = 2 and γ 3 = 0 but still with f (λi) = λi and
σ(λi) = (λi)4. In this case ϕ = ρ2(λ) = λ1λ2 + λ1λ3 + λ2λ3. We consider again
the same metric GB,f with the same flat coordinates (x, y, z) given by (8.2.60).
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This time the tensors Ar have the form

A1 = 1

ρ2

⎛

⎜

⎝

−1 − 1
2 x 0

− 1
2 x y 1

2 z

0 1
2 z −x

⎞

⎟

⎠ ,

A2 = 1

ρ2

⎛

⎜

⎝

−x − 1
4 x

2 + y 0

− 1
4 x

2 + y yx 1
2 xz

0 1
2 xz − 3

4 x
2 + y

⎞

⎟

⎠ ,

A3 = 1

4ρ2

⎛

⎜

⎜

⎜

⎝

z2 1
2 z

2x − 1
2

(

x2 + 4 y
)

z

1
2 z

2x 1
4 z

2x2 − 1
4 z
(

x3 + 4 yx + 2 z2
)

− 1
2

(

x2 + 4 y
)

z − 1
4 z
(

x3 + 4 yx + 2 z2
)

1
4 x

4 + 2 x2y + 4 y2 + z2x

⎞

⎟

⎟

⎟

⎠

where ρ2 = y + 1
4x, while the potentials are

V1 = − 1

4ρ2(x)
(x + 4xy + z) = −x + 4xy + z

x + 4y
,

V2 = − 1

4ρ2(x)

(

1
4x + 2xy + xz+ 4y

)

= −
1
4x + 2xy + xz+ 4y

x + 4y
,

V3 = z

16ρ2(x)
= 1

4

z

x + 4y
.

Now, let us perform a separable quantization in the conformally flat metric G =
1
u
GB,f with u = ϕ 2

n =
(

y + 1
4x
)

2
3 . We obtain again three commuting operators

̂Hr = − 1
2 h̄

2∇iAijr ∇j + Vr
(where ∇i operators are related with the connection defined by G),acting in the
Hilbert space L2(Q,

∣

∣ρ2

∣

∣ dxdydz), while the separation equations (8.2.39) for Ĥr
attain the form of three copies of

(E1λ
3 + E2λ

2 + E3)ψ(λ) = −1

2
h̄2
(

λ
d2ψ(λ)

dλ2
+ 1

2

dψ(λ)

dλ

)

+ λ4ψ(λ),

with the same right hand side as in the previous example. Rewriting our opera-
tors (8.2.61) in the Hilbert spaceL2(Q, dxdydz)with quantization in the flat metric
Ḡ = GB,f leads to the following correction termsWi(x, y, z)

W1 = 1

16

5x − 4y

ρ3
2(x)

,
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W2 = 1

32

7x − 20xy

ρ3
2(x)

,

W3 = − 1

128

x + 8xy + 13xz+ 16xy + 4yz

ρ3
2(x)

.

Again, the operators

̂H̄ r = − 1
2 h̄

2∂iA
ij
r ∂j + h̄2Wr + Vr, r = 1, . . . , n (8.2.64)

commute, as it can be checked for example in Maple. Operators (8.2.64) are R-
separable and in separation coordinates

̂H̄ r  ̄(λ) = Er ̄(λ),  ̄(λ) = (λ1λ2 + λ1λ3 + λ2λ3)
1
2ψ(λ1)ψ(λ2)ψ(λ3),

where ψ(λi) solves (8.6).

8.2.5 Quantization of Superintegrable Stäckel Systems

In analogy to classical mechanics, a quantum maximally superintegrable Hamil-
tonian is a self-adjoint differential operator ĥ1 acting in an appropriate Hilbert
space of functions on the configuration space Q (square integrable with respect to
some metric) belonging to a set of n commuting self-adjoint differential operators
ĥ1, . . . , ĥn acting in the same Hilbert space (so that [ĥi , ĥj ] = 0 for all i, j =
1, . . . n) and such that it also commutes with an additional set of n − 1 differential
operators ĥn+1, . . . , ĥ2n−1 of the finite order. Besides, it is required that all
the operators ĥ1, . . . , ĥ2n−1 are algebraically independent. There is an extended
literature devoted to the construction and investigation of quantum superintegrable
systems [67, 138, 165, 167, 169, 221, 229] (see also references of the review paper
[200]).

This subsection is devoted to separable quantizations of superintegrable Stäckel
systems that were considered in the classical setting in Sects. 4.3.3 and 4.4.4. First,
let us formulate the quantum analog of the classical commutator (4.1.8). Suppose
that ĥ is given by

ĥ = − 1
2�

2∇iAij (x)∇j + V (x) = − 1
2�

2 1√|g|∂i
√|g|Aij (x)∂j + V (x) (8.2.65)

and that Y = yi(x)∇i is a vector field on the Riemannian manifold (Q, g). Then

[

ĥ, Y
]

= 1
2�

2∇i (LYA)ij ∇j + 1
2�

2Aij
(

∇j∇kyk
)

∇i − Y (U)
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One proves this relation by a direct computation. Thus, a sufficient condition for
[ĥ, Y ] = c is satisfied when Y is a Killing vector for both A and g and if moreover
U is constant along Y , that is when

LYA = 0, LY g = 0 , Y (U) = c (8.2.66)

(note that LY g = 0 implies ∇kyk = 0).
Suppose we have a quantum integrable system on the configuration spaceQ, that

is a set of n commuting and algebraically independent operators ĥ1, . . . , ĥn of the
form (8.2.65) acting in the Hilbert space L2(Q, |g|1/2 dx) where g is a metric on
Q. Suppose also that a vector field Y satisfies (8.2.66) with A1 and U1 instead of A
and U (so that [ĥ1, Y ] = c). Then, analogously to the classical case, the operators

ĥn+r =
[

ĥr+1, Y
]

= 1
2�

2∇i (LYAr+1)
ij ∇j − Y (Ur+1), r = 1, . . . , n− 1

(8.2.67)

satisfy [ĥn+r , ĥ1] = 0 and the system ĥ1, . . . , ĥ2n−1 is algebraically independent;
that is we obtain a quantum separable and quantum superintegrable system.

We can now apply this formula to construct quantum superintegrable counter-
parts of classical systems considered in Sects. 4.3.3 and 4.4.4. According to results
of previous subsections, for the systems generated by the separation curves (4.3.25)
the most natural choice of the metric g is to take G = A1. Then, by construction,
[ĥi , ĥj ] = 0 for i, j = 1, . . . , n while the remaining operators ĥn+r are constructed
by the formula (8.2.67) and are - up to a sign - identical with minimal quantization
(in the metric G) of the extra integrals hn+r obtained in (4.3.29).

Example 8.7 Consider again separation curve (4.3.30) from Example 4.15. Per-
forming the minimal quantization of the Hamiltonians (4.3.33) in the metricG = A1
i.e. given by (4.3.32), we obtain, in the flat coordinates (4.3.31)

ĥ1 = − 1
2�

2
(

∂x∂2 + 1
2∂

2
z

)

+ α−1V
(−1)
1 + α3V

(3)
1 + α4V

(4)
1 ,

ĥ2 = − 1
4�

2
(

∂2
x − ∂yy∂y + x∂z∂z +

1

2
∂xx∂y + 1

2x∂y∂1 − z 1
2∂y∂z − 1

2∂zz∂y

)

+ α−1V
(−1)
2 + α3V

(3)
2 + α4V

(4)
2 ,

ĥ3 = − 1
8�

2
(

1
2z

2∂2
y +

(

2y + 1
2x

2
)

∂2
3 − z∂x∂z − ∂zz∂x −

1

2
xz∂y∂z − 1

2x∂zz∂y

)

+ α−1V
(−1)
3 + α3V

(3)
3 + α4V

(4)
3 ,
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The respective one dimensional eigenvalue problem, according to (4.3.30)
and (8.2.19), is of the form

(α−1λ
−1+α3λ

3+α4λ
4+E1λ

2+E2λ+E3)ψ(λ) = −1

2
h̄2
[

λ
d2ψ(λ)

dλ2 + 1

2

dψ(λ)

dλ

]

Now Y = ∂y satisfies the conditions (8.2.66) and the extra operators ĥ4, ĥ5 can be
obtained either by using the formula (8.2.67) or directly by a minimal quantization
of functions h4, h5 in (4.3.35). The result is (up to a sign)

ĥ4 = 1
4�

2∂2
y − α3 + α4x, ĥ5 = − 1

4�
2∂2
z +

4α−1

z2

If we want to perform the separable quantization of superintegrable systems
obtained by the Stäckel transform, as in Sect. 4.4.4, we have two cases: either the
system—after the Stäckel transform—belongs again to the same class (4.3.25) or
belongs to the other class, given by the separation relations (4.4.38) that are different
from (4.3.25) as soon as k �= −1. In the first case the natural choice of the metric
in which we perform the minimal quantization is to take G̃ = Ã1 i.e. G̃ as given
by (4.4.4). In the second case we have to use the metric given by (8.2.37) which in

our case is given by G = ϕ1− 2
n Ã1 with ϕ = −V (k)1 .

Example 8.8 Let us now minimally quantize the Stäckel Hamiltonians h̃1, h̃2, h̃3
given in (4.4.40), obtained through the Stäckel transform in Example 4.17, generated
by the separation curve (4.4.39) with k = −1, that is by

h̃1λ
−1 + α̃λ2 + h̃2λ+ h̃3 = 1

2λμ
2,

The metric associated with h̃1

G̃ = Ã1 = 1
4z

2

⎛

⎝

0 1 0
1 0 0
0 0 1

⎞

⎠ (8.2.68)

is of constant curvature as after applying transformation (4.4.4), in the new
separation coordinates the separation curve (4.4.39) turns to

α̃λ−1 + h̃1λ
2 + h̃3λ+ h̃2 = 1

2λ
4μ2,

and belongs again to the class (4.3.25). Thus, we have to perform the minimal
quantization of this system with respect to the original metric Ã1 of the system
which is just (8.2.68). Observing that

√|g̃| = 8/z3, we obtain the following
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quantum superintegrable system (we use the second expression in (8.1.62)):

ˆ̃
h1 = − 1

4�
2z2

(

1
2z∂z

1
z
∂z + ∂x∂2

)

− 1
4 α̃z

2,

ˆ̃
h2 = 1

4�
2
(

−2∂2
x + 2∂yy∂y + ∂xx∂y + x∂y∂x + z∂y∂z + z3∂z

1
z2 ∂y

)

+ α̃x,

ˆ̃
h3 = 1

8�
2
[

−z2∂2
y + (x2 + 4y)∂x∂y + ∂xx2∂y + 4∂yy∂x + 2z∂1∂z + 2z3∂z

1

z2
∂x

xz∂y∂z + xz3∂z
1
z2 ∂x

]

+ 1
4 α̃
(

x2 + 4y
)

,

ˆ̃
h4 = 1

2�
2∂2
y ,

ˆ̃
h5 = �

2∂x∂y + α̃

Example 8.9 Let us finally minimally quantize the Stäckel Hamiltonians h̃1, h̃2, h̃3
given in (4.4.41), obtained through the Stäckel transform in Example 4.17 and
generated by separation curve (4.4.39) with k = 4.

h̃1λ
4 + α̃λ2 + h̃2λ+ h̃3 = 1

2λμ
2,

The metric associated with h̃1

G̃ = Ã1 = 1
3
4x

2 − y

⎛

⎝

0 1 0
1 0 0
0 0 1

⎞

⎠

is conformally flat. We have to perform minimal quantization of this system with

respect to the metric G = ϕ1− 2
n Ã1 with ϕ = −V (4)1 given by

G =
(

−V (4)1

)1− 2
3
G̃ =

(

y − 3
4x

2
)− 2

3

⎛

⎝

0 1 0
1 0 0
0 0 1

⎞

⎠

Observing that
√|g| = V (4)1 = y− 3

4x
2,we obtain the following quantum operators

(we use again the second expression in (8.1.62)):

ˆ̃
h1 = 1

2�
2
(

y − 3
4x

2
)−1 (

2∂x∂y + ∂2
z

)

+ α̃

y − 3
4x

2

ˆ̃
h2 = − 1

2�
2
(

y − 3
4x

2
)−1 ∑

i,j

∂iB
ij
2 ∂j − α̃

xy + 1
4x

3 + 1
4z

2

y − 3
4x

2
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ˆ̃
h3 = − 1

2�
2
(

y − 3
4x

2
)−1 ∑

i,j

∂iB
ij
3 ∂j + 1

4 α̃
xz2

y − 3
4x

2

ˆ̃
h4 = − 1

2�
2
(

y − 3
4x

2
)−1 [

∂xx∂y + x∂y∂x − ∂y
(

y − 3
4x

2
)

∂y + x∂2
z

]

− α̃ x

y − 3
4x

2

ˆ̃
h5 = − 1

2�
2∂2
z

where

B2 =

⎛

⎜

⎜

⎝

y − 3
4x

2 3
2xy − 1

8x
3 + 1

4z
2 0

3
2xy − 1

8x
3 + 1

4z
2 −y

(

y − 3
4x

2
)

− 1
2z
(

y − 3
4x

2
)

0 − 1
2z
(

y − 3
4x

2
)

2xy − 1
2x

3 + 1
4z

2

⎞

⎟

⎟

⎠

B3 =

⎛

⎜

⎜

⎜

⎝

0 − 1
4xz

2 − 1
2z
(

y − 3
4x

2
)

− 1
4xz

2 1
4z

2
(

y − 3
4x

2
)

− 1
4xz

(

y − 3
4x

2
)

− 1
2z
(

y − 3
4x

2
)

− 1
4xz

(

y − 3
4x

2
)

− 1
2x

2y + y2 − 1
4xz

2 − 3
16x

4

⎞

⎟

⎟

⎟

⎠

with B = √|g|A in (8.1.62). It can be checked that it is again a quantum
superintegrable system.

8.2.6 R-Separability of Stäckel Metrics

In the following subsection we analyze the notion of R-separability, introduced
in previous subsections, from a more restrictive point of view, known from the
literature. We begin that subsection by a short summary of the most important results
from the whole section. Consider separation relations of the form (8.2.15)

n
∑

r=1

Hr(λ
i)γ r = 1

2fi(λ
i)μ2

i + σ i(λi), i = 1, . . . , n

and related Stäckel Hamiltonians

Hr = 1
2

n
∑

i=1

Aiir μ
2
i + Vr = 1

2

n
∑

i=1

(S−1
γ )

i
rfi(λ

i)μ2
i +

n
∑

i=1

(S−1
γ )

i
rσ (λ

i), (8.2.69)
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where the Stäckel matrix is of the form (4.3.1). In particular, for γ = (n−1, . . . , 0),
we deal with the so called Benenti class and then

Aiir =
K
(i)
r fi(λ

i)

Δi
, Vr = K

(i)
r σ (λ

i)

Δi
,

where

Δi =
∏

k �=i
(λi − λk), K(i)r = −∂ρr

∂λi
, i = 1, . . . , n,

and ρr(λ) are the Viète polynomials (4.3.18) so ∂K(i)r /∂λi = 0. For any other γ -
class we have (4.4.32)

Aiir =
1

ϕ(λ)

M
(i)
r fi(λ

i)

Δi
, Vr = 1

ϕ(λ)

M
(i)
r σ (λ

i)

Δi
,

where ϕ(λ) is the function given by (4.4.29) and M(i)
r are appropriate polynomials

of K(i)j , j = 1, . . . , n (see Sect. 4.4.3), hence again ∂M(i)
r /∂λ

i = 0.
Minimal quantization of classical Hamiltonians (8.2.69) leads to the respective

quantum Hamiltonians Ĥr (8.1.62) given by

Ĥr = − 1
2 h̄

2
∑

i
∇iAiir ∇i + Vr, r = 1, . . . , n (8.2.70)

where ∇i are operators of a covariant derivative associated with a metric g = G−1

for which λ coordinates are orthogonal coordinates. Hamiltonian operators (8.2.70)
are self-adjoint in the Hilbert space L2(Q, |det g|1/2 dλ). For the Benenti class, with
a natural choice of the metric tensor

Gii = Aii1 =
fi(λ

i)

Δi
,

we have proved that n multi-dimensional eigenvalue problems

Ĥr = Er , r = 1, . . . , n (8.2.71)

for Hamiltonian operators

Ĥr = − 1
2 h̄

2
n
∑

i=1

∇iAiir ∇i + V = − 1
2 h̄

2
n
∑

i=1

Aiir

[

∂2
i +

1

2

f ′i
fi
∂i

]

+ Vr
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separate multiplicatively

 (λ) =∏n
i=1 ψi(λ

i),

onto n one-dimensional eigenvalue problems

[E1(λ
i)n−1 + E2(λ

i)n−2 + · · · + En]ψi(λi )

= −1

2
h̄2

[

fi(λ
i)

d2

(

dλi
)2
+ 1

2

dfi (λ
i )

dλi

d

dλi

]

ψi(λ
i)+ σ i(λi )ψi(λi), i = 1, . . . , n.

We also have proved that for any other γ -class, with a choice of the metric tensor in
the form

Ḡii = ϕ(λ)− 2
n
fi(λ

i)

Δi
,

n multi-dimensional eigenvalue problems (8.2.71) for Hamiltonian operators

ˆ̄Hr = − 1
2 h̄

2
n
∑

i=1

∇̄iAiir ∇̄i + V = − 1
2 h̄

2
n
∑

i=1

Aiir

[

∂2
i + 1

2
f ′i
fi
∂i

]

+ Vr (8.2.72)

separate multiplicatively

 ̄(λ) =∏n
i=1 ψ̄i (λ

i)

onto n one-dimensional eigenvalue problems of the form

[E1(λ
i)γ 1 + E2(λ

i )γ 2 + · · · + En]ψ̄i (λi) (8.2.73)

= −1

2
h̄2

[

fi(λ
i)

d2

(

dλi
)2
+ 1

2

dfi (λ
i )

dλi

d

dλi

]

ψ̄ i(λ
i)+ σ i(λi )ψ̄i(λi), i = 1, . . . , n.

Now, applying the results of Sect. 8.2.3, let us transform the eigenvalue problem
to the Hilbert space with a measure generated by a natural metric of γ -class (4.4.32)

Gii = Aii1 =
1

ϕ(λ)

M
(i)
1 fi(λ

i)

Δi
. (8.2.74)

According to (8.2.42) and (8.2.43) we have

 = U−1 ̄ ≡ R ̄ = R∏n
i=1 ψ̄ i (λ

i), (8.2.75)
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where

U = ϕ 1
2 (
n
2−1)

n
∏

k=1

(

M
(k)
1

)− 1
4
. (8.2.76)

Thus, like in (8.2.48)–(8.2.51), we get from (8.2.72) and (8.2.76) that

Ĥr = U−1 ˆ̄HrU =− 1
2 h̄

2
n
∑

i=1

Aiir

[

∂2
i +

(

2 ∂iU
U
+ 1

2
f ′i
fi

)

∂i

]

+ Vr + h̄2Wr

=− 1
2 h̄

2
n
∑

i=1

∇iAiir ∇i + Vr + h̄2Wr,

where quantum correction terms are of the form

Wr = −1

2

n
∑

i=1

Aiir

(

∂2
i U

U
+ 1

2

f ′i
fi

∂iU

U

)

= −1

2

n
∑

i=1

(S−1
γ )

i
r

(

fi
∂2
i U

U
+ 1

2
f ′i
∂iU

U

)

and operators ∇i are related to metric tensor (8.2.74).
IfW1 = 0, then we say that the stationary Schrödinger equation

− 1
2 h̄

2Δ + (V − E1) = 0 (8.2.77)

is R-separable. It means that eigenfunctions are of the form (8.2.75), where R(λ)
is a known function and each ψ̄ i (λ

i) solves one-dimensional second order ODE
((8.2.73) in our case). Particular cases of Eq. (8.2.77) are the n-dimensional Laplace
equation (E1 = 0, V = 0) and n-dimensional Helmholtz equation (V = 0).

The notion of R-separability, understood as above, was introduced by Darboux
in the second half of nineteenth century and then has been further completed in his
monograph [78], where he classified all R-separable cases of the 3-dimensional
Euclidean Laplace equations. Some classification results in the 4-dimensional
Riemannian space can be found in [159] and [245] and other results on that subject
together with particular examples in [63, 160, 161, 222, 244].

Here, according to classical definition, we would like to identify the
n-dimensional Stäckel metrics (8.2.74) which lead to R-separation of the
Schrödinger equation (8.2.77). First, let us notice that from the form of quantum
corrections (8.2.6) and (8.2.76) follows nonexistence of nontrivial case with all
Wr = 0. Thus, let us concentrate on R-separability of Eq. (8.2.77) and find for
which Stäckel metrics (8.2.74) W1 = 0. From the form of trivial potentials for a
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given Stäckel matric (4.3.1) it follows that if

fi
∂2
i U

U
+ 1

2
f ′i
∂iU

U
=

n
∑

r=2

ar(λ)(λ
i)γ r , i = 1, . . . , n,

thenW1 = 0.
Let us consider particular γ -classes given by

γ = (n+ k − 1, n− 2, n− 3, . . . , 0), k ∈ N,

and Stäckel Hamiltonians defined by the separation curve of the form

H1λ
n+k−1 +H2λ

n−2 + . . .+Hn = 1
2f (λ)μ

2 + σ(λ).

It means that in the notation of Sect. 4.4.3 m1 = 2,m2 = 3, . . . ,mk = k + 1 and
from (4.4.27) we find that

H̄1 = − 1

V
(n+k−1)
1

H1

⇓

Gii = − 1

V
(n+k−1)
1

fi(λ
i)

Δi

⇓

U =
(

−V (n+k−1)
1

)
1
2 (

n
2−1)

where V (n+k−1)
1 is an appropriate potential (4.3.22) such that

V
(n+k−1)
1 = V (n+k−1)

1 (ρ1, . . . , ρk), for n ≥ k

and ρi are the Viète polynomials (4.3.18). On the other hand, the Viète polynomials
fulfil the following relations

∂ρs

∂λi
= −

s
∑

r=1

ρs−r (λ)(λi)r−1, i = 1, . . . , n
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so

∂iU

U
=
k−1
∑

r=0

br(λ)(λ
i)r

and

∂2
i U

U
= ∂i

(

∂iU

U

)

+
(

∂iU

U

)2

=
2(k−1)
∑

r=0

cr (λ)(λ
i)r .

In consequence, if fi is a polynomial in λi of order α, then

fi
∂2
i U

U
+ 1

2
f ′i
∂iU

U
=

2(k−1)+α
∑

r=0

ar(λ)(λ
i)r , i = 1, . . . , n

andW1(λ) = 0 for n ≥ 2k + α where metric (8.2.6) is a conformal deformation of
flat metric (8.2.6) from the Benenti class.

In order to illustrate our considerations, let us take the simplest case when k = 1
with the separation curve

H1λ
n +H2λ

n−2 + . . .+Hn = 1
2f (λ)μ

2 + σ(λ),

where f (λ) is a polynomial of order α and σ is a rational function. Then, V (n)1 = ρ1
so the natural Stäckel metric takes the form

Gii = Aii1 = −
1

ρ1(λ)

f (λi)

Δi
= 1

(λ1 + . . .+ λn)
f (λi)

Δi

and the stationary Schrödinger equation

− 1
2 h̄

2Gij∇i∇j + (V − E1) = 0

is R-separable for n ≥ 2+ α, where

 = (λ1 + . . .+ λn) 1
2 (1− n2 )

n
∏

i=1

ψ(λi)

and ψ(λi) are n copies of one dimensional ODE

[E1λ
n + E2λ

n−2 + · · · + En]ψ(λ) = −1

2
h̄2
[

f (λ)
d2

(dλ)2
+ 1

2

df (λ)

dλ

d

dλ

]

ψ(λ)

+σ(λ)ψ(λ).
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In particular, when α = 0, the nonzero quantum correction appears only for the last
operator

Wn = − 1
8

(

1− n
2

) (

3− n
2

)

(λ1 + . . .+ λn)−2.

Such a case for n = 3, α = 0 and V = 0 was considered in [160].
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37. Błaszak, M., Domański, Z.: Natural star-products on symplectic manifolds and related

quantum mechanical operators. Ann. Phys. 344, 29 (2013)
38. Błaszak, M., Marciniak, K.: Dirac reduction of dual Poisson-presymplectic pairs. J. Phys. A

Math. Gen. 37(19), 5173–5187 (2004)
39. Błaszak, M., Marciniak, K.: On reciprocal equivalence of Stäckel systems. Stud. Appl. Math.

129, 26 (2012)
40. Błaszak, M., Marciniak, K.: Classical and quantum superintegrability of Stäackel systems.

SIGMA 13(008), 23 (2017)
41. Błaszak, M., Rauch-Wojciechowski, S.: Newton representation of nonlinear ordinary differ-

ential equations. Physics A 197, 191 (1993)
42. Błaszak, M., Rauch-Wojciechowski, S.: Generalized Henon-Heiles system and related inte-

grable Newton equations. J. Math. Phys. 35, 1693 (1994)
43. Błaszak, M., Sergyeyev, A.: Maximal superintegrability of Benenti system. J.Phys. A Math.

Gen. 38, L1-L5 (2005)
44. Błaszak, M., Sergyeyev, A.: Natural coordinates for a class of Benenti systems. Phys. Lett. A

365, 28 (2007)
45. Błaszak, M., Sergyeyev, A.: Generalized Stäckel systems. Phys. Lett. A 375(27), 2617 (2011)



References 449

46. Błaszak, M., Goürses, M., Zheltukhin, C.: Bi-presymplectic chains of co-rank 1 and related
Liouville integrable systems. J. Phys. A Math. Theor. 42, 285204 (2009)
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