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Preface

So this was the situation which I found at Cornell. Hans [Bethe] was using the old cookbook
quantum mechanics that Dick [Feynman] couldn’t understand.Dick was using his own private
quantum mechanics that nobody else could understand. They were getting the same answers
whenever they calculated the same problems.

Freeman Dyson∗

There are a number of reasons why quantum mechanics is a difficult subject, both to
teach and to learn. For sure, the subject is mathematically very challenging. But it is also
philosophically challenging, forcing as it does a complete rethink of our naïve classical
preconceptions concerning the ways in which we seek to represent physical reality in a
scientific theory, and what we might expect such a representation to be telling us about
it. The first challenge is recognized, and respected. The second perhaps less so.

I firmly believe that presentations of quantum mechanics that focus on formalism at
the expense of all experimental, historical, and philosophical context run great risks of
losing all but the most able students. Of course, science does not—it cannot—respect
history. We make progress in science by moving on, by building on what we’ve learned
without worrying overmuch precisely how we learned it. But the simple truth is that
quantum mechanics did not suddenly materialize overnight in the minds of its creators,
fully formed, complete with all its axioms and principles. It was instead tortured from
much more familiar classical physical descriptions, such as thermodynamics, statistical
mechanics, electromagnetic theory, special relativity, and atomic theory, over a period of
decades, as physicists struggled to interpret a series of ever more baffling experimental
results.

Only later was a much higher level of abstraction introduced into quantum mechanics,
in an attempt to establish a secure mathematical foundation that would eradicate all the
confusing classical misconceptions inherited from its birth and early childhood. This
was a process begun by Paul Dirac in The Principles of Quantum Mechanics (1930) and
John von Neumann in Mathematical Foundations of Quantum Mechanics (first published
in German in 1932). Such was their success that we tend to overlook just how alien
their approach was at the time. For example, in his review of Principles, Wolfgang Pauli
warned that Dirac’s rather abstract formalism and focus on mathematics at the expense

∗ From Disturbing the Universe by Freeman Dyson, copyright © 1981. Reprinted with permission of Basic
Books, an imprint of Perseus Books, LLC, a subsidiary of Hachette Book Group, Inc.
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of physics held ‘a certain danger that the theory will escape from reality’.∗ I fear he was
right to be concerned.

Many students find the formalism completely baffling when they encounter it for the
first time. Lectures and textbooks that dive straight into discussions of wavefunctions
or vector spaces without any historical or philosophical context can leave students
stranded, left to ponder: ‘Just how did they get that?’, and ‘Where did that come from?’†

If the formalism is delivered to students as though the philosophical problems of its
interpretation do not exist or are irrelevant, this can give the misleading impression that
we really do understand what quantum mechanics is all about. Those students who then
fail to penetrate the fog of confusion are left to brood on their own inadequacy. This is
unfortunate, as the charismatic American physicist Richard Feynman was closer to the
truth with his famous quote: ‘I think I can safely say that nobody understands quantum
mechanics.’‡

To expose the real nature of the challenge, I believe it is helpful first to demonstrate
that, despite appearances, mathematical complexity is not the principal problem. The
second step is to provide some historical context, if only to explain that quantum
mechanics was derived from real physics, not abstract mathematics. It also helps to
explain how, from the very beginning, the physicists who helped to establish the theory were
obliged to wrestle with its interpretation, arguing very energetically among themselves
as they did so. Then we get the real insight. Nobody understands quantum mechanics
because of its deep philosophical problems: we really don’t understand what it means,
possibly because we’re not meant to.

The Quantum Cookbook is an attempt to provide a unique bridge between a popular
exposition and a formal textbook presentation. The former tend to be necessarily
extremely light on mathematical details, whereas the latter tend to be formalism-heavy,
often paying little or no heed to problems of interpretation (though there are some
notable exceptions). For curious readers with some background in physics and sufficient
mathematical capability, neither popular exposition nor textbook provides them with
what they need.

The book’s mission is to expose the real nature of the problems with quantum
mechanics by walking readers step-by-step through the derivation of its most important
foundational equations, including one result from special relativity (E = mc2) because of
its importance at key points in the story. It aims to provide sufficient context to enable
readers to come to their own conclusions about its interpretation and meaning. In the
process of demystifying the mathematics as much as possible, I hope also to demon-
strate how flexibly mathematics is often applied in science, through simplified models,

∗ Wolfgang Pauli, Die Naturwissenschaften, 19 (1931), 188–9, quoted in Helge Kragh, Dirac: A Scientific
Biography, Cambridge University Press, Cambridge, UK, 1990, p. 79.

† Especially those who, like me, were plunged into quantum mechanics without first being introduced
(even superficially) to classical Hamiltonian mechanics and special relativity. My first encounter with quantum
mechanics was as a student studying for a degree in chemistry, and these topics did not belong in a chemistry
curriculum.

‡ Richard Feynman, The Character of Physical Law, MIT Press, Cambridge, MA, 1967, p. 129. The italics
are mine.
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and limiting assumptions and approximations. Despite its ‘unreasonable effectiveness’,
mathematics is still a language, one that leaves plenty of room for interpretation (and
doubt).

The first nine chapters build these results more or less chronologically, unfold-
ing pretty much as they were presented by those physicists who left their finger-
prints all over quantum mechanics. These are the quantization of energy (Planck); the
equivalence of mass and energy (Einstein); quantum numbers and quantum jumps
(Bohr); wave–particle duality (de Broglie); operators, eigenfunctions, and eigenvalues
(wave mechanics—Schrödinger); quantum probability (Born); the uncertainty principle
(Heisenberg and Robertson); the exclusion principle and electron spin (Pauli and
Heisenberg); and relativistic quantum mechanics (electron spin and antimatter—Dirac).
Chapter 10 will be a little different in structure as it deals with the establishment of the
standard quantum formalism based on the concepts of state vectors in Hilbert space
(Dirac and von Neumann).

The noted contemporary theorist Lee Smolin told me recently that as an under-
graduate student he had been extraordinarily fortunate. In the spring semester of his
first year at Hampshire College in Amherst, Massachusetts, he learned about quantum
mechanics from Herbert Bernstein, by Smolin’s account a great physics teacher. The
course concluded with detailed discussions of something called the EPR argument,
named for Einstein, Boris Podolsky, and Nathan Rosen, and a famous theorem devised by
John Bell. ‘Bell’s paper was not yet widely known and had by that time very few citations,’
Smolin explained to me. ‘That was probably the first and only quantum mechanics
course for undergraduates that included EPR and Bell.’∗

So, the final two chapters of The Quantum Cookbook cover topics that would not
normally form part of an introductory course on quantum mechanics, though I would
argue that they should (and Smolin would agree). These deal with the treatment of
measurement in the quantum formalism (von Neumann) and the challenge posed by the
interpretation of quantum entanglement and non-locality (Einstein, Bohm, and Bell).

Now, in setting out the book’s ambitions I need to be absolutely clear. It is not my
intention to provide a detailed historical analysis of these physicists’ original publications,
many of which are in any case intentionally obscure, as they sought to cover up under-
lying violence to the mathematics, unjustified assumptions, and occasional conceptual
leaps of faith. After all, science doesn’t much care how a theory is arrived at: what’s
important is how well the theory accommodates existing empirical facts and how well its
predictions fare in the light of new examination.

The intention is rather to present the simplest possible derivations that are broadly
consistent with the originals, which make use of current nomenclature, and which can
be followed relatively easily. It’s important that readers can appreciate the logic, the nature
of the challenges, and the occasional bit of mathematical sleight-of-hand.

Demystifying the mathematics means taking nothing for granted. Each derivation
is presented as a ‘recipe’ with listed ingredients, including standard results from the

∗ Lee Smolin, personal communication, 7 September 2017.
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mathematician’s toolkit, such as the odd trigonometric identity, Stirling’s formula, a
standard integral or two, or a Taylor series expansion. Each recipe is then set out in a
series of hopefully easy-to-follow steps, such that readers with limited ability in algebra
and differential calculus and a background in physics should be able to cope. I’ve tried
to write these recipes sympathetically, for readers who—like me—will often struggle to
follow the logic of a derivation which misses out steps that are ‘obvious’ to the author, or
which use techniques that readers are assumed to know. More mathematically competent
readers who do not need everything spelled out in this way may therefore prefer to skip
the intermediate steps.

Either way, I’m hopeful that readers will agree with my conclusion. There are obvious
exceptions, but for the most part these derivations are triumphs of physical intuition over
mathematical rigour and consistency.

The purpose of The Quantum Cookbook is not to teach readers how to do quantum
mechanics, and it is not intended as a course textbook (it doesn’t include any worked
examples or problems). My hope is that this might prove to be a useful supplementary
text for an introductory course, one that helps readers understand how to think about
quantum mechanics.

My personal relationship with quantum mechanics now spans more than 40 years.
Aside from making me feel quite old, this means that my debt of thanks by now extends
to innumerable teachers, researchers, and authors whose efforts have helped bring light
and inspiration in equal measure. I’d like to acknowledge personal debts to Peter Atkins,
whose lectures and textbook Molecular Quantum Mechanics provided much technical
clarity and insight, and Ian Mills, my erstwhile colleague at the University of Reading,
who provided essential guidance as my understanding of the philosophical dimensions
of the theory began its long, slow awakening. I must also give thanks to Lee Smolin and
Carlo Rovelli, with whom more recent discussions helped to remind me why this is such
an endlessly fascinating subject, and which encouraged me to return to it.

And, of course, I owe eternal gratitude to Sonke Adlung, Ania Wronski, Lucia Perez,
and the production team at Oxford University Press for (once more) giving me the
opportunity to get this lot off my chest.

Jim Baggott
September 2019
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Prologue

What’s Wrong with This Picture?
The Description of Nature at the End of the Nineteenth Century

Anyone already familiar with some of the more bizarre implications of quantum
mechanics—its phantoms of probability; particles that are waves and waves that are
particles; cats that are at once both alive and dead; its uncertainty, non-locality, and
seemingly ‘spooky’ goings-on—might look back rather wistfully on the structure of
classical mechanics. We might be tempted to think that classical mechanics offers a much
more appealing or comforting description of nature, one that is unambiguous, definite,
and certain.

Such was the appeal of the classical structure that, towards the end of the nineteenth
century, some in the physics community famously declared that all the most pressing
problems had now been solved. Perhaps we can forgive the great British physicist Lord
Kelvin (William Thomson) his sense of triumph, rendered rather hollow only through
hindsight. In a lecture delivered to the British Association for the Advancement of
Science in 1900 he is supposed to have declared: ‘There is nothing new to be discovered
in physics now. All that remains is more and more precise measurement.’1

Whilst it appears there is no evidence that Kelvin ever said this,2 in Light Waves and
Their Uses, a book based on a series of lectures delivered in 1899 to the Lowell Institute
in Boston, Massachusetts, American physicist Albert Michelson wrote:3

Many other instances might be cited, but these will suffice to justify the statement that
‘our future discoveries must be looked for in the sixth place of decimals.’ It follows that
every means which facilitates accuracy in measurement is a possible factor in a future
discovery.

It is thought that Michelson was quoting Kelvin.
Of course, if this was indeed Kelvin’s assessment, he was quickly proved wrong.4 We

now know that the classical structure breaks down in the microscopic realm of atoms and
subatomic particles, and Isaac Newton’s laws of motion can’t handle objects moving at or
near light speed. But, within its domain of applicability, classical mechanics is surely free
of mystery and much less prone to endless bickering about what it’s all supposed to mean.

Except that it isn’t, really.

The Quantum Cookbook. Jim Baggott, Oxford University Press (2020). © Jim Baggott.
DOI: 10.1093/oso/9780198827856.001.0001
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Make no mistake, despite its intuitive appeal, classical mechanics is just as fraught
with conceptual difficulties and problems of interpretation as its quantum replacement.
The problems just happen to be rather less obvious, and so more easily overlooked (or,
quite frankly, ignored). Quantum mechanics was born not only from the failure wrought
by trying to extend classical physical principles into the microscopic world of atoms and
molecules, but also from the failure of some of its most familiar and cherished concepts.
To set the scene and prepare us for what follows, I thought it might be worth highlighting
some of the worst offenders.

The Interpretation of Space and Time

The classical system of physics that Newton had helped to construct, by ‘standing on the
shoulders of giants’,5 consists of three laws of motion and a law of universal gravitation.
The Mathematical Principles of Natural Philosophy, first published in 1687, uses these
laws to bring together aspects of the terrestrial physics of everyday objects and the
‘celestial’ mechanics of planetary motion, in what was nothing less than a monumental
synthesis, fully deserving of its exalted status in science history. So closely did the
resulting description agree with and explain observation and experiment that there could
be little doubting its essential ‘truth’. By the end of the nineteenth century it had stood,
unrivalled, for more than two hundred years.

Unrivalled, but by no means unquestioned. Newton’s mechanics might be intuitive
but it demands a number of fairly substantial conceptual or philosophical trade-offs.
Perhaps the most fundamental is that Newton’s physics is assumed to take place in an
absolute space and time. This is a problem because, if it existed, an absolute space would
form a curious kind of container, presumably of infinite dimensions, within which some
sort of mysterious cosmic metronome marks absolute time. Actions impress forces on
matter and things happen within the container and all motion is then referred to a fixed
frame, thereby making all motion absolute.

If we could take all the matter out of Newton’s universe, then we would be obliged to
presume that the empty container would remain, and the metronome would continue to
tick. The existence of such a container implies a vantage point from which it would be
possible to look down on the entire material universe, a ‘God’s-eye view’ of all creation.

But a moment’s reflection tells us that, despite superficial appearances, we only ever
perceive objects to be moving towards or away from each other, changing their relative
positions. This is relative motion, occurring in a space and time that are in principle
defined only by the relationships between the objects themselves. If the motion is uniform,
then there is in principle no observation we can make that will tell us if this object is
moving relative to that object, or the other way around. In the Mathematical Principles,
Newton acknowledged this in what he called our ‘vulgar’ experience.

If we can never perceive motion in an absolute space and time then we arguably
have no good reason to accept that these exist. And if there is no absolute coordinate
system of the universe; no absolute or ultimate inertial frame of reference against which
all motion can be measured, then there can be no such thing as absolute motion. Newton’s
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arch-rival, German philosopher Gottfried Wilhelm Leibniz, argued: ‘the fiction of a finite
material universe, the whole of which moves about in an infinite empty space, cannot be
admitted. It is altogether unreasonable and impracticable.’6 Now, any concept that is not
accessible to observation or experiment in principle, a concept for which we can gather no
empirical evidence, is typically considered to be metaphysical (meaning literally ‘beyond
physics’).

Why, then, did Newton insist on a system of absolute space and time, one that we
can never directly experience and which is therefore entirely metaphysical? Because
by making this metaphysical pre-commitment he found that he could formulate some
very highly successful laws of motion. Success breeds a certain degree of comfort,
and a willingness to suspend disbelief in the grand but sometimes rather questionable
foundations on which theoretical descriptions are constructed.

Classical Mechanics and the Concept of Force

Classical mechanics is the physics of the ordinary. Suppose we apply a force F for a
short time interval, dt, to an object that is stationary or moving with constant velocity, v,
in a straight line. In the Mathematical Principles, Newton explains that the force is simply
an ‘action’, exerted or impressed upon the object, which effects a change in its linear
momentum (p, given by the object’s mass m multiplied by v), by an amount dp. If we
assume that mass is an intrinsic property of the object and does not change with time
or with the application of the force, then dp is then simply the mass multiplied by the
change in velocity: dp = mdv.

Applying the force may change the magnitude of the velocity (up or down) and/or it
may change the direction in which the object is moving. Newton’s second law of motion
is then expressed as Fdt = dp (= mdv). This equation may not look very familiar, but
we can take a further step. Dividing both sides by dt gives

F = dp
dt

. (P.1)

Logically, the greater the applied force, the greater the rate of change of linear momentum
with time. But, as we’ve seen, dp/dt = m dv/dt. Obviously, dv/dt is the rate of change of
velocity with time, or the object’s acceleration, usually given the symbol a. Hence Newton’s
second law can be restated as the much more familiar

F = ma. (P.2)

Force equals inertial mass times acceleration, and we think of inertial mass as the measure
of an object’s resistance to acceleration under an applied force. This is a statement of
Newton’s second law equation of motion.

Though famous, this result actually does not appear in the Mathematical Principles,
despite the fact that Newton must have been aware of this particular formulation, which
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features in German mathematician Jakob Hermann’s treatise Phoronomia, published in
1716.∗ It is sometimes referred to as the ‘Euler formulation’, after the eighteenth-century
Swiss mathematician Leonhard Euler.

Newton’s version of classical mechanics is expressed in terms of forces which result
from the application of various mechanical ‘actions’. Whilst it is certainly true to say
that the notion of mechanical force still has much relevance today, the attentions of
eighteenth- and nineteenth-century physicists switched from force to energy as the more
fundamental concept. My foot connects with a stone, this action impressing a force on
the stone. But a better way of thinking about this is to see the action as transferring energy
to the stone.

Like force, the concept of energy also has its roots in seventeenth-century mechanical
philosophy. Leibniz wrote about vis viva, a ‘living force’ expressed as mv2, and he
speculated that this might be a conserved quantity, meaning that it can only be transferred
between objects or transformed from one form to another—it can’t be created or
destroyed. The term ‘energy’ was first introduced in the early nineteenth century and
it gradually became clear that kinetic energy—the energy of motion—is not in itself
conserved. It was important to recognize that a system might also possess potential energy
by virtue of its physical characteristics and situation. It was then possible to formulate
a law of conservation of the total energy—kinetic plus potential—largely through the
efforts of physicists concerned with the principles of thermodynamics, which we will go
on to examine later in this Prologue.

If we denote the kinetic energy as T and the potential energy as V , then the total
energy is simply T + V . The kinetic energy T is given by

T = 1
2

mv2 = p2

2m
. (P.3)

It’s helpful to understand how this relates to Newton’s force, F . Differentiating (P.3) with
respect to time gives

dT
dt

= 1
2

m
d

(
v2

)

dt
= 1

2
m

(
v

dv
dt

+ v
dv
dt

)
= mv

dv
dt

= mva. (P.4)

In (P.4) we have assumed the mass m to be independent of time and we have applied the
product rule d(uv)/dx = v (du/dx) + u (dv/dx) to the evaluation of d

(
v2

)
/dt. We can

now make use of the second law F = ma and the chain rule

∗ Newton published a third edition of the Mathematical Principles in 1726 and, if he had been so minded,
could have incorporated this version of the second law.
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dT
dt

= Fv and so dT = Fvdt = F
dx
dt

dt = Fdx. (P.5)

Integrating then allows us to express the kinetic energy in terms of force as follows:

T =
∫

Fdx. (P.6)

We can now put Newton’s conception of force on a much firmer basis. We define the
potential energy V as

V = −
∫

Fdx. (P.7)

This shift in emphasis from force to energy in the eighteenth and nineteenth centuries
meant that it made more sense to define the secondary property of force in terms of the
primary property of potential energy:

F = −dV
dx

. (P.8)

Equations (P.7) and (P.8) make perfect sense. Lifting a heavy weight from its initial
position on the floor to shoulder height involves the application of a force which changes
the potential energy of the weight. The force applied is negative (as its acts against
gravity), and transfers energy from the gravitational field into the potential energy
of the weight. Letting go of the weight exposes it to the force of gravity, converting
the gravitational potential energy it contains into kinetic energy, and it falls back to
its initial position on the floor. The force is directed in such a way as to reduce the
potential energy—hence the negative sign in (P.7)—driving the system ‘downhill’. And
the ‘steeper’ the shape of the potential energy curve (the faster the potential energy
changes with position), the greater the resulting force, (P.8).

Setting up the relationship between force and potential energy in this way means that
in a closed system which cannot exchange energy with the outside world the rate of
change of total energy with time balances to zero—energy can be moved back and forth
between potential and kinetic forms but the total energy is conserved:

dT
dt

+ dV
dt

= mva + dV
dx

dx
dt

= mva + v
dV
dx

= v
(

ma + dV
dx

)
= v (ma − F). (P.9)

We can see from this that the time derivatives of the expressions for kinetic and potential
energy sum to zero—the total energy doesn’t change with time.

This shift of emphasis led to a substantial and profound reformulation of classical
mechanics, first by Italian mathematician and astronomer Joseph-Louis Lagrange (in
1764) and subsequently by Irish physicist William Rowan Hamilton (in 1835). This
wasn’t simply about recasting Newton’s laws in terms of energy. Hamilton in particular
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greatly elaborated and expanded the classical structure and the result, called Hamiltonian
mechanics, extended the number of mechanical situations to which the theory could be
applied.

Newton’s equation of motion F = ma is formulated in terms of position coordinates
(such as Cartesian coordinates x, y, z) and time. This is fine in principle for very simple
systems involving at most one or two objects, but it quickly becomes problematic for
systems involving large numbers of objects. To define the physical ‘state’ of a system
consisting of, say, N objects, such that we can predict how the system will evolve in
time, we would need to specify the position and the velocity of each of the N objects in
three-dimensional space, at specific moments in time. It’s not enough just to specify the
positions—Newton’s second law applies to objects that are already in a state of rest or
uniform motion, so to predict what happens next we also need to know how fast and in
which directions the objects are moving as the force is applied. In other words we need
a total of 6N coordinates for each object.

We can think of the motion of the system as a ‘trajectory’ in an abstract 6N-
dimensional configuration space. Instead of positions and velocities, Hamilton’s reformu-
lation makes use of the positions of the objects and their momenta. If we keep things
simple by restricting ourselves to a single object with inertial mass m moving along a
single position coordinate x, then these canonical coordinates are (x, p), where p is again the
object’s linear momentum. Hamilton’s choice defines what would subsequently become
known as phase space.

The motion of the object is then represented by the trajectory of a point in the phase
space coordinates. This gives us an advantage in more complex systems because instead
of specifying the initial positions and velocities of all the objects in a 6N-dimensional
configuration space, in Hamiltonian mechanics we just need to specify the system’s initial
position in phase space. It then becomes possible to predict the future time evolution of
the system from any starting point on its phase space diagram.

As we will draw on many of these concepts in what follows, it’s worth taking the
time here for a very brief and somewhat superficial look at Hamiltonian mechanics. The
Hamiltonian of a classical system is simply the total energy, E, and is defined as

H (= E) = T + V . (P.10)

In Hamiltonian mechanics we’re obviously interested to know the behaviour of the
Hamiltonian H with respect to the canonical coordinates, which in a single dimension
are given by (x, p). This behaviour is summarized in Hamilton’s equations of motion:

dp
dt

= −∂H
∂x

and
dx
dt

= ∂H
∂p

. (P.11)

These equations may appear somewhat unfamiliar, but the second establishes a fairly
straightforward connection between momentum and velocity. Remember, we assume
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that the potential energy V is independent of p, and from (P.3) we know that T = p2/2m:

∂H
∂p

= ∂T
∂p

= ∂

∂p

(
p2

2m

)
= p

m
= v = dx

dt
. (P.12)

And the first is simply a restatement of Newton’s second law:

−∂H
∂x

= −∂V
∂x

= F = dp
dt

(= ma). (P.13)

It’s worth noting in passing that we’ve traded Newton’s single equation of motion, which
is a second-order differential equation (remember, a = d2x/dt2), for Hamilton’s two first-
order partial differential equations, (P.11).

We can get some sense for how this works by considering a simple example. In one-
dimensional simple harmonic motion (such as a low-amplitude pendulum or an object
suspended on a spring), an object of mass m oscillates back and forth with an angular
frequency ω under the action of a ‘restoring’ force F = −mω2x. The Hamiltonian for
this system is, therefore,

H = p2

2m
+ 1

2
mω2x2 (P.14)

(remember, V = − ∫
Fdx), and Hamilton’s equations of motion are

dp
dt

= −∂H
∂x

= −mω2x and
dx
dt

= ∂H
∂p

= p
m

. (P.15)

If we define the initial position (x0) to be the origin at time t = 0 (i.e. x0 = 0), then the
solutions of these equations have the particularly simple form

p = p0 cos ωt and x = p0

mω
sin ωt, (P.16)

where p0 is the initial momentum. In a phase space with canonical coordinates (x, p), the
motion describes an elliptical trajectory:

x2

(p0/mω)2 + p2

p2
0

= 1. (P.17)

Switching to a phase space description allows us to represent the mechanics in terms of
the single trajectory of a point in a multidimensional space, summarizing the motion
of the entire system, not the individual objects. This was a generalization discovered
by French mathematician Henri Poincaré in 1888, from his study of the infamous
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three-body problem (and which also led him to appreciate the sensitivity of dynamical
systems to initial conditions, later to become an obsession of chaos theory).

A year later, Poincaré noted a rather curious phenomenon. In an ideal mechanical
system with a finite upper bound on the volume of available phase space (one in which
no objects can escape the system and in which energy is conserved), within a sufficiently
long, but finite, time the phase space trajectory will return to its starting point.∗ This
is called Poincaré recurrence. No matter how many objects are involved, if the dynamics
unfold from some starting configuration and we have sufficient patience, the system will
return to this configuration.

The Troublesome Concept of Mass

The development of our understanding of potential energy in the nineteenth century
allowed us to put Newton’s concept of force on a much firmer basis, as we’ve seen. There
would appear to be no reason to question our understanding of any of the other concepts
which appear in Hamilton’s equations. We haven’t forgotten the problems of absolute
space and time but we surely know what we mean when we talk about acceleration,
momentum, and mass.

But what, precisely, is inertial mass? Newton provides a handy definition very early in
the Mathematical Principles:7

The quantity of matter is the measure of the same,arising from its density and bulk conjunctly . . .
It is this that I mean hereafter everywhere under the name body or mass. And the same
is known by the weight of each body; for it is proportional to the weight, as I have found
by experiments on pendulums, very accurately made, which shall be shewn hereafter.

If we interpret Newton’s use of the term ‘bulk’ to mean volume, then the mass of an
object is simply its density multiplied by its volume. It doesn’t take long to figure out that
this definition is entirely circular, as Austrian physicist Ernst Mach pointed out many
years later:8

With regard to the concept of “mass”, it is to be observed that the formulation of Newton,
which defines mass to be the quantity of matter of a body as measured by the product
of its volume and density, is unfortunate. As we can only define density as the mass of a
unit of volume, the circle is manifest.

We have to face up to the rather unwelcome conclusion that in classical mechanics we
don’t really know what inertial mass is.

∗ Poincaré’s theorem also requires that phase volume is conserved as the system evolves, which is true for
all Hamiltonian systems by virtue of Joseph Liouville’s 1838 theorem.
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The Force of Gravity

In Newton’s law of universal gravitation, two objects with masses m1 and m2 experience
a force of gravity that is proportional to the product of their masses (are these the same as
inertial mass?) and inversely proportional to the square of the distance between them, r,
or F = Gm1m2/r2, where G is Newton’s gravitational constant.

This was another great success, but it also came with another hefty price tag. Although
the symbol F might be the same, Newton’s force of gravity is distinctly different from
the kinds of forces involved in his laws of motion. The latter forces are impressed; they are
caused by actions such as kicking, shoving, pulling, or whirling. They require physical
contact between the object at rest or moving uniformly and whatever it is we are doing
to change the object’s motion. Newton’s gravity works very differently. It is presumed
to pass instantaneously between the objects that exert it, through some kind of curious
action at a distance. It was not at all clear how this was supposed to work. Leibniz was
again dismissive: ‘This, in effect, is going back to qualities which are occult or, what is
more, inexplicable.’9

Newton himself had nothing to offer. In a general discussion (called a ‘general
scholium’), which he added to the 1713 second edition of the Mathematical Principles,
he wrote:10

Hitherto we have explain’d the phænomena of the heavens and of our sea, by the power
of Gravity, but have not yet assign’d the cause of this power . . . I have not been able
to discover the cause of those properties of gravity from phænomena, and I frame no
hypotheses.

Light Waves and the Ether

Newton sought to extend the scope of his mechanics to include light, and in his treatise
Opticks, first published in 1704, he concluded that light is essentially ‘atomic’ in nature,
consisting of tiny particles, or corpuscles. Two of his contemporaries, English natural
philosopher and experimentalist Robert Hooke and Dutch physicist Christiaan Huygens,
had argued compellingly in favour of a wave theory of light, and Newton’s incendiary
disputes with Hooke led him to postpone publication of Opticks until after Hooke’s death
in March 1703. Such was Newton’s standing and authority that the corpuscular theory
held sway for more than a hundred years.

But in a series of papers read to the Royal Society of London between 1801 and
1803, nearly eighty years after Newton’s death, an English medical doctor (and part-time
physicist) called Thomas Young revived the wave theory as the only logical explanation
for the phenomena of light diffraction and interference. In one experiment, commonly
attributed to Young (although historians are divided on whether he actually performed
it), he showed that when passed through two narrow, closely spaced holes or slits, light
produces a pattern of bright and dark fringes. These are readily explained in terms of
a wave theory of light in which the peaks and troughs of the light waves from the two
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slits start out in phase, spread out beyond, and overlap. Where a peak of one wave is
coincident with a peak of another, the two waves add and reinforce to produce construc-
tive interference, giving rise to a bright fringe. Where a peak of one wave is coincident
with a trough of another, the two waves cancel to produce destructive interference, giving
a dark fringe.

Today this logic seems inescapable, but Young’s conclusions were roundly criticized,
with some condemning his explanation as ‘destitute of every species of merit’.11

Nevertheless, as the nineteenth century progressed, the wave theory gained a slow, if
somewhat grudging, acceptance. Then, as is so often the case in science, perhaps the
most compelling arguments in favour of the wave theory emerged from a seemingly
unrelated discipline.

The intimate connection between the phenomena of electricity and magnetism
was established over a long period of study in the nineteenth century, most notably
through the extraordinary experimental work of Michael Faraday at London’s Royal
Institution. Drawing on analogies with fluid mechanics, over a ten-year period from 1855
Scottish physicist James Clerk Maxwell developed a theory of electromagnetic fields whose
properties are described by a set of complex differential equations. These equations can
be manipulated to give expressions for the space and time dependences of the electric
field E and magnetic field B in a vacuum, as follows (again simplified to one dimension):

∂2E
∂x2 = ε0μ0

∂2E
∂t2 and

∂2B
∂x2 = ε0μ0

∂2B
∂t2 . (P.18)

In Eq. (P.18), ε0 and μ0 are the relative permittivity and permeability of free space,
respectively. The former is a measure of the resistance of a medium (in this case,
the ‘vacuum’) to the formation of an electric field—a certain fixed electric charge will
generate a greater electric flux in a medium with low permittivity. The latter is a measure
of the ability of a medium to support a magnetic field—applying a certain fixed magnetic
field strength will result in greater magnetisation in a medium with high permeability.

Maxwell had made no assumptions about how these fields are supposed to move
through space. But his equations not only demonstrate rather nicely the symmetry of
the interdependent electric and magnetic fields, they also rather obviously describe wave
motion. For a wave travelling in one dimension with velocity v, a generalized wave
equation can be written as

∂2

∂x2 �(x, t) = 1
v2

∂2

∂t2 �(x, t), (P.19)

where �(x, t) is a generalized ‘wavefunction’. From (P.18) and (P.19) we can deduce
that ν = 1/

√
ε0μ0. The velocity of Maxwell’s ‘electromagnetic waves’ could now be

determined from the experimental values of the relative permittivity and permeability of
free space, which had been reported by German physicists Wilhem Weber and Rudolf
Kohlrausch in 1856. Maxwell found that:12
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This velocity is so nearly that of light, that it seems we have strong reason to conclude
that light itself (including radiant heat, and other radiations if any) is an electromagnetic
disturbance in the form of waves propagated through the electromagnetic field according
to electromagnetic laws.

But an electromagnetic disturbance in what? If we throw a stone into a lake, and watch
as the disturbance ripples across the surface of the water, we conclude that the waves
travel in a ‘medium’—the water in this case. There could be no escaping the conclusion:
electromagnetic waves had to be waves in some kind of medium. Maxwell himself didn’t
doubt that electromagnetic waves must move through the ether, a purely hypothetical,
tenuous form of matter thought to fill all of space.

And here’s another price to be paid. All the evidence from experimental and observa-
tional physics suggested that if the ether really exists, then it couldn’t be participating in
the motions of observable objects. The ether must be stationary. If the ether is stationary,
then it is also by definition absolute: it fills precisely the kind of container demanded by an
absolute space. A stationary ether would define the ultimate inertial frame of reference.

Newton required an absolute space that sits passively in the background and which,
by definition, we can never experience. Now we have an absolute space that is supposed
to be filled with ether. That’s a very different prospect.

If the Earth spins in a stationary ether, then we might expect there to be an ether wind
at the surface (actually, an ether drag, but the consequences are the same). The ether is
supposed to be very tenuous, so we wouldn’t expect to feel this wind like we feel the wind
in the air. But, just as a sound wave carried in a high wind reaches us faster than a sound
wave travelling in still air, we might expect that light travelling in the direction of the
ether wind should reach us faster than light travelling against this direction. A stationary
ether suggests that the speed of light should be different when we look in different
directions.

Any differences were expected to be very small, but nevertheless still measureable
with late-nineteenth-century optical technology. In 1887, American physicists Albert
Michelson and Edward Morley performed experiments to look for such differences using
a device called an interferometer, in which a beam of light is split and sent off along two
different paths. The beams along both paths set off in phase, and they are then brought
back together and recombined. Now, if the total path taken by one beam is slightly longer
than the total path taken by the other, then when the beams are recombined, peak may
no longer coincide with peak and the result is destructive interference. Alternatively, if
the total paths are equal but the speed of light is different along different paths, then the
result will again be interference.

But they could detect no differences. Within the accuracy of the measurements, the
speed of light was found to be constant, irrespective of direction, suggesting that there is
no such thing as a stationary ether. This is one of the most important ‘negative’ results
in the entire history of experimental science.

Newton’s laws of motion demand an absolute space and time that we can’t experience
or gain any empirical evidence for. Maxwell’s electromagnetic waves demand a stationary
ether to move in, but we can’t gain any evidence for this either.
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Atoms and the Second Law

The second law in question here is that of thermodynamics, the science born from the
study of engines, and particularly the relationship between heat and work. French physi-
cist and engineer Sadi Carnot is credited with establishing the basis for thermodynamics
with his 1824 publication Reflections on the Motive Power of Fire, although some ten years
passed before the merits of Carnot’s work were realized by his fellow countryman Émile
Clapeyron, who helped rid Carnot’s theory of the concept of heat as a fluid, called caloric.
Nine years later English physicist James Joule identified the mechanical equivalent of
heat—motion and heat are equivalent and interchangeable—and helped to establish the
law of conservation of energy. When Kelvin coined the term ‘thermodynamics’ in 1854,
the conservation of energy was summarized as its first law.

Carnot had imagined that useful work can be derived as heat ‘falls’ from a higher
temperature to a lower temperature, just as falling water will turn a paddle wheel.
But Carnot imagined that heat would be conserved, meaning that all the usable heat
is transferred into work without loss, allowing the possibility of perpetual motion
and obviously in conflict with the conservation of energy. In 1850, German physicist
Rudolf Clausius resolved this problem by declaring as a principle that heat cannot
spontaneously flow from a cold object to a hot object, with the rest of the universe
remaining unchanged.∗ For a system undergoing a closed cyclic process in which heat
is transformed into work which is then transformed back into heat, Clausius expressed
this principle mathematically as an inequality:

∮
δQ
T

≤ 0. (P.20)

In this equation the increments δQ represent the net amount of heat added to a system
from an external reservoir at temperature T . For processes that are cyclical and reversible,
meaning that infinitesimal changes that maintain thermodynamic equilibrium can in
theory restore the initial state, the equality holds. But for processes that are irreversible the
inequality holds. The logic here is fairly simple. In an irreversible process the (positive)
heat input divided by the higher temperature will always be smaller than the (negative)
heat output divided by the lower temperature. Summing (or integrating) over the cycle
means δQ/T < 0.

Clausius was able to show that the ratio δQ/T is a quantity which depends only on
the physical state of the system, and not on the details of the path taken to produce it.
Hence it is a property of the system, also called a function of state (or state function). In
1865 he went a little further, and identified this property as the entropy (symbol S) of
the system, which he now defined for reversible open paths connecting some initial state
i with a final state f , as

∗ Kelvin formulated a similar principle at around the same time.
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�Srev = Sf − Si =
∫ f

i
dSrev =

∫ f

i

(
δQ
T

)

rev
. (P.21)

The property of entropy accounts for the dissipative loss of heat (or energy) from the
system, but to get a real sense for what this means we need to look at how Eqs. (P.20)
and (P.21) can be combined. Equation (P.20) applies to a closed cycle which may involve
paths that are reversible and/or irreversible, whereas (P.21) applies only to open paths
that are reversible. So, imagine a closed cycle in which the path from initial to final state
is irreversible, but the return path from final to initial state is reversible. From (P.20) we
have

∮
δQ
T

=
∫ f

i

δQ
T

+
∫ i

f

(
δQ
T

)

rev
≤ 0. (P.22)

But the return path is reversible, and so from (P.21) we know that

∫ i

f

(
δQ
T

)

rev
= Si − Sf . (P.23)

Hence,

∫ f

i

δQ
T

+ Si − Sf ≤ 0, or �Sirr = Sf − Si ≥
∫ f

i

δQ
T

. (P.24)

We see that the change in entropy from initial to final state in an irreversible process is
always greater than the corresponding change for a completely reversible process, which is
a direct consequence of applying Clausius’ inequality. Heat transfer to a system increases
its entropy, and heat transfer from a system will decrease its entropy, but factors that
result in irreversibility (such as friction and other loss mechanisms) will always increase
the entropy. We can see this more clearly by generalizing (P.24) for any irreversible process
in an isolated system (one which doesn’t exchange energy with the external environment).
In such a situation δQ = 0 and

�Sirr ≥ 0, (P.25)

which is a statement of the second law of thermodynamics.
This version of the second law was deduced by German physicist Max Planck in

his 1879 doctoral thesis. He regarded it as a much more general statement, and so
more fundamental and profound. For an isolated system energy will be conserved (first
law) but entropy will inexorably increase to a maximum (second law) as the system
achieves thermal equilibrium. Irreversibility and the increase in entropy are intimately
linked, defining an ‘arrow of time’ such that any reverse process, spontaneously decreasing
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entropy, implies running backwards in time, ‘so that a return of the world to a previously
occupied state is impossible’.13

And therein lies another problem.
As the science of thermodynamics was being worked out in the nineteenth century,

so too was an elaborate mechanical theory of atoms. Hard, impenetrable, indestructible
atoms, no more sophisticated than those imagined by the atomist philosophers of ancient
Greece, had been an accepted metaphysical pre-commitment of seventeenth-century
mechanical philosophers such as Newton. This despite the fact that they were not really
necessary and did not feature in the classical mechanics that these philosophers helped to
establish. Newton’s atomism was quite influential in the eighteenth century, but as atoms
appeared to lie well beyond the scope of any available experimental or observational
technology, they remained firmly speculative.14

In 1738, the Swiss physicist Daniel Bernoulli had argued that the properties of gases
could be understood to derive from the rapid motions of the innumerable atoms or
molecules that constitute the gas (hereafter referred to simply as ‘atoms’). Gas pressure
then results from the impact of these atoms on the surface of the vessel that contains
them. Gas temperature is the result of the motions of the atoms. This kinetic theory of gases
bounced around for a few decades before being refined by Clausius in 1857. Two years
later Maxwell developed a mathematical formula for the distribution of the velocities
of the atoms in a gas. As it is obviously impossible to keep track of the motions of
large numbers of individual atoms, Maxwell was obliged to resort to probabilities and
so derived a probability distribution. This was generalized in 1871 by Austrian physicist
Ludwig Boltzmann, and is now known as the Maxwell–Boltzmann distribution.

Boltzmann built further on Maxwell’s ideas, applying probabilities to the distribution
of energy instead of velocity, as he worked to derive all the most important thermodynamic
quantities based on the underlying motions of the system’s constituent atoms. In 1877 he
derived the expression for the entropy of an ideal gas which is carved on his gravestone,

S = kB ln(W ), (P.26)

where kB is Boltzmann’s constant and W is the number of microstates (the number of
individual configurations of atomic positions and velocities or momenta that are possi-
ble). If it is assumed that all these microstates are equally probable, then the probability
for each microstate is simply 1/W . Bulk quantities such as pressure, temperature, and
entropy summarize the macrostate of the system.

The second law can now be interpreted as the natural evolution of an isolated system
towards the largest number of available microstates. If we pump a gas into one corner of
an otherwise empty container, we anticipate that this system will evolve dynamically: the
gas will expand and become diluted so that it fills all of the available space. The number
of microstates (atomic positions and momenta) that are available in the final equilibrium
situation is much greater than in the initial situation. Entropy increases.

We can now see how Hamiltonian mechanics is perfectly suited to the interpretation
of thermodynamics in terms of complex systems involving the motions of large numbers
of atoms. In his Lectures on Gas Theory, published in 1896, Boltzmann himself defined
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‘phase’ to mean the collective state of a gas derived from the positions and momenta of
all its constituent atoms, though he held back from calling it phase space.15

But towards the end of the nineteenth century the existence of atoms was still largely
a matter for metaphysical speculation and many physicists were inclined to be rather
stubborn about them. It’s perhaps difficult for readers who have lived with the fallout
from the ‘atomic age’ to understand why perfectly competent scientists should have been
so reluctant to embrace atomic ideas, but we must remember that by 1900 there was very
little evidence for their existence. Some physicists, such as the arch-empiricist Mach,
rejected them completely. To make matters considerably worse, the statistical mechanical
interpretation of thermodynamics produced conclusions which some physicists found
extremely discomforting.

Statistics have a dark side. They deal with probabilities, not certainties. What thermo-
dynamics argues to be unquestionably irreversible and a matter of irresistible natural law,
statistics argues that this is only the most probable of many different possible alternatives.
The conflict was most stark in the interpretation of the second law and in 1895, with
Planck’s approval, his research assistant Ernst Zermelo took the argument directly to the
atomists in the pages of the German scientific journal Annalen der Physik.

If we were to release two gases of different temperature in a closed container, the
second law predicts that the gases will mix and the temperature will become uniform, with
the entropy of the mixture increasing to a maximum. However, according to the atomists,
the behaviour of the gases is a consequence of the underlying mechanical motions of the
atoms of each gas, and the equilibrium state of the mixture is simply the most probable of
many possible states. Furthermore, such dynamical systems could be expected to exhibit
Poincaré recurrence, implying that, if we wait long enough, the system will eventually
return to its initial far-from-equilibrium state, with the gases once more separated at
different temperatures. Such a possibility runs directly counter to the second law, which
insists that in an isolated system undergoing spontaneous change, entropy can never
decrease, Eq. (P.25).

Boltzmann had no real alternative but to accept what statistical mechanics implied.
Entropy does not always increase, he argued, in contradiction to the most common
interpretation of the second law. It just almost always increases. Statistically speaking,
there are many, many more states of higher entropy than there are of lower entropy,
with the result that the system spends much more time in higher entropy states. In effect,
Boltzmann was saying that if we do indeed wait long enough, we might eventually catch a
system undergoing a spontaneous reduction in entropy. This is as miraculous an event as
a smashed cocktail glass spontaneously reassembling itself, to the astonishment of party
guests.

To Planck, this stretched the interpretation of his cherished second law to breaking
point. It may have been that Planck was not averse to the atomic theory per se—he
was certainly well aware of the theory’s successes. But he judged that it was unlikely to
offer a productive approach to a deeper understanding of thermodynamics. In a letter
to Wilhelm Ostwald in 1893 he declared that the atomic theory was nothing less than
a ‘dangerous enemy of progress’.16 Matter is continuous, not atomic, he insisted. He
had no doubt that atomic ideas would eventually have to be abandoned, despite their
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success, ‘in favour of the assumption of continuous matter’.17 In his historical analysis,
American philosopher Thomas Kuhn argues that Planck’s ‘continuous medium’ would
subsequently become the ether.18

In seeking to find a way to refute Boltzmann’s statistical arguments, Planck chose as
a battleground the physics of ‘black body’ radiation. And this is where our story really
begins.

..........................................................................................
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Planck’s Derivation of E = hν

The Quantization of Energy

Planck was born in Kiel in April 1858, descended from a line of pastors and professors
of theology and jurisprudence. At school Planck was diligent and personable but not
especially gifted. Physics was a subject for which Planck himself felt he had no particular
talent, and he had once been counselled against a career in theoretical physics. His
professor at the University of Munich had advised him that, with the discovery of the
principles of thermodynamics, physics as a subject had been largely completed. There
was, quite simply, nothing more to be discovered.1 This was fine with Planck, who was
quite content with the rather less heroic task of deepening the foundations of science. He
had no real interest in making new discoveries.

He preferred the stability and predictability of a science which reflected the character
of the bourgeois German society of which he was a part. He had risen through the
academic ranks and established a solid international reputation as a master of classical
thermodynamics, and especially the second law. Now in his early forties, he worked at a
slow, steady, and conservative pace. By his own subsequent admission, he was ‘peacefully
inclined’, and rejected ‘all doubtful adventures’.2

Planck is thus a good candidate for the history of science’s most unlikely revolutionary.

Black Body Radiation

As we saw in the Prologue, Planck was unwilling to accept Boltzmann’s statistical
interpretation of the second law. He therefore needed to find a way to show how irre-
versible processes could result from matter that forms a continuum. Such a continuum
would exhibit some kind of collective, ordered, or correlated motion, in contrast to the
disordered motions characteristic of the atoms of Maxwell and Boltzmann. Irreversibility
would then be associated with changes in this collective motion; changes that are not
described by resorting to arguments based on probabilities, which opens the door to
unacceptable, entropy-reducing processes, no matter how improbable they may be.
Although Planck had chosen to reject atoms, he held firm to the theory of mechanics,
and in this way he hoped eventually to reconcile mechanics with thermodynamics.

The Quantum Cookbook. Jim Baggott, Oxford University Press (2020). © Jim Baggott.
DOI: 10.1093/oso/9780198827856.001.0001
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That Planck should turn his attention from the thermodynamics of gases to the physics
of black body radiation as a battleground might seem puzzling at first. But Planck saw
no contradiction. To understand why, we first need to know a little more about it.

Heat any object to a high temperature and it will glow, emitting light of different
colours. We say that the object is ‘red hot’ or ‘white hot’. Increasing the temperature of
the object increases the intensity of the light and shifts it to a higher range of frequencies
(shorter wavelengths). As it gets hotter, an object glows first red, then orange-yellow, then
bright yellow, then brilliant white.

Theoreticians had sought to model the physics based on the notion of a black body,
a completely non-reflecting object that is presumed to absorb and emit light radiation
perfectly, without favouring any particular range of radiation frequencies or wavelengths
(or colours). The density or intensity of the radiation that a black body emits, measured
over a range of frequencies, is then directly related to the amount of energy it contains.

The properties of black body radiation could be studied in the laboratory using
specialized cavities, vessels made of porcelain and platinum with almost perfectly
absorbing walls. Such cavities could be heated, and the radiation released and trapped
inside could be observed with the aid of a small pinhole, a bit like peeking into the glowing
interior of an industrial furnace. Such studies provided more than just an interesting
test of theoretical principles. Cavity radiation was also useful to the German Bureau of
Standards as a reference for rating electric lamps.

Planck imagined that the source of the (continuous) electromagnetic radiation
released into the cavity is a continuum of ideal mechanical vibrators, or ‘resonators’.
These resonators were entirely imaginary, their sole purpose being to absorb and emit
radiation and so bring the system—cavity and radiation—to a dynamic equilibrium.
The radiation would have an entropy—just like a gas—and equilibrium would be
characterized by maximum entropy.

Consequently, Planck wasn’t specific on where these resonators might be physically
located, but if it helps, we can suppose they reside in the cavity material. We probably
wouldn’t hesitate today to identify these with the electrons in the atoms of the material,
but remember that the electron was only discovered in 1895 and in 1900 Planck was
strenuously opposed to the idea of atoms. For now, let’s not worry overmuch about what
these resonators might actually represent.

Planck subsequently acknowledged that the use of the term ‘resonators’ was inappro-
priate (a resonator oscillates only at specific—resonant—frequencies). These imaginary
objects are actually so-called ‘linear Hertzian oscillators’, which we can think of as
massless springs with electric charge at each end. Planck’s task was to show how
irreversible processes (and the second law) could arise from the collective motions of the
oscillators and the dynamic exchange of energy between the oscillators and the trapped
radiation. No atoms to be seen, anywhere.

This must have seemed like a perfectly safe choice.
In the winter of 1859–60, the German physicist Gustav Kirchhoff had demonstrated

that the ratio of emitted to absorbed radiation energy depends only on the frequency
of the radiation and the temperature inside the cavity. This means that the density
of radiation inside the cavity at equilibrium is a function only of frequency, ν, and
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temperature, T , designated ρ(ν, T). The density does not depend in any way on the shape
of the cavity, the shape of its walls, or the nature of the material from which the cavity
is made. This implied that something quite fundamental concerning the physics of the
radiation itself was being observed, and Kirchhoff challenged the scientific community
to discover the origin of this behaviour.

Planck’s Radiation Law

Much progress had been made. Studies of infrared (heat) radiation had in 1896 led
German physicist Wilhelm Wien to devise Wien’s law, which can be summarized (in
modern notation) as follows:

ρ(ν, T) = 8πhv3

c3 e−hν/kBT, (1.1)

where c is the speed of light and h and kB would later become known as Planck’s constant
and Boltzmann’s constant, respectively. The real significance of these physical constants
was not immediately apparent.

Wien’s law seemed to be quite acceptable, and was supported by further experiments
carried out by German physicist Friedrich Paschen at the Technical Academy in Hanover
in 1897. But new experimental results reported in 1900 by Otto Lummer and Ernst
Pringsheim at the Reich Physical-Technical Institute in Berlin showed that Wien’s law
failed at lower frequencies. Wien’s law was clearly not the answer.

In June 1900, English physicist Lord Rayleigh (William Strutt) published details of a
new theoretical model based on the ‘modes of ethereal vibration’ in the cavity. Each mode
was supposed to possess a specific frequency, and could take up and give out energy
continuously. Rayleigh assumed a classical distribution of energy over these modes. At
equilibrium, each mode of vibration should then possess an energy directly proportional
to the cavity temperature.

It’s instructive to interrupt this historical narrative and fast-forward a few years to May
1905. Rayleigh obtained an expression for the constant of proportionality, but made an
error in his calculation which was put right by James Jeans the following July. The result
is now known as the Rayleigh–Jeans law:

ρ(ν, T) = 8πv2

c3 kBT . (1.2)

Rayleigh’s reasoning and use of thermodynamic principles was both logical and convinc-
ing, but the result was disastrous. The Rayleigh–Jeans law implies that ρ(ν, T) increases
with the square of the radiation frequency without limit, and so the total emitted energy
quickly mushrooms to infinity at high frequencies. In 1911 the Austrian physicist Paul
Ehrenfest called this problem the ‘Rayleigh–Jeans catastrophe in the ultraviolet’, now
commonly known as the ultraviolet catastrophe. Rayleigh’s approach might have been
perfectly logical, but the result was totally illogical.
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But both Wien’s law and the Rayleigh–Jeans law were glimpses of the complete picture,
approximations of ρ(ν, T) applicable only at the extremes of high and low radiation
frequency.

Planck had succeeded Kirchhoff at the University of Berlin in 1889, rising to full
professor in 1892. He was unaware of Rayleigh’s work when, on 7 October 1900, German
physicist Heinrich Rubens visited him at his villa in the Berlin suburb of the Grünewald.
Rubens told him about some new experimental results he had recently obtained with his
associate Ferdinand Kurlbaum.

Rubens and Kurlbaum had studied cavity radiation at even lower frequencies, and
the behaviour they had observed set Planck thinking. After Rubens had left, Planck
continued to work alone in his study. After some reflection, he found that he could now
replace Wien’s law with one of his own, ‘a result of inspired guesswork, scientific tact,
sober compromise, in short, of tinkering’:3

ρ(ν, T) = 8πhν3

c3

e−hν/kBT

1 − e−hν/kBT . (1.3)

This result is shown graphically in Fig. 1.1. We can now see what happens. For very
high ν (or short wavelengths), the term e−hν/kBT becomes very small compared with 1
and Planck’s radiation law reduces to Wien’s law. If we multiply the exponential term
in Planck’s law top and bottom by ehν/kBT, we can re-write this term as 1/(ehν/kBT − 1).

10
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Figure 1.1 Planck’s radiation law predicts the variation of radiation density with frequency or
wavelength at different cavity temperatures. As the temperature increases, the peak wavelength shifts to
shorter and shorter values.
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For very low ν (long wavelengths), ehν/kBT can be approximated as 1 + hν/kBT , and
Planck’s law reduces to the Rayleigh–Jeans law.

Planck sent Rubens a postcard summarizing details of his new radiation law, and
he presented a crude derivation at a meeting of the German Physical Society on
19 October. He declared: ‘I therefore feel justified in directing attention to this new
formula, which, from the standpoint of electromagnetic radiation theory, I take to be the
simplest excepting Wien’s.’4 The next day, Rubens advised Planck that he had compared
the experimental results with the new law and found ‘completely satisfactory agreement
in all cases’.5

But, although Planck’s new law was satisfactory, it was in truth no more than a
mathematical ‘fit’ to the data. Planck’s challenge now was to find a deeper theoretical
interpretation for it, and of course to make use of this interpretation to pursue his
principal objective, which was to reconcile mechanics and thermodynamics and reassert
the irreversible nature of the second law.

The Oscillator Energy

To follow Planck’s logic we need to understand the nature of the relationships between
ρ(ν, T) and thermodynamic quantities such as the internal energy U and entropy S of
the cavity radiation. These latter quantities are, of course, inter-related.

According to the first law of thermodynamics the microscopic change in the internal
energy of the radiation dU is equal to the amount of heat absorbed (δQ) less any work
done. But the cavity radiation does no work (it’s not used to drive a piston, for example),
so dU = δQ; the change in internal energy logically derives only from the heat absorbed.

We know from Eq. (P.21) that dS = δQ/T , so in this situation dU = TdS, which is
a version of the so-called fundamental thermodynamic relation. We can therefore get to
the entropy from

dS = 1
T

dU (1.4)

and integrating.
We can suppose that the frequency of vibration of the imaginary oscillators increases

with increasing temperature and they exchange energy with the radiation at the same
frequency with which they are vibrating. If we assume that all the energy of the oscillators
is released into the cavity radiation, then at thermodynamic equilibrium we can further
suppose that the internal energy (and entropy) of the oscillators is identical to that of
the radiation. Consequently, Planck focused on the relationship between ρ(ν, T) and
the average internal energy of the oscillators themselves (which we will refer to here as
U (ν, T).

Between 1897 and 1899, Planck published a series of five papers titled ‘On Irreversible
Radiation Processes’, in which he analysed a model system consisting of electromagnetic
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waves interacting with a set of damped oscillators. In the final paper published in May
1899, he deduced the following important result:

ρ(ν, T) = 8πv2

c3 U (ν, T), (1.5)

which states that the density of cavity radiation is directly related to the average internal
energy of the oscillators. ‘The significant aspects of this equation,’ Planck wrote, ‘which
was indispensable to me, is that according to it the energy of the resonant oscillator
depends only on radiation intensity and frequency ν but not on any of its other
properties.’6

There are a number of different ways to derive Eq. (1.5), but perhaps the simplest
involves the analysis of the radiation in terms of cavity modes, as explained in Appendix
1. Interestingly, if we assume that the oscillators are all identical and follow a simple
harmonic motion, then we know that the total average thermal energy of each oscillator
consists of contributions of 1

2 kBT from translational motion (kinetic energy) and 1
2 kBT

from its potential energy. This is the equipartition theorem, developed in the 1840s, which
relates the temperature of a system to its average energies. Under this assumption, we see
that U (ν, T) is independent of ν and equal to kBT , which on substitution in Eq. (1.5)
gives the Rayleigh–Jeans law.

So, in May 1899 Planck had access to a really rather simple and straightforward
route to the Rayleigh–Jeans law, more than a year before Rayleigh himself published his
(erroneous) version of it. However, it seems that, at this time, Planck was simply unaware
of the equipartition theorem.

In any case, we know that the Rayleigh–Jeans law is physically unrealistic except as a
low-frequency limit. Comparing Eq. (1.5) with Planck’s radiation law (1.3) shows that
U (ν, T) is much more complicated than the equipartition theorem would suggest, and
is indeed dependent on both ν and T :

U (ν, T) = hνe−hν/kBT

1 − e−hν/kBT = hν

ehν/kBT − 1
. (1.6)

Planck’s task was now to make use of Eq. (1.6) to derive an expression for the average
entropy of the oscillators, one that would be entirely consistent with his radiation law. This
was to lead to ‘some weeks of the most strenuous work of my life’.7 Planck tried several
different approaches, but he found that he was compelled to return to the statistical
methods of his arch-rival Boltzmann. The mathematics led him in a direction he really
did not want to go. He eventually succumbed, in a final act of desperation. As he later
admitted: ‘A theoretical interpretation therefore had to be found at any cost, no matter
how high’.8

Although the approach Planck took was subtly different from that of Boltzmann, as
we will see, he found that black body radiation is absorbed and emitted as though it is
composed of discrete ‘atoms’, which Planck called quanta. Moreover, he found that each
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quantum of radiation has a fixed energy given by E = hν. Though much less familiar,
this is an expression that is every bit as profound as Einstein’s E = mc2.

So, what did Planck do?

The Ingredients

1. Integration by substitution.

2. The standard integral of ln(x).

3. Boltzmann’s equation for the entropy: S = kB ln(W ).

4. Combinatorics: partition theory.

5. Stirling’s formula for the factorials of large numbers: N ! = (N/e)N .

The Recipe

It is perhaps a little unfortunate that this first recipe—the recipe that launched the
quantum revolution—is somewhat convoluted and rather more difficult to follow than
some of the other iconic equations of quantum mechanics. But this really shouldn’t come
as too much of a surprise. Thermodynamics is not the most obvious place to look for
evidence of the quantum nature of radiation, and Planck had to torture the theory in
a way that would eventually allow this conclusion to emerge from an entirely classical
structure. It was always going to be a difficult birth.

We begin in Step (1) by manipulating the expression for the average internal energy
of an oscillator, Eq. (1.6), such that it is in a form that can be more easily integrated. On
integration we will have an expression for the entropy of an oscillator which is consistent
with Planck’s radiation law and which we can then generalize for a large collection of N
oscillators. We can think of this as a derivation of the entropy based on thermodynamics
which we know to be consistent with experimental data (as summarized by Planck’s law).

As Planck soon realized, the result looks to all the world like a version of Boltzmann’s
equation for the entropy, based on the logarithm of the number of microstates, or the
number of different possible configurations, W , as given in Eq. (P.26).

But the possible configurations of what, exactly? After all, there are no atoms or atomic
motions in this system. So, in Step (2) we take another route, calculating the entropy
using Boltzmann’s methods but with a not-so-subtle difference. Boltzmann estimated
the number of possible microstates W as the number of different ways that the available
energy can be distributed over a large number of distinguishable atoms. But this couldn’t
give Planck the mathematical form demanded by the expression for the entropy which he
had deduced in Step (1). So he did something different. He instead estimated W as the
number of ways in which a series of indistinguishable energy elements can be distributed
over a large number of oscillators.

We can think of this as a derivation of the entropy based on statistics. In his biography
of Einstein, the American physicist Abraham Pais wrote: ‘From the point of view of
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physics in 1900 the logic of Planck’s electromagnetic and thermodynamics steps was
impeccable, but his statistical step was wild.’9

Our final Step (3) is simply to compare the two derivations of the oscillator entropy
and draw conclusions.

Step (1): Derive the Oscillator Entropy from Thermodynamics

Our starting point is the expression for the average internal energy of an oscillator which
we know to be consistent with Planck’s radiation law, Eq. (1.6). As this next bit is going to
get complicated, let’s simplify the notation, replacing U (ν, T) with U , but remembering
that U is a function of both frequency and temperature. We can rearrange the expression
we got for U in Eq. (1.6) as follows:

Uehν/kBT − U = hν or Uehν/kBT = hν + U . (1.7)

Taking natural logarithms of both sides of this last expression gives

ln(U ) + hν

kBT
= ln(hν + U ), (1.8)

which we can rearrange to give an expression for 1/T :

1
T

= kB

hν
[ln(hν + U ) − ln(U )]. (1.9)

We can tidy this up a bit by recognizing that

ln(hν + U ) = ln
(

1 + U
hν

)
+ ln(hν) (1.10)

and

ln(U ) = ln
(

U
hν

)
+ ln(hν). (1.11)

When we put these into the expression for 1/T the terms in ln(hν) cancel and we get

1
T

= kB

hν

[
ln

(
1 + U

hν

)
− ln

(
U
hν

)]
. (1.12)

We can now substitute this expression for 1/T directly into the expression for dS,
Eq. (1.4):
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dS = kB

hν

[
ln

(
1 + U

hν

)
− ln

(
U
hν

)]
dU . (1.13)

To obtain an expression for the average oscillator entropy we need to integrate

S = kB

hν

∫ [
ln

(
1 + U

hν

)
− ln

(
U
hν

)]
dU . (1.14)

This looks pretty complicated, but we can simplify it by making a couple of substitutions:

x = 1 + U
hν

for which
dx
dU

= 1
hν

and dU = hνdx (1.15)

and

y = U
hν

for which
dy
dU

= 1
hν

and dU = hνdy. (1.16)

Making these substitutions transforms the expression for S into

S = kB

[∫
(ln(x)dx − ln(y)dy)

]
. (1.17)

We can now use the standard integral
∫

ln(x)dx = x ln(x) − x to give

S = kB

[(
1 + U

hν

)
ln

(
1 + U

hν

)
−

(
1 + U

hν

)
− U

hν
ln

(
U
hν

)
+ U

hν

]
+ C, (1.18)

where C is a constant of integration.
The free terms U/hν cancel, and the extra term −kB can be absorbed into the constant,

leaving us with

S = kB

[(
1 + U

hν

)
ln

(
1 + U

hν

)
− U

hν
ln

(
U
hν

)]
+ C′. (1.19)

The final step involves one last bit of rearranging, to give

S = kB ln

⎡

⎢
⎣

(
1 + U

hν

)1+U/hν

(
U
hν

)U/hν

⎤

⎥
⎦ + C′. (1.20)

The entropy of N oscillators is obviously N times the average entropy of one oscillator,
and we quietly set aside the constant C′, as measures of entropy are based on differences
in which any constant contributions will subtract out:
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SN = NkB ln

⎡

⎢
⎣

(
1 + U

hν

)1+U/hν

(
U
hν

)U/hν

⎤

⎥
⎦. (1.21)

This is almost certainly not where Planck had hoped to get to. The term in square brackets
in Eq. (1.21) is, as we will soon see, strongly reminiscent of a combinatorial expression,
implying that this is nothing less than a version of Boltzmann’s equation for the entropy,
S = kB ln(W ). The mathematics had taken Planck in a direction he really had not wanted
to go.

Planck had been fighting a losing battle against Boltzmann’s logic for at least three
years. He now succumbed to the inevitable. As he later explained: ‘I busied myself, from
then on, that is, from the day of its establishment, with the task of elucidating a true
physical character for the [new radiation law], and this problem led me automatically to
a consideration of the connection between entropy and probability, that is, Boltzmann’s
trend of ideas.’10

Step (2): Derive the Oscillator Entropy from Statistics

Boltzmann reasoned that the most probable state of a gas at thermal equilibrium is the
one with the highest number of different ways to distribute (or partition) the available
energy over the atoms or molecules of the gas, representing the maximum entropy at that
energy. In essence, the second law of thermodynamics ensures that energy is distributed
‘fairly’ over all the particles that can carry it. In other words, it doesn’t accumulate in a
subset of these, equivalent to a small quantity of the gas (let’s say the air in one corner
of the room where you’re sitting) spontaneously becoming hotter than the rest. As we’ve
discussed already in the Prologue, this isn’t completely ruled out by Boltzmann’s logic;
it’s just that such a situation is very highly improbable. By working out the maximum
number of possible ways to partition the energy (which Boltzmann called the number of
complexions), it is a relatively simple step to calculate the entropy.

Boltzmann’s approach to such a calculation involves assuming that the total available
(and continuously variable) energy in a system can be thought of as being organized
into a series of ‘buckets’. The lowest energy bucket is assigned an energy E, the next an
energy 2E, the next 3E, and so on. The atoms of the gas are then distributed among
the buckets and the number of different possible permutations of atoms in the buckets
is calculated. In this analysis the use of buckets is simply a calculation tool, with no real
physical significance intended. All that Boltzmann had done was parcel up the energy
so that he could count the number of atoms in the energy range zero to E, the range E to
2E, the range 2E to 3E, and so on, and thus calculate the number of different possible
permutations.

For example, consider a gas consisting of just three atoms, which we assume are
distinguishable and which we label a, b, and c. Let’s assume this gas has a total energy
of 4E. We can’t put all three atoms in the lowest energy bucket, as this doesn’t account
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for all the available energy. But the requirement is satisfied by putting two atoms in the
lowest energy bucket E, and one in the 2E bucket. How many permutations are possible?
There are just three. We can put atoms a and b into the lowest energy bucket and c in
the next, a permutation we can label as [ab, c]. We can also put atoms a and c in the
lowest energy bucket, and b in the next, labelled [ac, b]. The third possible permutation is
[bc, a]—see Fig. 1.2.

In general, the number of different possible permutations W is given by

W = N !
∏

i=1,2,...

1
Pi ! (1.22)

where N is the number of particles and Pi is the ‘occupation number’ (the number of
atoms in the ith energy bucket). In the simple example given above, N = 3 and N ! = 6.
The number of particles in energy bucket 1 is 2 (so P1 = 2, 1/P1! = 1/2! = 1/2) and
the number of particles in energy bucket 2 is 1 (so P2 = 1, 1/P2! = 1/1! = 1). W is then

Energy

4E
3 particles

3E

2E

E

0

W = 3

a

E

E

2E

E

2E

E

2E [ab, c]

[ac, b]

[bc, a]

E

E

10 20

8E
5 particles

8E
5 particles

b c

Figure 1.2 In Boltzmann’s approach the total available energy in a system is assumed to be
continuously variable but organized into a series of ‘buckets’. This makes it possible to count the number
of atoms in the energy range zero to E, E to 2E, 2E to 3E, and so on. The entropy is then calculated
from the maximum number of possible permutations, W.
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equal to 6 × ½ × 1 = 3. Incidentally, if we assume each of these permutations is equally
probable, then the probability for each permutation is simply 1/W = 1/3.

It obviously gets more interesting as the number of atoms and the amount of energy
increases. In the case of 8E distributed over 5 atoms, we can see that there are two
possibilities, also shown in Fig. 1.2. In one of these we put 2 atoms in energy bucket 1
and 3 in energy bucket 2, giving the number of permutations W = 10. However, putting
3 particles in bucket 1, 1 in bucket 2, and 1 in bucket 3 increases W to 20. Nature will
favour the combination which maximizes the complexity, and hence the entropy.

But if we look back at the expression for entropy derived from thermodynamics and
Planck’s radiation law, Eq. (1.21), we see immediately that the term in square brackets
doesn’t bear much resemblance to Eq. (1.22). Something else is going on.

Planck realized he needed to invert Boltzmann’s procedure. Instead of putting
distinguishable atoms into a series of energy buckets, he needed to distribute a series of
finite but indistinguishable energy elements over the oscillators of the cavity material. This
is still a statistical approach—it still requires counting all the different possible ways in
which the energy elements can be distributed—but, make no mistake, it is very different
from the approach used by Boltzmann.

For simplicity we’ll continue to label the energy elements as E. Suppose we need
to distribute four energy elements over three oscillators. We now find there are fifteen
possible ways we can do this—see Fig. 1.3. We can put all the elements in the first
oscillator, and none in the other two, a permutation which we can write as (4E, 0, 0).
Other permutations are (3E, E, 0), (2E, E, E), (E, 2E, E), and so on. In general, the
number of different possible permutations is

W = (N − 1 + P)!
(N − 1)!P! , (1.23)

where P is the number of energy elements. For the example in which we distribute four
energy elements (P = 4) over threee oscillators (N = 3), we get W = 6!/2!4! = 15.

We can see why Planck was obliged to reach for this method of counting. In a practical
physical system N and P are very large numbers, much larger than 1. We can therefore
simplify the expression for W and apply Stirling’s rule to give:

W ∼= (N + P)!
N !P!

∼= (N + P)N+P

NN PP . (1.24)

Note that the terms eN+P cancel. The resemblance between Eq. (1.24) with the term
in square brackets in Eq. (1.21) is now starting to become clearer.

If we’re distributing P indistinguishable energy elements E, then, logically, the total
energy available is simply P times E. Likewise, N oscillators each with an average internal
energy U will have a total energy N times U . We conclude that

PE = NU or P = NU
E

. (1.25)
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Figure 1.3 Instead of putting distinguishable atoms into a series of energy buckets, Planck found that
he needed to distribute a series of finite but indistinguishable energy elements over the oscillators of the
cavity material. This is a very different counting procedure.

Substituting for P in Eq. (1.24) gives

W =
(

N + NU
E

)(N+NU/E)

NN
(

NU
E

)NU/E =
NN(1+U/E)

(
1 + U

E

)N(1+U/E)

NN(1+U/E)
(

U
E

)NU/E =
(

1 + U
E

)N(1+U/E)

(
U
E

)NU/E .

(1.26)

We now insert this into Boltzmann’s equation for the entropy, Eq. (P.26):

SN = NkB ln

⎡

⎢
⎣

(
1 + U

E

)1+U/E

(
U
E

)U/E

⎤

⎥
⎦. (1.27)

This is an expression for the entropy of the oscillators derived from statistics. All we need
to do now is compare this with the equation we got from thermodynamics and Planck’s
radiation law, Eq. (1.21). This is the final step.
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Step (3): Make the Comparison

This couldn’t be simpler. Equations (1.21) and (1.27) are both expressions for the total
entropy of the oscillators in the cavity material at thermal equilibrium. By making use
of the combinatorial expression for indistinguishable energy elements, Planck was led
inexorably to the conclusion that these elements must have fixed values determined by
the relation

E = hν. (1.28)

Planck called the energy elements quanta. ‘The constant . . . which is independent of
oscillator characteristics, I designated by h and since it has the dimensions of a product
of energy and time, I called it the elementary quantum of action or element of action in
contrast with the energy element hν.’11

Enter Einstein

Planck’s derivation heralded the very beginning of the quantum revolution, but only in
promise, not in deed. It certainly didn’t change the interpretation of physics overnight.
Although Planck was now ready to embrace the idea of atoms and the implications of
Boltzmann’s statistical approach to calculating thermodynamic quantities (with all its
discomforting consequences), as far as he was concerned ‘quantization’ was a curious
property of the oscillators in the cavity material, emitting or absorbing energy only in
discrete quanta, hν. He persisted with the assumption that the energy of the cavity
radiation is continuously variable.

Over the next few years he made several attempts to refine his derivation and make
it more rigorous, but there was little he could do. A structure that was based entirely
on classical, continuous, physics had sprung a profoundly non-classical, discontinuous
result. It’s not surprising that this was not recognized for what it was for many years.

The quantum revolution really began in earnest with the help of a ‘technical expert,
third class’, based at the Swiss Patent Office in Bern. Einstein opened the door to a
completely new interpretation in a paper he published during his ‘miracle year’ of 1905.
Einstein distrusted Planck’s derivation, and instead posed a seemingly absurd question.
What if the cavity radiation is itself composed of discrete quanta—with energy hν—
emitted and absorbed discontinuously by the cavity material? What if it is the radiation
that is ‘quantized’? This is Einstein’s ‘light-quantum’ hypothesis:12

If monochromatic radiation (of sufficiently low density) behaves . . . as though the
radiation were a discontinuous medium consisting of energy quanta of magnitude [hν],
then it seems reasonable to investigate whether the laws governing the emission and
transformation of light are also constructed such as if light consisted of such energy
quanta.

He went on in the same paper to predict the outcomes of experiments on the photoelec-
tric effect. This results from shining light on the surfaces of certain metals. Light with
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frequencies above a threshold characteristic of the metal (called the work function) will
cause electrons to be ejected from the surface. This was a bit of a challenge for the wave
theory of light, as the energy in a classical wave depends on its intensity (related to the
wave amplitude, the height of its peaks, and depth of its troughs), not its frequency. The
higher the wave, the larger its classical energy.

But Einstein figured that if light actually consists of self-contained bundles of energy,
with the energy of each bundle proportional to frequency, then the puzzle is solved.
Light-quanta with low frequencies don’t have enough energy to overcome the work
function and dislodge the electrons. As the frequency is increased, the threshold is crossed
and the absorption of a light-quantum knocks an electron out of the lattice of metal ions
at the surface. Increasing the intensity of the light simply increases the number (but not
the energies) of the light-quanta incident on the surface. He went on to make some simple
predictions that could be tested in future experiments.

These were highly speculative ideas, and physicists did not rush to embrace them.
Fortunately for Einstein, his work on the special theory of relativity, published in the
same year, was better regarded. It was greeted as a work of genius (and we’ll look at
some aspects of the special theory in Chapter 2).

When in 1913 Einstein was recommended for membership of the prestigious Prus-
sian Academy of Sciences, its leading members—Planck among them—acknowledged
his remarkable contributions to physics. They were prepared to forgive his lapse of
judgement over light-quanta: ‘That he may sometimes have missed the target in his
speculations, as, for example, in his hypothesis of light-quanta, cannot be really held
against him, for it is not possible to introduce really new ideas even in the most exact
sciences without sometimes taking a risk.’13

Einstein’s boldness was rewarded just two years later, when American physicist Robert
Millikan reported the results of further experiments on the photoelectric effect. Einstein’s
predictions were all borne out, earning him the 1921 Nobel Prize for physics. It’s a
curious twist of history that Einstein should win the Nobel Prize for his pioneering (and,
as some had argued, misjudged) work on the light-quantum hypothesis rather than his
work on relativity, especially given Einstein’s later misgivings about quantum mechanics.
But this didn’t stop him from presenting a prize lecture on relativity in Stockholm the
following year.14

Despite all the evidence in favour of the wave nature of light, which was certainly
not invalidated by these new developments, Einstein was right. The cavity radiation—
and indeed all electromagnetic radiation—consists of discrete energy quanta for which
the American chemist Gilbert Lewis coined the name ‘photon’ in 1926. For this reason,
Eq. (1.28) is often referred to as the Planck–Einstein relation.

..........................................................................................
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Einstein’s Derivation of E = mc2

The Equivalence of Mass and Energy

Quantum mechanics and relativity are often taught separately as distinct subjects, but
they are closely interrelated, and Einstein’s special theory of relativity was a critically
important ingredient in the early development of quantum theory in the 1920s. Specif-
ically, Louis de Broglie used it as a basis for his derivation of the relationship between
(quantum) wavelength and linear momentum, λ = h/p, which we will go on to consider
in Chapter 4. I would argue that it does no harm to be familiar with the logic behind one
of the most important conclusions arising from special relativity: the equivalence of mass
(m) and energy (E), expressed in Einstein’s most famous equation E = mc2, where c is
the speed of light. So, I’ve chosen to include Einstein’s derivation here.

As we saw in the Prologue, the physicists of the early twentieth century inherited a
couple of rather splendid structures—classical mechanics and electrodynamics. These
were (still are) like fine, five-star hotels, full of character and ornament. But they were
also built on surprisingly unsteady foundations. Hamiltonian mechanics did not rid
the structure of its dependence on Newton’s absolute space and time. And Maxwell’s
electrodynamics—with all its electromagnetic waves—demanded an ether that could not
be found, no matter how hard the physicists looked for it.

The negative results of the Michelson–Morley experiments were a real puzzle. Irish
physicist George FitzGerald (in 1889) and Dutch physicist Hendrik Lorentz (in 1892)
independently suggested that these could be explained if the interferometer was assumed
to be physically contracting along its length in response to pressure from the ether wind.
In order to return a value for the speed of light unchanged by a change in measurement
direction, the contraction had to have a very specific magnitude. If the ‘proper’ length
of the path in the interferometer is l0, it was possible to reproduce the results if this
was assumed to contract to a length l = l0/γ , where γ is now known as the Lorentz
factor, given by 1/

√
1 − v2/c2, in which v is the speed of the interferometer relative to the

stationary ether and c is the speed of light. It then wouldn’t matter if the speed of light
was different along different paths in the interferometer. Any such difference would be
compensated by a Lorentz–FitzGerald contraction, ensuring that the light waves remained
in phase. There would be no interference.

The Quantum Cookbook. Jim Baggott, Oxford University Press (2020). © Jim Baggott.
DOI: 10.1093/oso/9780198827856.001.0001
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But this assumes that physics conspires to prevent the experimental detection of the
ether. Wouldn’t it just be simpler to take the results at face value and conclude that
the ether doesn’t exist? Einstein certainly thought so, and he suspected that the non-
existence of the ether was closely associated with the non-existence of absolute space
and time. He wrote:1

Examples of this sort [electromagnetic phenomena], together with the unsuccessful
attempts to detect a motion of the earth relative to the ‘light medium’ [ether], lead to the
conjecture that not only the phenomena of mechanics but also those of electrodynamics
have no properties that correspond to the concept of absolute rest.

He judged that the solution to these thorny problems demanded a firmly practical and
pragmatic approach in which the ‘observer’ takes centre stage. Here ‘observer’ doesn’t
necessarily mean a human observer. It means that, to understand the physics correctly,
we must accept that this is physics as seen from the perspective of someone or something
inside the reality that is being observed or measured, with the aid of a ruler and a clock.
Such an observer is implicit in the physics of Newton. But Newton’s laws are formulated
as though the observer is somehow imagined to sit outside of the reality in which all the
action is taking place.

Einstein began by stating two basic principles. The first, which he called the principle
of relativity, says that observers who find themselves in relative motion at different (but
constant) speeds must make observations or measurements that conform to the laws of
physics. Put another way, the laws of physics must be the same for everyone, irrespective
of how fast they’re moving relative to what they’re observing or measuring (or the other
way around). This seems unremarkable. Surely, this is what it means for a relationship
between physical properties to be a ‘law’? But accepting this means accepting that there
can be no privileged or absolute frame of the reference. And therefore there can be no
ether.

The second principle relates to the speed of light. In Newton’s mechanics, speeds are
additive. An object rolling along the deck of a ship as the ship plows across the Atlantic
Ocean is moving with a total speed given by the speed of the roll along the deck plus
the speed of the ship.∗ But light doesn’t seem to obey this rule. The conclusion drawn
from the Michelson–Morley experiment is that light always travels at the same speed.
The light emitted from a flashlight moves away at the speed of light, c. Light from the
same flashlight lying on the deck of the ship still moves at the speed of light, not c plus
the speed of the ship.

Instead of trying to figure out why the speed of light is constant, Einstein simply
accepted this as an established fact and proceeded to work out the consequences. He
discovered that one immediate consequence of a fixed speed of light is that there can be
no such thing as absolute time.

∗ Plus the speed of rotation of the Earth, plus the speed of Earth’s orbit around the Sun, plus the speed
of the Solar System’s rotation around the centre of the Milky Way galaxy, plus the speed of the motion of the
Milky Way relative to the Local Group of galaxies, . . . You get the basic idea.
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The Relativity of Simultaneity

Suppose you observe a remarkable phenomenon (Fig. 2.1). During a heavy thunder-
storm you see two bolts of lightning strike the ground simultaneously, one to your left
and one to your right. You’re standing perfectly still, so the fact that it takes a small
amount of time for the light to reach you is of no real consequence. Light travels very
fast so, as far as you’re concerned, you see both bolts at the instant they strike. But, unlike
you, I’m moving from left to right at a substantial fraction of the speed of light. In the
time it takes for the light from the right-hand bolt to reach me, I’ve now moved a few
steps closer to it. In contrast, in the time it takes for the left-hand bolt to reach me, I’ve
moved a few steps away from it. The upshot is that the light from the right-hand bolt
reaches me first.

You see the lightning bolts strike simultaneously. I don’t. Who is right?
We’re both right. The principle of relativity demands that the laws of physics must be

the same for everyone, irrespective of the relative motion of the observer, and we can’t
use physical measurements to tell whether it is you or me who is in motion.

We have no choice but to conclude that there is no such thing as absolute simultaneity.
There is no definitive or privileged inertial frame of reference in which we can declare that
these things happened at precisely the same time. They may happen simultaneously in
this frame or they may happen at different times in a different frame, and all such frames

Figure 2.1 The stationary observer (left) sees the lightning bolts strike simultaneously, but an observer
moving at a considerable fraction of the speed of light (right), sees the right-hand bolt strike first.
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are equally valid. Consequently, there can be no ‘real’ or absolute time. We perceive events
differently because time is relative.

The Relativity of Times and Distances

To get some sense for what this statement means it is helpful to take a quick look at a
‘thought experiment’. Imagine we’re travelling on a train together. It is night, and there
is no light in the carriage. We fix a small flashlight to the floor of the carriage and a large
mirror on the ceiling. The light flashes once, and the flash is reflected from the mirror
and detected by a small light-sensitive cell or photodiode placed on the floor alongside
the flashlight. Both flashlight and photodiode are connected to an electronic box of tricks
that allows us to measure the time interval between the flash and its detection.

We make our first set of measurements whilst the train is stationary, alongside the
station platform, and measure the time taken for the light to travel upwards from the
flashlight, bounce off the mirror, and back down to the photodiode. Let’s call this time
interval t0. The light travels a total distance of 2d0, where d0 is the height of the carriage.
We know that 2d0 = ct0, where c is the speed of light, as the light travels up (d0) and then
down (another d0) in the total time t0 at the speed c (see Fig. 2.2).

You now step off the train onto the platform and repeat the measurement as the train
moves past from left to right with velocity v, where v is a substantial fraction of the speed
of light. Of course, trains can’t move this fast in real life, but that’s okay because this is
only a thought experiment.

mirror

light
flash

light
flashdetector

(a) (b)

detector

d0 d0

d d

mirror

vt

Figure 2.2 (a) When the train is stationary the light flash travels straight up and down, a total
distance of 2d0. (b) When the train is moving with velocity v, from the perspective of a stationary
observer on the platform the light flash travels upwards and downwards to the detector as the train is
moving forwards, describing a triangular path with a total distance of 2d.
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Now from your vantage point on the platform you see something rather different. The
light no longer travels straight up and down. At a certain moment the light flashes, and
in the small (but finite) amount of time it takes for the light to travel upwards towards
the ceiling, the train moves forward, from left to right. It continues to move forward as
the light travels back down to the floor to be detected by the photodiode. From your
perspective on the platform the light path now looks like a ‘�’, a Greek capital lambda
or an upside-down ‘V’.

Let’s assume that the total time required for the light to travel this longer path is t.
In the time taken for the light to travel up a distance d and down another distance d,
the train has moved forward a total distance vt, which forms the base of the equilateral
triangle formed by the � path. If we now draw a perpendicular (which will obviously
have length equal to d0) from the apex of the triangle and which bisects the base we can
use Pythagoras’ theorem:

d2 = d2
0 +

(
1
2

vt
)2

. (2.1)

But we know that d = 1
2 ct (the speed of light is the same on the moving train) and from

our earlier measurement d0 = 1
2 ct0 so we have

(
1
2

ct
)2

=
(

1
2

ct0

)2

+
(

1
2

vt
)2

(2.2)

We can now cancel all the factors of 1
2 and multiply out the brackets to give

c2t2 = c2t2
0 + v2t2 (2.3)

We gather the terms in t2 on the left-hand side and divide through by c2 to obtain:

t2
(

1 − v2

c2

)
= t2

0 or t = γ t0 where γ = 1
√(

1 − v2

c2

) . (2.4)

There is only one possible conclusion. From your perspective as a stationary observer
standing on the platform, time is measured to slow down on the moving train. If the train
is travelling at about 86.6% of the speed of light, the factor γ is equal to 2. What took
1 second when the train was stationary now appears to take 2 seconds on the moving
train when measured from the platform. In different moving frames of reference, time
intervals are ‘dilated’.

Similar thought experiments can be concocted to show that the length of an object
moving relative to a stationary observer will appear to contract in the direction of travel
compared with measurements of an observer ‘riding’ on the object (in which the object is
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then judged to be stationary). It should be no surprise to learn that if the ‘proper’ length
of the object is l0, then the measured length l is given by l0/γ , precisely as FitzGerald
and Lorentz had demanded. An object moving at 86.6% of the speed of light will be
measured to contract to half its proper length. The difference is that the contraction is not
physical, in the sense that the length is compressed by the ether wind. It is a consequence
of the relativity of space.

This is all a bit disconcerting, and it’s tempting to slip back into older, more
comfortable ways of thinking. If this is all about observation and measurement at speeds
close to that of light, then surely this must be just a matter of perspective and perception?
From the perspective of this inertial frame of reference, time appears to slow down and
distances appear to contract. Surely, time doesn’t really slow down and distances don’t
really contract?

But they do. Space and time are relative, not absolute, and there is therefore no unique
or ‘correct’ perspective which will give us absolute measures of distance and time. In this
stationary frame of reference the distance is this and the time interval is that. But in this
moving frame of reference the distance is half this and the time interval is twice that.
There is no absolute frame of reference.

The Lorentz Transformation

We don’t need to be constantly referring to thought experiments to work out the
consequences of making time and distance measurements in different inertial frames
of reference. All these consequences were worked out by Lorentz, Fitzgerald, and Joseph
Larmor towards the end of the nineteenth century. The recipe for transforming from
one inertial frame of reference (S) to another moving relatively to it with velocity v (S′)
is called the Lorentz transformations (a name coined by Poincaré).

We should note in passing that changing perspective from one inertial frame of
reference to another is just as much a feature of the mechanics of Galileo and Newton as
it is special relativity, and it’s quite instructive to compare the two. Now it’s quite difficult
to work simultaneously in three spatial dimensions (x, y, z) and a time dimension, so
we simplify things a little by constraining S and S′ to move relatively to each other
in the x-direction only. This particular arrangement is sometimes called the ‘standard
configuration’. The transformations then allow us to move from S (distance interval x,
time interval t) to S′ (x′, t′) and back from S′ to S (see Table 2.1).

We can see from this that the Galilean transformation has no effect on time measure-
ments and simply shifts distance measurements in the x coordinate by an amount that
depends on the relative velocity v, as we would expect. But the Lorentz transformation
is very different. By assuming the principle of relativity and a fixed speed of light, we
introduce the speed of light c into the equations and the Lorentz factor γ . Also notice
how the time interval t′ now depends on the distance x.

We can check the authenticity of the Lorentz transformation by considering a couple
of hypothetical examples of its application. Imagine a point-particle at rest in a frame S
which is not moving, and which we call the ‘rest frame’. It experiences two ‘events’. It



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi

Einstein’s Derivation of E = mc2 41

Table 2.1 Galilean and Lorentz Transformations in the Standard
Configuration

Galilean Lorentz

From S to S′ From S′ to S From S to S′ From S′ to S

t′ = t t = t′ t′ = γ
(

t − v
c2 x

)
t = γ

(
t′ + v

c2 x′
)

x′ = x − vt x = x′ + vt x′ = γ
(

x − vt
)

x = γ
(

x′ + vt′
)

y′ = y y = y′ y′ = y y = y′

z′ = z z = z′ z′ = z z = z′

doesn’t really matter what these are but suppose it emits a burst of light at time t1 and
emits another burst at time t2, and t = t2 − t1. The particle is at rest in this frame, so
x = 0 (it doesn’t move in any spatial coordinate). An observer in the moving frame of
reference S′ will measure t′ = γ

[
t − (

v/c2
)

x
]
, or t′ = γ t (remember, x = 0). Time is

dilated in the moving frame.
Now imagine an extended object, such as a metal rod, with a length measured to be x

in the rest frame S. Lights flash at either end of the rod, at times t1 and t2, with t = t2 − t1
But this time we’ve forgotten to bring a clock, so we have no way of measuring the time
interval between flashes, t. No matter, because we can arrange to observe the rod in a
frame of reference moving with velocity v in the x-direction, such that the two flashes
are measured to be simultaneous. This defines the moving frame S′. We know that in
this frame t′ = 0 (as there’s no time difference between the flashes). We can then use
the Lorentz transformation from S′ to S to deduce that x = γ

(
x′ + vt′

)
, or x = γ x′

(remember, t′ = 0). We conclude that x′ = x/γ . In the moving frame of reference the
measured length of the rod contracts.

On the Electrodynamics of Moving Bodies

Einstein published two papers on special relativity in 1905. The first, titled ‘On the
Electrodynamics of Moving Bodies’, was published in June. This is the principal paper
in which Einstein explores the implications of the principle of relativity and a fixed speed
of light on the form of Maxwell’s equations for electromagnetism in a vacuum. We don’t
need to be detained by the details, but there is one result that Einstein derived in this
paper that will be important in what follows.

Suppose that a distant source emits electromagnetic radiation which, from our
perspective, can be satisfactorily approximated as a plane wave. We further suppose that
we can represent either or both of the electric or magnetic components of the radiation
as a simple sine wave, such as A sin �, where A is the amplitude and � is the phase angle.
The wave moves towards us from an arbitrary direction (Fig. 2.3). Let’s call this direction
r (so that the wave is moving in the negative r-direction). In the rest frame S we can then



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi

42 On the Electrodynamics of Moving Bodies

y

r

observer x

distant
source

ϕ

Figure 2.3 A plane electromagnetic wave from a distant source moves towards the observer from a
direction r, which makes an angle ϕ to the x-direction.

represent the wave as A sin (ωt − kr), where ω is the angular frequency (2πν, where ν is
the frequency), and k is the wave vector (2π/λ, where λ is the wavelength). The direction
r is quite arbitrary, but we can rewrite the phase angle as

� = ωt − k
(
axx + byy + czz

)
, (2.5)

where ax, by, and cz are direction cosines which map the coordinate axes x, y, and z on
to r. Obviously, ω and k are interrelated, and for an electromagnetic wave travelling at
the speed of light, k = ω/c and

� = ωt − ω

c

(
axx + byy + czz

)
. (2.6)

Let’s now look at this wave from the perspective of a reference frame S′ moving with
velocity v in the positive x-direction (in others words, the standard configuration). We
know that times will dilate and distances will contract, and we’re interested to discover
how this affects the measurement of the frequency of the wave. We anticipate that the
phase angle in the moving frame is now

�′ = ω′t′ − ω′

c

(
a′

xx′ + b′
yy′ + c′

zz′). (2.7)

The speed of light is the same in the moving frame, but we also know that the phase
angles in (2.6) and (2.7) must be identical,� = �′, since we learned from the Michelson–
Morley experiment that there is no interference resulting from measurements in different
inertial frames of reference, and this can only happen if not only the speeds but the phase
angles of the waves are preserved. Time dilation is compensated by distance contraction,
such that the phase angle is unaffected.
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We now apply the Lorentz transformation to the expression for the phase angle in the
moving frame, �′:

�′ = ω′γ
(

t − v
c2 x

)
− ω′

c

[
γ a′

x (x − vt) + b′
yy + c′

zz
]
. (2.8)

If we gather together the terms involving t and x we have

�′ = ω′γ
(

1 + v
c

a′
x

)
t − ω′

c

[
γ

(
a′

x + v
c

)
x + b′

yy + c′
zz

]
. (2.9)

Comparing (2.9) with (2.6) term by term suggests that

ω′γ
(

1 + v
c

a′
x

)
t = ωt (2.10)

ω′γ
c

(
a′

x + v
c

)
x = ω

c
axx (2.11)

ω′

c
b′

yy = ω

c
byy (2.12)

ω′

c
c′
zz = ω

c
czz (2.13)

We can rearrange (2.11) to give an expression for a′
x,

a′
x = ω

ω′γ
ax − v

c
, (2.14)

which we can substitute into (2.10) to give, after some manipulation (remember γ 2 =
1
/
(1 − v2/c2)),

ω′ = ωγ
(

1 − v
c

ax

)
. (2.15)

This is actually the result we need. But for completeness we can use this to find
expressions for all the direction cosines in the moving frame:

a′
x = ax − v/c

(
1 − v

c ax
) (2.16)

b′
y = by

γ
(
1 − v

c ax
) (2.17)

c′
z = cz

γ
(
1 − v

c ax
) . (2.18)
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Our next step is to divide both sides of Eq. (2.15) by 2π and note from Fig. 2.3 that
ax = cos ϕ, giving

ν′ = νγ
(

1 − v
c

cos ϕ
)

. (2.19)

As Einstein noted in his paper, this last expression is actually a summary of the transverse
Doppler Effect. If we arrange for the light wave to travel directly along the x-axis (such
that ϕ = 0, cos ϕ = 1), we can see that

ν′ = νγ
(

1 − v
c

)
= ν

(
1 − v

c

)

√(
1 − v2

c2

) = ν

√(
1 − v

c

) (
1 − v

c

)

√(
1 + v

c

) (
1 − v

c

) = ν

√(
1 − v

c

)

(
1 + v

c

) . (2.20)

This is just the Doppler shift formula. In the moving frame of reference, the frequency
of the light is increased, or ‘blue-shifted’, as it moves towards the observer, ‘red-shifted’
if the light is moving away. The equivalent phenomenon with sound waves will be
familiar to anyone who has listened to the siren of an ambulance or police car as it
speeds past.

Now we’re building up to a derivation of the iconic formula E = mc2, so we’re
obviously interested in energy, not frequency. But that’s okay, because we simply reach
for the Planck–Einstein equation from Chapter 1 and set E = hν giving, from (2.19),

E ′ = Eγ
(

1 − v
c

cos ϕ
)

. (2.21)

The energy of a plane light wave moving towards the observer is increased in a moving
frame of reference, as indeed we would expect from Eq. (2.19).

In fact, in his original paper Einstein chose not to take this step. Instead, he presented
a rather more elaborate derivation based on the energy of a spherical surface (think
of this as a spherical ‘sample’) within the light wave, which squashes to an ellipsoid
in the moving frame of reference as its dimension in the direction of travel contracts.
He arrived at precisely the same expression for E ′, and observed: ‘It is noteworthy
that the energy and the frequency of a light complex vary with the observer’s state of
motion, according to the same law.’2 Comparison of (2.19) and (2.21) lead directly to the
conclusion E ∝ ν.

Einstein had published his paper on the light-quantum hypothesis in April that year
(see Chapter 1), but at the time this was a very radical proposal. He obviously preferred
to play safe here and stick with a purely classical wave description of light, avoiding
‘contaminating’ his development of relativity with quantum considerations. His scientific
biographer, Abraham Pais, later observed:3

he rightly regarded his own quantum hypotheses of 1905 more of a new phenomeno-
logical description than a new theory, in sharp contrast to his relativity theory, which he
rightly regarded as a true theory with clearly defined first principles.
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We, of course, have the benefit of hindsight and would not now hesitate to apply the
Planck–Einstein result. But, however we got here, we now have all the ingredients we
need. In September 1905, Einstein published a short addendum to his June paper on
special relativity. This is what he did.

The Ingredients

1. A thought experiment in which an object emits two bursts of light simultaneously
in opposite directions.

2. The expression for the relativistic energy of a plane light wave derived in the June
special relativity paper, Eq. (2.21).

3. The law of conservation of energy.

4. The Taylor series expansion for 1/
√

1 + x.

The Recipe

We’ve seen from the discussion above that assuming the principle of relativity and a
fixed speed of light have all kinds of implications for our understanding of space and
time and, in consequence, for all the physical parameters we measure in space and
time, such as frequency and energy. That energy will be measured to be larger from
the perspective of a moving frame of reference causes us to pause and reflect on the law
of conservation of energy. If the energy of an object or a wave is measured to be larger,
and the laws of physics are the same for everyone, where then does that additional energy
come from?

To explore these implications a little further, Einstein needed a thought experiment
which would help to simplify the mathematics and give him access to the before-and-
after differences in energy in two inertial frames of reference. From these differences, and
the law of conservation of energy, he could discover the origin of the ‘extra’ energy in
the moving frame.

We begin in Step (1) by analysing the thought experiment and applying the law of
conservation of energy and the expression for the relativistic energy of a plane light
wave—Eq. (2.21)—to deduce the relationship between the initial and final energies of the
object in both a stationary and moving frame of reference. We discover that the energy
difference is slightly greater (γ E) in the moving frame than in the stationary frame (E).
In Step (2) we trace this energy difference to a difference in the kinetic energies of the
object in the two frames, and we note that as the energy carried away by the light bursts
increases in the moving frame, so the kinetic energy of the object falls. In Step (3) we
simplify the expression for kinetic energy by applying a Taylor series expansion for the
Lorentz factor, γ . Finally, in Step (4) we show that the decline in kinetic energy derives
not from a decline in the object’s velocity (which we might have expected), but from a
decline in its mass, which falls by an amount m = E/c2. We can, of course, rearrange this
to give E = mc2.
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Step (1): The Thought Experiment

Einstein imagined an object, at rest in one frame (S) and moving with uniform motion
v in another (S′). He did not specify the nature of the object, but if it helps to follow the
logic in the following we can suppose it is an atom. It emits two bursts of light, each of
energy 1

2 E, in opposite (but arbitrary) directions r. Once again, r makes an angle ϕ with
the x-axis; see Fig. 2.4.

Let’s suppose that the energy of the object in the rest frame S before the emission
of the light waves is Ei (where the subscript i stands for ‘initial’). The energy of the
object after emitting the light bursts is Ef (‘final’). Conservation of energy then demands
that

Ei = Ef + 1
2
−→
E + 1

2
←−
E or Ei = Ef + E. (2.22)

In (2.22) I’ve used an arrow notation merely to indicate that the two lots of energy 1
2 E

are emitted in opposite directions. The arrows have no other significance: 1
2
−→
E is equal

to 1
2
←−
E .

Let’s now examine this system from the perspective of the moving frame S′. We know
from Einstein’s earlier result (2.21) that the energies of the emitted light waves are no
longer 1

2 E, but rather 1
2 E ′, where

1
2
−→
E

′ = 1
2
−→
E γ

(
1 + v

c
cos ϕ

)
(2.23)

y

x

r

½E

½E

object
ϕ

→

←

Figure 2.4 In Einstein’s thought experiment, an object emits two bursts of light of equal energy 1
2 E in

opposite directions which form an angle ϕ to the x-axis.
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for the light wave emitted away from the observer in the positive r-direction,∗ and

1
2
←−
E

′ = 1
2
←−
E γ

(
1 − v

c
cos ϕ

)
(2.24)

for the light wave emitted in the opposite direction, towards the observer. Denoting the
initial and final energies of the object in the moving frame as E ′

i and E ′
f , respectively, we

again apply the law of conservation of energy and obtain

E ′
i = E ′

f + 1
2

−→
E ′ + 1

2

←−
E ′ or

E ′
i = E ′

f + 1
2
−→
E γ

(
1 + v

c
cos ϕ

)
+ 1

2
←−
E γ

(
1 − v

c
cos ϕ

)
.

(2.25)

By setting up the thought experiment in this way, we see that the terms in cos ϕ cancel,
leaving us with

E ′
i = E ′

f + γ E. (2.26)

The Lorentz factor is a positive quantity that is greater than or equal to 1. This means
that the energy emitted in the bursts of light in the moving frame of reference is greater
or at least equal to the energy emitted in the rest frame.

Step (2): Work out the Difference in Kinetic Energy
in the Two Frames

We can rearrange the above expressions for Ei (2.22) and E ′
i (2.26) as follows:

Ei − Ef = E and E ′
i − E ′

f = γ E. (2.27)

Subtracting the first of these expressions from the second gives

(
E ′

i − E ′
f
) − (

Ei − Ef
) = E

(
γ − 1

)
(2.28)

Let’s ponder on this result for a while. In situations where the relative velocity of the
moving frame of reference is very much smaller than the speed of light, v/c is very much
smaller than 1 and the Lorentz factor γ tends towards a low-velocity limiting value of 1
(see Fig. 2.5). In these circumstances, the change in the initial and final energy differences
in moving from one frame to another is zero—the energies of the emitted light waves are
the same in both frames.

∗ The sign in the bracket changes because this wave is moving away from the observer in the positive
r-direction, A sin (kr − ωt).
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Figure 2.5 Variation of the Lorentz factor as a function of v/c.

But as the relative velocity increases, γ becomes larger than 1 and the change in the
initial and final energy differences becomes significant. For example, if v is 86.6% of the
speed of light, we know that γ = 2 and the energy of the light bursts in the moving frame
is therefore 2E, compared with E in the rest frame. The total energy (object plus light
bursts) must be conserved, so where does this additional energy come from?

Now, the only difference between the two frames is that one is moving relative to the
other, so it seems perfectly logical to trace the origin of this additional energy to the
difference in the kinetic energy of the object in the two frames.

We set 
Ti as the difference in the object’s kinetic energy in the two frames before it
emits the light bursts, such that

ΔTi = E ′
i − Ei . (2.29)

This simply represents the increase in the object’s kinetic energy before emission of the
light associated with the switch to the moving frame. Likewise,

ΔTf = E ′
f − Ef . (2.30)

We now see that

ΔTf − ΔTi = (
E ′

f − Ef
) − (

E ′
i − Ei

)
or

ΔTf − ΔTi = (
Ei − Ef

) − (
E ′

i − E ′
f

) = −E
(
γ − 1

)
.

(2.31)
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In other words, in the moving frame of reference the change in kinetic energy of the object
falls (
Tf is less than 
Ti) by an amount E (γ − 1). So, here’s the answer. The additional
energy carried away by the light waves in the moving frame of reference is compensated
by a corresponding fall in the object’s kinetic energy. Energy is indeed conserved.

If we halted our analysis at this point and relied on intuition, we might be tempted
to conclude that the kinetic energy of the object in the moving frame falls because the
object slows down on emitting the light bursts.

This is why it’s never a good idea to stop before we get right to the end.

Step (3): Simplify the Expression for the Lorentz Factor, γ

The difference 
Tf −
Ti represents the extent by which the kinetic energy of the object
falls in the moving frame. To get a better understanding of what’s going on here we need
to dig a little deeper into the expression:

ΔTf − ΔTi = −E (γ − 1) = −E

⎛

⎝ 1
√

1 − v2

c2

− 1

⎞

⎠. (2.32)

This is rather cumbersome. But we can now employ a trick to simplify this a little.
Complex functions like γ can be recast as the sum of an infinite series of simpler terms,
called a Taylor series (for eighteenth-century English mathematician Brook Taylor). The
good news is that for many complex functions we can simply look up the relevant Taylor
series. Even better, we often find that the first two or three terms in the series provide an
approximation to the function that’s good enough for most practical purposes.

The Taylor series in question is

1√
(1 + x)

= 1 − 1
2

x + 3
8

x2 − 5
16

x3 + 35
128

x4 − 63
256

x5 + . . . . (2.33)

Substituting x = −v2/c2 means that terms in x2 are actually terms in v4/c4 and so on for
higher powers of x. Now the speed of light c in a vacuum is about 2.998 × 108 ms−1, so c4

is about 8.074 × 1033 m4s−4. As this appears in the divisor the higher-order terms in the
expansion will be very small and Einstein was happy to leave them out. This gives rise
to a small error on the order of a few per cent for speeds v up to about 50% of the speed
of light, but of course the error grows dramatically as v increases further.

Applying this approximation in (2.32) gives

ΔTf − ΔTi = −1
2

(
E
c2

)
v2. (2.34)
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Step (4): The Proof: E = mc2

The final step is now really rather obvious. The classical expression for kinetic energy is
1
2 mv2, as we saw in the Prologue, Eq. (P.3), where m is the mass of the object. What we
notice in Eq. (2.34) is that the velocity v is unchanged—the kinetic energy in the moving
frame does not fall because the object slows down: v doesn’t depend on E. Instead the
kinetic energy falls because the mass of the object falls by an amount

m = E
c2 . (2.35)

Now in his short September addendum to his paper on special relativity, Einstein did
not go on to rearrange this last expression to give the iconic formula E = mc2. He was
content to conclude:4

If a body emits the energy [E] in the form of radiation, its mass decreases by an amount
[E/c2]. Here it is obviously inessential that the energy taken from the body turns into
radiant energy, so we are led to the more general conclusion: The mass of a body is a
measure of its energy content.

And indeed, there are arguments to suggest that this conclusion is by far the more
profound.5

Variable Energy Content

In September 1905, Einstein was quite doubtful that his ‘very interesting conclusion’
would have any practical applications, although he did note: ‘It is not excluded that it
will prove possible to test this theory using bodies whose energy content is variable to a
high degree (e.g. radium salts).’6 Later that year he wrote to his friend Conrad Habicht:
‘The line of thought is amusing and fascinating, but I cannot know whether the dear
Lord doesn’t laugh about this and has played a trick on me’.7

Thirty years later, experimental physics would turn up many examples of bodies
whose energy content is variable to a high degree, and the discovery of nuclear fission in
late 1938 would expose the possibility of a dreadful practical demonstration of E = mc2.
The disintegration of just a small amount of mass from a 56-kg bomb core consisting
of 90% pure uranium-235, an isotope present in small quantities of naturally occurring
uranium, releases an energy equivalent to 12,500 tons of TNT. This was sufficient to
destroy utterly the Japanese city of Hiroshima, on 6 August 1945.

The destructive potential of E = mc2 is clear. But, in fact, our very existence on
Earth depends on this equation. In the so-called proton–proton (or p–p) chain which
operates at the centres of stars, including the Sun, four protons are fused together in a
sequence which produces the nucleus of a helium atom, consisting of two protons and
two neutrons. If we carefully add up all the masses of the nucleons involved we discover
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a small discrepancy, called the mass defect. About 0.7% of the mass of the four protons is
converted into about 26 MeV (mega electron-volts) of radiation energy, which when it
comes from the Sun we call sunlight. This might not sound too impressive, but this is the
energy generated from the fusion of just four protons. It is estimated that in the Sun’s
core about 4 × 1038 protons react every second, releasing energy equivalent to about
4 million billion billion 100-W light bulbs. Every second.

Needless to say, in the years since its publication, many physicists have picked
over Einstein’s derivation of this, his most famous equation. Some have criticized the
derivation as circular. (For example, by its very nature, the Lorentz transformation
assumes a fixed relative velocity v between frames, so by definition this cannot be the
source of the decline in kinetic energy in the moving frame.) Others have criticized the
critics. It seems that Einstein himself was not entirely satisfied with it and during his
lifetime developed other derivations, some of which were variations on the same theme
and others involving entirely different hypothetical physical situations.

Despite his efforts, all these different approaches seemed to involve situations that, it
could be argued, are rather exceptional or contrived. As such, these are perhaps insuffi-
ciently general to warrant declaring E = mc2 to be a deep, fundamental relationship—
which Einstein called an ‘equivalence’—between mass and energy.

The Role of c

This equation has by now become so familiar that we’ve likely stopped thinking about
where it comes from or what it represents. So, let’s pause to reflect further on it here.
Perhaps the first question we should ask ourselves concerns the basis of the equation.
If this is supposed to be a fundamental equation describing the nature of material
substance, why is the speed of light c involved in it? What has light (or electromagnetic
radiation in general) got to do with matter?

The basic form of E = mc2 appears to tie the relationship between mass and energy to
electrodynamics, the theory of the motion of electromagnetic bodies. For sure, any kind
of physical measurement—hypothetical or real—will likely depend on light in some way.
After all, we need to see to make our observations. But if this relationship is to represent
something deeply fundamental about the nature of matter (and its mass), then we must
be able to make it more generally applicable. This means separating it from the motions
of bodies that are electrically charged or magnetized and from situations involving the
absorption or emission of electromagnetic radiation.

Either we find a way to get rid of c entirely from the equation or we find another
interpretation for c that has nothing to do with the speed of light.

This project was begun in 1909, by Gilbert Lewis and Richard Tolman, but was
arguably completed only in 1972, by Basil Landau and Sam Sampanthar, mathemati-
cians from Salford University in England.8 In their formulation, a quantity equivalent to
c appears as a constant of integration, representing an absolute upper limit on the speed
that any object can possess.
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What this suggests is that nothing—but nothing—in the universe can travel faster than
this limiting speed. And for reasons that remain essentially mysterious, light (and, indeed,
all particles thought to have zero rest mass) travels at this ultimate speed. We don’t need
to eliminate c from the equation connecting mass and energy; we just reinterpret it as a
universal limit.

Of course, electromagnetic radiation might have zero rest mass, but it can never be
brought to rest. This implies that radiation has an inertial mass associated with its energy,
and this strengthened Einstein’s belief that radiation possesses particle-like properties.

..........................................................................................

NOTES

1. Albert Einstein, ‘Zur Elektrodynamik bewegter Körper’, Annalen der Physik, 17 (1905), 891–
921. English translation quoted in John Stachel (ed.), Einstein’s Miraculous Year: Five Papers
That Changed the Face of Physics, Princeton University Press, Princeton, NJ, 2005, p. 124.

2. Einstein, ‘Zur Elektrodynamik bewegter Körper’. English translation quoted in Stachel (ed.),
Einstein’s Miraculous Year, p. 150.

3. Abraham Pais, Subtle is the Lord: The Science and the Life of Albert Einstein. Oxford University
Press, Oxford, 1982, p. 147.

4. Albert Einstein, ‘Ist die Trägheit eines Körpers von seinem Energieinhalt abhängig?’ Annalen
der Physik, 18 (1905), 639–41. English translation quoted in Stachel (ed.), Einstein’s Miraculous
Year, p. 164. The italics are mine.

5. In quantum chromodynamics, as much as 95% of the mass of protons and neutrons arises from
the energy of the interactions between their constituent quarks, and the masses of quarks and
electrons are, in turn, derived from their interactions with the Higgs field. See, for example,
Jim Baggott, Mass: The Quest to Understand Matter from Greek Atoms to Quantum Fields, Oxford
University Press, Oxford, 2017.

6. Einstein, ‘Ist die Trägheit eines Körpers’. English translation quoted in Stachel (ed.), Einstein’s
Miraculous Year, p. 164.

7. Albert Einstein, letter to Conrad Habicht, autumn 1905 (undated), quoted in Pais, Subtle is the
Lord, pp. 148–9.

8. See, for example, Max Jammer, Concepts of Mass in Contemporary Physics and Philosophy,
Princeton University Press, Princeton, NJ, 2000, p. 46.

..........................................................................................

FURTHER READING

Crease, Robert P., A Brief Guide to the Great Equations: The Hunt for Cosmic Beauty in Numbers,
Robinson, London, 2009, Chapter 7.

Cushing, James T., Philosophical Concepts in Physics: The Historical Relation between Philosophy and
Scientific Theories, Cambridge University Press, Cambridge, UK, 1998, pp. 242–6.

Einstein, Albert, Relativity:The Special and the General Theory, 100th anniversary edition, Princeton
University Press, Princeton, NJ, 2015.



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi

Einstein’s Derivation of E = mc2 53

Galison, Peter, ‘The Sextant Equation: E = mc2’, in Graham Farmelo (ed.), It Must Be Beautiful:
Great Equations of Modern Science, Granta, London, 2002, pp. 68–86.

Kennedy, Robert E., A Student’s Guide to Einstein’s Major Papers, Oxford University Press, Oxford,
2012, Chapter 4.

Pais, Abraham, Subtle is the Lord:The Science and the Life of Albert Einstein.Oxford University Press,
Oxford, 1982, Chapters 6–7.

Robinson, Andrew (ed.), Einstein: A Hundred Years of Relativity, revised and updated edition,
Princeton University Press, Princeton, NJ, 2015, Chapter 3.

Stachel, John (ed.), Einstein’s Miraculous Year:Five Papers that Changed the Face of Physics, Princeton
University Press, Princeton, NJ, 2005, pp. 99–164.



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi

3

Bohr’s Derivation of the Rydberg
Formula
Quantum Numbers and Quantum Jumps

The notion that energy might be quantized was forged in the porcelain furnaces used
to study black body radiation. As we saw in Chapter 1, the result of Planck’s act of
desperation was interpreted by Einstein to suggest that electromagnetic radiation could
itself be considered to consist of discrete light-quanta, of energy E = hν, which today we
call photons. But Einstein suspected that quantum principles, and Planck’s fundamental
constant h, held even more significance for physics. In 1907, he wrote:1

If the elementary structures that are to be assumed in the theory of energy exchange
between radiation and matter cannot be perceived in terms of the current molecular-
kinetic theory, are we then not obliged also to modify the theory for the other periodically
oscillating structures considered in the molecular theory of heat? In my opinion the
answer is not in doubt. If Planck’s radiation theory goes to the root of the matter, then
contradictions between the current molecular-kinetic theory and experience must be
expected in other areas of the theory of heat as well.

Planck had arrived at his conclusion by studying the distribution of energy (in the form of
indistinguishable energy elements, E) over the ‘oscillators’ of the cavity material. Einstein
now suggested that similar principles should apply to the distribution of heat energy over
the oscillating atoms in the lattice structures of crystalline solids. In other words, the heat
capacities of solids might also be quantum in nature.

It was understood that crystalline solids such as diamond absorb heat which is stored
internally in its lattice vibrations. In the classical theory of Pierre Dulong and Alexis Petit,
the heat capacities of all such solids are the same and given approximately by 3NAkB,
where NA is Avogadro’s constant and kB is Boltzmann’s constant.∗ This is roughly true at
room temperature (although diamond is a notable exception), but experimental studies at

∗ This can be written as 3R, where R is the ideal gas constant.

The Quantum Cookbook. Jim Baggott, Oxford University Press (2020). © Jim Baggott.
DOI: 10.1093/oso/9780198827856.001.0001
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low temperatures had shown substantial departures from this general rule and differences
between different solids that couldn’t be explained using classical physics.

Einstein now applied the same kind of quantum logic that Planck had used in his
derivation of radiation entropy. He simplified the problem by assuming that all the lattice
atoms vibrate at the same frequency (ν), and further assumed that energy is absorbed
or emitted by these vibrations only in integral multiples of hν. The end result is that
the Dulong–Petit rule is modified by a function that depends on temperature, such
that the heat capacity declines to zero at the absolute zero of temperature. In his 1907
paper, Einstein included a diagram showing general agreement between his theory and
the experimental heat capacity of diamond as a function of temperature which, as Pais
remarks, ‘represents the first published graph in the history of the quantum theory of the
solid state’.2

Einstein’s theory would eventually be replaced by more sophisticated treatments of
the lattice vibrations, but he had more than made his point. Momentum was building,
and in 1910 the eminent German chemist Walther Nernst paid Einstein a visit (by
this time Einstein was back in Zurich, but was still a relative unknown). Nernst’s
interest encouraged greater respect for Einstein and his work, with one Zurich colleague
repeating the general opinion: ‘This Einstein must be a clever fellow, if the great Nernst
comes so far from Berlin to Zurich to talk to him.’3 Nernst was instrumental in drawing
attention to Einstein’s quantum approach and from early 1911 a growing number of
scientists began to cite Einstein’s papers and embrace quantum ideas.

The Structure of the Atom

In the meantime, atoms had evolved from hypothetical entities, dismissed by physicists
such as Mach as the result of wildly speculative metaphysics, into the objects of detailed
laboratory study. The discovery of the negatively charged electron (‘cathode rays’) by
English physicist Joseph John Thomson in 1897 implied that atoms, indivisible for more
than 2000 years, now had to be recognized as having some kind of internal structure.

Thomson himself developed a simplified model consisting of point-like, negatively
charged electrons moving in rings around the centre of a sphere of uniformly positively
charged fluid. He initially suggested that even the simplest atoms would contain a
very large number of electrons (for example, a hydrogen atom would hold about 1000
electrons), but as evidence showed that the numbers involved were much smaller,
he adapted his model accordingly. This became popularly (and unfairly) known as
Thomson’s ‘plum pudding’ model of the atom.4

Alternatives included variations on a ‘planetary’ model, following a long tradition in
science of applying ideas from macroscopic physics to describe the microscopic world.
Further clues were revealed in 1909 when, under the direction of Ernest Rutherford in
Manchester, Hans Geiger and Ernest Marsden reported the results of experiments in
which energetic alpha-particles were fired through samples of thin gold foil. To their
astonishment, they found that about one in 8000 alpha-particles was deflected by the
foil, sometimes by more than 90◦. This is no less startling than shooting high-velocity
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machine-gun bullets through tissue paper, and being forced to duck when one of them
bounces back at you.

In 1911 Rutherford interpreted these results to mean that most of the atom’s mass is
concentrated in a small central nucleus, surrounded by electrons which account for much
of the volume of the atom. This was a ‘nuclear atom’ rather than a planetary atom, as
Rutherford was ambiguous about how the electrons might be distributed: ‘The electrons
may be supposed to be distributed throughout a spherical volume or in concentric rings
in one plane.’5

Rutherford’s hesitancy is not difficult to understand. Unlike the Sun and planets of
the Solar System, electrons and atomic nuclei carry electrical charge. It was known
from Maxwell’s theory that electrical charges moving in an electromagnetic field radiate
energy in the form of electromagnetic waves. This radiation carries energy away from the
orbiting electrons, presumably causing them to slow down and leaving them exposed to
the irresistible pull of the positively charged nucleus. The electrons in a planetary model
would spiral down towards the nucleus as they lost their energy and the atoms would
collapse in on themselves within about one hundred-millionth of a second.

Though they might be compelling, such atomic models are also disastrous.

A Little Bit of Reality

On completing his PhD on the electron theory of metals, in September 1911 the young
Danish physicist Niels Bohr journeyed to Cambridge in England, supported by a stipend
from the Carlsberg Foundation.

Bohr joined J. J. Thomson’s research team, but unfortunately their relationship
got off to a poor start from which it seems never to have recovered. As a young
postdoctoral student, Bohr’s grasp of the English language was poor. Though always
polite and courteous, Bohr’s manner could sometimes appear brusque and was open
to misinterpretation. His first meeting with Thomson was not auspicious. He entered
Thomson’s office with a copy of one of Thomson’s books on atomic structure, pointed
to a particular section and declared: ‘This is wrong.’6 It is perhaps hardly surprising that
Thomson did not immediately warm to him.

Bohr struggled on, growing increasingly frustrated. He met Rutherford for the first
time in early November 1911, and transferred to the Manchester laboratory in December
1911. He started work there the following March, and learnt what he needed to know
about radioactivity and Rutherford’s nuclear atom from George von Hevesy and Charles
Darwin (who Bohr would always introduce to others as the grandson of the ‘real’
Darwin).

It was whilst working on some problems raised by Darwin that he became absorbed by
the challenges posed by the structure of the atom. The classical picture said that atoms
should not exist. Yet atoms clearly do exist and so it was likely to be impossible to deduce a
theoretical description based only on classical mechanics and electromagnetism. Perhaps,
he reasoned, some progress could be made by employing quantum ideas. He had become
convinced that the inner electronic structure of the Rutherford model was governed in
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some way by Planck’s quantum of action. ‘This seems to be nothing else than what was
to be expected as it seems rigorously proved that the [classical] mechanics cannot explain
the facts in problems dealing with single atoms.’7 To attempt a classical description
seemed hopeless.

In June 1912 he wrote a letter to his brother Harald:

Perhaps I have found out a little about the structure of atoms. Don’t talk about it to
anybody, for otherwise I couldn’t write to you about it so soon. If I should be right
it wouldn’t be a suggestion of the nature of a possibility (i.e., an impossibility, as J. J.
Thomson’s theory) but perhaps a little bit of reality . . . You understand that I may yet be
wrong; for it hasn’t been worked out fully yet (but I don’t think so); also, I do not believe
that Rutherford thinks that it is completely wild . . . Believe me, I am eager to finish it in
a hurry, and to do that I have taken off a couple of days from the laboratory (this is also
a secret).

Bohr’s model was still nevertheless rife with contradictions. He summarized his work
in a manuscript (now referred to variously as the Rutherford Memorandum or the
Manchester Memorandum) which he submitted to Rutherford on 6 July, but which was
never published. He left Manchester and returned to Copenhagen a couple of weeks
later, carrying the problems back with him in his briefcase.

Bohr continued to work on the problem of atomic structure through the rest of 1912
and into early 1913, when he was given a clue that would unlock the entire mystery.
During a conversation with Hans Marius Hansen, a young professor of physics who had
performed some experiments on atomic spectroscopy at the University of Göttingen in
Germany, Bohr’s attention was drawn to something called the Balmer formula.

The Balmer and Rydberg Formulas

Whilst it might have been anticipated from classical physics that atoms such as hydrogen
should absorb and emit energy continuously, favouring no particular radiation frequen-
cies, physicists in the nineteenth century had found the opposite to be true. The radiation
emitted by excited hydrogen atoms, to take the simplest example, forms a ‘line’ spectrum,
consisting of a series of discrete, narrowly defined frequencies (see Fig. 3.1). In 1885,
the Swiss mathematician Johann Jakob Balmer found that the wavelengths of one series
of hydrogen emission lines that span the visible region conform to a relatively simple
pattern, described by

λ = A
(

n2

n2 − 22

)
, (3.1)

where λ is the wavelength of the emission line, A is a constant (with a value of about
364.7 nm), and n is an integer greater than 2: n = 3, 4, 5, etc. This is the Balmer formula.

In 1888 Swedish physicist Johannes Rydberg generalized Balmer’s formula to include
further series of hydrogen emission lines. Today, we write this as
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Figure 3.1 This picture of the Balmer series appears in a 1910 textbook Lærebog i Physik, by
Christian Christiansen, who taught Bohr at the University of Copenhagen. Wavelengths are recorded in
ångstroms (tenths of a nanometre) along the top, with the Hα (656.3 nm), Hβ (486.1 nm), and Hγ

(434.0 nm) lines marked.

Source: Reproduced in Helge Kragh, Niels Bohr and the Quantum Atom, Oxford University Press, 2012
(Figure 2.2, p. 57).

1
λ

= RH

(
1

n2
1

− 1

n2
2

)

, (3.2)

in which RH is now the Rydberg constant for the hydrogen atom (with a measured value
of 109,675 cm-1), n1 and n2 are integers, and n2 > n1.

The Balmer series is then a particular instance of the Rydberg formula with n1 = 2.
In 1908, Swiss theorist Walther Ritz further generalized this as a combination principle for
all atoms: the reciprocal wavelength (called the wavenumber) of any spectral line can be
calculated as the difference between two terms: 1/λ = T1 −T2. For hydrogen we identify
the term Tm as RH/n2

m.
‘As soon as I saw Balmer’s formula, the whole thing was immediately clear to me,’ Bohr

later claimed.8 It would seem most unlikely that Bohr was completely unaware of this
formula before February 1913, but after wrestling with the problems of atomic structure
for many months its relevance was now suddenly clear to him. Bohr could immediately
see where the integer numbers were coming from. They are quantum numbers.

We can now get a sense of what’s involved in Bohr’s atomic model by following the
logic of his derivation of the Rydberg formula. This is what Bohr did.

The Ingredients

1. The expression for the classical centripetal force associated with uniform circular
motion.

2. Coulomb’s law for the force between electrically charged particles.

3. The First Assumption: the quantized electron orbital energy is given as an integral
multiple of Planck’s constant times half the mechanical frequency of the orbit
(with which we will associate the symbol ω to avoid confusion with radiation
frequency, ν).

4. The Second Assumption: radiation energy is emitted or absorbed by the electron
in a hydrogen atom only in discontinuous transitions or ‘jumps’ between orbits,
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with the frequency of radiation governed by the difference in the energies of the
orbits according to the Planck–Einstein relation: �E = hν.

5. The realization that the First Assumption is equivalent to assuming that the
electron orbital angular momentum is constrained to integral multiples of �,
the ‘reduced’ Planck constant, � = h/2π .

The Recipe

Perhaps the first thing to note about the list of ingredients for this recipe is the prevalence
of a couple of key assumptions. The First Assumption (ingredient 3), in particular, is
somewhat curious. It was only after presenting his derivation that Bohr commented (in
the same paper) that this is equivalent to assuming that the angular momentum of the
electron orbit is quantized. Most textbook presentations of Bohr’s derivation therefore
make use of this variation of the First Assumption, which with hindsight is arguably much
more reasonable (although, as we will see in subsequent chapters, it was later shown to
be quite incorrect).

We begin in Step (1) by adopting a simple model involving an electron moving
with uniform circular motion around a central nucleus.∗ This is very much a classical,
‘planetary’ model, and initially Bohr even assumed the orbits to be elliptical, although the
results are not affected by assuming circular orbits. We identify the classical centripetal
force associated with a stable orbit with the Coulomb force of electrostatic attraction
between the electron and the nucleus. This allows us to deduce a relationship between
the mechanical frequency (ω) and the classical energy of the orbit.

In Step (2) we impose a quantum condition on the energies of the stable orbits,
assuming that they must be represented by integral multiples of Planck’s constant times
an ‘average’ mechanical frequency, taken to be 1

2ω. We rearrange this expression and
equate it to the classical result we got for ω in Step (1). Further manipulations allow us to
derive an expression for the quantum energies of the stable orbits. Assuming that radiation
is emitted or absorbed by the electron only when moving between these stable orbits
allows us to deduce the Rydberg formula and an expression for the Rydberg constant in
Step (3).

In Step (4) we examine an alternative to the quantum condition imposed through
the First Assumption, in which the electron orbital angular momentum is constrained to
integral multiples of �. Whilst this gives exactly the same results, it implies a potentially
much more powerful conclusion: in the hydrogen atom both electron orbital energy and
angular momentum are quantized.

∗ I won’t call this a proton just yet, as the proton wasn’t discovered until 1917.
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Step (1): Derive the Classical Frequencies of the ‘Planetary’
Electron Orbits

Bohr published his derivation in the opening sections of the first paper in a series of three
entitled ‘On the Constitution of Atoms and Molecules’, known as the ‘trilogy’. Here Bohr
essentially asks us to set aside our preconceptions and prejudices and examine the interior
structure of the hydrogen atom as though it behaves entirely classically. The atom is then
conceived much like a planetary system, as an electron (with mass me) orbiting a central
nucleus. Strictly speaking, we should use the reduced mass μ= memH/ (me + mH ), where
mH is the mass of the hydrogen atom nucleus. But if we assume that the electron is much
lighter than the nucleus, me � mH then we can assume that μ ∼= me.9 If we further
stretch the analogy we would assume an elliptical orbit, as Bohr does initially, but we will
see that it makes no difference to our conclusions if we assume the orbit is circular.

The orbit then has a fixed radius r and an orbital or angular velocity v (see Fig. 3.2),
measured—for example—in radians per second. We know from the application of
Newton’s second law to such a system of uniform circular motion that from the
perspective of a stationary observer, there will be a centripetal force and an acceleration
directed inwards towards the centre, given by mev2/r. From the perspective of the frame
of reference of the orbiting electron (in which the electron is stationary), there is no
net force—the centripetal force is balanced by an opposing centrifugal force which is
directed outwards:

r +

e2

mev
2

4πε0r2
–

e–

v

r+

Figure 3.2 The ‘planetary’ orbit of the electron is assumed to be circular, with orbital or angular
velocity ν and radius r.
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Fout = +mev2

r
. (3.3)

In the case of an object tethered to, and rotating around, a central point, we know that the
inward centripetal force is provided by the tension in the tether. In the case of a planetary
hydrogen atom, the centripetal force is provided by the electrostatic attraction between
the electron and the nucleus according to Coulomb’s law.

Generally, for a system with electrical charges q1 and q2 separated by a distance r,
Coulomb’s law is F = q1q2/4πε0r2, where ε0 is the permittivity of free space. If the
charges are both positive or both negative, then the Coulomb force is positive and the
charges repel. If the charges are of opposite sign then the force is negative and attractive.
For the hydrogen atom, q1 is the charge on the electron, −e, and q2 is the charge on the
nucleus, +e. The centripetal force acting on the electron is then

Fin = − e2

4πε0r2 . (3.4)

The net force on the electron in a stable orbit then given by

Fnet = Fout + Fin = mev2

r
− e2

4πε0r2 = 0. (3.5)

We can rearrange Eq. (3.5) to give an expression for v2 as follows:

v2 = e2

4πε0mer
. (3.6)

We now turn our attention to the total energy of the electron orbit. We know that this
total energy is E = T +V , where T is the kinetic energy of the electron in the orbit and V
is the potential energy associated with the Coulomb force. Evaluating the kinetic energy
is straightforward:

T = 1
2

mev2 = e2

8πε0r
. (3.7)

Recall from Eq. (P.7) that the potential energy is defined as minus the integral of the force
with respect to distance (in this case r), or V = − ∫

Fdr. Applying this to the expression
for the Coulomb force acting on the electron in a hydrogen atom, Eq. (3.4), we get

V = e2

4πε0

∫
1
r2 dr = − e2

4πε0r
. (3.8)
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We note in passing that the relationship between the kinetic and potential energies of this
system conforms to the virial theorem. For a system with V proportional to rn, then twice
the time average of the kinetic energy 〈T〉 is equal to n times the time average of the total
potential energy. In this case, n = −1 and 2〈T〉 = 〈V 〉.

So, the total energy of a classical stable orbit is

E = T + V = e2

8πε0r
− e2

4πε0r
= − e2

8πε0r
. (3.9)

The energy of the orbit is negative as this represents a state of lower energy compared
with the situation in which the electron is removed to infinity, taken as the (arbitrary)
energy zero.

Our final task in this step is to deduce an expression for the mechanical frequency
of the orbit, ω. This is simply calculated from the orbital velocity divided by the
circumference, ω = v/2πr. From (3.9) we have

r = e2

8πε0 (−E)
. (3.10)

We can substitute this expression for r in Eq. (3.6) and take the square root:

v =
√

2 (−E)

me
, (3.11)

giving

ω = v
2πr

= 4
√

2ε0(−E)3/2

e2√me
. (3.12)

This is the first result that Bohr gives in the first paper of the trilogy.
If this seems a rather clumsy or cumbersome expression, it might be helpful to think

of it this way. The orbital period τ is simply the reciprocal of the angular frequency,
τ = 1/ω. Thus,

τ2

r3 = 16π3ε0me

e2 , (3.13)

which is a constant, independent of the orbital energy E. This is, of course, Kepler’s
third law of planetary motion, in which we have approximated the semi-major axis of
the elliptical (planetary) orbit as the radius of a circular (electron) orbit.

This is all fine as far as it goes, but of course this is an inherently unrealistic classical
model, as Bohr goes on to acknowledge:10
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Let us now, however, take the effect of the energy radiation into account, calculated in the
ordinary way from the acceleration of the electron. In this case the electron will no longer
describe stationary orbits. [E] will continuously increase, and the electron will approach
the nucleus describing orbits of smaller and smaller dimensions, and with greater and
greater frequency; the electron on the average gaining in kinetic energy at the same time
as the whole system loses energy. This process will go on until the dimensions of the orbit
are the same order of magnitude as the dimensions of the electron or those of the nucleus.
A simple calculation shows that the energy radiated out during the process considered will
be enormously great compared with that radiated out by ordinary molecular processes.

This is clearly not how real atoms behave. Bohr understood that in the classical
planetary model energy is assumed to be continuously variable, in striking contrast to
the evidence from atomic spectroscopy, which shows that atoms emit or absorb energy
only in discrete quantities. To recover the pattern of lines in the atomic emission and
absorption spectra, it is necessary to impose a quantum condition.

Step (2): Derive the Frequency of Quantum Electron Orbits,
and Compare

But how should this quantum condition be applied? Bohr wrote:11

Now the essential point in Planck’s theory of radiation is that the energy radiation from
an atomic system does not take place in the continuous way assumed in the ordinary
electrodynamics, but that it, on the contrary, takes place in distinctly separated emissions,
the amount of energy radiated out from an atomic vibrator of frequency ν in a single
emission being equal to [n] hν, where [n] is an entire number, and h is a universal constant.

Bohr imagined an electron removed to an infinite distance from the nucleus. In this
situation, the electron has no orbital velocity or frequency to speak of—from Eq. (3.10), if
r = ∞, then E∞ = 0, and, from (3.12), ω∞ = 0. As the electron and nucleus are brought
together, the energy falls. Conservation of energy demands that the difference (�E)
is emitted in the form of electromagnetic radiation. But the Planck–Einstein equation
suggests that such radiation is constrained to integral multiples of hν, or �E = nhν. This
must mean that the electron orbits are likewise constrained to energies determined by n,
where n can take values 1, 2, 3, . . ., etc. So, let’s label the orbital energy characterized by
the integer n as En, with orbital frequency ωn.

In his derivation of the radiation formula (Chapter 1), Planck had assumed that the
frequency of the imaginary oscillators and the frequency of the radiation absorbed or
emitted by them was identical. So Bohr now equated the frequency of the radiation
emitted as an electron is brought from infinity to bind with the nucleus to the average
of the mechanical frequencies of the electron at infinity and in the final orbit, i.e.
ν = (ωn + ω∞) /2 = 1

2ωn. He wrote: ‘If we assume that the radiation emitted is homoge-
neous, the second assumption concerning the frequency of the radiation suggests itself,
since the frequency of revolution of the electron at the beginning of the emission is 0.’12
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Based on this assumption, the difference in energies at infinity and in the nth orbit is
given by

E∞ − En = 1
2

nhωn or En = −1
2

nhωn (3.14)

(remember, E∞ = 0).
If you have some doubts about this First Assumption, please be reassured—it’s clear

that Bohr had doubts, too, which is why he chose to revisit it later in his paper. We will
look at this assumption again in Step (4).

We can rearrange (3.14) as follows:

ωn = 2 (−En)

nh
. (3.15)

And we can now compare this result with the expression (3.12), replacing ω with ωn and
E with En in the latter, giving

2 (−En)

nh
= 4

√
2ε0(−En)

3/2

e2√me
(3.16)

or, after some rearrangement,

En = − mee4

8ε2
0h2

· 1
n2 . (3.17)

The dependence of the orbital energy on 1/n2 is heartening, as this clearly takes us a
step closer to the Rydberg and Balmer formulas. But before we take the next step it is
worth substituting this result for En into the expression for the orbital radius, which we
now write as rn, in Eq. (3.10):

rn = n2 · ε0h2

πmee2 . (3.18)

The lowest-energy orbit of the electron in a hydrogen atom corresponds to n = 1, so
the radius of this orbit is fixed and specified by a collection of physical and geometric
constants. Using the values of these constants allowed Bohr to deduce that r1 has a value
of 5.5 × 10−11 m, or 0.055 nm.13 This is called the Bohr radius.
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Step (3): Impose the Planck Condition on Transitions
between Orbits

The next step is relatively straightforward. Absorption of radiation promotes the electron
from a lower to a higher energy orbit (let’s say from an orbit characterized by n1 to an
orbit characterized by n2, where n2 > n1). Likewise, the emission of radiation signals the
electron falling from a higher to a lower energy orbit, let’s say from n2 to n1. But energy
can be absorbed or emitted only in integral multiples of hν. Bohr now imposed his Second
Assumption—the frequency of the absorbed or emitted radiation is determined by the
difference in the energies of the orbits according to

�E = En2 − En1 = hν. (3.19)

There’s a little more to this condition. Transitions between the orbits would have to occur
instantaneously in ‘jumps’, because if the electron were to move gradually from one orbit
to another, it would again be expected to radiate energy continuously during the process.
Transitions between inherently non-classical stable orbits must themselves involve non-
classical discontinuous jumps. Bohr wrote that14

the dynamical equilibrium of the systems in the [stable orbits] can be discussed by help of
the ordinary [classical] mechanics, while the passing of the systems between the different
[stable orbits] cannot be treated on that basis.

The integer numbers that characterize the electron orbits would come to be known as
quantum numbers, and the transitions between different orbits would become quantum
jumps.

From (3.17) we can deduce that

En2 − En1 = mee4

8ε2
0h2

(
1

n2
1

− 1

n2
2

)

= hν = hc
λ

. (3.20)

And so we get

1
λ

= mee4

8ε2
0h3c

(
1

n2
1

− 1

n2
2

)

, (3.21)

which is just the Rydberg formula, Eq. (3.2), in which the Ryberg constant RH is now
revealed to be a collection of physical constants, RH = mee4/8ε2

0h3c. Using the values
of the physical constants available to Bohr at the time, he got an estimate for RH of
109,740 cm-1. This is just fractionally higher than the experimentally observed value
(109,675 cm-1) and equivalent within the bounds of accuracy of the physical constants.
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We know that setting n1 = 2 yields the Balmer series in the visible region. In his paper
Bohr noted that setting n1 = 3 gives another series in the infrared that had previously
been identified by German physicist Friedrich Paschen in 1908. Setting n1 = 1 and
n1 = 4, 5 predicted further emission series in the ultraviolet and infrared that had not
at that time been observed ‘but the existence of which may be expected’.15 These would
become known as the Lyman series, discovered in the period 1906–14 (and named for
Theodore Lyman), the Brackett series (1922, named for Frederick Sumner Brackett),
and the Pfund series (1924, named for August Herman Pfund)—see Fig. 3.3.

A further series of emission lines named for American astronomer and physicist
Edward Charles Pickering was thought by experimentalists also to belong to the
hydrogen atom. However, at the time, the Pickering series was characterized by terms
involving half-integer numbers which are not admissible in Bohr’s theory. Instead, Bohr
proposed that the formula be rewritten in terms of integer numbers, suggesting that the
Pickering series belongs not to hydrogen atoms but rather to ionized helium.

If we generalize the Balmer formula for atoms with nuclear charges Z greater than 1,
we find that the Rydberg constant becomes RZ = Z2RH . This suggests that the Rydberg
constant for helium should be exactly four times that measured for the hydrogen atom.
But English astronomer Alfred Fowler objected. The spectroscopic data were instead
consistent with a Rydberg constant for helium that was 4.0016 times that for hydrogen.
The difference, though very small, could not be attributed to experimental error.

Bohr puzzled over this for a while, before realizing that the discrepancy lay in the use of
the electron mass me instead of the reduced mass μ. Denoting the Rydberg constant for

ultraviolet

Lyman Balmer Paschen Bracket Pfund

n = ∞
n = 7
n = 6
n = 5
n = 4

n = 3

n = 2

n = 1

Hα Hβ Hγ

visible infrared

Figure 3.3 Energy levels (not shown to scale) and emission transitions in the spectrum of atomic
hydrogen. The Balmer series lies in the visible and the distinctive Hα (656.3 nm) line lends a reddish
hue to many true-colour photographs of astronomical objects such as the Orion nebula.
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helium as RHe, and replacing the electron mass in both RHe and RH with the expression
for the reduced mass, we get

RHe

RH
= 4

(
memHe

me + mHe

) (
me + mH

memH

)
= 4

mHe

mH

(
me + mH

me + mHe

)
. (3.22)

Using the available data on the nuclear masses allowed Bohr to deduce that the ratio
RHe/RH should be 4.00163, compared to 4.0016 from observation. Bohr’s biographer
Abraham Pais wrote: ‘Up to that time no one had ever produced anything like [this
precision] in the realm of spectroscopy, agreement between theory and experiment to
five significant figures.’16 This kind of agreement was simply unprecedented.

Step (4): Recast the First Assumption as a Quantization
of Orbital Angular Momentum

Bohr returned to his rather ad hoc First Assumption later in his first paper. He pondered
some more on the relationship between the radiation frequency and the mechanical
frequency of the orbit, concluding that17

We are thus led to assume that the interpretation of [Eq. (3.14)] is not that the different
[stable orbits] correspond to an emission of different numbers of energy-quanta, but
that the frequency of the energy emitted during the passing of the system from a state
in which no energy is yet radiated out to one of the different [stable orbits], is equal to
different multiples of 1

2ω, where ω is the frequency of revolution of the electron in the
state considered.

In other words, the integer numbers n do not originate from the quantization of the
radiation (as nhν), but rather from the quantization of the orbits themselves ( 1

2 nhωn).
Later on in the paper Bohr traces this quantization to the orbital angular momentum:18

In any molecular system consisting of positive nuclei and electrons in which the nuclei are at
rest relative to each other and the electrons move in circular orbits, the angular momentum of
every electron round the centre of its orbit will in the permanent state of the system be equal
to h/2π, where h is Planck’s constant.

In a system involving circular motion, the orbital angular momentum is the vector or
cross product of the position and momentum vectors, L = r × p, where L, r, and p are
the angular momentum, radial, and linear momentum vectors, respectively.∗ The scalar
magnitude of the angular momentum is then given by L =|r‖p |sin θ , where θ is the angle
between the radial and linear momentum vectors. But, of course, the linear momentum
vector forms a tangent with the orbit and so θ = 90

◦
, sin θ = 1, and L = rp. If we

∗ There’s a little more background on this available in Appendix 6.
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assume the classical expression for linear momentum, then for an electron p is given
by mev, where v is again the orbital or angular velocity. In other words, L = mevr. The
quantum condition is now that the angular momentum in the nth orbit, Ln, must be an
integral multiple of the fundamental quantum of angular momentum, h/2π :

Ln = mevnrn = n
h

2π
= n�, (3.23)

where, as before, rn is the radius of the nth orbit and vn the orbital or angular velocity.
If we make use of the result for vn derived from Eq. (3.6) we can rearrange (3.23) to
give an expression for rn. Not surprisingly, this is the same as Eq. (3.18). Everything else
follows.

There was a precedent. A year earlier in 1912, John Nicholson, an English mathe-
matician at the Cavendish Laboratory in Cambridge, had developed a planetary atomic
model and had sought to apply quantum principles to it. He had already concluded
that the existence of spectral line series implied that the orbital angular momentum of
an electron in an atom might be constrained to integral multiples of h/2π . He went on
to suggest that the series ‘may not emanate from the same atom, but from atoms whose
internal angular momentum have, by radiation or otherwise, run down by various discrete
amounts from some standard value’.19

By the second paper in Bohr’s trilogy, the quantization of orbital angular momentum
had evolved from almost an afterthought to a universal condition although, as we will see
in Chapter 5, Eq. (3.23) is quite wrong.

Alarm Bells

Bohr wrote to Rutherford on 6 March 1913, enclosing with his letter a manuscript copy
of the first paper. In his reply Rutherford reacted favourably but raised some difficult
questions. He was particularly puzzled by the fact that, in Bohr’s model, an electron in
a high-energy orbit would somehow need to ‘know’ beforehand the energy of the final,
destination, orbit in order to emit radiation of just the right frequency:20

how does an electron decide what frequency it is going to vibrate at when it passes from
one [stable orbit] to the other? It seems to me that you have to assume that the electron
knows beforehand where it is going to stop.

Rutherford was already ringing alarm bells about the implications of the new quantum
theory for our understanding of cause and effect, bells that would continue to peal loudly
for another century.

He also warned that Bohr’s manuscript was rather long: ‘I do not know if you
appreciate the fact that long papers have a way of frightening readers,’ he wrote. Bohr
was nonplussed. The day before he received Rutherford’s letter he had sent a revised
draft of his manuscript. It was even longer.



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi

70 Notes

Bohr resolved to go at once to Manchester and discuss the paper directly with
Rutherford. He wrote back on 26 March and declared his intention to visit Rutherford
in the first days of the following week. Rutherford was patient. After discussions through
several long evenings, during which he declared he had never thought Bohr should prove
to be so obstinate, he agreed to leave all the detail in the final paper and communicate
it to the journal Philosophical Magazine on Bohr’s behalf. It appeared in July 1913. The
second and third parts of the trilogy appeared in the same journal in September and
November that year.

Bohr’s model was a triumph. But, much like Planck’s achievement in 1900, it was
also rather mysterious, the result of shoehorning quantum principles into an otherwise
disastrous classical description. There were many unanswered questions. The most
pressing of these concerned the quantum numbers. What did they mean? From where,
exactly, had they come?

..........................................................................................
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4

De Broglie’s Derivation of λ = h/p
Wave–Particle Duality

In the years following Einstein’s outrageous suggestion that light might actually consist
of quanta, the supporting evidence was gradually accumulated. As we saw in Chapter 1,
Einstein had made some predictions concerning the photoelectric effect, and these were
borne out in experiments by American physicist Robert Millikan ten years later.

For many physicists, the status of light-quanta was put virtually beyond question in
1923, when Arthur Compton and Pieter Debye showed that these could be bounced off
electrons (the technical term is ‘scattered’), with a consequent (and entirely predictable)
change in their frequencies. This phenomenon is now known as Compton scattering.
These experiments strongly suggest that light does indeed consist of particles with
directed momenta, behaving like small projectiles. Despite this some physicists, including
Planck and Bohr, remained rather stubborn. They preferred to think of quantization as
having its origin in atomic structure, retaining Maxwell’s classical description based on
continuous electromagnetic waves.

Whatever was going to replace classical physics in the description of radiation and
atomic phenomena had to confront the difficult task of somehow reconciling the wave-
like and particle-like aspects of light in a single theoretical structure.

An important clue would come from Einstein’s special theory of relativity. As we saw
in Chapter 2, special relativity suggests that energy can be considered equivalent to mass,
and that all mass represents energy. We tend to want to associate mass (and the related
property of linear momentum) with material particles. But the Planck–Einstein relation
connects energy with frequency. So, here are two very simple yet fundamental equations
connecting energy to mass and energy to frequency. This suggests an obvious question:
can they be combined?

French physicist Prince Louis de Broglie∗ certainly thought so. Thirty-one-year-old
de Broglie was the younger son of Victor, fifth duc de Broglie. He had originally intended
to pursue a career in the humanities, and had studied medieval history and law at the
Sorbonne, receiving a degree in 1910. But he gained a passion for physics through the

∗ Pronounced ‘de Broy’.

The Quantum Cookbook. Jim Baggott, Oxford University Press (2020). © Jim Baggott.
DOI: 10.1093/oso/9780198827856.001.0001
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influence of his older brother, Maurice, and his experiences during World War I serving
in the French Army, in field radio communications, stationed at the Eiffel Tower.

After the war, de Broglie joined a private physics laboratory headed by his brother
which specialized in the study of X-rays. It was whilst he was working at this laboratory
in 1923 that he thought to combine the two most iconic equations of special relativity and
quantum theory. The result would be another very simple yet iconic equation, λ = h/p,
where the wavelength λ is an unambiguously wave-like property and linear momentum
p is equally unambiguously particle-like.

If this were true only for photons, then we likely wouldn’t be getting overly excited
about it. For photons, the de Broglie relation doesn’t really take us much further forward
than E = hv. What makes the relation much more interesting is de Broglie’s further
insight:1

After long reflection in solitude and meditation, I suddenly had the idea, during the year
1923, that the discovery made by Einstein in 1905 should be generalized by extending it
to all material particles and notably to electrons.

De Broglie’s relation summarizes a profound wave–particle duality in nature.
Many modern textbooks either give the de Broglie relation without a derivation or

present it as an axiom or postulate of quantum theory. To a certain extent this is
understandable. As we will see in later chapters, the classical concept of momentum
undergoes a rather radical revision in quantum mechanics, and the meaning of p is much
less straightforward than the de Broglie relationship would seem to imply.

Nevertheless, I believe it is still very instructive to appreciate where this relation came
from and how it was first derived. But before we can continue, it is first necessary to
become familiar with a few more of the consequences of special relativity.

Energy and Linear Momentum in Special Relativity

Einstein’s equation E = mc2 represents a starting point for a much broader exploration
of energy and momentum in special relativity. If we adopt the classical expression for the
momentum, p = mv, where v is the velocity, then the mass m is given by m = p/v and

E = pc2

v
or v = pc2

E
. (4.1)

Now, if a small incremental change in the energy of a physical system dE is derived
exclusively from a change in its kinetic energy T through the application of a force F,
then dE = dT and from Eqs. (P.5) and (P.1) we have

dE = Fdx or dE = dp
dt

dx = dx
dt

dp = vdp. (4.2)
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If we substitute for v from (4.1) we get

dE = pc2

E
dp or EdE = c2pdp. (4.3)

On integrating, we get

∫
EdE = c2

∫
pdp or E2 = p2c2 + E2

0 . (4.4)

In Eq. (4.4), E2
0 is a constant of integration, and the reason for writing this explicitly as

the square of an energy quantity will become obvious very shortly.
From Eq. (4.1) we have pc = Ev/c, which we can insert directly into (4.4):

E2 = E2v2

c2 + E2
0 or, on rearranging E2 = E2

0(
1 − v2

c2

) . (4.5)

You can probably now sense where this is heading. Taking the positive root of both sides
of (4.5) gives

E = γ E0, where γ = 1
√

1 − v2

c2

. (4.6)

The constant of integration is thus revealed to be the square of the energy of the system
in the rest frame (hence, the subscript zero). The energy E is then the relativistic energy
of the system in the frame S, moving with velocity v, and γ is the Lorentz factor.

Of course, the equivalence of mass and energy applies equally to the rest frame, too,
such that E0 = m0c2, where m0 is the mass of the system at rest, called the ‘rest mass’.
We can now use this in (4.4) to obtain a general expression for the relativistic energy:

E2 = p2c2 + m2
0c4. (4.7)

If it helps, we can represent this in terms of a right-angled triangle with sides pc and m0c2.
The hypotenuse is then the total energy E (see Fig. 4.1).

Equation (4.7) is entirely equivalent to, but much more generally applicable than,
E = mc2. For one thing, we can apply it to particles with zero rest mass (such as photons),
without involving ourselves in difficult debates about the origin of ‘relativistic’ mass in
such particles. To see why this might be a problem we can extend (4.6) to mass and
momentum as follows:

E = mc2 = γ m0c2, suggesting m = γ m0 (4.8)
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E

pc

m0c
2

Figure 4.1 Equation (4.7) can be pictured as a right-angled triangle with sides pc and m0c2 and
hypotenuse E.

and

p = mv = γ m0v. (4.9)

The problem with (4.8) and (4.9) is that they can’t be applied to photons, because
photons have zero rest mass and move at the speed of light v = c, giving γ m0 = 0/0,
which is generally said to be ‘indeterminate’. But we know that photons not only possess
energy, they also have momentum, which we experience directly through phenomena
such as radiation pressure and Compton scattering. This is where Eq. (4.7) comes to the
rescue, since for photons with m0 = 0, we have (again taking the positive root)

E = pc. (4.10)

This might be an unfamiliar (and therefore somewhat surprising) result. If photons move
with velocity c and we can imagine them to possess a relativistic mass m and momentum
mc (without worrying overmuch what m might mean in this context or where it comes
from), then why isn’t the kinetic energy given by 1

2 mc2 = 1
2 pc? Then we realize that this

is muddled thinking. From (4.6) we have

E = γ E0 = E0√
1 − v2

c2

≈ E0

(
1 + 1

2
v2

c2 − . . .

)
, (4.11)

where, once again, we have substituted a Taylor series expansion for the Lorentz factor,
γ —look back at Eq. (2.33), replacing x with −v2/c2. Setting E0 = m0c2 and neglecting
higher-order terms in the expansion gives the following approximate expression, valid for
speeds v much less than c:

E ≈ 1
2

m0v2 + m0c2. (4.12)
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This is just the Newtonian kinetic energy (based on the rest mass) plus the rest energy.
Note that we cannot apply this approximation in the case of photons because photons
only travel at the speed of light (in whatever medium they’re moving in) and because
they have zero rest mass. Thus, we see that the Newtonian kinetic energy 1

2 mv2 and, by
the same token, p = mv, are limiting expressions applicable only for systems moving with
non-relativistic speeds.

In fact, it’s interesting to note that the correct result E = pc was already well known to
physicists in the early twentieth century based on the relationship between electromag-
netic energy flux and momentum density in Maxwell’s theory of electrodynamics.2 It
can be derived without recourse to special relativity or the presumption of photons with
zero rest mass, and has been verified by experiments on radiation pressure.

Equations (4.6) and (4.9) allow us to deduce the relativistic energy and momentum
in a reference frame S moving with velocity v relative to the rest frame, which we will
call S0. This is all fine, but in what follows we will need to refer to a more general
Lorentz transformation for energy and momentum between the arbitrary frames S and
S′, where v is now the relative velocity of the two frames. This can be quite easily done.
We begin by using the general Lorentz transformation for position and time (the right-
hand side of Table 2.1) to establish relationships between all the velocities involved
and, most importantly, their corresponding Lorentz factors. We then use Eqs. (4.6) and
(4.9) to transform energy and momentum from S0 to S and from S0 to S′ and use the
relationships between the Lorentz factors to compare the two sets of results for S and S′.
This gives us the Lorentz transformation equations for energy and momentum.

Although quite straightforward, the algebraic manipulations involved are relatively
uninformative and, frankly, rather tedious. I’ve therefore chosen to confine this
derivation to Appendix 2, and will here proceed directly to the end results. For
a system in S with energy E and momentum p, which is resolved into Cartesian
components px, py, and pz

(
such that p2 = p2

x + p2
y + p2

z
)
, the Lorentz transformations

to another frame S′ (energy E ′ and momentum p′) are

E ′ = γ (E − vpx) (4.13)

p′
x = γ

(
px − v

c2 E
)

(4.14)

p′
y = py (4.15)

p′
z = pz, (4.16)

where v is the velocity of S′ relative to S and p′2 = p′2
x +p′2

y +p′2
z . We can see immediately

that when S is the rest frame S0, px = 0 and (4.13) reduces to (4.6). From (4.14) we
have (since E0 = m0c2) p′

x = −γ m0v. This is equivalent to (4.9) as in this case p′2 = p′2
x

(as p′2
y = p′2

z = 0) and we can choose to take the positive root for p′.
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Lorentz Transformation for a System of Plane Waves

Before we can go on to consider the main derivation of this chapter we need one last
ingredient—the Lorentz transformation for a system of plane waves. In fact, we have
already considered this problem in Chapter 2—see Eqs. (2.5)–(2.18) and Fig. 2.3.
However, this referred to a plane electromagnetic wave moving at the speed of light. What
we need here is a more general transformation for plane waves moving at any speed.

But the logic is nevertheless much the same. In the frame S we represent the wave as
A sin (ωt − kr), where r is the direction of a sine wave travelling towards the observer, ω

is the angular frequency, and k is the wave vector. We resolve the wave vector along the
three Cartesian coordinates with components kx, ky, and kz (where k2 = k2

x + k2
y + k2

z ),
and rewrite the phase angle as

� = ωt − (
kxx + kyy + kzz

)
. (4.17)

Likewise, in the frame S′

�′ = ω′t′ − (
k′

xx′ + k′
yy′ + k′

zz′). (4.18)

We proceed as before, applying the Lorentz transformation for t′, x′, y′, and z′ to
Eq. (4.18) and gathering together terms in t and x to give

�′ = γ
(
ω′ + vk′

x
)

t −
[
γ

(
k′

x + v
c2 ω′) x + k′

yy + k′
zz

]
. (4.19)

We now set �′ = � and compare (4.17) and (4.19) term by term:

γ
(
ω′ + vk′

x
)

t = ωt (4.20)

γ
(

k′
x + v

c2 ω′) x = kxx (4.21)

k′
yy = kyy (4.22)

k′
zz = kzz. (4.23)

As before, we use (4.21) to derive an expression for k′
x which we substitute into (4.20)

giving, after some rearrangement,

ω′ = γ (ω − vkx). (4.24)

Substituting this expression for ω′ into (4.21) gives, again after some rearrangement,

k′
x = γ

(
kx − v

c2 ω
)

. (4.25)
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And, of course, from (4.22) and (4.23),

k′
y = ky (4.26)

k′
z = kz. (4.27)

We’re now all set. But before going on to consider the main derivation I want to pause
to consider de Broglie’s original.

De Broglie’s Original Derivation

Chapter 1 of de Broglie’s PhD thesis opens with a discussion of Einstein’s E = mc2 and
the Planck–Einstein relation, E = hν. He writes:3

The notion of a quantum makes little sense, seemingly, if energy is to be continuously
distributed through space; but, we shall see that this is not so. One may imagine that, by
cause of a meta law of Nature, to each portion of energy with a proper mass m0, one may
associate a periodic phenomenon of frequency v0, such that one finds. . .

E0 = m0c2 = hν0 (4.28)

valid in the rest frame, S0.

De Broglie assumed that the periodic phenomenon in question is a standing wave
somehow confined within the particle, and which is carried along with the particle moving
at a velocity v. However, when he then tried to generalize this for moving frames, he hit
a problem. He figured that in a frame S moving with velocity v relative to the rest frame,
the observed ‘periodic phenomenon of frequency ν0’ would be affected by time dilation
according to

νi = ν0
t0
t

= v0

γ
, (4.29)

where t0 is the time measured in the rest frame, t = γ t0, and νi is the observed frequency
of the ‘inner’ standing wave. Because of the effects of time dilation, the frequency of the
inner wave is observed to be less than ν0. But the equation for the relativistic energy, (4.6),
instead implies that

E = hν = γ hν0 or ν = γ ν0, (4.30)

which implies a frequency greater than ν0. These two frequencies can’t be the same.
The only way de Broglie could reconcile them was further to assume the existence of
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an associated travelling external wave (hence, ν instead of νi) which remains in phase
with the inner wave but possesses a phase velocity V which is different from v. De Broglie
called this a ‘theorem of phase harmony’:4

A periodic phenomenon is seen by a stationary observer to exhibit the frequency
[νi = ν0/γ ] that appears constantly in phase with a wave having frequency [ν = γ ν0]
propagating in the same direction with velocity [V = c2/v].

De Broglie arrived at this result for the phase velocity as follows. We assume that the inner
and external waves start out in phase, with the particle and the external wave moving in
tandem along the x-coordinate. Now, assuming a simple sinusoidal form for the inner
wave, the phase is given by ωi t, where the angular frequency ωi = 2πvi (this internal
wave is a standing wave, so the phase depends only on the angular frequency). The
phase of the travelling external wave is ωt − kx, where k is the wave vector. The theorem
of phase harmony then requires

ωi t = ωt − kx or νi t = ν
(

t − x
V

)
, (4.31)

where we have substituted k = 2π/λ = 2πν/V and cancelled all the factors of 2π . Within
the time t the particle moves a distance x = vt and so we can substitute t = x/v in (4.31)
to give

νi
x
v

= ν
(x

v
− x

V

)
= ν

x
v

(
1 − v

V

)
or

νi

ν
=

(
1 − v

V

)
(4.32)

We can now use the results from Eqs. (4.29) and (4.30) to deduce an expression for v:

ν0

γ 2ν0
=

(
1 − v

V

)
or

(
1 − v2

c2

)
=

(
1 − v

V

)
. (4.33)

From which it follows that V = c2/v.
This means that the phase velocity of the travelling external wave is greater than the

speed of light, so this can’t be a ‘real’ wave capable of transporting energy. De Broglie
writes: ‘Our theorem teaches us, moreover, that this wave represents a spatial distribution
of phase, that is to say, it is a “phase wave”.’5 Observers of a crowd at a sports stadium will
appreciate that a ‘Mexican wave’, created by spectators standing and raising their arms
before sitting down synchronously with their neighbours, travels around the stadium at
a speed much greater than that of the spectators themselves.

We can now complete de Broglie’s original derivation. Recall from Eq. (4.30) that
the relativistic energy is given by E = hν = γ m0c2. From Eq. (4.9) we know that the
relativistic momentum is p = γ m0v. We can combine these with the expression for the
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phase velocity V to give

p = hν

c2 v = hν

V
. (4.34)

But ν/V is simply the reciprocal of the wavelength (λ) of the external wave, so

p = h
λ

or λ = h
p

. (4.35)

De Broglie didn’t immediately recognize this as the iconic equation of wave–particle
duality (it makes an appearance in his PhD thesis only in the last chapter, in a discussion
of quantum statistical mechanics). However, in the Nobel Prize lecture which he
delivered in 1929, he declared it ‘a fundamental relation of the theory’.6

The assumption of faster-than-light phase waves might appear somewhat arbitrary,
or even unphysical, but de Broglie nevertheless attached great significance to them. He
went on to show how the frequencies ν0 and ν combine to define a refractive index for
free space and he equated the velocity of the particles ν with the ‘group velocity’ of a
‘packet’ of waves with similar frequencies.

He refined his understanding some years later. For de Broglie, wave–particle duality
was a duality of waves and particles, the external wave serving to guide or pilot the motion
of the particle with which it is associated.7 It is this external ‘pilot wave’ that is responsible
for phenomena such as electron diffraction and interference, with particles following
trajectories governed by the resulting pattern of wave intensities. But, as we will see in
what follows, this duality would become much more commonly ascribed to one of waves
or particles. In this interpretation, material particles such as electrons show either wave
behaviour (diffraction and interference) or particle behaviour (mass, linear momentum,
defined trajectory), depending on the nature of the experiment used to observe them.
But they cannot show both types of behaviour simultaneously.

If you think that this latter interpretation suggests that it should be possible to derive
de Broglie’s relation without recourse to faster-than-light waves, then you would be
right. There is a much more direct derivation which is actually simpler and which
demonstrates quite clearly the roles of both the Planck–Einstein relation and special
relativity. Consequently, I have chosen this as the main derivation for this chapter.

The Ingredients

1. The Planck–Einstein relation E = hν.

2. The Lorentz transformation for energy and linear momentum.

3. The Lorentz transformation for a system of plane waves.
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The Recipe

Step (1) involves an almost trivial derivation of λ = h/p for photons, by comparing the
energy derived from special relativity with the Planck–Einstein relation. This empha-
sizes the dual wave–particle nature of electromagnetic radiation—a wave-like property
(wavelength) is inversely related to a particle-like property (linear momentum). But
it is actually Step (2) that is quite breath-taking. This involves a generalization of the
derivation for matter particles. It follows much the same logic as Step (1), but requires
the full Lorentz transformations for both energy and linear momentum and a system
of plane waves. Applying the Planck–Einstein relation to material particles assumes that
such particles possess associated wave-like properties, such as frequency. Comparison of
these two sets of transformations then leads directly to a much more general derivation
of λ = h/p for matter particles.

Step (1): Wave–Particle Duality in Photons

This is likely to be one of the simplest derivations in the entirety of physics. We take
the energy of a photon derived from special relativity (or, if you prefer, from Maxwell’s
classical electrodynamics), Eq. (4.10), and relate this directly with the energy of a photon
based on the Planck–Einstein relation:

E = pc = hν = hc
λ

hence λ = h
p

. (4.36)

That’s all there is to it.
But, of course, it was de Broglie’s next step that was astounding. If electromagnetic

waves, characterized by a frequency ν, possess associated particle-like properties such
as linear momentum, then, de Broglie reasoned, perhaps particles such as electrons,
characterized by a mass m and linear momentum p, might possess associated wave-like
properties. He continued:8

An electron is for us the archetype of [an] isolated parcel of energy, which we believe,
perhaps incorrectly, to know well; but, by received wisdom, the energy of an electron is
spread over all space with a strong concentration in a very small region, but otherwise
whose properties are very poorly known. That which makes an electron an atom of energy
is not its small volume that it occupies in space, I repeat: it occupies all space, but the fact
that it is undividable, that it constitutes a unit.

Step (2): Lorentz Transformations for Particles and Waves

It will be helpful at this stage to draw together the earlier results for the Lorentz
transformation for energy and linear momentum and a system of plane waves; see
Table 4.1.
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Table 4.1 Lorentz Transformations in the Standard Configuration

Particles Waves
Energy and momentum Angular frequency and wave vector

From S to S
′

From S
′

to S From S to S
′

From S
′

to S

E ′ = γ
(

E − vpx

)
E = γ

(
E ′ + vp′

x

)
ω′ = γ

(
ω − vkx

)
ω = γ

(
ω′ + vk′

x

)

p′
x = γ

(
px − v

c2 E
)

px = γ
(

p′
x + v

c2 E ′
)

k′
x = γ

(
kx − v

c2 ω
)

kx = γ
(

k′
x + v

c2 ω′
)

p′
y = py py = p′

y k′
y = ky ky = k′

y

p′
z = pz pz = p′

z k′
z = kz kz = k′

z

The similarity of these two sets of transformations is rather obvious, and we could
complete the derivation simply by inspection. Nevertheless, we can still proceed quite
quickly.

If we apply the Planck–Einstein relation for both E and E ′,

E = hν = �ω and E ′ = hv′ = �ω′, (4.37)

we can rewrite Eq. (4.13) as follows:

�ω′ = γ (�ω − vpx). (4.38)

Likewise, if we multiply (4.24) by the reduced Planck constant � we get

�ω′ = γ (�ω − v�kx). (4.39)

From a comparison of (4.38) and (4.39) we deduce that

px = �kx. (4.40)

In the standard configuration we assume that the motion of S′ relative to S is confined
to the x-direction. But we can obviously follow precisely the same logic by confining the
motion separately to the y-direction and the z-direction to conclude that

py = �ky and pz = �kz. (4.41)

From which we deduce that

p2 = p2
x + p2

y + p2
z = �

2
(

k2
x + k2

y + k2
z

)
= �

2k2. (4.42)
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Taking the positive root gives

p = �k = h
λ

, hence λ = h
p

. (4.43)

The significance of this last expression is that, unlike (4.36), it applies to any system of
plane waves, including ‘matter waves’ that may not travel at the speed of light.

Matter Waves

Whatever they were, de Broglie’s matter waves could not be considered to be in any way
equivalent to more familiar wave phenomena, such as sound waves or ripples on the
surface of a pond. But the simple fact that they can nevertheless be described in terms of
the mathematics of wave motion suggested a further insight. Musical notes produced by
string or wind instruments are the result of standing waves—a variety of standing wave
patterns is possible provided they fit between the string’s secured ends or the ends of
the pipe. This means that they must have zero amplitude at each end. This is possible
only for vibrational patterns which contain an integral number of half-wavelengths (see
Fig. A1.1 in Appendix 1).

De Broglie saw that the quantum numbers in Bohr’s theory of atomic structure might
emerge naturally from a model in which an electron wave is confined to a circular orbit
around the nucleus. Perhaps, he reasoned, the stable electron orbits of Bohr’s theory
represented standing electron waves, just like the standing waves in strings and pipes
responsible for musical notes. The same kinds of arguments would apply. For a standing
wave to be produced in a circular orbit, the electron wavelengths must fit exactly within
the orbit circumference.

Put simply, by the time the electron wave has performed one complete orbit and
returned to its starting point, the value of the associated wave amplitude and the phase
must be the same as at the starting point. If this is not the case, the wave will not ‘join
up’ with itself: it will interfere destructively and no standing wave will be produced—
Fig. 4.2.

To satisfy the requirement, the wavelength of the electron wave must be such that an
integral number of wavelengths will fit into the circumference of the orbit. This is called
the resonance or phase condition. Bohr’s quantum numbers could therefore be thought
of as the number of wavelengths of the electron wave present in each orbit.

‘Thus,’ wrote de Broglie, ‘the resonance condition can be identified with the stability
condition from quantum theory.’9

De Broglie published his ideas in a series of three short papers in the Comptes Rendus
(proceedings) of the Paris Academy in September and October 1923. He collected these
papers together, extended his ideas, and submitted them as a PhD thesis to the Faculty
of Science at Paris University. He produced three typed copies and passed one of these
to the prominent French physicist Paul Langevin, who was to act as an examiner. De
Broglie’s other examiners were Jean Perrin, Élie Cartan, and Charles Mauguin.
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n = 2

n = 3

n = 4

n = 5

Figure 4.2 De Broglie imagined that the quantum numbers of Bohr’s atomic energy levels might arise
from the condition for standing electron waves confined to each orbit.

Source: Adapted from https://skullsinthestars.com/2015/05/20/1975-the-year-that-quantum-mechanics-met-gravity/.

Langevin didn’t know quite what to make of de Broglie’s bold ideas, which he thought
were rather far-fetched, and sought guidance from Einstein, by now professor at the
University of Berlin. Einstein asked for a further typed copy to be sent to him. Mauguin
didn’t believe a word of it. Perrin could only comment that: ‘All I can tell you is that your
brother [Maurice] is very intelligent.’10

But Einstein may have recognized a little of himself in de Broglie’s revolutionary ideas.
He wrote back to Langevin offering encouragement: ‘He [de Broglie] has lifted a corner
of the great veil.’11 This was enough for Langevin. He accepted the thesis and de Broglie
was duly awarded his doctorate in November 1924. De Broglie’s thesis was published in
its entirety in the French scientific journal Annales de Physique in 1925.

Not everyone was convinced. Most physicists were rather sceptical: ‘some wit, in fact,
dubbed de Broglie’s theory “la Comédie Française” ’.12

But experimental evidence for the dual wave–particle nature of electrons was quite
quickly forthcoming. In a series of experiments over the period 1926–7, Clinton
Davisson and Lester Germer showed that a beam of electrons passed through a single
crystal of nickel exhibit diffraction phenomena, with a wavelength very close to that
predicted using the de Broglie relation. Diffraction of electrons by thin metal films was
demonstrated at around the same time by English physicist George P. Thomson (son of
J. J.). Davisson and Thomson shared the 1937 Nobel Prize in Physics. Thus it was that
J. J. Thomson won the Nobel Prize for showing that the electron is a particle, but his son
G. P. Thomson won it for showing that the electron is a wave.
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(a)

(b)

(c)

(d)

(e)

Figure 4.3 We can observe electrons as they pass, one at a time, through a two-slit apparatus by
recording where they strike the screen. Photographs (a) to (e) show the resulting images when, respectively,
10, 100, 3,000, 20,000, and 70,000 electrons have been detected.
Source: Reproduced from Tonomura, A. et al., Demonstration of single-electron buildup of an interference
pattern, American Journal of Physics 57, 117 (1989), with the permission of the American Association of Physics
Teachers.

In experiments that continue to haunt anyone who has paused to reflect on what
quantum theory tells us about the nature of physical reality, in 1989 a group of Japanese
physicists reported a series of interference patterns derived from passing a beam of
electrons through two parallel slits (Fig. 4.3). Be assured—we will be returning to ponder
on what this sequence of pictures might be telling us.

More Alarm Bells

De Broglie’s ideas were illuminating but they were far from representing a solution.
Assuming that material particles like electrons could possess associated wave-like prop-
erties had led de Broglie to identify the quantum numbers of Bohr’s theory with the
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resonance condition for standing waves. But this was nothing more than an idea. De
Broglie had not derived the quantum numbers from some kind of wave theory of the
electron in an atom. And he had as yet no explanation for the mysterious quantum
jumps:13

From this we see why certain orbits are stable; but, we have ignored passage from one to
another stable orbit. A theory for such a transition can’t be studied without a modified
version of electrodynamics, which so far we do not have.

Einstein was already concerned about the implications of quantum jumps for the
principles of causality, the notion that every effect in the physical universe is traceable
to a cause. It was clear that an electron in a high-energy atomic orbit will fall to a more
stable, lower-energy orbit. It is caused to do so by the mechanics of the atom.

But, just as Rutherford had noted, it seemed that the electron needed to ‘know’ in
advance which orbit it was jumping into. And the precise moment of the jump and the
direction of the consequently emitted photon also appeared to be left entirely to chance.
These were things that could not be predicted.

Einstein was not at all comfortable with this. In 1920 he had written to German
physicist Max Born on the subject, noting that he: ‘would be very unhappy to renounce
complete causality’.14 From the very beginning, Einstein had viewed the quantum
hypothesis as provisional, to be eventually replaced by a new, more complete theory that
would properly explain quantum phenomena.

After pioneering quantum theory through one of its most testing early periods,
Einstein was beginning to have grave doubts about what it meant.

..........................................................................................
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Schrödinger’s Derivation of the
Wave Equation
Quantization as an Eigenvalue Problem

Bohr’s new theory of the atom was in trouble just as soon as it was formulated. Although
there could be no doubting that it contained part of some elusive truth, it was far from
the whole story. Already in 1887 Albert Michelson and Edward Morley (of speed of
light fame) had reported that, when studied under high resolution, the hydrogen atom
Hα emission line has a fine structure. It is, in fact, not one line, but two. It may be that
Bohr was aware of this result, but he did not refer to it in his trilogy. The Hβ line had
also been shown to exhibit a splitting of similar magnitude.

In Bohr’s theory, the Hα and Hβ lines arise, respectively, from transitions from the
higher energy levels n2 = 3 and n2 = 4 to the lower level n1 = 2. Bohr wondered if
interactions with electric fields or the nucleus might be responsible, or if the relativistic
mass of the electron moving in an elliptical orbit might account for the splitting.

German physicist Arnold Sommerfeld showed that if the orbits are assumed to be
elliptical, then another quantum number is needed to characterize the orbit eccentricity.
He called the new quantum number k, referred to as the auxiliary or azimuthal quantum
number, constrained to the integer values 0, 1, 2, . . . , n, where n is now referred to as the
principal quantum number. When combined with special relativity this seemed to work,
and the fact that Bohr had assumed circular orbits (for which k = n) did not invalidate
any of his earlier conclusions, although he was later (in 1920) forced to abandon
the assumption that the orbital angular momentum is constrained to the values n�,
Eq. (3.23).

But Sommerfeld wasn’t quite done. The lines in the hydrogen atom emission spectrum
were found to split further in the presence of an electric field (this is the Stark effect,
named for Johannes Stark). To explain this, Sommerfeld introduced a third quantum
number, which he designated as m. These new quantum numbers were thought to be
related in some way to the quantization of the geometry of the electron orbits.

These were still classical models of the atom, to which a system of ‘quantum rules’
had been imposed. Confusion reigned. In his biography of Bohr, Pais explained:1

The Quantum Cookbook. Jim Baggott, Oxford University Press (2020). © Jim Baggott.
DOI: 10.1093/oso/9780198827856.001.0001
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As in any crisis, reactions varied quite considerably. Many preferred to sit this one out
until it would go away. Those who had the courage (I cannot find a better word) to
persist tried, in a variety of ways depending on personal temperament, to move ahead in
this muddled territory . . . . It was not ideal but there was nothing better—yet.

And indeed the Bohr–Sommerfeld model was successful for a time. In addition to the
fine structure and the Stark effect, it explained the splitting of spectral lines in a weak
magnetic field (the ‘normal’ Zeeman effect, named for Pieter Zeeman). But it was all
rather ad hoc. Although it would turn out that Sommerfeld had arrived at the correct
formula for the fine structure splitting, his reasoning was not correct. His derivation
would later be considered as ‘perhaps the most remarkable numerical coincidence in the
history of physics’.2

It couldn’t last, and by 1925 the theory was in real crisis. Spectroscopists could find
no evidence for transitions involving energy levels with k = 0, although there was no
theoretical reason why they should be excluded, or ‘forbidden’. The theory certainly
could not explain the further splitting seen in a strong magnetic field, which became
known as the ‘anomalous’ Zeeman effect, although it is, in fact, more common than the
‘normal’ effect. And attempts to apply the model to heavier atoms such as helium were
wholly unsuccessful.

Quantum Numerology

We’ll reserve discussion of both the normal and anomalous Zeeman effects for a later
chapter. For now, let’s focus on the quantum numbers n, k, and m. Over time, these
became the principal quantum number n,k was replaced by the orbital angular momentum
quantum number l (= k − 1), with values 0, 1, 2, . . . , n − 1, and m was replaced by
the magnetic quantum number ml , with 2l + 1 values ranging in integral steps from
−l, − (l − 1) , . . . , 0, . . . , (l − 1) , l.∗ Spectroscopists had designated the spectral lines as
‘sharp’, ‘principal’, ‘diffuse’, and ‘fine’, based on how they appeared, and this naming
convention was carried over to the energy levels involved, as ‘s’ (l = 0), ‘p’ (l = 1), ‘d’
(l = 2), and ‘f ’ (l = 3).

The combinations of the quantum numbers suggested that each principal quantum
number n is associated not with a single energy level, as in Bohr’s older model, but rather
with n2 levels. For n = 1, l can take only the value 0 (n − 1) and so ml = 0, giving
1 (= 12) level. This lowest energy level is designated 1s. For n = 2, l can take the values
0 (2s) and 1, and for l = 1 (2p), ml can take three values, −1, 0, and 1, giving a total of
4 (= 22) levels. For n = 3 there is one 3s, three 3p, and five 3d levels, making 9 (= 32)
in total. Some of these levels are illustrated in Fig. 5.1.

This figure also shows how the levels involved in the Hα transition result in the
appearance of two lines (called a ‘doublet’). Two of the lower 2p levels are degenerate—

∗ Note that switching to l in preference to k immediately rules out energy levels characterized by values of
l less than 0, such as k = 0.
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n = 4 4s

l = 0 l = 1 l = 2 l = 3

s p d f

4p 4d 4f
3d3p

2p

n = 3 3s

n = 2 2s

n = 1 1s

Hα

Figure 5.1 A selection of the energy levels of the hydrogen atom, showing the origin of fine structure
(not to scale). Note how the magnitude of the splitting between levels declines as n increases.

they have the same energy, and these are split from the third for reasons we will come to
understand in a later chapter.

Aside from this kind of quantum ‘numerology’, it was obvious from the hydrogen atom
spectrum that there must be some rules governing which transitions would appear and
which were, for some reason, forbidden. There was clearly no constraint on changes to
the principal quantum number—transitions between any pair of values of n are possible,
as Fig. 3.3 illustrates. But this is not true for l: only transitions involving an increase or
decrease of 1 appear in the spectrum, suggesting the ‘selection rule’ �l = ±1. Thus,
transitions 3d → 2p are allowed (as shown in Fig. 5.1), but 3p → 2p are not. For ml the
selection rule is �ml = 0, ±1, depending of the polarization of the light absorbed or
emitted. There was no real explanation for any of these rules.

But the immediate concern was the quantum numbers themselves. Where did they
come from? Could de Broglie’s outrageous hypothesis shed any light?

Enter Schrödinger

By this time the Austrian physicist Erwin Schrödinger had established a reputation as a
competent, if somewhat unspectacular, physicist. He had drawn praise for his versatility
and the breadth of his knowledge and accomplishments, but he had yet to make a
noteworthy contribution to any branch of physical science with which he was familiar.
As he grew older, he had little choice but to watch as a younger generation of physicists
overtook him. Earlier in 1925 he had celebrated his 38th birthday, and it was common
knowledge that many (though certainly not all) physicists whose efforts had merited
Nobel Prize-level recognition had made their breakthroughs when young (Einstein had
been 26 in his ‘miracle year’ of 1905).

It seemed that Schrödinger would be sidelined, worthy of little more than a footnote
in the history of physics. When, in 1924, he was invited to attend the fourth in a series of
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prestigious conferences on physics established by the wealthy Belgian industrialist Ernest
Solvay, he was not asked to present a paper.

But in October 1925 his attention was drawn to a footnote in one of Einstein’s recent
papers. It mentioned ‘a very notable contribution’ by de Broglie. Intrigued, Schrödinger
acquired a copy of de Broglie’s PhD thesis.

Schrödinger held a professorship at the University of Zurich, and physicists in his
department had established biweekly colloquia jointly with colleagues at the neighbour-
ing ETH,∗ at which they would discuss topics of mutual interest. Pieter Debye asked
Schrödinger if he would be prepared to present a colloquium on de Broglie’s thesis, which
had recently been published in the French journal Annales de Physique. Schrödinger
agreed.

The seminar was held on 23 November. In the audience was a young Swiss student
called Felix Bloch, who recalled the event more than 50 years later:3

Schrödinger gave a beautifully clear account of how de Broglie associated a wave with a
particle and how he could obtain the quantization rules of Niels Bohr and Sommerfeld
by demanding that an integer number of waves should be fitted along a stationary orbit.
When he had finished, Debye casually remarked that this way of talking was rather
childish. As a student of Sommerfeld he had learned that, to deal properly with waves,
one had to have a wave equation.

A few days before Christmas 1925, Schrödinger left Zurich for a short vacation in the
Swiss Alps, at a resort near Davos. His relationship with his wife Anny was in deep
trouble, so he chose to invite an old girlfriend from Vienna to join him. He also took
with him his notes on de Broglie’s thesis. We do not know who the girlfriend was or what
influence she might have had on him, but when he returned on 8 January 1926, he had
discovered wave mechanics.

In order to follow Schrödinger’s logic, we first need to become a little more familiar
with the equations of classical wave motion.

The Classical Wave Equation

We have already encountered the one-dimensional wave equation in the Prologue, as
Eq. (P.19):

∂2

∂x2 �(x, t) = 1
v2

∂2

∂t2 �(x, t), (5.1)

where v is the wave velocity in the x-direction. Now, we could take this equation on trust
and solve it to find an expression for the wavefunction, �(x, t). Or, we could choose just
to see how it works by reaching for a handy, already-known solution.

∗ ETH stands for the Eidgenössische Technische Hochschule, formerly the Zurich Polytechnic which
Einstein had attended to study for his degree.
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I’ve opted for the latter, so let’s use the general plane wave solution, �(x, t) =
Aei(kxx−ωt), where, as before, A is the peak amplitude, kx (= 2π/λ) is the wave vector in
the x-direction, ω (= 2πν) is the angular frequency, and i = √−1. This wavefunction
has the general form Aeiθ , where θ is the phase angle, equal to (kxx − ωt). We can see
the connection with sinusoidal wave motion more clearly if we plot this function in the
complex plane, with one ‘imaginary’ axis and one ‘real’ x-axis—see Fig. 5.2(a). As θ

increases from 0◦ to 360◦ (2π), it describes a complete circle in the complex plane and
traces a single sine wave with wavelength λ, Fig. 5.2(b).

We could obviously have chosen a simple (non-complex) solution such as
A sin (kxx − ωt), so the introduction of a complex solution containing i might seem

A cos θ

A

real axis

imaginary axis

(a)

(b)

Aeiθ = A cos θ + iA sin θ

0

iA sin θ

θ = 0º

θ

θ = 90º

θ = 180º

θ = 270º

θ = 360º

Figure 5.2 The relationship between circular movement of a point in the complex plane and wave
motion.
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an unnecessary complication. But please bear with me—we will soon see why this is
both necessary and important.

We can see that this particular choice of solution means that �(x, t) can be written as
the product of separate and distinct spatial and time-dependent functions:

�(x, t) = ψ(x)ϕ(t), where ψ(x) = Aeikxx and ϕ(t) = e−iωt, (5.2)

and this allows us to decompose the partial differential wave Eq. (5.1) into two differential
equations:

∂

∂x
�(x, t) = ϕ(t)

d
dx

ψ(x), where
d
dx

ψ(x) = ikxψ(x) (5.3)

from which it follows that

∂2

∂x2 �(x, t) = ϕ(t)
d2

dx2 ψ(x), where
d2

dx2 ψ(x) = −k2
xψ(x) (5.4)

(remember, i2 = −1). Similarly,

∂

∂t
�(x, t) = ψ(x)

d
dt

ϕ(t), where
d
dt

ϕ(t) = −iωϕ(t), (5.5)

and

∂2

∂t2 �(x, t) = ψ(x)
d2

dt2 ϕ(t), where
d2

dt2 ϕ(t) = −ω2ϕ(t). (5.6)

We note in passing that from (5.4) and (5.6) we have

∂2

∂x2 �(x, t) = −k2
xψ(x)ϕ(t) = −k2

x�(x, t), (5.7)

∂2

∂t2 �(x, t) = −ω2ψ(x)ϕ(t) = −ω2�(x, t), and so (5.8)

∂2

∂x2 �(x, t) = k2
x

ω2

∂2

∂t2 �(x, t) = 1
v2

∂2

∂t2 �(x, t), (5.9)

where we have made use of the fact that k2
x/ω

2 = 1/λ2ν2 = 1/v2 (remember, v = λν).
This simply proves that the wavefunction �(x, t) as written in Eq. (5.2) is indeed a
solution of the classical wave equation. Take it from me that any valid solution for �(x)

will be consistent with Eqs. (5.7), (5.8), and (5.9).
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In what follows much of our attention will be absorbed by the time-independent,
spatial function ψ(x). From (5.4) and kx = 2π/λ, we have

d2

dx2 ψ(x) = −4π2

λ2 ψ(x). (5.10)

The spatial function ψ(x) is often referred to as ‘the wavefunction’ but, strictly speaking,
this is a term that should be reserved for the full time-dependent function �(x, t). Old
habits die hard, and I’m sorry to say that I will indeed frequently refer to ψ(x) as
the wavefunction. However, as long as we agree not to overlook the important time-
dependent component ϕ(t), I believe we should be okay.

All of this discussion has so far centred on the mechanics of classical wave motion,
and we now have everything we need to consider Schrödinger’s derivation. But before
we begin, I should tell you that it is, in fact, impossible to provide a rigorous derivation of
Schrödinger’s wave equation starting from classical physics. Just like Planck’s derivation
of E = hν in Chapter 1, the quantum Schrödinger equation had to be tortured from the
classical theories of waves and particle mechanics. Consequently, many textbooks on
quantum mechanics present it almost as a postulate or a given, as though handed to
science inscribed on a tablet of stone.

But Schrödinger must have got his equation from somewhere, and it is indeed possible
(and instructive) to follow his reasoning from notebooks he kept at the time. This is more
or less what he did.

The Ingredients

1. The classical equation for ψ(x), Eq. (5.10).

2. The de Broglie relation, λ = h/p.

3. The equation for the classical Hamiltonian, H = T + V .

4. The Laplacian operator, ∇2 = ∂2/∂x2 + ∂2/∂y2 + ∂2/∂z2, needed when we
generalize the wave equation to three dimensions.

5. The Planck–Einstein relation, E = hν = �ω.

The Recipe

We apply the de Broglie relation to the classical equation for the spatial function ψ(x) in
Step (1), thereby deducing an equation which features the kinetic energy, T. In Step (2),
we make use of the classical Hamiltonian to substitute for T and so derive an expression
for the ‘wave-mechanical’ Hamiltonian which we then generalize to three dimensions.
The form of this equation requires that we also fundamentally reinterpret the nature of
the ‘observable’ quantities in the physical mechanics of quantum wave–particles, such as
momentum and energy. In Step (3) we then extend the three-dimensional wave equation
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to include time, using the Planck–Einstein relation to translate angular frequency into
energy. This gives us a time-dependent, wave-mechanical equivalent of the classical wave
equation, (5.1).

Step (1): Wave–Particle Momentum and Kinetic Energy

This first step is, once again, extraordinarily simple and straightforward. To create a ‘wave
mechanics’, we adopt de Broglie’s wave–particle duality, relating the classical wavelength
of the wave to the linear momentum of its associated particle using λ = h/p. Now, we’re
still considering motion only in one dimension, so for consistency we should note that the
momentum enters as px, the component of p in the x-direction. Then, from Eq. (5.10),
we have

d2

dx2 ψ(x) = −4π2p2
x

h2 ψ(x) = −p2
x

�2 ψ(x). (5.11)

But we also know that the classical kinetic energy T in the x-direction is given by p2
x/2m,

where m is the mass of the associated particle—see Eq. (P.3). And so:

d2

dx2 ψ(x) = −2m
�2 Tψ(x) or − �

2

2m
d2

dx2 ψ(x) = Tψ(x). (5.12)

As simple as this is, the result is extraordinary and, as we will soon see, it represents a
marked break with classical mechanics.

Step (2): The Hamiltonian

The classical Hamiltonian summarizes the total energy E according to Eq. (P.10),

H(= E) = T + V , (5.13)

where V is the potential energy, which we assume is independent of time. It follows that
T = E − V and we can rewrite Eq. (5.12) as

− �
2

2m
d2

dx2 ψ(x) = (E − V ) ψ(x), (5.14)

or

− �
2

2m
d2

dx2 ψ(x) + Vψ(x) = Eψ(x). (5.15)

This is the one-dimensional, time-independent Schrödinger wave equation.
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We can now generalize this to three dimensions by introducing a spatial wavefunction
ψ(r) where, as usual, the position r can be specified by r2 = x2 +y2 +z2. Equation (5.15)
then becomes

− �
2

2m

(
∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2

)
ψ(r) + Vψ(r) = Eψ(r) (5.16)

We have reverted to partial differentials since differentiating along the x-direction (for
example) now means assuming constant y and z. We can write (5.16) a little more
succinctly as

− �
2

2m
∇2ψ(r) + Vψ(r) = Eψ(r), where (5.17)

∇2 = ∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2 is the Laplacian operator. (5.18)

What Eq. (5.17) says is that if we differentiate the spatial wavefunction ψ(r) twice, mul-
tiply the result by −�

2/2m, and add the potential energy multiplied by the wavefunction,
this set of mathematical operations will return the total energy of the system multiplied
by the wavefunction.

In other words, provided the wavefunction ψ(r) is a valid solution for whatever
physical system is being considered (which obviously depends on the shape of its
potential energy function, V ), it must somehow ‘contain’ the value for the total energy.
In classical mechanics, we get at the total energy simply by multiplying half the mass
by the velocity-squared, and adding the potential energy for a particular set of spatial
coordinates. But to get at the total energy in wave mechanics we need to perform a
mathematical operation on the wavefunction that is much more involved than simply
multiplying or dividing it. To extract the value of an observable quantity (in this case E) from
the wavefunction, we need to apply its corresponding operator.

Of course, the notion of mathematical operators operating on a wavefunction which
returns some value multiplied by the wavefunction is inherent in the equations of classical
wave motion, such as Eq. (5.10). What is entirely novel is that this logic is now brought
to bear on quantities more familiarly associated with particles, a direct consequence of
the assumption of wave–particle duality.

To avoid confusion with their classical counterparts, we distinguish the wave-
mechanical operators by means of a caret, ˆ , sometimes referred to colloquially as a
‘hat’. If the classical Hamiltonian is H, then its wave-mechanical counterpart is Ĥ , such
that

Ĥψ(r) = Eψ(r), where Ĥ = − �
2

2m
∇2 + V . (5.19)

Ĥ is known as the Hamiltonian operator.
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The analogy with classical mechanics can be made explicit by writing Ĥ in terms of
a linear momentum operator, p̂:

Classical: H = T + V = p2

2m
+ V (5.20)

Quantum: Ĥ = T̂ + V = p̂2

2m
+ V . (5.21)

Note that in (5.21) the significance of p̂2 is that the momentum operator is applied twice,
just as we generate a second-order differential by differentiating a function twice.

If you’re unfamiliar with operators in quantum mechanics, you might be somewhat
disconcerted by equations such as (5.19), which appear to leave the operators ‘hanging’
without some function to operate on. Please be reassured, the assumption of a suitable
function on which to operate is implicit in equations like this. But, as we will see later,
we can actually deduce quite a lot of physics just from considerations of the properties
of the operators, without ever actually knowing what the wavefunctions are.

Incidentally, equations such as (5.19) have a general form known as an eigenvalue
equation, such as Ôf (n, x) = λn f (n, x), where Ô is an operator and the λn are the
eigenvalues which are returned by the operation of Ô on the eigenfunctions f (n, x). This
is why Schrödinger chose to title the series of papers he published on wave mechanics
as ‘Quantization as an Eigenvalue Problem’.

Clearly, the solutions to the operator equation (5.19) depend on the nature of the
potential energy function V and its variation in space. Students are usually offered a not-
so-gentle introduction to wave mechanics by assuming some much-simplified examples
of V in one, two, and three dimensions, known as ‘particle in a box’, ‘particle on a
ring’, and ‘particle on a sphere’. The simple one-dimensional harmonic oscillator is
also a favourite, and particularly useful as it is applicable to low-energy chemical bond
vibrations in diatomic molecules.

Before we move on to Step (3) it’s worth noting that in order to reconcile (5.21) with
(5.19), we must define the linear momentum operator as∗

p̂ = −i�∇ = −i� (∂/∂x + ∂/∂y + ∂/∂z) such that p̂2 = −�
2∇2 (5.22)

(once again, remember that −i · −i = i2 = −1). In (5.22), p̂ = p̂x + p̂y + p̂z, and
p̂x = −i�∂/∂x, etc. We’ll return to take a closer look at the consequences of this form for
the momentum operator in Chapter 7.

Now, astute readers will have noticed that not only has this procedure been quite
simple (so far, at least), it has also involved some considerable sleight-of-hand. To obtain
Eq. (5.12) we assumed the classical expression for the kinetic energy, p2

x/2m, only to
reinterpret the linear momentum as an operator in (5.21) and (5.22), with a form that

∗ Readers might quibble that I could have chosen to define p̂ as i�∇, as this also returns the right form
for p̂2). The reason for my choice will become apparent in Chapter 7.



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi

Schrödinger’s Derivation of the Wave Equation 99

bears absolutely no resemblance to the classical p = mv. This is not really acceptable,
from either physical or mathematical perspectives, which is almost certainly one of the
reasons why Schrödinger chose to present two very different (and much more difficult)
derivations in the first of his published papers. His biographer, Walter Moore, called
them ‘almost deliberately cryptic’.4

Step (3): The Time-dependent Wave Equation

Let’s now put time back into the picture. The three-dimensional form for our generalized
wavefunction is �(r, t) = ψ(r)ϕ(t), or, from Eq. (5.2),∗

�(r, t) = ψ(r)e−iωt. (5.23)

We can now use the Planck–Einstein relation E = hν = �ω to rewrite (5.23) as

�(r, t) = ψ(r)e−iEt/�. (5.24)

If we differentiate (5.24) with respect to time we have

∂

∂t
�(r, t) = − iE

�
ψ(r)e−iEt/� = E

i�
�(r, t) (5.25)

(remember, −i. i
i = 1

i ). Multiplying through by i� gives

i�
∂

∂t
�(r, t) = E�(r, t). (5.26)

But we can generalize Eq. (5.19) by applying the Hamiltonian operator to the time-
dependent wavefunction �(r, t), giving (note that Ĥ operates only on the spatial part of
�(r, t) and the energy E is a simple quantity which can be distributed in the normal way)

Ĥ�(r, t) = ϕ(t)Ĥψ(r) = ϕ(t)Eψ(r) = Eψ(r)ϕ(t) = E�(r, t). (5.27)

Combining Eqs. (5.26) and (5.27) allows us to deduce the full time-dependent Schrö-
dinger wave equation as follows:

Ĥ�(r, t) = i�
∂

∂t
�(r, t). (5.28)

The first thing to note about this final result is that it is not consistent with the classical
wave equation, (5.1), which is a second-order differential in both space and time. In

∗ See? I didn’t forget.
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arriving at Eq. (5.28), we were obliged to run with a first-order differential in time as this
returns an expression which is first-order in the energy E, such that it can be equated with
(5.27), which involves a second-order differential in the spatial coordinates but is also
first order in E. This means that space and time are not treated equally, and so (5.28) is
not consistent with the requirements of special relativity. As written, the time-dependent
Schrödinger wave equation is non-relativistic.

It’s interesting to note that Schrödinger actually started out by deriving a fully
relativistic version of the wave equation, but found that the result did not agree with the
experimental hydrogen atom spectrum. He went on to discover that the non-relativistic
version worked perfectly satisfactorily. He therefore withdrew a paper he had already
submitted on the relativistic version and submitted another on the non-relativistic form,
which became the first published paper on wave mechanics. Schrödinger’s relativistic
wave equation was rediscovered by Oskar Klein and Walter Gordon, and is now known as
the Klein–Gordon equation. We will revisit this, and the reasons for Schrödinger’s failure,
in Chapter 9.

Application to the Hydrogen Atom

If Schrödinger had stopped at the non-relativistic wave equation, then the impact of his
first paper on wave mechanics would have been much less significant. De Broglie had
speculated that standing or stationary electron waves confined to an orbit around the
nucleus might explain how the hydrogen atom spectrum had come to depend on the
quantum numbers n, l, and ml . Having derived the wave equation, all Schrödinger had
to do now was apply it.

The first step involves switching to a different coordinate system. In three dimensions
the Coulomb potential around the nucleus is spherically symmetric, and if we assume
that the hydrogen atom nucleus is very much heavier than the orbiting electron, then
it serves as a suitable origin for a system of spherical coordinates. These are spherical
polar coordinates, characterized by the radial distance r of the electron from the nucleus,
the co-latitude or polar angle θ between the line 0—r and the z-axis, and the longitude
or azimuthal angle φ, measured from the x-axis to the projection of 0—r onto the xy
plane (see Fig. 5.3). From this we can deduce that x = r sin θ cos φ, y = r sin θ sin φ, and
z = r cos θ . As before, r2 = x2 + y2 + z2.

Changing the variables from x, y, z to r, θ , φ transforms the Laplacian operator to the
form

∇2 = 1
r

∂2

∂r2 r + 1
r2 �2, (5.29)

where

�2 = 1
sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+ 1

sin2 θ

∂2

∂φ2 (5.30)

is called the legendrian.
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r sin θ cos φ

r sin θ sin φ

r sin θ
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x
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z

0

θ

φφ

Figure 5.3 The system of spherical polar coordinates.

I don’t propose to give the details of this transformation here, but they can be found
in most introductory textbooks on quantum mechanics.5

We assume that the wavefunctions of the electron in a hydrogen atom can be written as
�(r, θ , φ, t) = ψ(r, θ , φ) ϕ(t), and for now we will confine ourselves to the consideration
of the spatial functions only. An expression for the Coulomb potential is available from
Eq. (3.8), and we replace m in the wave equation with me, the mass of the electron. So,
we have everything we need to write the wave equation for the hydrogen atom:

− �
2

2me

[
1
r

∂2

∂r2 r + 1
r2 �2

]
ψ(r, θ , φ) − e2

4πε0r
ψ(r, θ , φ) = Eψ (r, θ , φ). (5.31)

We can hope to simplify this by assuming that the radial variable r can be separated from
the angular variables θ and φ. If this is the case, then we suppose that ψ(r, θ , φ) can be
written as the product of a radial function R(r), which depends only on r, and a function
Y (θ , φ), which depends on the angles θ and φ, and is independent of r. In other words,
ψ(r, θ , φ) = R(r)Y (θ , φ), and we note that only the legendrian in (5.31) operates on the
angular function Y (θ , φ). This allow us to rewrite (5.31) as

− �
2

2me

Y (θ , φ)

r
∂2

∂r2 rR(r) − �
2

2me

R(r)
r2 �2Y(θ , φ) − e2

4πε0r
R(r)Y(θ , φ) = ER(r)Y(θ , ϕ).

(5.32)

I propose that we cheat at this stage (much as Schrödinger would have done in 1925),
and recognize that terms of the type �2Y(θ , φ) are well known. They form an eigenvalue
equation for which the functions Y(θ , φ) are eigenfunctions. The eigenvalues of this
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equation are also well known and are given by −l (l + 1), where l is an integer ranging
from 0, 1, 2, . . . , such that

�2Y (θ , φ) = −l (l + 1) Y (θ , φ). (5.33)

Because they depend on two angles, the functions Y (θ , φ) are actually characterized by
two integer numbers which (given that we know where this is taking us) we will call l and
ml , where ml ranges in integral steps from −l to +l. These are the spherical harmonics, a
set of functions defined on the surface of a sphere, first investigated in detail by Laplace
in 1782. These functions are written as Y ml

l (θ , φ),

Y ml
l (θ , φ) =

√
(2l + 1) (l − |ml |)!

2 (l + [ml])! P|ml |
l (cos θ)

1√
2π

eimlφ , (5.34)

where the functions P|ml |
l (cos θ) are the associated Legendre polynomials, first studied in

the context of Newtonian gravity by French mathematician Adrien-Marie Legendre, and
given by

P|ml |
l (cos θ) = (

1 − cos2θ
)|ml |/2 d|ml |

d(cos θ)|ml | Pl
(

cos θ
)
, and (5.35)

Pl(cos θ) = 1
2l l!

dl

d(cos θ)l

(
cos2θ − 1

)l
. (5.36)

The functions Pl(cos θ) are the Legendre polynomials. The first few examples of the asso-
ciated Legendre polynomials are given alongside the corresponding spherical harmonics
Y ml

l (θ , φ) in Table 5.1.
For now, we just need to note that if we substitute for �2Y (θ , φ) from (5.33) in (5.32),

then in the resulting expression there are no longer any operators to operate on the
angular functions. This means that we can simply cancel them out, leaving a purely
radial equation of the form:

− �
2

2me

1
r

∂2

∂r2 rR(r) +
( −e2

4πε0r
+ l (l + 1) �2

2mer2

)
R(r) = ER(r) (5.37)

In this last expression, we can see that the attractive (and negative) Coulomb poten-
tial term has now been modified in a way that has a fairly straightforward physical
interpretation. For solutions with l = 0, which we take to be solutions with zero orbital
angular momentum, the potential is attractive for all values of r and tends towards −∞
as the electron gets closer and closer to the nucleus. But for solutions with l > 0, the
orbital angular momentum contributes a kind of centrifugal force which tends to throw
the electron outwards, resisting the attraction of the positively charged nucleus. The
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Table 5.1 Associated Legendre Polynomials and Spherical Harmonics for
Low-Order Values of l and ml for the Hydrogen Atom

l ml P|ml |
l (cos θ) Y ml

l (θ , φ)

0 0 P0
0 = 1 Y 0

0 = 1
2
√

π

1 0 P0
1 = cos θ Y 0

1 = 1
2

√
3
π

cos θ

1 +1 P1
1 = sin θ Y±1

1 = ∓ 1
2

√
3

2π
sin θe±iφ

2 0 P0
2 = 1

2

(
3cos2θ − 1

)
Y 0

2 = 1
4

√
5
π

(
3cos2θ − 1

)

2 +1 P1
2 = 3 sin θ cos θ Y±1

2 = ∓ 1
2

√
15
2π

cos θ sin θe±iφ

2 +2 P2
2 = 3sin2θ Y±2

2 = 1
4

√
15
2π

sin2θe±2iφ

corresponding centrifugal potential increases more quickly towards +∞ as r declines
(since it depends on 1/r2), and so wins out at small distances.

It was here that Schrödinger reached the limit of his mathematical competence. He
could solve equation for the spherical harmonics but he struggled to solve the radial
equation. He had nevertheless seen enough. On 27 December he wrote a letter to Wien:6

At the moment I am struggling with a new atomic theory. If only I knew more
mathematics! I am very optimistic about this thing and expect that if I can only . . . solve
it, it will be very beautiful. . . . I hope I can report soon in a little more detailed and
understandable way about the matter. At present, I must learn a little more mathematics.

He returned to Zurich on 8 January and immediately sought help from his friend and
colleague, the mathematician Herman Weyl. Within about a week he had solved the
radial equation, switched to the non-relativistic form of the wave equation (which is what
we have used here), and withdrawn his paper on the relativistic version. The resulting
expression for the radial function is given in Eq. (5.38). There was little doubt that
Schrödinger now possessed the solution to all the mysteries:
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Rnl(r) =
√(

2
na0

)3
(n − l − 1)!
2n[(n + l)!]3 (ρn)

l e−ρn/2L2l+1
n−l−1 (ρn). (5.38)

The radial functions depend on two integer numbers, n and l—so we now write these as
Rnl(r)—with the maximum value of l now constrained to n − 1. The term ρn = 2r/na0,
where a0 is the Bohr radius, ε0h2/πmee2, see Eq. (3.18), and the functions L2l+1

n−l−1 (ρn) are
the associated Laguerre polynomials, named for French mathematician Edmond Laguerre,
given by

L2l+1
n−l−1 (ρn) = (−1)2l+1 d2l+1

dρ2l+1
n

Ln+l (ρn), and (5.39)

Ln+l (ρn) = eρn
dn+l

dρn+l
n

(
e−ρnρn+l

n

)
, (5.40)

where the functions Ln+l (ρn) are the Laguerre polynomials. The first few associated
Laguerre polynomials are given alongside the radial solutions in Table 5.2, and the
functional form for these is plotted in Fig. 5.4. Note that in getting the explicit forms
for the radial functions from Eq. (5.38) it’s helpful to remember that 0! = 1.

Getting to these solutions was not by any means straightforward, and I should point
out that on arriving at Eqs. (5.34) and (5.38) some ‘unphysical’ solutions have been
discarded, particularly those which tend to diverge (blow up to infinity) at very small or
very large values of r. We also require that the energies associated with the radial functions

Table 5.2 Associated Laguerre Polynomials and Radial Functions for Low-Order Values of n
and l for the Hydrogen Atom

n l Orbital L2l+1
n−l−1 (ρn) Rnl(r)

1 0 1s L1
0 = 1 R10 = 2√

a3
0

e−ρn/2

2 0 2s L1
1 = 4 − 2ρn R20 = 1

2
√

2a3
0

(
2 − ρn

)
e−ρn/2

2 1 2p L3
0 = 6 R21 = 1

2
√

6a3
0

ρne−ρn/2

3 0 3s L1
2 = 3ρ2

n − 18ρn + 18 R30 = 1

9
√

3a3
0

(
ρ2

n − 6ρn + 6
)

e−ρn/2

3 1 3p L3
1 = 96 − 24ρn R31 = 1

9
√

6a3
0

(
4 − ρn

)
ρne−ρn/2

3 2 3d L5
0 = 120 R32 = 1

9
√

30a3
0

ρ2
n e−ρn/2
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Figure 5.4 The low-energy hydrogen atom radial wavefunctions, plotted as a function of r/a0. Note
that although the distance scale is the same for each plot, the peak values of the radial functions decline
with increasing energy.

have negative values, corresponding to states in which the electron is ‘bound’ to the
nucleus, such that E tends to 0 when r tends to ∞. The wavefunctions themselves are also
required to be single-valued, finite, continuous, and normalized.7 The last is particularly
important when we come to interpret what they represent, and we will turn our attention
to this in Chapter 6. Imposing such ‘boundary conditions’ on the problem is equivalent
to confining the electron in a spherical container whose properties are determined by the
Coulomb potential, and gives rise to the quantization manifested through integer values
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of n, l, and ml , and their pattern of interrelationships, in just the same way that the pattern
of nodes appears in the standing waves of a vibrating string.

We now have everything we need in Tables 5.1 and 5.2 to write down the spatial
wavefunctions of the hydrogen atom. Here are just a few:

Orbital ψnlml (r, θ , φ)

1s R10Y 0
0 ψ100 = 1√

πa3
0

e−ρn/2 (5.41)

2s R20Y 0
0 ψ200 = 1

4
√

2πa3
0

(
2 − ρn

)
e−ρn/2 (5.42)

2p0 R21Y 0
1 ψ210 = 1

4
√

2πa3
0

ρne−ρn/2 cos θ (5.43)

2p+1 R21Y±1
1 ψ21±1 = ∓ 1

8
√

πa3
0

ρne−ρn/2 sin θe±iφ . (5.44)

What about the energies? Obviously, we can plug the equation for the radial functions
Rnl(r) from Eq. (5.38) into the Schrödinger Eq. (5.37) and solve for the energy E (the
eigenvalues). This is quite a complex differential equation, but all we need to solve it
is some knowledge of algebra, the product rule for differentiation, something called the
associated Laguerre equation, and a little patience.

We can learn everything we need to know about the result by looking at the action of
the kinetic energy operator (the details are available in Appendix 3):

− �
2

2me

1
r

∂2

∂r2 rRnl(r) = − �
2

2me

[
1

n2a2
0

− 2
ra0

+ l (l + 1)

r2

]

Rnl(r). (5.45)

If we insert this into the radial Eq. (5.37) we can cancel the function Rnl(r). When we then
multiply through by −�

2/2me and substitute for the Bohr radius, a0 = ε0h2/πmee2 =
4πε0�

2/mee2, we find that the second term in brackets in (5.45) neatly cancels the
Coulomb potential term −e2/4πε0r, and the third term cancels the centrifugal contribu-
tion l (l + 1) �2/2mer2.

Rather incredibly, what we’re left with is

En = − �
2

2mea2
0

· 1
n2 = − mee4

8ε2
0h2

· 1
n2 , (5.46)

which is precisely the result that Bohr had obtained in 1913 with his ad hoc planetary
model, Eq. (3.17). This really is nothing less than a revelation. The energies of each
orbital are indeed ‘coded’ in the mathematical forms of the radial wavefunctions that
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describe them. All we need to do to tease them out is work on them with the right
Hamiltonian operator.

Given that the radial function depends on both n and l, it is perhaps surprising that
the energy depends only on n. And I think it’s particularly interesting that the kinetic
energy term involving l in Eq. (5.45) is derived from the radial function, yet the potential
energy term that it cancels is derived from the spherical harmonics. This turns out to be
a peculiarity of the Coulomb potential—other spherical potentials may give quantized
energies that do depend on both n and l.

It is also now clear why Bohr’s Second Assumption, that the quantized orbital angular
momentum depends exclusively on n, is wrong—see Eq. (3.23). We will see in later
chapters that the quantized orbital angular momentum is given by

√
l (l + 1)�, not n�.

Not for the first (or the last) time in science, Bohr got the right answer for the wrong
reasons.

The Problem of Interpretation

According to Debye, de Broglie’s hypothesis had been, if not a fanciful French comedy,
still all rather childish. But there was nothing wrong with de Broglie’s intuition. In an
extraordinary burst of creativity spanning just a few short weeks, Schrödinger had shown
that the quantum numerology inspired by the Bohr–Sommerfeld model did indeed have a
comprehensible physical basis. By assuming that the electron in a hydrogen atom behaves
as a wave, he was able to show that the quantum numbers n, l, and ml emerge ‘in the same
natural way as the integers specifying the number of nodes in a vibrating string’.8

There was more. Schrödinger had successfully imported an entirely new mathematical
structure and approach to mechanics, complete with its own rather strange, esoteric
language. The textbooks of later generations of science students would be filled with
operators, eigenfunctions, and eigenvalues.

It was indeed very beautiful. But physicists were now faced with another problem. The
wavefunctions for the electron in a hydrogen atom could now be written down and their
energies computed. But just how were these wavefunctions meant to be interpreted?

Think of it this way. In the 1s orbital described by the radial function R10, Fig. 5.4,
and the spherical harmonic Y 0

0 , Table 5.1, just where, exactly, is the electron?

..........................................................................................
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6

Born’s Interpretation of the
Wavefunction
Quantum Probability

The sleight of hand involved in Schrödinger’s ‘trivial’ derivation of the wave equation
based on de Broglie’s hypothesis had once more allowed quantum conditions to spring
from entirely classical concepts. And yet, for reasons that might seem curious to us today,
Schrödinger perceived the wave equation not as a route forward into a new discontinuous
quantum mechanics, but as a route back to a broadly classical description of atomic
phenomena based on the notion of continuous matter waves.

According to Schrödinger’s interpretation of wave mechanics, elementary particles
such as electrons are principally undulatory in nature, and their particle-like properties
are the illusory result of the collective motion of a superposition of electron waves, known
as a ‘wave packet’. He argued that particle trajectories arise in a wave theory of matter in
much the same way that light rays arise in the wave theory of light:1

According to the wave theory of light, the light rays, strictly speaking, have only fictitious
significance. They are not the physical paths of some particles of light, but are a
mathematical device, the so-called orthogonal trajectories of wave surfaces, imaginary
guide lines as it were, which point in the direction normal to the wave surface in which
the latter advances.

For Schrödinger, it was no coincidence that the wavelength of an electron is comparable
with the dimensions of the atom: ‘we assert that the atom in reality is merely the diffraction
phenomenon of an electron wave captured as it were by the nucleus of the atom’.2

It follows that there is no room in Schrödinger’s continuous wave mechanics for
Bohr’s incomprehensible quantum jumps. Schrödinger imagined that the differences in
the energies associated with the different ‘orbits’ of the Bohr–Sommerfeld model arise as
‘beats’ between high-frequency vibrational modes of the electron, and that transitions
take place gradually and continuously, not discontinuously in sudden jumps. In his
first paper in the series ‘Quantisation as an Eigenvalue Problem’ he wrote: ‘It is hardly
necessary to emphasise how much more congenial it would be to imagine that at a

The Quantum Cookbook. Jim Baggott, Oxford University Press (2020). © Jim Baggott.
DOI: 10.1093/oso/9780198827856.001.0001
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quantum transition the energy changes over from one form of vibration to another, than
to think of a jumping electron’.3

Schrödinger had hoped that his wave mechanics would help to re-establish some sense
of what he referred to as anschaulichkeit (meaning ‘visualizability’) of the physics going
on inside the atom. But he also recognized that this wouldn’t be straightforward. The
wavefunctions can’t possibly represent easily visualizable, real ‘waves’. For one thing,
although all the ‘observables’ (such as energy and linear momentum) must be exclusively
real quantities, kind of by definition, in general the wavefunctions themselves may possess
complex phases (involving terms such as eiθ ). Schrödinger had tended to gloss over
this problem, believing that it would be possible always to take only the real part of the
solution, or that the problem would be resolved in a fully relativistic wave equation.

There were also other conceptual difficulties. We can write wavefunctions for the
single electron in a hydrogen atom in three spatial coordinates, such as r, θ , and φ.
But that’s it. For atoms containing two or more electrons the solutions are necessarily
wavefunctions in a complex multidimensional configuration space (see the discussion in
‘Classical Mechanics and the Concept of Force’, in the Prologue), which is much more
difficult to visualize.

So, if the wavefunction does not provide a simple description of an ‘electron wave’, as
we might have naively imagined, what, then, does it represent?

|ψ|2 as a Charge Density

Schrödinger devoted the final section of his fourth paper in the series to a discussion of
the physical significance of the wavefunction (which he referred to in this paper as the
‘field scalar’). Particles such as electrons possess mass but they also possess electrical
charge and, whilst it might be difficult to conceive how the electron mass might be
‘distributed’ through space as a wave, charge is arguably a much more nebulous (and
therefore ‘flexible’) property. As such, it is easier to imagine a distribution of charge.

In his treatment of the wave-mechanical theory of dispersion, Schrödinger found it
convenient to focus on the density of electrical charge. He associated this density not
with the wavefunction directly, but with the wavefunction ψ multiplied by its complex
conjugate, which is written ψ∗, and in which every instance of the imaginary number
i = √−1 is replaced by −i. For example, if ψ = Aeiθ , then its complex conjugate is
ψ∗ = A∗e−iθ , and ψ∗ψ = |ψ |2 = |A|2. There are obvious logical parallels with the relation
between the intensity of a light wave or the energy of a physical wave and the square of
the wave amplitude. Schrödinger wrote:4

[ψ∗ψ] is a kind of weight function in the system’s configuration space . . . each point-
mechanical configuration contributes to the true wave-mechanical configuration with a
certain weight, which is given precisely by [ψ∗ψ]. If we like paradoxes, we may say that
the system exists, as it were, simultaneously in all the positions kinematically imaginable,
but not ‘equally strongly’ in all.
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Although he would later come to reject it, hidden in Schrödinger’s words is the interpre-
tation that would eventually come to dominate our understanding of the wavefunction.

The condition of normalization, which had featured in Schrödinger’s reasoning from
the beginning, is then a requirement that ‘we would wish its integral over the whole
configuration space to remain constantly normalized to the same unchanging value,
preferably to unity’.5 For the simple reason that the charge on an electron is a fixed
quantity—a ‘unit’ of negative charge—and such a constraint is therefore necessary if this
charge is to be conserved.

It will help in what follows to take a quick look at this condition here.

Normalization and Orthogonality

The normalization condition can be written as

∫
ψ∗

nψndτ = 1, (6.1)

where ψn is a general wavefunction characterized by one or more quantum numbers
collectively denoted by n, and dτ is an infinitesimal volume element in whatever
coordinates in real space or configuration space are relevant to the problem under
consideration. Although in Eq. (6.1) the integral is written as indefinite, the presumption
is that it is definite and runs over all possible values of the coordinates.

To see how this works it’s helpful to return to the wavefunction of the electron in a
hydrogen atom given in Chapter 5, and to keep things simple we’ll consider the spherical
1s function ψ100, Eq. (5.41). In the context of the spherical polar coordinates we used to
analyse the hydrogen atom, the volume element dτ , located a distance r from the origin,
can be calculated as the product of the increments in the radial distance, dr, the polar
angle multiplied by r, rdθ , and the azimuthal angle multiplied by r sin θ , or r sin θdφ (see
Fig. 6.1). Thus, dτ = r2 sin θdrdθdφ6 and as ψ100 is independent of the angles, the
integral to be evaluated simplifies to

∫
ψ2

100dτ =
π∫

0

sin θdθ

2π∫

0

dφ

∞∫

0

1

πa3
0

r2e−2r/a0dr. (6.2)

Note that in (6.2) we have acknowledged that ψ100 is not a complex function, so we
can happily replace |ψ100|2 with ψ2

100. We have also substituted for ρn = 2r/na0, using
n = 1. The polar angle ranges over 0–π (from north to south) and the azimuthal angle
ranges over 0–2π (all the way around the equator). As the 1s wavefunction is spherically
symmetric it doesn’t depend on either of these angles and so we can immediately evaluate
the first two integrals to give 2 × 2π = 4π . Equation (6.2) then becomes
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dτ
r

x

y

z

0

θ

φφ

r sin θ d φ rdθ 

dr

Figure 6.1 The volume element dτ in spherical polar coordinates is given by the product of its
dimensions: dr × rdθ × r sin θdφ = r2 sin θdrdθdφ.

∫
ψ2

100dτ = 4

a3
0

∞∫

0

r2e−2r/a0dr. (6.3)

Now, we can evaluate this integral by parts or we can do what I always prefer to do in
these circumstances, which is look it up in a table of standard integrals. The integral we
need is

∫
x2ebxdx =

(
x2

b
− 2x

b2 + 2
b3

)
ebx. (6.4)

We substitute x = r and b = −2/a0. To make this definite, we need to evaluate (6.4) at
the limits r = ∞ and r = 0. When r = ∞ the exponential term in (6.4) declines to 0,
taking everything else down to 0 with it. When r = 0 the exponential term is equal to 1
and the only term to survive is 2/b3 = −a3

0/4. Thus, the integral in (6.3) comes out to
+a3

0/4 and
∫

ψ2
100dτ = 4

a3
0

· a3
0

4
= 1, (6.5)

which simply proves that the wavefunction ψ100 as given in (5.41) is already normalized.
To complete the picture, it’s worth noting that solutions of the wave equation that

do not correspond to the same energy eigenvalues have a further property—they are
orthogonal, such that
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∫
ψ∗

mψndτ = 0. (6.6)

Here ψm and ψn represent two different solutions of the wave equation with different
energies (say, Em and En). Once again, we can make use of the simpler hydrogen
atom wavefunctions—such as ψ100 and ψ200—to show that this is indeed the case (see
Appendix 4).

We can combine Eqs. (6.1) and (6.6) in a single expression

∫
ψ∗

mψndτ = δmn, (6.7)

where δmn is the Kronecker delta, which has the value 1 when m = n and 0 when m �= n.
Solutions that are at once both normalized and orthogonal are said to be orthonormal.

Matrix Mechanics

Schrödinger’s wave mechanics was undoubtedly a triumph, and the fact that it still
features prominently in undergraduate textbooks on quantum mechanics demonstrates
both its historical importance and utility. But, in truth, by the time Schrödinger submitted
his first paper on the subject in January 1926, a successful rival theory was already
available, published some months earlier by a young German theorist called Werner
Heisenberg. This was matrix mechanics, and physicists were now confronted with a
choice.

The two theories could not appear more different, at least in terms of the philosophical
perspectives that had motivated them. Where Schrödinger had been attracted by the
prospect of visualizability in wave mechanics, Heisenberg had become convinced that
progress in atomic theory could only be made by abandoning any attempt to visualize or
understand the interior workings of the atom. The planetary model, with its appealing
images of material particles orbiting a central nucleus, was visually rich but analytically
empty. As a classical mechanical model, its usefulness had been prolonged by the addition
of rather arbitrary quantum rules, but it was surely doomed to failure. Heisenberg
reasoned that it was time for a new language.

Towards the end of May 1925 Heisenberg had succumbed to a severe bout of hay
fever. He asked his research supervisor Max Born at the University of Göttingen for
14 days’ leave to recuperate, and on 7 June he arrived on the small island of Helgoland,
just off the north coast of Germany, hoping that the clear North Sea air would facilitate
a speedy recovery.

He had been working on an approach to atomic theory in which he dispensed
completely with any notion of an unobservable interior mechanics of the atom, and
focused instead on the things that were observable—the jumps or transitions between
orbits manifested as lines in the resulting spectra. Free from distractions, he now made
swift progress. What he got was an infinite table of mathematical terms, organized into
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columns and rows, each term representing a quantum transition from some initial to
some final state.

He then sought to calculate the intensities of the spectral lines as the squares of the
amplitudes of the terms that appeared in the table. For example, in the case of a jump
from a state characterized by a quantum number n to n − 2, he found it necessary
to multiply the amplitude of the term corresponding to the jump n to n − 1 with the
amplitude of the term corresponding to the jump from n−1 to n−2. More generally, he
found that he could calculate the intensity of a spectral line resulting from any quantum
jump as the sum of the products of the amplitudes for all possible intermediate jumps.

Whilst this multiplication rule seemed straightforward and perfectly satisfactory,
Heisenberg was aware of a potential paradox. If this same rule is used to calculate the
product of two different physical quantities (x and y, say), then it suggests that there
may arise situations in which the product x multiplied by y is not equal to the product
y multiplied by x. Heisenberg was quite unfamiliar with this kind of result and greatly
unsettled by it.

Whilst recuperating on Helgoland, he worked long into the night:7

As a result, it was almost three o’clock in the morning before the final result of my
computations lay before me. . . . At first, I was deeply alarmed. I had the feeling that,
through the surface of atomic phenomena, I was looking at a strangely beautiful interior,
and felt almost giddy at the thought that I now had to probe this wealth of mathematical
structures nature had so generously spread out before me.

Heisenberg hastily wrote up his calculations and passed a copy of the manuscript to
Born. Born was enthusiastic but puzzled by the multiplication rule that Heisenberg had
used. It seemed familiar. On 10 July 1925 he finally remembered that he had been taught
this multiplication rule as a student. It was the rule for multiplying matrices.∗ Born now
worked with another student Pascual Jordan to recast Heisenberg’s calculations into the
language of matrix multiplication. They discovered that the matrix for the energy of the
system is diagonal, meaning that all the elements in the matrix are zero but for those along
the diagonal of the array, which are time-independent and represent the stable quantum
states (the ‘orbits’) of the system.

Heisenberg was at once both pleased and relieved: ‘Only much later did I learn from
Born that it was simply a matter here of multiplying matrices, a branch of mathematics
that had hitherto remained unknown to me.’8 He acquired some textbooks on the subject
and quickly caught up. He was soon collaborating with Born and Jordan and together
they published a further paper on the new matrix mechanics in November 1925.

In a paper received by the German Journal Zietschrift für Physik on 17 January 1926,
Austrian theorist Wolfgang Pauli used the new matrix mechanics to derive the Rydberg
formula for the hydrogen atom, and English theorist Paul Dirac did much the same in a
paper received by the Proceedings of the Royal Society just a few days later.9 There could
be no doubting that matrix mechanics worked.

∗ If you’re unfamiliar with the mathematics of matrices don’t worry—we’ll return to this subject in a later
chapter.
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To underscore the nature of the choice, Schrödinger himself demonstrated that,
mathematically, wave mechanics and matrix mechanics are entirely equivalent. So, this
was not a choice driven by the theory’s ‘correctness’. Judgements were instead shaped by
the appeal to the physicists’ metaphysical preconceptions, their sense of how nature might
be or ought to appear. Heisenberg was forthright. In a letter to Pauli he wrote: ‘The more
I think about the physical portion of the Schrödinger theory, the more repulsive I find
it. . . . What Schrödinger writes about the visualizability of his theory “is [paraphrasing
Bohr] probably not quite right”, in other words, it’s crap.’10

But matrix mechanics lacked any such visualizability—by design—and, to an older
generation of physicists schooled in classical ways of thinking, it was all rather abstract.

It also appeared to be quite limited. Although it had been shown to be equivalent to
wave mechanics, this was a theory about transitions taking place between energy levels
within the atom, and therefore good only for predicting the positions and intensities of
spectral lines. But any new quantum mechanics really ought to be applicable to other
problems in physics, such as for example the description of the collision between an
external electron and an atom, a phenomenon generally called ‘scattering’. When Born
sat down to try to formulate a quantum scattering theory he found that: ‘Of the different
forms of the theory only Schrödinger’s has proved suitable’.11

Scattering phenomena would appear to be firmly ‘particle’ in nature, so Born’s
challenge was to find a way to conjure particles from Schrödinger’s determinedly wave
description. In order fully to appreciate Born’s logic, it’s helpful first to become a little
more familiar with some of the results of classical scattering theory.

Particle Scattering

To keep things reasonably simple, we’re going to examine a hypothetical situation in
which a small, hard, impenetrable spherical particle is bounced off a much larger, hard,
impenetrable spherical target, of radius R. It will help in what follows to make use of
the spherical polar coordinate system we introduced in Chapter 5 (see Fig. 5.3), but now
turned on its side, such that the positive z-direction (south to north) is drawn horizontally
from left to right on the page. Drawn this way, the plane of the paper is still the yz-plane,
with the x-axis pointing out of this plane towards and away from the reader.

We imagine that the moving particle approaches the target with velocity v along the
z-direction, but with a trajectory that is displaced from the target equator by a distance
b (called the impact parameter), such that b > 0 implies a ‘glancing’ collision and b = 0
a ‘head-on’ collision—see Fig. 6.2(a). The particle strikes the surface of the target at an
incident angle α to the surface normal, and we assume that the target is so large that it
doesn’t recoil or in any other way exchange energy or momentum with the incoming
particle. Conservation of kinetic energy means that the moving particle bounces off the
target with the same outgoing velocity, and conservation of angular momentum means
that it bounces off at the same angle as the incident angle. The collision takes place all
in the same yz-plane (it doesn’t bounce off into or out of the plane of the paper). This
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Figure 6.2 (a) Elastic scattering of an incident particle from a large, hard, target sphere.
(b) Relationships between the incident beam cross-section dσ and detector area dA.

is elastic scattering, with a scattering angle θ which is equivalent to the polar angle of our
spherical coordinate system.

Simple geometry allows us to deduce that b = R sin α, and θ = π − 2α, so that

b = R sin
(

π − θ

2

)
= R cos

(
1
2
θ

)
. (6.8)

This is obviously valid only for b ≤ R, as b > R means that the particle misses the target
and there is no collision.

In a realistic physical system, we are likely to be observing the results of a series of
collisions involving a beam consisting of a large number of identical incident particles.
The impact parameters of successive collisions will not be controlled and so will vary,
and we’re interested in the number or rate of flow of elastically scattered particles that
enter a detector placed at different scattering angles.

If we extend the impact parameter by a small increment, to b + db, and the azimuthal
angle in the xy-plane by a small increment dφ, then we can define a cross-section of the
beam dσ as the area bounded by |db | and bdφ, i.e. dσ = b | db | dφ; see the left-hand side
of Fig. 6.2(b).

Incident particles pass through the ‘window’ defined by dσ with a certain flux, or rate
of flow per unit area. Particle physicists refer to the number of incident particles per unit
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time per unit area as the beam luminosity,L. The number dN of incident particles passing
through dσ per unit time is then simply dN = Ldσ .

The particles are scattered into a detector area dA, which is placed a long distance r
from the target object and centred on it. The area dA is then an element on the surface
of a sphere of radius r, such that dA = rdθ × r sin θdφ = r2 sin θdθdφ—see Fig. 6.2(b).
It’s convenient to define the solid angle d�, measured in steradians and subtended at
the origin of the sphere of radius r by the surface area dA, such that dA = r2d�, and
d� = sin θdθdφ. This enables us to define the differential scattering cross-section:

dσ

d�
= b | db | dφ

sin θdθdφ
= b

sin θ

∣
∣∣
∣
db
dθ

∣
∣∣
∣ . (6.9)

The number of particles dN scattered into the detection solid angle d� per unit time
must obviously be the same as the number of particles crossing dσ per unit time, so

dσ

d�
= dN

Ld�
. (6.10)

As quantities such as beam luminosity, detection solid angles, and particle detection rates
are relatively easily measured, Eq. (6.10) is often used to define the differential scattering
cross-section.

From (6.8) and (6.9), we have

dσ

d�
= R cos

(1
2θ

)

sin θ

d
dθ

[
R cos

(
1
2
θ

)]
= R2 cos

(1
2θ

)

sin θ

sin
(1

2θ
)

2
. (6.11)

Or

dσ

d�
= 1

4
R2, (6.12)

where we have used the trigonometric identity sin θ = 2 sin
(1

2θ
)

cos
(1

2θ
)
.

It’s rather interesting that the differential scattering cross-section in Eq. (6.11) doesn’t
depend on the scattering angle, θ . For the case of elastic scattering from a large spherical
target, the scattering is isotropic—the same number of particles will be scattered into the
detector wherever it is placed around the target.

The total cross-section σ is given by the integral

σ =
∫

dσ

d�
d� = 1

4
R2

π∫

0

sin θdθ

2π∫

0

dφ = πR2, (6.13)

which is simply the cross-sectional area of the target sphere. Particles passing through
this area will collide with the target and be scattered. Those outside this area will miss it.
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This is probably enough background for us to turn now to the logic and reasoning that
Born set out in a paper published a little later in 1926. This did not involve a mathematical
derivation, as such, but rather an argument leading to a logical conclusion. Nevertheless,
it’s useful to bring out this logic in the derivation of some quantum equivalents to
the classical scattering parameters we have considered above, such as the differential
scattering cross-section, and this is what I propose to do here.

The Ingredients

1. Wave descriptions for systems of linear and spherical plane waves.

2. The de Broglie relation, λ = h/p, or p = �k, where k is the wave vector.

3. The radial Schrödinger wave equation for a localized spherical potential.

4. Legendre polynomials and spherical Hankel functions of the first kind.

5. The differential scattering cross-section, Eq. (6.10).

The Recipe

We begin in Step (1) by setting up the scattering problem in terms of classical waves
instead of particles, and applying the de Broglie relation to derive a radial wave equation
for the system. We analyse the problem in terms of a system of so-called partial waves,
expressing the scattered spherical wave as an infinite sum of partial waves comprised
of Legendre polynomials and spherical Hankel functions. This allows us to define a
scattering amplitude for the outgoing wave. In Step (3) we show that the differential
scattering cross section is equal to the modulus-square of the scattering amplitude. We
now have to figure out how we get from an amplitude in a wave description to a number in
a particle description. We conclude that the modulus-square of the scattering amplitude
(and, by inference, the modulus-square of the wavefunction itself) must represent a
probability density.

Step (1): The Radial Wave Equation

Classical scattering theory is based on the notion that we scatter small, spherical particles
from a target (or target potential). In Schrödinger’s wave mechanics, particles give way
to waves, so instead of describing the electron as a localized particle we replace this with
a simple linear ‘electron wave’.

The electron wave impinges on a target represented by a localized spherical potential,
which we denote as Vscat. By ‘localized’, what we mean is that the potential energy of the
target is confined within a small boundary, such that Vscat is large within this boundary
but can safely be assumed to be negligible or 0 outside it. This means that a Coulomb
potential is excluded from this kind of treatment, as its influence declines to 0 only at
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infinity. To maintain consistency with our discussion of classical scattering, we assume
that the electron wave is travelling in the positive z-direction—see Fig. 6.3. As before, a
plane wave such as  (z, t) = Aei(kz−ωt) will suffice. We separate this into spatial- and
time-dependent functions ψ(z) = Aeikz and ϕ(t) = e−iωt.

When the incoming plane wave encounters the scattering potential, it produces a
system of outgoing spherical waves (Fig. 6.3). This phenomenon should be familiar
to anyone who has watched as ocean waves run into the pillar of a seaside pier. The
incoming wave ‘wraps around’ the pillar and it becomes a source of secondary waves
which expand outwards in a circle.

We assume that this is still elastic scattering, so the energy of the incoming wave is
preserved in the outgoing spherical wave, as is the amplitude. If we think of the incoming
wave as a ‘beam’ of electron waves, then if we keep this beam switched on for times longer
than it takes to scatter, we anticipate that the system will settle down into a steady-state.
This means that we can neglect the time-dependent components of both incoming and
outgoing waves and consider only the spatial functions.

When the electron wave is far from the scattering potential, Vscat = 0 and its total
energy is therefore equal to its kinetic energy. If we assume the classical expression
for linear momentum, p = mev, where v is the wave velocity, then E = p2/2me, or
p = √

2meE. We now make this description decidedly non-classical by invoking the de
Broglie relation, p = �k, which allows us to write the wave vector k as

k = p
�

=
√

2meE
�

. (6.14)

To describe the outgoing waves we adopt spherical polar coordinates, as before, with
the z-axis as drawn in Fig. 6.3 and the angles θ and φ as already defined in our earlier
analysis of classical scattering. We measure the distance r from the centre of the scattering
potential and write the outgoing waves as ψ(r, θ , φ). We note that these waves will
possess the same energy E (and hence wave vector k) and amplitude, A, as the incoming
wave.

dσdσdσ

ψ(z) = Aeikzψ(z) = Aeikzψ(z) = Aeikz
ψ(r, θ, φ) ≈ Af(θ)ψ(r, θ, φ) ≈ Af(θ)ψ(r, θ, φ) ≈ Af(θ) eikreikreikr

rr

dAdetdAdetdAdet

zz

scattering
centre

scattering
centre

θθ

Vscat = 0Vscat = 0Vscat = 0

Figure 6.3 Scattering of an electron wave from a localized spherical potential. The potential energy
Vscat is assumed to be concentrated in a small central region, such that Vscat = 0 outside this.
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As with our consideration of the wavefunctions of the hydrogen atom in Chapter 5,
we further assume that the outgoing waves can be factored into radial and angular
components, ψ(r, θ , φ) = R(r)Y (θ , φ).

From Eq. (5.37) we can now set up the radial wave equation as follows:

− �
2

2me

1
r

∂2

∂r2 rR(r) +
(

Vscat + l (l + 1) �2

2mer2

)
R(r) = ER(r), (6.15)

where we have simply replaced the Coulomb potential in (5.37) with the localized
scattering potential, Vscat.

Although this looks just like the hydrogen atom problem, we’re dealing here with a
very different potential function and very different boundary conditions. For one thing,
we require the incoming plane wave to be one solution of Eq. (6.15) at large distances far
from the scattering centre. Unlike the hydrogen atom problem, the energy of the system
under consideration is fixed—we’re not looking to determine energy eigenvalues from
(6.15). There is also no constraint on the value of l, which is not a quantum number
as such in this analysis but which is best thought of as an index which characterizes the
angular parts of the outgoing spherical waves.

We now simplify (6.15) by considering regions well outside the scattering potential,
where Vscat = 0. If we multiply through by −2mer/�2 we get

∂2

∂r2 rR(r) − l (l + 1)

r2 rR(r) = −2meE
�2 rR(r). (6.16)

But, from (6.14), 2meE/�2 = k2. Substituting χ(r) = rR(r) allows us to write (6.16)
rather succinctly as

∂2

∂r2 χ(r) − l (l + 1)

r2 χ(r) = −k2χ(r). (6.17)

As before, I don’t propose to solve this equation here and will instead reach for handy
solutions that have already been worked out.

Step (2): Partial Waves

The ‘standard’ solutions for the wavefunctions χ(r) in Eq. (6.17) are linear combinations
of spherical Bessel functions, but these do not give us quite what we’re looking for.
We will instead reach for spherical Hankel functions, which can be derived from linear
combinations of the Bessel functions and which, as we will see, more closely fulfil the
physical requirements of the problem. There is nothing wrong in principle with this
approach: one of the sources of great flexibility in any kind of problem expressed in
terms of waves is that waves can be combined any way we like, so long as we respect the
physical constraints of the system (such as boundary conditions and normalization).
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In fact, because we need solutions describing outgoing spherical waves, we choose
spherical Hankel functions of the first kind, denoted h(1)

l (x), the first few of which are
given in Table 6.1 for the case x = kr. We also note that there is an infinite number of
such solutions, each corresponding to different values of l, which ranges in integer steps
from 0 to infinity. What we get then is a linear combination of these:

χ(r) = c0rh(1)
0 (kr) + c1rh(1)

1 (kr) + · · · =
∞∑

l=0

clrh
(1)
l (kr). (6.18)

In (6.18), the ‘mixing’ or ‘expansion’ coefficients cl represent the contribution of each
individual solution to the total wavefunction. Since R(r)= χ(r)/r, to get the radial
solutions we simply divide (6.18) through by r.

Now, to get the total outgoing wavefunction ψ(r, θ , φ) we need to multiply each of
these radial solutions by the spherical harmonics. This is all starting to look a little hairy,
but there are some things we can do to simplify the problem. Firstly, we note that the way
we have set up the scattering problem implies no dependence on the azimuthal angle, φ.
The incoming wave defines the z-direction, making the scattering angle θ important, but
the localized spherical potential is symmetric, so it can’t introduce any φ-dependence
into the scattered wave. This means we can eliminate from consideration all spherical
harmonics with ml > 0:

ψ(r, θ , φ) = R(r)Y (θ , φ) = A
∞∑

l=0

clh
(1)
l (kr)Y 0

l (θ , φ). (6.19)

Note that in (6.19) we have taken the opportunity to normalize the solutions to the
amplitude of the incoming wave, A.

From Eq. (5.34) we can deduce that

Y 0
l (θ , φ) =

√
(2l + 1)

4π
Pl(cos θ), (6.20)

Table 6.1 Spherical Hankel Functions of the First Kind and Legendre Polynomials for
Low-Order Values of l

l Spherical Hankel functions, h(1)
l (kr) Legendre polynomials, Pl(cos θ)

0 h(1)
0 (kr) = − i

kr eikr P0(cos θ) = 1

1 h(1)
1 (kr) = − (i+kr)

(kr)2 eikr P1(cos θ) = cos θ

2 h(1)
2 (kr) = −

[
3i+3kr−(kr)2i

]

(kr)3 eikr P2(cos θ) = 1
2

(
3cos2θ − 1

)

3 h(1)
3 (kr) = −

[
15i+15kr−6(kr)2i−(kr)3]

(kr)4 eikr P3(cos θ) = 1
2

(
5cos3θ − 3 cos θ

)
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where the functions Pl(cos θ) are the Legendre polynomials, the first few of which are
included in Table 6.1 alongside the spherical Hankel functions (and see also Eq. (5.36)).

The second thing we can do is assume that our detector is placed far from the
scattering potential, such that r is very large or, more specifically, kr � 1. In these
circumstances, the spherical Hankel functions tend towards a limiting value:

h(1)
l (kr) → (−i)l+1 eikr

kr
valid for kr � 1. (6.21)

With these simplifications, the expression for ψ(r, θ , φ) in Eq. (6.19) takes the approxi-
mate form:

ψ(r, θ , φ) ≈ A
∞∑

l=0

(−i)l+1cl

√
(2l + 1)

4π
Pl(cos θ)

eikr

kr
. (6.22)

We now choose to replace the expansion coefficients, cl , with partial wave amplitudes, fl(k),
defined by

fl(k) = cl

il+1k
√

4π (2l + 1)
. (6.23)

Such that Eq. (6.22) becomes

ψ(r, θ , φ) ≈ A
∞∑

l=0

(2l + 1) fl(k)Pl(cos θ)
eikr

r
. (6.24)

Or

ψ(r, θ , φ) ≈ Af (θ)
eikr

r
,

where

f (θ) =
∞∑

l=0

(2l + 1) fl(k)Pl(cos θ). (6.25)

The function f (θ) is called the scattering amplitude. It determines the amplitude of
the outgoing spherical wave (given by Aeikr/r) that is scattered in the direction of the
scattering angle, θ .

Step (3): The Differential Scattering Cross-Section

How do we now relate the scattering amplitude defined in Step (2) to the differential
scattering cross-section? In other words, how do we turn an amplitude into a number?
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It seems we have no choice but to think of the modulus-square of the wavefunction as
an intensity or density of some kind, but a density of what? Charge density won’t really
work for us here because we’re interested in the fluxes of incident and scattered particles,
not electrical charge.

I propose to leave this question for the next step, and focus efforts here on deriving a
version of the differential scattering cross-section from what we know.

If we take the modulus-square of the wavefunction to be some kind of density, then
the proportion of the density of the incoming wave passing through the cross-section dσ

is given by |ψ(z)|2dσ :

|ψ(z)|2dσ =
(

A∗e−ikz
) (

Aeikz
)

dσ = A∗Adσ = |A|2dσ . (6.26)

Likewise, the proportion of the density of the outgoing spherical wave passing through
the detector area dAdet is given by (I’ve added the subscript det so that we don’t get this
area confused with the wave amplitude)

|ψ(r, θ , φ)|2dAdet =
(

A∗f ∗(θ)
e−ikr

r

)(
Af (θ)

eikr

r

)
dAdet (6.27)

= |A|2| f (θ)|2
r2 dAdet.

But we know from Step (2) that dAdet = r2d�, so

|ψ(r, θ , φ)|2dAdet = |A|2| f (θ)|2dΩ. (6.28)

Logic suggests that |ψ(z)|2dσ must be equal to |ψ(r, θ , φ)|2dAdet (whatever it is, the
proportion of the density passing through dσ must be conserved in the scattering
process) so we can combine Eqs. (6.26) and (6.28) to give

dσ

d�
= |A|2| f (θ)|2

|A|2 = | f (θ)|2. (6.29)

In other words, the differential scattering cross-section is the modulus-square of the
scattering amplitude.

To complete the story, we note from Eq. (6.13) that the total cross-section is the
integral of the differential scattering cross section:

σ =
∫

dσ

d�
d� =

∫
|f (θ)|2d�. (6.30)
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Now, f (θ) is an infinite series, so its modulus-square is a double-sum:

|f (θ)|2 =
[ ∞∑

l=0

(2l + 1) f ∗
l (k)Pl(cos θ)

] [ ∞∑

l′=0

(2l ′ + 1)fl′(k)Pl′(cos θ)

]

(6.31)

=
∑

l

∑

l′
(2l + 1) (2l ′ + 1)f ∗

l (k)fl′(k)Pl(cos θ) Pl′(cos θ) .

Fortunately, we can make use of the fact that the Legendre functions are orthogonal,
such that

∫
Pl(cos θ) Pl′(cos θ) d� = 4π

(2l + 1)
δll′ , (6.32)

where δll′ = 1 when l = l ′ and δll′ = 0 when l �= l ′. This means that the only terms to
survive in the integral are those for which l = l ′:

σ =
∫

|f (θ)|2d� = 4π

∞∑

l=0

(2l + 1) |fl(k)|2. (6.33)

We can’t go any further with this without deriving an expression for the partial wave
amplitudes, fl(k), which requires some analysis of the effect of the interior of the localized
scattering potential on the outgoing waves. There are a number of ways of approaching
this which I don’t propose to get drawn into here, but the details can be found in textbooks
on introductory quantum mechanics.12

However, there’s one final point that’s worth making. In situations in which the
scattering potential can be assumed to be infinite inside a small spherical volume with
radius R (and 0 outside), it is possible to deduce that σ = 4πR2. This is four times the
size of the classical cross-section given in Eq. (6.13) and is the total surface area of the
sphere. This reflects the fact that the long-wavelength incoming wave wraps itself around
the sphere and is diffracted.

Our challenge now is to square the result for the differential scattering cross-section in
(6.29) with Eq. (6.10), which defines this in terms of the number of particles dN scattered
into the detection solid angle d� per unit time and the incident beam luminosity,L, which
is the number of incident particles per unit time per unit area.

Now we must address the question: How do we get from wave amplitudes to numbers of
particles?

Step (4): |ψ|2 as a Probability Density

Born submitted a paper titled ‘Quantum Mechanics of Collision Phenomena’ to the
journal Zeitschrift für Physik in June 1926. He had no hesitation in concluding that the
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only way to reconcile Schrödinger’s wave mechanics with the particle description is to
interpret the modulus-square of the wavefunction as a probability density. He wrote: ‘only
one interpretation is possible, [|ψ |2]∗ gives the probability for the electron, arriving from
[a specific initial] direction, to be thrown out into [a final] direction’.13

Born subsequently claimed that he had been influenced by a remark that Einstein had
made in one of his unpublished papers. Einstein had suggested that the wavefunction
represents a Gespensterfeld—a kind of ‘ghost field’—which determines the probability for
a quantum particle to follow a specific path or trajectory. But the reason that Einstein
had not published his speculations is that this probabilistic interpretation has profound
implications for the notions of physical causality and determinism, notions that Einstein
held very dear. Born understood these implications only too well. In his June 1926 paper
he wrote:14

Schrödinger’s quantum mechanics therefore gives quite a definite answer to the question
of the effect of the collision; but there is no question of any causal description. One gets
no answer to the question: ‘what is the state after the collision,’ but only to the question,
‘how probable is a specified outcome of the collision’.

Such sentiments would frame a debate that would continue to rage for nearly a century.
If the only information available from quantum mechanics concerns the probabilities
of certain outcomes, then strict causality and determinism are abandoned. In quantum
transitions, we can no longer say: ‘if we do this, then that will happen’. We can only say:
‘if we do this, then that will happen with a certain probability’.

We tend to associate probabilities with the operation of some kind of statistics. We
deal with probabilities in classical physics because we are ignorant of the real states of
large, complex systems—we just can’t hope to keep track of the behaviour of all the
system’s many components. A good example is Boltzmann’s use of statistical methods to
describe the properties of atomic and molecular gases. In such situations, we can perhaps
be confident that the principles of causality and determinism hold at the microscopic level
for each individual particle undergoing a sequence of collisions, but we are simply in no
position to follow these motions individually. Instead, we deal with statistical averages,
and probabilities.

But this is not what quantum probability implies, as Born explained in a lecture
delivered to a meeting of the British Association held in Oxford, England, a few months
later in August 1926:15

The classical theory introduced the microscopic co-ordinates which determine the
individual process, only to eliminate them because of ignorance by averaging over their
values; whereas the new [quantum] theory gets the same results without introducing them
at all. Of course, it is not forbidden to believe in the existence of these co-ordinates;
but they will only be of physical significance when methods have been devised for their
experimental observation.

∗ In his original paper Born wrote that the wavefunction represents a probability but corrected this in a
footnote added at the proof stage.
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Born concluded his lecture with the remark: ‘the fundamental idea of waves of probability
will probably persist in one form or another’.16

‘Finding’ the Electron: The Radial Distribution Function

We’re now is a position to return to the question I posed at the end of Chapter 5. In the
hydrogen 1s orbital described by the wavefunction ψ100, just where, exactly, is the electron?

In fact, it was Wolfgang Pauli who proposed to interpret the modulus-square of the
wavefunction not only as a transition probability or as the probability for the system to
be in a specific state, as Born had done, but as the probability of ‘finding’ the electron at
a specific position in its orbit inside an atom. This gives rise to an image of a particulate
electron which is somehow ‘smeared’ through space with, at any one time, different
probabilities for being found in different positions around the nucleus.

To answer the question it is necessary to reframe it slightly. We ask what is the
probability of ‘finding’ the electron in a thin shell around the nucleus with volume dV ?
Based on the logic we have examined in the past section, Step (4), we assume that
this probability is given by |ψ100|2dV . But we know that the 1s orbital is spherically
symmetric, meaning that it doesn’t depend on the angles θ and φ, so we can write

dV = r2dr

π∫

0

sin θ dθ

2π∫

0

dφ = 4πr2dr. (6.34)

Using the result for ψ100 in (5.41), the probability function then becomes

4πr2|ψ100|2dr = 4r2

a3
0

e−2r/a0dr. (6.35)

The function 4r2e−2r/a0/a3
0 is called the radial distribution function, and this is plotted

(multiplied by a0) against the ratio r/a0 in Fig. 6.4. Quite remarkably, this suggests that
the electron may be found anywhere, but it has the highest probability of being found
precisely at the Bohr radius, a0. Another incredible coincidence, courtesy of the Coulomb
potential.

But . . .

This might seem all perfectly reasonable, but of course it doesn’t really answer our
question. Look back at Fig. 4.3 in Chapter 4. Now imagine that we reduce the intensity
of the electron beam in this experiment such that, on average, only one electron at a
time passes through the two slits. Look back at Fig. 6.3, and again imagine a situation
in which a single electron is scattered, producing a spherical outgoing electron wave.
We know that in both these cases the wavefunction for the electron that passes through
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Figure 6.4 The radial distribution function for the hydrogen atom 1s orbital, 4πr2|ψ100|2, multiplied
by a0. The probability of ‘finding’ the electron is greatest at the Bohr radius, r/a0 = 1.

the two slits or is scattered from the potential is delocalized. It is an extended wave with
amplitude in many different places. We reach for Born’s interpretation and we deduce
that the probability of finding the electron is similarly extended and delocalized—it has
a certain probability of being found ‘here’, ‘there’, and, well, anywhere it has non-zero
amplitude. Yet we anticipate that it will register on a photographic plate or in a detector
as a single, self-contained particle that is unambiguously ‘here’, and nowhere else.

It seems we have a recipe for ‘finding’ the electron, but nothing to tell us precisely how
it gets there.

Some physicists were deeply troubled by this. Despite the fact that Schrödinger was
dropping broad hints in this direction with his reference to an electron being in all places
‘kinematically imaginable’ but ‘not equally strongly’ (see the section ‘|ψ |2 as a Charge
Density’ earlier in this chapter), he was not persuaded by Born’s arguments. Born had
acknowledged his debt of inspiration to Einstein’s Gespensterfeld in a letter to Einstein
dated 30 November 1926. But Einstein rejected the loss of causality and the element of
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chance implied by Born’s interpretation, and in his reply he summarized the nature and
extent of his doubts:17

Quantum mechanics is very impressive. But an inner voice tells me that it is not yet the
real thing. The theory produces a good deal but hardly brings us closer to the secret of
the Old One. I am at all events convinced that He does not play dice.

Einstein, whose speculative light-quantum hypothesis had helped to establish the new
quantum theory in 1905, was rapidly becoming one of the theory’s most determined
critics.

..........................................................................................
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Heisenberg, Bohr, Robertson, and
the Uncertainty Principle
The Interpretation of Quantum Uncertainty

Heisenberg was pretty angry. The foundations of his new matrix mechanics were
at great risk of being completely undermined by Schrödinger’s intuitively appealing
and mathematically more familiar and accessible wave mechanics. As more members
of the physics community began to defect—with great relief—to the wave approach,
Heisenberg grew increasingly dismayed.

Bohr shared Heisenberg’s misgivings, and in September 1926 he invited Schrödinger
to Copenhagen to debate the issues further. This debate began even as Bohr and
Heisenberg collected Schrödinger from the railway station. Bohr, normally considerate
and friendly, confronted Schrödinger like some kind of fanatic. But Schrödinger had by
now developed an entrenched view on how he believed his wave mechanics should be
interpreted. Moreover, he had been greatly encouraged by the warmth with which the
physics community had received his approach, and he was in no mood to back down.

Schrödinger cherished the continuity and visualizability afforded by wave concepts,
and simply could not see how discontinuous quantum jumps would fit with such a
scheme. ‘Surely you realize’, Schrödinger pleaded, ‘that the whole idea of quantum
jumps is bound to end in nonsense.’ He continued, with growing exasperation: ‘If all this
damned quantum jumping were really here to stay, I should be sorry I ever got involved
with quantum theory.’1

The debate raged day and night, and Schrödinger succumbed to a feverish cold. Bohr
pursued him even to his sickbed. As Bohr’s wife Margrethe attempted to nurse him back
to health with tea and cake, Bohr sat at the edge of the bed and continued his harangue:
‘But you must surely admit that. . .’.2 Schrödinger would admit nothing.

The debate had a powerful effect on Bohr. Schrödinger’s grasping for classical wave
concepts and his relentless pursuit of a theory which provided some kind of space-time
visualizability brought home to Bohr the precise nature of the problems they were all
grappling with.

Heisenberg, too, paused to reflect. He had long ago abandoned any attempt to
use classical space-time concepts to describe what he believed to be an essentially

The Quantum Cookbook. Jim Baggott, Oxford University Press (2020). © Jim Baggott.
DOI: 10.1093/oso/9780198827856.001.0001
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unvisualizable physics. Inevitably, whilst he was content to embrace Born’s probability
interpretation, he was rather unhappy that Born had reached for wave mechanics as
the ‘deepest formulation of the quantum laws’.3 He felt that Born’s conclusion still left
too much room for alternative interpretations. Born, in the meantime, was beginning to
regret the ‘victory’ of the wave approach over matrix mechanics, as it tended to drag
Schrödinger’s interpretation along with it.

Heisenberg was now living in a small attic flat in Bohr’s Institute, with slanting walls
and windows which overlooked the entrance to nearby Fælled Park. Bohr would come
to the flat late at night, and the two would discuss their scientific problems into the small
hours.

Although they disagreed on many points, Heisenberg had good reason to believe
they were heading in more or less the same direction. He was astonished at how simple
phenomena—such as the observed trajectory of an electron revealed, for example, in a
cloud chamber—were proving so intractable.∗ Indeed, the very concept of a trajectory
was absent from matrix mechanics. Schrödinger’s proposal that this was the trajectory of
an electron matter ‘wave-packet’ was quickly dismissed—Hendrik Lorentz had pointed
out that any such wave-packet is unstable and could be expected to disperse very quickly.
So the trajectory was absent from wave mechanics, too. And yet it was difficult for anyone
who had looked at the track left by an electron not to be convinced of the reality of the
electron’s particle-like motion.

Heisenberg summarized this period of intense debate as follows:4

I remember discussions with Bohr which went through many hours till very late at night
and ended almost in despair; and when at the end of the discussion I went alone for a
walk in the neighbouring park I repeated to myself again and again the question: Can
nature possibly be as absurd as it seemed . . .?

They reached no real conclusions. Their protracted debate left them exhausted and
somewhat tense. When Bohr decided to take a skiing holiday in February 1927,
Heisenberg was greatly relieved.

The Dark Point

From the outset, Heisenberg had resolved to eliminate classical space-time pictures
involving particles and waves from the quantum mechanics of the atom. He had
wanted to focus instead on the properties that were actually observed and recorded in
laboratory experiments, such as the positions and intensities of spectral lines. Left alone
in Copenhagen in February 1927, he now pondered on the significance and meaning of

∗ The cloud chamber was invented by Charles Wilson, a student of J. J. Thomson. As an energetic particle
passes through such a chamber, it dislodges electrons from atoms in the vapour contained in the chamber,
leaving charged ions in its wake. Water droplets condense around the ions, revealing the particle trajectory.
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such experimental observables. Somehow, he needed to introduce at least some form of
‘visualizability’ into matrix mechanics.

This train of thought was to lead him to another fundamental discovery. He drew
inspiration from dialogues with Pascual Jordan in Göttingen and with Paul Dirac, who
had arrived in Copenhagen in September 1926 for a six-month period as a visiting
fellow. Pauli, too, provided some significant clues. In a letter Heisenberg had received in
October 1926, Pauli made an important observation concerning the relationship between
position and momentum in quantum mechanics. He had considered the situation where
two electrons collide. When the electrons are far apart, they can be conveniently treated
as plane waves, each with a clearly defined position (x) and momentum (px). But as
they come together they manifest what Pauli called a ‘dark point’, at which things
become fuzzy. If the positions are assumed to be controlled, then the momenta are
uncontrolled, and vice versa. He wrote: ‘One may view the world with the p-eye and one
may view it with the [x]-eye, but if one opens both eyes at the same time one becomes
crazy’.5

The Position–Momentum Commutation Relation

What was Pauli getting at? In classical mechanics, we know that the product of position
and momentum is completely independent of the order in which we perform the
multiplication. Returning for a moment to motion only in the x-direction, we would not
hesitate to conclude that x × px is identical to px × x. Indeed, the question seems faintly
ridiculous. In mathematical terms, quantities that behave like this are said to commute,
and their commutation relation, written as [x, px] = xpx − pxx, is quite obviously equal to
0. In such a relation, the term [x, px] is called the commutator.

But in wave mechanics, the linear momentum is no longer a simple quantity. It has
become a differential operator, and operators need a function to operate on. We can
immediately deduce the consequences, and we don’t even need to assume a specific
form for the wavefunction itself.

If we restrict ourselves once again to the x-direction, then (5.22) reduces to
p̂x = −i� d/dx and we have

xp̂xψ(x) = −i�x
d
dx

ψ(x) (7.1)

p̂xxψ(x) = −i�
d
dx

[xψ(x)] = −i�ψ(x) − i�x
d
dx

ψ(x), (7.2)

where we have used the product rule to evaluate the differential of xψ(x) in (7.2). If we
subtract (7.2) from (7.1) we can immediately see that

xp̂xψ(x) − p̂xxψ(x) = [
x, p̂x

]
ψ(x) = i�ψ(x). (7.3)
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Or

[
x, p̂x

] = i�. (7.4)

In other words, in wave mechanics position and linear momentum no longer commute.
The order in which we apply the operations ‘multiply by x’ and ‘differentiate by x and
multiply by −i�’ makes a difference to the final result. Things become fuzzy. This mirrors
precisely what Heisenberg had discovered from matrix mechanics. He later wrote:6

In quantum mechanics the relation [Eq. (7.4)] between mass, position and velocity
is believed to hold. Therefore we have good reason to become suspicious every time
uncritical use is made of the words ‘position’ and ‘velocity’. When one admits that
discontinuities are somehow typical of processes that take place in small regions and
in short times, then a contradiction between the concepts of ‘position’ and ‘velocity’ is
quite plausible.

The Uncertainty Principle

Heisenberg now tried to use matrix mechanics to describe the clearly visible path of an
electron in a cloud chamber. He quickly ran into trouble. It was now after midnight, but
he set off for a walk in Fælled Park. As he walked in the darkness he asked himself some
fairly searching, fundamental questions, such as: What do we actually mean when we talk
about the position of an electron? The track caused by the passage of an electron through
a cloud chamber seems real enough—surely it provides an unambiguous measure of the
electron’s trajectory through space?

But the track is made visible by the condensation of water droplets around atoms
that have been ionized by the electron as it passes through the chamber. The droplets
are much larger than the electron they have been used to ‘detect’, suggesting that the
instantaneous position and velocity of the electron through the cloud chamber can, in
truth, be known only approximately.

He had found the right question: ‘Can quantum mechanics represent the fact that
an electron finds itself approximately in a given place and that it moves approximately
with a given velocity, and can we make these approximations so close that they do not
cause experimental difficulties?’7 He returned to his room and quickly demonstrated
to himself that he could, indeed, represent such approximations mathematically using
matrix mechanics. He had found the connection he was looking for.

Heisenberg had discovered the uncertainty principle: the product of the ‘uncertainties’
in certain pairs of variables—called complementary variables—such as position and
momentum cannot be smaller than Planck’s constant h.∗ In other words, quantum
mechanics places a fundamental limit on the precision with which both position and

∗ We will soon see that this is modified to 1
2�.
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momentum can be jointly determined in any observation. In an entirely classical world,
where h is approximated to be zero, no such constraint exists.

This suggests a deep connection between quantum noncommutation and uncertainty
but, as we will see towards the end of this chapter, the reasoning that Heisenberg himself
set out in his 1927 paper on the subject proved to be faulty. We will therefore derive
one from the other based on an original derivation published by the American physicist
Howard Robertson a few years after Heisenberg, in 1929.8

But before we can do this, we need to do a little more groundwork.

The Expansion Theorem

The derivation we will consider in this chapter will obviously involve manipulation of
quantum-mechanical operators and commutators, such as

[
x, p̂x

]
. It will therefore be

helpful to take some time here to explore some of the properties of these operators, with
the aim of establishing some useful general principles.

Consider an operator Â which operates on a normalized wavefunction �. The first
question we need to consider is this: What do we do if the wavefunction is not an
eigenfunction of Â? To a certain extent, we already have the answer to this from
our partial wave analysis of the scattered electron wave in Chapter 6. Wavefunctions
are very flexible things. We can add them together—forming linear combinations or
‘superpositions’—in ways that will reproduce the function we need. If we choose
wavefunctions that we already know or can assume to be solutions to the Schrödinger
wave equation relevant for our problem, and we combine them in the right way, then we
can be confident that the resulting composite wavefunctions will also be valid solutions.
This is the expansion theorem.

We’re free to choose whatever set of functions can be combined to reproduce the
wavefunction �, but it makes sense to expand � in a ‘basis’ formed from all the relevant
eigenfunctions of the operator Â. Or

� =
∑

i
ci�i . (7.5)

The functions �i are eigenfunctions of Â, such that Â�i = ai�i where ai are the
corresponding eigenvalues. The ci are mixing or expansion coefficients, representing the
proportions of the individual eigenfunctions that must be included in the superposition
to reproduce our original wavefunction. We can presume that the eigenfunctions are
orthonormal:

∫
�∗

i �jdτ = δij .
We don’t have to go too far to find a demonstrative example. As we saw in Chapter

5, when we solve the Schrödinger equation for the electron in a hydrogen atom, we get a
series of eigenfunctions, the first few of which are detailed in Eqs. (5.41)–(5.44). Most
physicists are perfectly at ease with the expressions for the 2p0 and 2p±1 orbitals, even
though the latter are complex (they contain the term e±iφ). But chemists prefer to think
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about these orbitals in terms of x, y, and z coordinates, as directions in three-dimensional
space become relevant as soon as we start to assemble nonlinear molecules.

Of course, the 2p0 orbital isn’t a problem, as it is noncomplex and directed along the
z-axis, so we simply rename it as the 2pz orbital. But to derive the 2px and 2py orbitals
we need to take the normalized linear combinations

ψ2px = 1√
2

(ψ21−1 − ψ21+1) = 1

8
√

2πa3
0

ρne−ρn/2 sin θ
(
e−iφ + eiφ)

= 1

4
√

2πa3
0

ρne−ρn/2 sin θ cos φ, (7.6)

where we have used the exponential form for cos φ = 1
2

(
eiφ + e−iφ

)
, and

ψ2py = i√
2

(ψ21−1 + ψ21+1) = i

8
√

2πa3
0

ρne−ρn/2 sin θ
(
e−iφ − eiφ)

= 1

4
√

2πa3
0

ρne−ρn/2 sin θ sin φ, (7.7)

where we have used the exponential form for sin φ = 1
2 i

(
eiφ − e−iφ

)
.

You might then ask: Which is the ‘correct’ form of the wavefunctions for these 2p
orbitals? The simple answer is there really isn’t one—so long as we make use of eigen-
functions of the Schrödinger equation and pay attention to the need for normalization,
then we can choose the combinations most appropriate to the problem we’re trying to
solve.

The Expectation Value

To keep things simple, let’s suppose that we need to consider only two eigenfunctions:

� = cm�m + cn�n. (7.8)

The next question is this: In the operation of Â on �, what result can we expect to
observe? The expansion coefficients are simply numbers, so they can be pulled in front
of the operator as follows:

Â� = cmÂ�m + cnÂ�n = cmam�m + cnan�n. (7.9)

If we multiply through by the complex conjugate �∗ we get
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�∗Â� = (
c∗
m�∗

m + c∗
n�

∗
n
) (

cmam�m + cnan�n
)

= |cm|2am|�m|2 + c∗
mcnan�

∗
m�n + c∗

ncmam�∗
n�m + |cn|2an|�n|2. (7.10)

If we now integrate over all coordinates, we know that
∫ |�m|2dτ = ∫ |�n|2dτ = 1 and∫

�∗
m�ndτ = ∫

�∗
n�mdτ = 0, so the integral reduces to

∫
�∗Â�dτ = 〈Â〉 = |cm|2am + |cn|2an. (7.11)

This integral is referred to as the expectation value of the operator, symbol 〈Â〉, and is
the mean or average value of the observable corresponding to the operator Â. As we can
see from (7.11), in the simple case we have considered it is indeed the average of the
two possible eigenvalues, each weighted by the modulus-squares of their corresponding
expansion coefficients. Note that if � is normalized, then

∫
�∗�dτ = |cm|2 + |cn|2 = 1. (7.12)

In general, 〈Â〉 = ∑
i |ci|2ai , and

∑
i |ci|2 = 1, and we now see why we used the factor

1/
√

2 and i/
√

2 in Eqs. (7.6) and (7.7).
If we want to be stubborn, we might want to insist on a more detailed answer to our

second question. The expectation value is a weighted average of the possible eigenvalues,
but what result are we going to get with the next observation? The answer is either am or an,
with probabilities Pm = |cm|2 and Pn = |cn|2, respectively. There is nothing in Eq. (7.11)
to tell us which eigenvalue we will get, just as there is nothing in the equation for the
diffracted electron wave to tell us where the next electron will be detected in Fig. 4.3, or
where on the spherical wavefront in Fig. 6.3 the next scattered electron will be found.

Be reassured, we’ll be coming back to this.

Hermitian Operators

We can see from (7.11) that provided the eigenvalues am and an are themselves real
quantities, then the expectation value will always be exclusively real, as required if it is
to represent a physical observable. Operators that yield exclusively real eigenvalues are
called Hermitian or self-adjoint operators, and are defined by possession of the property:

∫
�∗

mÂ�ndτ =
(∫

�∗
n Â�mdτ

)∗

=
∫

�n

(
Â�m

)∗
dτ =

∫ (
Â�m

)∗
�ndτ . (7.13)
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The second term in (7.13) is the Hermitian conjugate, or the complex conjugate transpose
of the integral, formed by transposing the indices m and n and taking the complex
conjugate of the result. We can see immediately that when m = n,

∫
�∗

n Â�ndτ =
∫

�∗
nan�ndτ = an

∫
�∗

n�ndτ = an. (7.14)

Similarly, for the Hermitian conjugate,

∫ (
Â�n

)∗
�ndτ =

∫
(an�n)

∗�ndτ = a∗
n

∫
�∗

n�ndτ = a∗
n. (7.15)

And so from (7.13) we conclude that an = a∗
n: any (Hermitian) operator satisfying (7.13)

yields eigenvalues that are exclusively real. We can also show quite straightforwardly that
the eigenfunctions corresponding to different eigenvalues of a Hermitian operator are
orthogonal.

Is the momentum operator p̂x Hermitian? Let’s find out. Suppose our wavefunctions
are confined to the x-direction and consider the integral

∫ +∞

−∞
ψ∗

m(x)p̂xψn(x)dx = −i�
∫ +∞

−∞
ψ∗

m(x)
dψn(x)

dx
dx. (7.16)

We can make use of integration by parts,
∫

u dv
dx dx = uv − ∫

v du
dx dx, to determine that

−i�
∫ +∞

−∞
ψ∗

m(x)
dψn(x)

dx
dx = −i�

[
ψ∗

m(x)ψn(x)
]+∞
−∞

+ i�
∫ +∞

−∞
ψn(x)

dψ∗
m(x)

dx
dx. (7.17)

We can presume that the wavefunctions ψm(x) and ψn(x) vanish at ±∞, and we note that

i�
∫ ∞

−∞
ψn(x)

dψ∗
m(x)

dx
dx =

∫ ∞

−∞
[
p̂xψm(x)

]∗
ψn(x)dx, (7.18)

which is consistent with Eq. (7.13). The linear momentum operator is indeed Hermitian.

Variance and Standard Deviation

The final item of background we need to consider concerns some elements of statistical
analysis. We know in our imperfect world that if we make a series of repeated observations
or measurements, we will likely get a distribution of results around a mean or average.
What follows is entirely classical so, for a moment at least, we can forget all about
operators and wavefunctions.
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Let’s suppose we observe a quantity A, and discover that the mean value of A over a
series of observations is 〈A〉, given by

〈A〉 = 1
N

∑

i

AiNi =
∑

i

Ai
Ni

N
=

∑

i

AiPi . (7.19)

Here the Ai represent all the different possible values that A may exhibit, and Ni is the
number of times each value appears in a series of N observations. Consequently, Pi is the
classical(!) probability of the occurrence of Ai in the series, and

∑
i Pi = 1. It logically

follows from this that any function of Ai (such as A2
i or

√
Ai) cannot occur with any higher

or lower probability than Ai itself. So we can conclude that the mean of the square of the
observed values is given by

〈A2〉 =
∑

i

A2
i

Ni

N
=

∑

i

A2
i Pi . (7.20)

We presume that each observed value Ai deviates from the mean by an amount 
A,
such that


A = Ai − 〈A〉. (7.21)

This deviation can obviously be positive or negative, so we choose to define the variance
from the mean as the average value of the square of the deviations, which is always
positive:

σ2 = 〈(
A)2〉 = 〈(Ai − 〈A〉)2〉. (7.22)

From this, (7.19) and (7.20), we can deduce that

σ2 = 〈(
A)〉2 =
∑

i

(

A

)2Pi =
∑

i

(
Ai − 〈A〉)2Pi

=
∑

i

(
A2

i − 2Ai〈A〉 + 〈A〉2)Pi

=
∑

i

A2
i Pi − 2〈A〉

∑

i

AiPi + 〈A〉2
∑

i

Pi . (7.23)

But we know that
∑

iA
2
i Pi = 〈A2〉, ∑

i AiPi = 〈A〉, and
∑

iPi = 1. Hence

σ2 = 〈(
A)2〉 = 〈A2〉 − 〈A〉2. (7.24)
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The standard deviation is then calculated as the square root of the variance:

σ =
√

〈A2〉 − 〈A2〉. (7.25)

In the above, I’ve assumed that the values Ai are discrete, like the two sides of a coin
or the faces of a die. But the expressions (7.24) and (7.25) hold also for continuous
variables. In such situations, the discrete probabilities Pi are replaced by the integral of a
probability density, which returns the probability for observing values over the range of
the integral.

This might have seemed like an unnecessary detour, but Heisenberg’s uncertainty
principle concerns the ‘uncertainties’—or, less loosely and more precisely, standard
deviations—of the values of observable quantities such as position and momentum.

We can now bring all these ingredients together. What follows is based loosely on what
Robertson did in 1929.

The Ingredients

1. Expression for the variance, Eq. (7.22).

2. The expression for the quantum-mechanical expectation value, Eq. (7.11).

3. The properties of Hermitian operators, Eq. (7.13).

4. Something called the integral Cauchy–Schwarz inequality.

5. The general properties of complex numbers.

6. The position–momentum commutation relation, Eq. (7.4).

The Recipe

In Step (1) we establish a quantum operator for variance and simplify this by making
use of its Hermitian properties. We use this in Step (2) to deduce an expression for the
product of the variances related to two different operators, Â and B̂, and make use of
the integral Cauchy–Schwarz inequality. We use some general relationships of complex
numbers in Step (3) to recast the expression for the product of the variances in terms
of the commutator,

[
Â, B̂

] = ÂB̂ − B̂Â. In Step (4) we derive the position–momentum
uncertainty relation from the position–momentum commutator,

[
x, p̂x

]
. Finally, in Step

(5) we derive the uncertainty relation for energy and time.

Step (1): The Operator for Variance

We’ve learned that in order to determine the values of observable quantities in quantum
mechanics, we need to deduce the operator that will return these values from the
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wavefunction, and then apply it. From Eq. (7.22), we see that the classical statistical
variance is related to the square of the difference between the observed value and the
mean. From this it follows that the quantum-mechanical equivalent is the expectation
value of the ‘variance operator’. By analogy with Eq. (7.11), we simply replace the
observed value with its corresponding quantum-mechanical operator, Â, and the mean
by the expectation value of this operator, 〈Â〉, to give

σ 2
A = 〈
Â〉2 =

∫
�∗(Â − 〈Â〉

)2
�dτ . (7.26)

We can reassure ourselves that this is correct by expanding the operator:

σ 2
A =

∫
�∗ (

Â − 〈Â〉
) (

Â − 〈Â〉
)

�dτ

=
∫

�∗ (
Â − 〈Â〉

) (
Â� − 〈Â〉�

)
dτ

=
∫

�∗ (
Â

2
� − 2〈Â〉Â� + 〈Â〉2

�
)

dτ

=
∫

�∗Â
2
�dτ − 2〈Â〉

∫
�∗Â�dτ + 〈Â〉2

∫
�∗�dτ . (7.27)

But
∫

�∗Â
2
�dτ = 〈Â2〉, ∫

�∗Â�dτ = 〈Â〉, and
∫

�∗�dτ = 1, so

σ 2
A = 〈Â2〉 − 〈Â〉2

, (7.28)

and we see that this logic precisely mirrors that of (7.23) and (7.24), emphasizing once
again the role of the modulus-square of the wavefunction as a probability density.

Equation (7.26) is, however, not quite the form we need. The variance is surely a real
physical quantity, so we make use of the Hermitian property of

(
Â − 〈Â〉) to write

σ 2
A =

∫
�∗ (

Â − 〈Â〉
) (

Â − 〈Â〉
)

�dτ =
∫ [(

Â − 〈Â〉
)

�
]∗ (

Â − 〈Â〉
)

�dτ . (7.29)

Or

σ 2
A =

∫ ∣
∣
∣
(

Â − 〈Â〉
)

�

∣
∣
∣
2
dτ . (7.30)
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Step (2): The Product of the Variances of Two Operators

We can follow the same reasoning for a second operator, B̂, with variance σ 2
B:

σ 2
B =

∫ ∣
∣∣
(

B̂ − 〈B̂〉
)
�

∣
∣∣
2
dτ . (7.31)

We should note in passing that for this to work, the wavefunction � must be a
simultaneous eigenfunction of both Â and B̂, i.e. Â� = a� and B̂� = b�, where a
and b are the corresponding eigenvalues.

The product σ 2
Aσ 2

B is then given by

σ 2
Aσ 2

B =
∫ ∣

∣∣
(

Â − 〈Â〉
)

�

∣
∣∣
2
dτ ·

∫ ∣
∣∣
(

B̂ − 〈B̂〉
)

�

∣
∣∣
2
dτ . (7.32)

We can simplify this by setting f = (
Â − 〈Â〉)� and g = (

B̂ − 〈B̂〉)�, giving

σ 2
Aσ 2

B =
∫

|f |2dτ ·
∫

|g|2dτ . (7.33)

At this point we introduce the integral Cauchy–Schwarz inequality:

∫
|f |2dτ ·

∫
|g|2dτ ≥

∣
∣∣
∣

∫ (
f ∗g

)
dτ

∣
∣∣
∣

2

. (7.34)

I don’t propose to derive this inequality here, but interested readers should consult
Appendix 5. So, from (7.33) and (7.34) we have

σ 2
Aσ 2

B ≥
∣∣
∣
∣

∫ (
f ∗g

)
dτ

∣∣
∣
∣

2

. (7.35)

Step (3): Introduce the Commutator, [Â,B̂]

In order to take the next step we need to remind ourselves of some general properties
of complex numbers. A complex number z consists of a real part, Re(z) = x, and an
imaginary part, Im(z) = y, such that

z = x + iy and z∗ = x − iy. (7.36)
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It follows that

Re(z) = x = 1
2

(
z + z∗) and Im(z) = y = 1

2i

(
z − z∗). (7.37)

We can further show that |z|2 = zz∗ = x2 + y2, and so it follows that |z|2 ≥ y2, or |z|2 ≥
|(z − z∗)/2|2. The equality holds only when x = 0.

If we now set z = ∫
( f ∗g) dτ , then z∗ = ∫

(g∗f ) dτ and we can conclude that

∣∣
∣
∣

∫ (
f ∗g

)
dτ

∣∣
∣
∣

2

≥
∣∣
∣
∣
1
2

(∫ (
f ∗g

)
dτ −

∫ (
g∗f

)
dτ

)∣∣
∣
∣

2

. (7.38)

But

∫
( f ∗g) dτ = ∫ [(

Â − 〈Â〉
)

�
]∗ (

B̂ − 〈B̂〉
)

�dτ

= ∫
�∗

(
Â − 〈Â〉

) (
B̂ − 〈B̂〉

)
�dτ

= ∫
�∗

(
ÂB̂ − 〈Â〉B̂ − 〈B̂〉Â + 〈Â〉〈B̂〉

)
�dτ

= ∫
�∗ÂB̂�dτ − 〈Â〉 ∫

�∗B̂�dτ − 〈B̂〉 ∫
�∗Â�dτ + 〈Â〉〈B̂〉 ∫

�∗�dτ ,
(7.39)

where we have once again made use of the Hermitian property of the operator
(
Â−〈Â〉).

We know by now where this is going. Since
∫

�∗ÂB̂�dτ = 〈ÂB̂〉, ∫
�∗Â�dτ = 〈Â〉,∫

�∗B̂�dτ = 〈B̂〉, and
∫

�∗�dτ = 1, we can simplify this last expression to

∫ (
f ∗g

)
dτ = 〈ÂB̂〉 − 〈Â〉〈B̂〉. (7.40)

We can follow the same logic to deduce that

∫ (
g∗f

)
dτ = 〈B̂Â〉 − 〈Â〉〈B̂〉. (7.41)

Inserting (7.40) and (7.41) into (7.38) gives

∣
∣
∣∣

∫ (
f ∗g

)
dτ

∣
∣
∣∣

2

≥
∣
∣
∣∣
1
2

(
〈ÂB̂〉 − 〈B̂Â〉

)∣
∣
∣∣

2

. (7.42)
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But 〈ÂB̂〉 − 〈B̂Â〉 is the expectation value of the commutator, 〈[Â, B̂]〉.∗ Hence, from
(7.35) we have

σ 2
Aσ 2

B ≥
∣
∣∣
∣

∫ (
f ∗g

)
dτ

∣
∣∣
∣

2

≥
∣
∣∣
∣
1
2
〈[Â, B̂]〉

∣
∣∣
∣

2

. (7.43)

Step (4): The Position–Momentum Uncertainty Relation

This next step is almost trivial. Setting Â = x (multiplication by x), and B̂ = p̂x, from
Eq. (7.43) we have

σ 2
x σ 2

px
≥

∣∣
∣
∣
1
2
〈[x, p̂x]〉

∣∣
∣
∣

2

. (7.44)

But from (7.4) we know that
[
x, p̂x

] = i�, which is a constant. This means 〈[x, p̂x
]〉 = i�

and

σ 2
x σ 2

px
≥

(
1
2
�

)2

. (7.45)

Or

σxσpx ≥ 1
2
�, (7.46)

which is the position–momentum uncertainty relation, sometimes expressed rather more
loosely in terms of vaguely defined ‘uncertainties’ 
x and 
px:


x
px ≥ 1
2
�. (7.47)

This relation implies that in a quantum-mechanical system, the position of an object
(whether we think of it as a particle or a wave) and its momentum cannot both be
established simultaneously with arbitrary precision. The word ‘simultaneously’ is very
important. The uncertainty relation does not prevent us from observing the position
with whatever precision we like. In fact, there is nothing in principle preventing us from
making an observation in which the uncertainty in position is zero, 
x = 0. But we
can see immediately from (7.47) that the uncertainty in momentum will then be infinite:

px ≥ 1

2�/
x. Generally, the greater the precision in the observation of position (the

∗ Not sure? Just recall that 〈[Â, B̂]〉 = ∫
�∗[Â, B̂]�dτ = ∫

�∗(
ÂB̂ − B̂Â

)
�dτ = ∫

�∗ÂB̂�dτ −
∫

�∗B̂Â�dτ = 〈ÂB̂〉 − 〈B̂Â〉.
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smaller 
x), the greater the uncertainty in momentum, and vice versa. This is what Pauli
really meant by things getting ‘fuzzy’.

Before we move on to Step (5), I think it’s helpful to make a couple of points. Firstly,
apologies for the continued and rather tedious use of integrals in the derivation so far.
Those readers already familiar with quantum mechanics will know that there’s a much
neater, and simpler, notation we can use which eliminates the need to keep writing
integrals over all coordinates, dτ . But I’m holding off introducing this notation until
Chapter 10, not only because this is consistent with history, but also because (as my
mother always says) a reward is often more satisfying if you’ve had to wait patiently
for it.

For my second point I want to question the logic behind Eq. (7.38). Why take only
the modulus-square of the imaginary part of

∣
∣∫ (f ∗g) dτ

∣
∣2? Why not maintain equality

and include the square of the real part as well? The result would be

∣
∣∣
∣

∫ (
f ∗g

)
dτ

∣
∣∣
∣

2

=
[

1
2

(∫ (
f ∗g

)
dτ +

∫ (
g∗f

)
dτ

)]2

+
∣
∣∣
∣
1
2

(∫ (
f ∗g

)
dτ −

∫ (
g∗f

)
dτ

)∣
∣∣
∣

2

. (7.48)

The rather obvious answer is that this gives us a little more than we might have bargained
for. If we follow this through to the end using much the same logic as we used earlier, we
arrive at a version of the relation that Schrödinger deduced in 1930,9

σ 2
Aσ 2

B ≥
[

1
2

(
〈{Â, B̂}〉 − 2〈Â〉〈B̂〉

)]2

+
∣∣
∣
∣
1
2
〈[Â, B̂]〉

∣∣
∣
∣

2

, (7.49)

where {Â, B̂} is an anti-commutator: {Â, B̂} = ÂB̂ + B̂Â. Schrödinger’s version of the
general uncertainty relation is the square root of this result.

Equation (7.49) is a bit more complicated than Robertson’s version, (7.43). But
although it looks a bit daunting the first term in (7.49) is actually the covariance of the
operators, which we write as cov(Â, B̂):

cov(Â, B̂) = 〈(
ÂB̂)〉 = 1
2
〈ÂB̂ + B̂Â〉 − 〈Â〉〈B̂〉. (7.50)

We can see that if Â = B̂, then the covariance 〈(
ÂB̂)〉 becomes the variance 〈(
Â)
2〉 and

(7.50) reduces to (7.28). If the operators Â and B̂ are completely independent of each
other, then their covariance will be zero and (7.49) reduces to (7.43). However, there
are practical circumstances in which cov(Â, B̂) may be greater than 0, in which case the
Schrödinger uncertainty relation—the square root of (7.49)—is the more accurate.
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Step (5): The Energy–Time Uncertainty Relation

Let’s now complete the picture by considering an equivalent uncertainty relation for
energy and time. We first have to confront a rather obvious difficulty. As we’ve seen in
Chapter 5, ‘energy’ is not in itself an operator, but is derived as an observable through
the operation of the Hamiltonian operator, Ĥ . Likewise, there is no operator for time in
quantum mechanics—time, like space, is assumed to be continuously variable and forms
a kind of ‘backdrop’ against which quantum events play out. In fact, the presumption of
a background space-time ‘container’ is one of the major problems that must be overcome
in any attempt to combine quantum mechanics and Einstein’s general theory of relativity,
in which space-time emerges as a dynamical variable. If it can be done, the result would be
a quantum theory of gravity, and today there are several approaches under active investi-
gation, the two leading contenders being superstring theory and loop quantum gravity.10

Well, okay. But, in the position–momentum commutator, x appears simply as ‘multi-
plication by x’, so why not introduce t as ‘multiplication by t’? Go ahead—be my guest.
But you will find that Ĥ and t commute, [Ĥ , t] = 0, so this can’t be the right way to think
about the problem.

Here’s another thought. Equation (5.26) seems to suggest that we could introduce an
‘operator for time’, which we might define as t̂ = i� d/dt, so that t̂� = E�. But then
you’ll quickly discover that [Ĥ , t̂ ] = 0, too. So this is not the right approach, either.

We’ll find it easier to come at this from a tangent. Consider a time-independent
operator, which I’ll call �̂, with which we can form a commutator with the Hamiltonian
operator, [Ĥ , �̂]. For now, it doesn’t matter what �̂ represents but, as before, we need to
assume that the wavefunction � is a simultaneous eigenfunction of both Ĥ and �̂. From
Eq. (7.43), we have

σ 2
Hσ 2

� ≥
∣
∣∣
∣
1
2
〈[Ĥ , �̂]〉

∣
∣∣
∣

2

(7.51)

The expectation value 〈�̂〉 is given by

〈�̂〉 =
∫

�∗�̂� dτ . (7.52)

Somehow, we need to introduce time into this picture, so let’s look closely at the time
dependence of �̂ (note that although the operator �̂ is time-independent, this doesn’t
mean that its expectation value doesn’t vary with time):

d
dt

〈�̂〉 = d
dt

[∫
�∗�̂�dτ

]

=
∫ (

∂�∗

∂t

)
�̂�dτ +

∫
�∗

(
∂�̂

∂t

)

�dτ +
∫

�∗�̂
(

∂�

∂t

)
dτ . (7.53)
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But �̂ is time-independent, so ∂�̂/∂t = 0 and the middle term disappears. From (5.28),
we have the time-dependent Schrödinger equation

Ĥ� = i�
∂

∂t
�. (7.54)

Or ∂�/∂t = Ĥ�/i�. Substituting this into (7.53) gives

d
dt

〈�̂〉 =
∫ (

Ĥ�

i�

)∗
�̂�dτ +

∫
�∗�̂

(
Ĥ�

i�

)

dτ . (7.55)

Or

d
dt

〈�̂〉 = − 1
i�

∫ (
Ĥ�

)∗
�̂�dτ + 1

i�

∫
�∗�̂

(
Ĥ�

)
dτ . (7.56)

The minus sign appears because the complex conjugate of 1/i� is 1/(−i�). We now make
use of the Hermitian properties of Ĥ and replace 1/−i with i. This allows us to write

d
dt

〈�̂〉 = i
�

∫
�∗ (

Ĥ�̂
)

�dτ − i
�

∫
�∗ (

�̂Ĥ
)

�dτ . (7.57)

Or

d
dt

〈�̂〉 = i
�

∫
�∗ (

Ĥ�̂ − �̂Ĥ
)
�dτ = i

�
〈[Ĥ , �̂]〉. (7.58)

We really should note the significance of (7.58) as we pass through. If the operator �̂

commutes with Ĥ , then [Ĥ , �̂] = 0, its expectation value is 0 and so d〈�̂〉/dt = 0. In
these circumstances the expectation value 〈�̂〉 is time-independent and conserved—it is
said to be a constant of the motion.

I can’t resist making a short detour here to consider the example of linear momentum.
If we set �̂ = p̂x, then the commutator becomes [Ĥ , p̂x] = Ĥ p̂x − p̂xĤ . Let’s evaluate
this in stages. From (5.15) we have

Ĥ p̂xψ(x) =
(

− �
2

2m
d2

dx2 + V
)(

−i�
d
dx

ψ(x)

)

= i�3

2m
d3

dx3 ψ(x) − i�V
d
dx

ψ(x). (7.59)
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Likewise,

p̂xĤψ(x) =
(

−i�
d
dx

) (
− �

2

2m
d2

dx2 ψ(x) + Vψ(x)

)

= i�3

2m
d3

dx3 ψ(x) − i�
d
dx

[Vψ(x)]. (7.60)

And so, subtracting (7.60) from (7.59), we get

[Ĥ , p̂x]ψ(x) = −i�
(

V
d
dx

− d
dx

V
)

ψ(x) = −i�
[

V ,
d
dx

]
ψ(x). (7.61)

Alternatively,

[Ĥ , p̂x]ψ(x) = −i�
(

V
dψ(x)

dx
− ψ(x)

dV
dx

− V
dψ(x)

dx

)

= −i�
(

dV
dx

)
ψ(x), (7.62)

where we have once again made use of the product rule. Equation (7.62) can be written
as an operator equation:

[Ĥ , p̂x] = −i�
(

dV
dx

)
. (7.63)

Clearly, [Ĥ , p̂x] is zero and linear momentum is conserved only if the potential energy
V is uniform and does not change with distance, dV/dx = 0. In other words, since the
force F = −dV/dx—see Eq. (P.8)—this means that linear momentum is conserved only
in the absence of a force. This is Newton’s first law of motion!

There’s more. From (7.58) and (7.63), we can deduce that

d
dt

〈p̂x〉 = i
�
〈[Ĥ , p̂x]〉 = −〈dV

dx
〉 = 〈F〉. (7.64)

The rate of change of the expectation value of the linear momentum is equal to the
expectation or mean value of the applied force. This is Newton’s second law, in which
we have replaced the classical observables with the expectation values of their quantum
mechanical operator equivalents. This is Ehrenfest’s theorem, named for Austrian physicist
Paul Ehrenfest.

I think you’ll agree that this short detour was well worth it. But let’s now get back
to the energy–time uncertainty relation. From (7.58) we have 〈[Ĥ , �̂]〉 = −i�d〈�̂〉/dt
(remember 1/i = −i). If we now substitute this expression for 〈[Ĥ , �̂]〉 into (7.51), we
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get

σ 2
Hσ 2

� ≥
(

−�

2
d〈�̂〉

dt

)2

≥ �
2

4

(
d〈�̂〉

dt

)2

. (7.65)

Taking the square root gives

σHσ� ≥ 1
2
�

∣
∣
∣∣
∣
d〈�̂〉

dt

∣
∣
∣∣
∣
. (7.66)

Now comes a bit of sleight of hand. We choose to define the ‘uncertainty’ in energy 
E
as the square root of the variance of the Hamiltonian operator, 
E = σH . We also define
the ‘uncertainty’ in time as


t = σ�

|d〈�̂〉/dt | . (7.67)

Of course, these definitions are designed to yield


E
t ≥ 1
2
�, (7.68)

which is the energy–time uncertainty relation.
There are arguments that the energy–time uncertainty relation actually doesn’t exist

except as a variation of the relation for position and momentum. Early attempts to derive
the relation for energy and time from first principles were rather unsatisfactory. The
derivation I’ve given here is based on a paper published in 1945 by Soviet physicists
Leonid Mandelstam and Igor Tamm, and it very clearly specifies the interpretation of

t as a time interval—actually the amount of time required for the expectation value of
�̂ to change by one standard deviation.11

A Fresh Round of Difficult Discussions

Having deduced the uncertainty principle, Heisenberg developed a number of hypothet-
ical ‘thought’ experiments designed to illustrate how the principle might manifest itself.
These were not necessarily meant to be taken seriously as proposals for real experiments,
but were rather imaginary examples that built on the practical logic of the apparatus that
would be required and its interactions.

To talk about the position and momentum of any object, he reasoned, requires a clear,
operational definition in terms of some experiment designed to measure these quantities.
To illustrate this, he recalled a conversation he had had as a student in Göttingen.
Supposing we wished to measure the path of an electron—its position and velocity (or
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momentum) as it passes through a cloud chamber or orbits a nucleus. The most direct
way of doing this would be to follow the electron’s motion using a microscope. Now
the resolving power of an optical microscope increases with increasing frequency of the
radiation, and so a hypothetical gamma-ray microscope would be required to ‘see’ an
electron in this way. The gamma-ray photons bounce off the electron, and some are
collected by a lens system and used to produce a magnified image.

But now, Heisenberg reasoned, we have a problem. Gamma rays consist of high-
energy photons. Each time a gamma-ray photon bounces off an electron, the Compton
effect suggests that the electron is given a severe jolt. This jolt means that the direction
of motion and the momentum of the electron are changed in ways that are governed
by quantum mechanics. And, as Born had argued, only the probability for scattering
in certain directions with certain momenta can be calculated. Although we might be
able to obtain a fix on the electron’s instantaneous position, the sizeable interaction of
the electron with the device we are using to measure its position means that we can
say nothing at all about the electron’s momentum. The less uncertainty in position, the
greater the uncertainty in momentum.

We could use much lower energy photons in an attempt to avoid this problem and
so measure the electron’s momentum, but the use of lower energy (lower frequency or
longer wavelength) photons would mean that we must then give up hope of determining
the electron’s position. The less uncertainty in momentum, the greater the uncertainty
in position.

Heisenberg’s basic premise is that when making measurements on quantum scales,
we run up against a fundamental limit. These are the same scales of distance and
energy at which the primary measurement process itself is happening. It is therefore not
possible to make a measurement without disturbing the object under study in an essential,
unpredictable, way. The discontinuity characteristic of quantum jumps dominates the
process. At the quantum level, our techniques of measurement are simply too ‘clumsy’.
In this interpretation, the uncertainty principle places fundamental limits on what is
measurable.

‘Then Niels Bohr returned from his skiing holiday,’ Heisenberg wrote, ‘and we had a
fresh round of difficult discussions.’12

Complementarity

Bohr’s thinking, though not yet complete, had reached an important stage of maturity.
He had concluded that the contradiction implied by the electron’s wave-like and particle-
like behaviours was more apparent than real. We reach for classical wave and particle
concepts to describe the results of experiments because these are the only kinds of
concepts with which we are familiar from our experiences as human beings living in
a classical world. Whatever the ‘real’ nature of the electron, the behaviour it exhibits is
conditioned by the kinds of experiments we choose to perform. These, by definition, are
experiments requiring apparatus of ‘classical’ dimensions, resulting in effects substantial
enough to be observed and recorded in the laboratory, perhaps in the form of an exposed
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photographic plate, or the deflection of a pointer in a voltmeter, or the observation of a
track in a cloud chamber.

So, we conclude that in this experiment the electron is a wave. In another kind of
experiment we conclude that the electron is a particle. These experiments are mutually
exclusive. We cannot conceive an experiment to demonstrate both types of behaviour
simultaneously, not because we lack the ingenuity, but because such an experiment is
simply inconceivable.

We can ask questions concerning the electron’s wave-like properties and we can ask
mutually exclusive questions concerning the electron’s particle-like properties, but we
cannot ask what the electron really is. Bohr declared that these very different behaviours
are not contradictory; they are instead complementary.

Heisenberg’s uncertainty principle appears entirely consistent with Bohr’s reasoning.
Indeed, Bohr may have immediately grasped the significance of the uncertainty relations
in terms of complementary classical wave and particle concepts. But as he read through
Heisenberg’s paper, which had by now been submitted for publication, Bohr grew
increasingly dismayed. Although the end result was compatible, the logic that Heisenberg
had set forth in his paper betrayed a startlingly different philosophy.

In grasping for a purely particulate interpretation (thereby avoiding all reference to
the wave concepts associated with his arch-rival, Schrödinger), Heisenberg had traced
the origin of uncertainty to the Compton effect, to an essential ‘clumsiness’ resulting
from the substantial, discontinuous interaction between the electron and the gamma-ray
photon being used to detect it. But, Bohr now pointed out, in principle the Compton
effect gives rise to a precisely calculable recoil and is, in any case, applicable only to ‘free’
electrons (i.e. electrons that are not bound in an orbit around an atomic nucleus).

The origin of the uncertainty, Bohr argued, should rather be traced to the wave nature
of the gamma rays used to probe the properties of the electron. The resolving power of
any microscope is limited by the effects of diffraction in the lens aperture. This diffraction
results in a blurring of the image; an inability to distinguish objects that are closer than the
minimum resolvable distance. Although the resolution increases as shorter and shorter
wavelengths are used (thus requiring a microscope based on gamma rays to resolve
distances approaching the dimensions of an electron, as Heisenberg had assumed), the
simple fact that the aperture must be of finite dimensions means that there remains a
fundamental limit on the resolving power of the device. This loss of precision represents
a fundamental uncertainty.∗

According to Bohr, the uncertainty relations place a fundamental limit not on what is
measurable, but on what is in principle knowable.

Bohr insisted that Heisenberg’s paper—by now in press—should be withdrawn.
Heisenberg stubbornly refused to yield. Their conflict was ‘very disagreeable’, Heisen-

∗ Heisenberg had almost failed to secure his doctorate at the University of Munich because he had been
unable to derive expressions for the resolving power of a microscope, incurring the wrath of his examiner
Wilhelm Wien, who had covered all the required background in his lectures. Heisenberg had been mortified by
this experience, as had Arnold Sommerfeld, his thesis advisor.



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi

154 Notes

berg later admitted. ‘I remember that it ended with my breaking out in tears because I
just couldn’t stand this pressure from Bohr.’13

At the suggestion of Oskar Klein, a young Swedish physicist recently arrived in
Copenhagen on a visiting fellowship, Heisenberg agreed to add a note in the proof
of his paper. The note corrected the misinterpretation of the gamma-ray microscope
experiment, and acknowledged a debt of gratitude to Bohr: ‘I owe great thanks to
Professor Bohr for sharing with me at an early stage the results of these more recent
investigations of his—to appear soon in a paper on the conceptual structure of quantum
theory—and for discussing them with me.’14

..........................................................................................
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Heisenberg’s Derivation of the Pauli
Exclusion Principle
The Stability of Matter and the Periodic Table

We now have many of the foundational equations of quantum theory to hand, but we’re
still missing a fundamentally important ingredient—electron spin. The phenomenon of
spin wasn’t being ignored by those pioneers who assembled the theoretical structure
piece by piece in the 1920s, but it wasn’t at all clear from the experimental evidence just
what spin is and how it was supposed to fit into the grand scheme of things. In fact,
gaining clarity would require bringing together two new pieces of the puzzle—the fact
that the electron possesses some kind of curious ‘inner rotation’ and the establishment
of a version of the Schrödinger equation that conforms to the demands of Einstein’s
special theory of relativity. Out of all this would come not only an accommodation of the
phenomenon of electron spin, but a prediction of the existence of antimatter.

We will go on to consider Paul Dirac’s derivation of the relativistic wave equation in
Chapter 9. Here, I’d like to explore the emergence of spin, the extraordinary implications
for the structure of matter that were worked out by Pauli in 1925, and a derivation of the
Pauli exclusion principle based on the notion of quantum indistinguishability, presented
by Heisenberg a year later.

The Normal and Anomalous Zeeman Effects

To do this we need to wind the clock back a little. Before Schrödinger’s breakthrough in
late 1925–6, it was possible to ‘explain’ many features of the spectra of atoms using
the ‘old’ quantum mechanics of Bohr and Sommerfeld, which had been created by
shoehorning quantum rules into an essentially classical mechanical structure. Much of
this explanation rested on a set of selection rules, based on the (by now) familiar quantum
numbers n, l, and ml which, as Schrödinger would later demonstrate, emerged entirely
naturally from his wave mechanics of the hydrogen atom.

Now, angular momentum is such a fundamental topic that it typically occupies entire
chapters in textbooks on quantum mechanics.1 Indeed, it’s possible to find whole books

The Quantum Cookbook. Jim Baggott, Oxford University Press (2020). © Jim Baggott.
DOI: 10.1093/oso/9780198827856.001.0001
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devoted to the subject.∗ It’s actually a rather remarkable phenomenon, and demonstrates
how much of the physics that we need can be deduced from the mathematical properties
of the operators for angular momentum—and especially from consideration of the
commutators—without needing to solve the Schrödinger equation at all. Although it’s
not central to our discussion here, rather than refer you to other books I’ve included a
very brief summary of the treatment of orbital angular momentum in Appendix 6.

Suffice to say that in a multi-electron atom, we need to take account of the way in
which the orbital angular momenta and the orbital magnetic moments of the electrons
combine together, governed by total quantum numbers L and ML (we capitalize these
for multi-electron atoms).

Despite the success with the wave mechanical description of the hydrogen atom,
it quickly became apparent that the spectrum of the simplest multi-electron atom—
helium—could not be so readily explained. And the spectra of certain other types of
atoms, such as sodium and the atoms of rare-earth elements such as cerium, showed
‘anomalous’ splitting when placed in a magnetic field that was, quite simply, baffling.

In the ‘normal’ Zeeman effect, spectral lines are split in the presence of a magnetic
field, the extent of the splitting determined by the magnetic field strength. In a two-
electron system, we deduce the total orbital angular momentum quantum number L
from the Clebsch–Gordan series (named for German mathematicians Alfred Clebsch and
Paul Gordan)

L = (l1 + l2), (l1 + l2 − 1), (l1 + l2 − 2), . . . , | l1 − l2|, (8.1)

where l1 and l2 are the orbital angular momentum quantum numbers of the two electrons
considered separately. In a situation where electron 1 is in an s orbital (l1 = 0) and electron
2 is in a p orbital (l2 = 1), then L = 1 and there are three values of ML , corresponding to
a ‘multiplicity’ (2L + 1) of 3: ML = −1, 0, and +1. These give rise to three lines in the
magnetic spectrum. For L = 2, the multiplicity is 5 (see the discussion of quantum
numerology in Chapter 5). According to these rules, as L is always an integer, the
multiplicity is obviously always going to be an odd number.

But in the ‘anomalous’ Zeeman effect, the number of lines in a magnetic spectrum
is actually even. This is only possible if the quantum number in the expression for the
multiplicity is half-integral. There was simply no precedent for this.

In an attempt to classify the nature and magnitude of the splitting of the spectral
lines of multi-electron atoms, in 1920 Sommerfeld had introduced a fourth quantum
number, which he called the ‘inner quantum number’, together with a new selection
rule. Where the first three quantum numbers had evolved from reference to classical
conceptual models of the inner workings of the atom, this fourth quantum number was
entirely ad hoc. Sommerfeld simply assumed that the motions of multi-electron atoms
are complex and characterized by some kind of ‘hidden rotation’. In 1923 the German

∗ See, for example, Richard N. Zare, Angular Momentum: Understanding Spatial Aspects in Chemistry and
Physics, Wiley, New York, 1988.
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spectroscopist Alfred Landé suggested that for atoms with a many-electron ‘core’ and a
single outlying, ‘valence’ electron, the hidden rotation should be associated with the core
electrons.

Landé’s approach was relatively successful, but it was still all quite confusing and
barely comprehensible. To add insult to injury, a year earlier German physicists Otto
Stern and Walther Gerlach reported the effects of applying a magnetic field to a beam
of silver atoms, produced by effusion from a heated oven. Stern had been looking
for evidence for the kind of ‘space quantization’ predicted by the Bohr–Sommerfeld
theory and when they found that the beam was indeed split into two components by
the magnetic field, they thought they had found it. Others, including Einstein, were
convinced they had not, and were greatly puzzled by these results.

The young Austrian physicist Wolfgang Pauli had begun to wrestle with the problem
of the anomalous Zeeman effect during a year spent at Bohr’s Institute for Theoretical
Physics in Copenhagen in 1923–4. It caused him considerable difficulties and regular
periods of anguish and despair. When stopped in the street and asked why he looked
so unhappy, he replied: ‘How can one look happy when he is thinking about the
anomalous Zeeman effect?’2 Whilst he was able to improve somewhat on the proposals
of Sommerfeld and Landé, he disliked the nature of the theorizing that was involved. He
was looking for something more fundamental.

Back in Hamburg towards the end of 1924, Pauli’s attention was drawn to the
work of Cambridge physicist Edmund Stoner, described in the preface to the fourth
edition of Sommerfeld’s book Atombau und Spektrallinien. In Stoner’s original paper,
published in October 1924 in the British journal Philosophical Magazine, he had set
out a scheme describing the relationship between the quantum numbers and the idea
of electron ‘shells’, surrounding the nucleus and imagined to nest one inside the other
like a Russian matryoshka doll. The energy of each shell is determined by the principal
quantum number, n. The number of possible states or ‘orbitals’ within each shell is then
determined by the values of l and ml that each individual electron can take for a given
value of n.

As we saw in Chapter 5, these rules dictate that the number of electron orbitals
increases as n2. But the pattern reflected in the periodic table of the elements tells
a slightly different story. Walther Kossel had earlier argued that the striking stability
and inertness of the noble gases (such as helium, neon, argon, and krypton) could
be understood in terms of Bohr’s atomic theory if these atoms were assumed to have
filled, or ‘closed’, shells. The periodic table could then be understood as a progression of
occupancy of the electron shells, forming a pattern in which first 2 (hydrogen, helium),
then 8 (lithium through to neon), then another 8 (sodium to argon), then 18 electrons
(potassium to krypton) are added in sequence until each successive shell is filled, or
closed (see Fig. 8.1).

Stoner had gone one step further in his prescription. Instead of assigning a single
electron to each orbit he had chosen to assign two: ‘In the classification adopted, the
remarkable feature emerges that the number of electrons in each completed level is equal
to double the sum of the inner quantum numbers as assigned.’3 In n2 orbits, Stoner
suggested, there should be 2n2 electrons. For n = 1 there is only one orbit, implying
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occupancy up to a total of 2 electrons; for n = 2 there are 4 orbits, implying up to 8
electrons; for n = 3 there are 9 orbits and up to 18 electrons.∗

Pauli’s Exclusion Principle

Pauli put two and two together. He believed that Landé’s model in which a ‘hidden
rotation’ was ascribed to the core of electrons in a multi-electron atom was wrong. And
yet the model appeared to work quite well. Stoner was suggesting a doubling of the
electron count ascribed to each orbit, and hence each shell. The answer, Pauli reasoned,
was to ascribe the fourth quantum number not to the electron core, but to each individual
electron. He was led to the inspired conclusion that the electron must have a curious,
nonclassical ‘two-valuedness’ (Zweideutigkeit, in German) characterized by a quantum
number of 1

2 .
There was more. The shell structure of atoms and the periodic table of the elements

implied that each orbit could accommodate two, and only two, electrons. Pauli wrote:4

There can never be two or more equivalent electrons in the atom, for which, in strong
fields, the values of all quantum numbers . . . coincide. If one electron is present in the
atom, for which these quantum numbers (in the external field) have definite values, then
this state is ‘occupied’.

This is Pauli’s exclusion principle. In essence it says that no electron in an atom can have
the same set of four quantum numbers. Today we give the fourth quantum number the
symbol s, fixed at s = 1

2 . We apply the same rules as before. The multiplicity is given by
2s+1, suggesting just two components which, like the quantum number ml , we determine
from the series −s, − (s − 1), . . . , 0, . . . , (s − 1), s. This gives two quantum numbers that
we characterize as ms = −1

2 and ms = +1
2 . This means that two electrons (considered

to be completely independent of each other) can enter the 1s orbital characterized by
n = 0, l = 0, ml = 0 provided that they take different values of ms. As there are only
two possibilities, the argument goes, the orbital can accommodate only two electrons.
I’m sure it won’t surprise you to learn that it’s not quite as simple as this, and we’ll see
how this plays out later in this chapter, when we consider what happens when the spins
of the two electrons couple or combine together.

Pauli was unable to provide any formal explanation for this rule and he certainly wasn’t
able to derive it from first principles. He had no alternative but to argue that it seemed to

∗ To make explicit the connection with the 2, 8, 8, 18, . . . pattern of the periodic table it is necessary to jump
ahead to our current understanding of the atomic orbitals and their relative energies. The orbital with n = 1,
l = 0 is spherical and as we’ve seen this is the 1s orbital. This can accommodate up to 2 electrons, accounting
for hydrogen and helium. For n = 2 the possible orbitals are 2s and three different 2p orbitals, accommodating
up to a total of 8 electrons (lithium to neon). For n = 3 the orbitals are 3s, 3p (up to 8 electrons—sodium
to argon) and five different 3d orbitals (10 electrons). However, the 4s orbital actually lies somewhat lower in
energy than 3d and is filled first. Therefore, the combination 4s, 3d, and 4p (accommodating up to 18 electrons
in total) together account for the next row of the periodic table, from potassium to krypton.
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‘offer itself automatically in a natural way’. When in December 1924 he sent a copy of
the manuscript of a paper describing his results to Bohr and Heisenberg in Copenhagen,
he received an exuberant, though barbed, response from Heisenberg. Heisenberg called
it a ‘swindle’.5

Although its origin in the as-yet undefined quantum mechanics of the atom remained
vague (to say the least), Pauli’s exclusion principle accounts for an important feature of
multi-electron atoms—the fact that they exist at all. There had been nothing in the earlier
atomic theory to provide a reason why all the electrons in a multi-electron atom should
not simply collapse down into the lowest-energy orbital.

For neutral atoms, increasing the number of electrons implies an increase in the total
positive charge of the nucleus. The greater the nuclear charge, the smaller the radius
of the innermost orbital, as the electrons are pulled more tightly towards the nucleus.
Now we would expect that the repulsion between increasingly closely packed electrons
would tend to resist collapse of the atom into ever-smaller orbitals and hence ever-smaller
volumes, but it is relatively straightforward to show that electron–electron repulsion can’t
prevent heavier atoms from shrinking dramatically in size as the charge of the central
nucleus is increased. The repulsion between neighbouring electrons simply isn’t strong
enough to overcome the force of attraction. Atomic volumes, easily calculated from
atomic weights and densities of the elements, follow a complex variation with atomic
charge but they definitely don’t systematically shrink with increasing charge.

By preventing the electrons from collapsing or condensing into the lowest-energy
orbital, the exclusion principle allows complex multi-electron atoms to exist in the
pattern described by the periodic table. It enables the existence of a marvellous variety of
elements, the multitude of possible chemical substances produced by combining these,
and hence all material substance, living and non-living. This was a fantastic achievement.

But, still: why only two electrons per orbital?

The Self-rotating Electron

Perhaps, argued a young American physicist named Ralph de Laer Kronig, this is
because the electron’s ‘two-valuedness’ is associated with self-rotation. Sommerfeld had
ascribed the fourth quantum number to a ‘hidden rotation’. But what if this rotation
were, in fact, a real self-rotation of individual electrons? If the electron rotates about its
own axis, in much the same way that the Earth rotates on its axis as it orbits the Sun, then
this would generate a small, local magnetic field. The electron in an atom would behave
like a tiny bar magnet. It would possess a magnetic moment that can become aligned
with or aligned against the lines of force of an applied external magnetic field, giving two
states of different energy which would appear as a splitting of spectral lines.

In the absence of this splitting, there is only one state of the electron and hence only
one line in the spectrum. Kronig calculated that the angular momentum of electron self-
rotation was required to have the fixed value of 1

2�. In addition, he was able to show
that the ratio of the magnetic moment and the angular momentum due to self-rotation,
a characteristic factor known as the Landé ‘g-factor’ for the electron, had to have the
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value 2. This was rather curious, as the ratio of the electron orbital magnetic moment to
the orbital angular momentum is 1, as we would expect from classical mechanics (don’t
worry—we’ll be returning to this in Chapter 9).

There was a further problem. From Kronig’s hastily derived expressions he calculated
a splitting of spectral lines that was a factor of 2 larger than the splitting observed
experimentally. This was not connected with the assumption of g = 2, as this was needed
to explain other experimental observations. Electron self-rotation was able to resolve two
out of three of the problems with Landé’s core model, but could not yet resolve them all.

Kronig met with Pauli in December 1924, and he explained his ideas. Pauli remarked:
‘Das ist ja ein ganz witziger Einfall’ (this is indeed quite a witty idea), but he did not believe
that the suggestion had any connection with reality.6

Pauli, noted as much for his biting wit as for his talents as a theoretical physicist,
completely dismissed Kronig’s suggestion. Kronig discussed it further with Bohr and
Heisenberg, who were similarly dismissive. He was in any case troubled by the factor of
2 discrepancy between prediction and experiment, and concerned also that the equator
of a spinning sphere of charged matter would be required to move ten times faster than
the speed of light, forbidden by Einstein’s special theory of relativity. He subsequently
dropped the idea.

Ten months can be a long time in physics. When two young Dutch physicists Samuel
Goudsmit and George Uhlenbeck, based in Leiden in the Netherlands, independently
reached the same conclusion, the climate in the physics community was to prove more
temperate, and more willing to forgive. When Goudsmit first told Uhlenbeck about the
exclusion principle, Uhlenbeck was quick to see the connection. ‘But don’t you see what
this implies?’ he said, ‘It means that there is a fourth degree of freedom for the electron.
It means that the electron has a spin, that it rotates.’ Goudsmit was nonplussed: ‘What is
a degree of freedom?’ he asked.7

Their research supervisor at Leiden, Austrian physicist Paul Ehrenfest, thought it
was a nice idea, but probably wrong. However, as they had yet to establish any kind
of reputation as physicists, he figured they had nothing to lose. They summarized their
arguments in favour of electron self-rotation in a paper that Ehrenfest agreed to submit to
the journal Naturwissenschaften. But Uhlenbeck talked to Hendrik Lorentz, who advised
him that their proposal was impossible in classical electron theory. Fearing they had made
a significant error, Uhlenbeck asked Ehrenfest not to submit the paper. It was too late.
Ehrenfest had already sent it off.

The paper was published in November 1925. It initially provoked the same concerns
that Kronig’s proposal, now almost forgotten, had attracted. Travelling to Leiden in
December 1925, Bohr was met at the railway station by Pauli and Stern and asked for his
opinion about the Dutch proposal. Bohr may have said that he found it ‘very interesting’,
which was Bohr-speak implying that it was probably wrong. On arrival in Leiden he was
met by Einstein and Ehrenfest, who asked him the same question. When Einstein went
on to explain how some of his objections to the proposal could be overcome, Bohr began
to have a change of heart.

From Leiden Bohr travelled to Göttingen, where he was met by Heisenberg and
Pascual Jordan, who asked the question again. This time Bohr was enthusiastic, although



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi

164 The Self-rotating Electron

Heisenberg vaguely recalled having heard a similar proposal some time before. On his
way back to Copenhagen Bohr’s train stopped in Berlin, where he was met by Pauli,
who had travelled from Hamburg expressly to ask Bohr once again what he thought
about electron self-rotation. Bohr now said it represented a great advance. Pauli, still
unable to get past the fact that the classical picture of a spinning bit of charged matter
made absolutely no sense in the context of atomic physics, called it ‘a new Copenhagen
heresy’.8

Bohr became a strong advocate of electron self-rotation and may have been the first
to use the term ‘electron spin’. In a postscript to a follow-up paper by Uhlenbeck and
Goudsmit published in Nature early in 1926, Bohr bemoaned the problems that beset
the interpretation of atomic spectra and declared that9

The situation seems, however, to be somewhat altered by the introduction of the hypoth-
esis of the spinning electron which, in spite of the incompleteness of the conclusions that
can be derived from models, promises to be a very welcome supplement to our ideas of
atomic structure.

Electron spin is a term that has stuck, despite the fact that its meaning in quantum
mechanics is considerably far removed from its classical interpretation. Today we think
of the two possible orientations of the electron spin corresponding to ms = −1

2 and
ms = +1

2 as ‘spin down’, ↓, and ‘spin up’, ↑.
As the idea gained wider acceptance, it became clear that Pauli (and Bohr, and

Heisenberg) had discouraged Kronig from developing his own proposal further and
from therefore becoming the ‘discoverer’ of electron spin.∗ Kronig tended to play down
the matter, but could not help feeling some bitterness: ‘I should not have mentioned the
matter at all,’ he wrote later to Bohr, ‘if it were not to take a fling at the physicists of the
preaching variety, who are always so damned sure of, and inflated with, the correctness
of their own opinion.’10

The mysterious factor of 2 discrepancy between predicted and observed splitting
of spectral lines was resolved satisfactorily. English physicist Llewellyn Hilleth Thomas
subsequently showed that recasting the problem in the proper rest frame of the electron
changed the expression for the splitting, replacing the appearance of g in the expression
with g − 1. Assuming g = 2 effectively reduces the predicted splitting by half.

It was English theorist Paul Dirac who subsequently suggested that if the electron can
be considered to possess two possible ‘spin’ orientations then this, perhaps, explains why
each atomic orbital can accommodate only two electrons. The two electrons must be of
opposite spin to ‘fit’ in the same orbital. An orbital can hold a maximum of two electrons
provided their spins are paired.

The problem of the anomalous Zeeman effect could now be resolved by coupling
together the orbital and spin angular momenta of the electron. In the limit of weak

∗ A verse penned some time later summarized the situation: ‘Der Kronig hätt’ den Spin entdeckt, hätt’ Pauli
ihn nicht abgeschreckt.’ (Kronig would have discovered the spin if Pauli had not discouraged him.) See Charles P.
Enz, No Time to be Brief:A Scientific Biography of Wolfgang Pauli, Oxford University Press, Oxford, 2002, p. 117.



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi

Heisenberg’s Derivation of the Pauli Exclusion Principle 165

coupling between the electron spin and orbital angular momenta, we deduce the total
orbital angular momentum quantum number L from (8.1), and the total spin quantum
number S from the equivalent series:

S = (s1 + s2), (s1 + s2 − 1), (s1 + s2 − 2), . . . , | s1 − s2 | . (8.2)

In the limit of weak magnetic field strength, we can combine L and S to produce a total
angular momentum quantum number J:

J = (L + S), (L + S − 1), (L + S − 2), . . . , |L − S | . (8.3)

This particular recipe for combining the total orbital and spin angular momentum
quantum numbers is called L-S or Russell–Saunders coupling, named for American
astronomer Henry Norris Russell and Frederick Saunders.∗ There is no net contribution
to J from the closed shells of multi-electron atoms (i.e. for which every orbital within the
shell is filled with two spin-paired electrons), so we just need to consider the orbital and
spin angular momenta of any outlying ‘valence’ electrons.

We see immediately from Eqs. (8.1), (8.2), and (8.3) how the total angular momentum
quantum number J can acquire half-integral values. Atoms with a single unpaired
outer electron will contribute a total spin angular momentum characterized by S = 1

2 .
So, a state with L = 1 and S = 1

2 has, from (8.3), values of J = 3
2 , 1

2 . In a magnetic
field, the quantum state corresponding to J = 1

2 splits into two, giving two lines in the
spectrum, corresponding to MJ = ± 1

2 . The state corresponding to J = 3
2 splits into four,

corresponding to MJ = ± 1
2 , ±3

2 . In both cases, the splitting is even, not odd.
This was great progress, but there were still many, many puzzles. A classical spinning

object is not constrained in principle to only two positions of alignment of its magnetic
moment. It was reasoned that this restriction must be somehow due to the quantum
nature of the electron.

It was just not clear how.
Of course, none of the above explains why the introduction of electron spin should

automatically restrict each orbital to two electrons. After all, what’s wrong with three
electrons all in one orbit, with two in spin up orientations and one in a spin down
orientation? The answer to this question would come in 1926—more than a year
after Pauli had articulated the exclusion principle—in a couple of papers published by
Heisenberg. Although Heisenberg approached the problem using matrix mechanics, he
used arguments derived from the spectrum of helium to trace the exclusion principle
back to the symmetry properties of the wavefunctions of multi-electron atoms.† Although

∗ Russell is also well known for his work with Ejnar Hertzsprung on the relationship between stellar
luminosity and surface temperature, summarized in a Hertzsprung–Russell diagram.

† Yes, Heisenberg was prepared to talk about the properties of the wavefunctions of the atomic states of helium
but applied them in constructing matrix elements for use in matrix mechanics.
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I will here take a different (and more conventional) approach, Heisenberg’s logic forms
the basis for the following derivation.

The Ingredients

1. The Schrödinger equation for the helium atom.

2. The orbital approximation.

3. The wavefunctions of multiple, independent Hamiltonian operators.

4. Quantum indistinguishability and spatial wavefunctions.

5. The electric dipole operator and selection rules for electric dipole transitions.

6. Electron spin wavefunctions.

7. The spectrum of helium.

The Recipe

We begin in Step (1) by writing down the Schrödinger equation for a two-electron
system, for which the helium atom serves as a useful example. As we will see, the
presence of a term accounting for electron–electron repulsion means that this equation
is impossible to solve analytically. Undaunted, we simply neglect this term, allowing us
to approximate the Schrödinger equation for helium as the sum of the Hamiltonians for
each ‘hydrogen-like’ electron, considered independently of each other (this is called the
orbital approximation). As this is the first time we’ve had to deal with a system like this,
in Step (2) we consider the most appropriate form for the helium atom wavefunction.

In Step (3) we acknowledge that the electrons cannot be distinguished one from
another, and work out what this means for our expression for the spatial component of
multi-electron wavefunctions. We introduce the electric dipole operator in Step (4) and
deduce some simple selection rules for electric dipole transitions based on the symmetry
properties of the spatial wavefunctions. In Step (5) we introduce the notion of electron
spin wavefunctions and combine these with the spatial components to give expressions
for a set of possible total wavefunctions.

We pull all these threads together in Step (6) by studying the spectrum of helium.
Simply by observing which transitions are allowed and which are forbidden, we can
discover expressions for the wavefunctions of the states and deduce the generalized Pauli
principle. The exclusion principle then follows as a direct consequence.

Step (1): The Schrödinger Equation for Helium

Let’s label the electrons using the subscripts 1 and 2. The full time-dependent wave-
function for the two-electron system is then �12(r1, r2, t). Again, we suppose that we can
separate the spatial and time variables:
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�12(r1, r2, t) = ψ12(r1, r2)φ(t) = ψ12(r1, r2)e−iE12t/�, (8.4)

where E12 is the energy of the two-electron system. Once again, we focus our attention on
the spatial functions ψ12(r1, r2). In devising the Hamiltonian for the system, we suppose
that we can ascribe kinetic energy terms to each electron separately (T̂1 and T̂2) where,
as usual, T̂1 = −�

2∇2
1/2me, etc. Similarly, we ascribe a Coulomb potential separately

to each electron (V1 and V2), and include a potential term to account for their mutual
repulsion, V12. This gives

Ĥ12ψ12(r1, r2) =
[−�

2

2me

(
∇2

1 + ∇2
2

)
− 2e2

4πε0r1
− 2e2

4πε0r2
+ e2

4πε0r12

]
ψ12(r1, r2) (8.5)

In (8.5), r1 is the distance of electron 1 measured from the helium nucleus, r2 the distance
of electron 2. r12 is then the distance between the electrons. Note that the larger nuclear
charge (2e, Z = 2) is reflected in the Coulomb potentials for each individual electron,
which are twice the size of the potential for the electron in a hydrogen atom, and that the
repulsive potential term is positive. Finally, you should note that we’re continuing to use
the electron mass me instead of the nucleus–electron reduced mass.

If we try to pursue the same strategy we used in Chapter 5, which involved transform-
ing to a system of spherical polar coordinates, we’ll quickly discover that we now have a
partial differential equation with six independent variables, r1, θ1, φ1 and r2, θ2, φ2. Good
luck with that.

One approach to finding approximate solutions to Eq. (8.5) is to treat the repulsion
term V12 as a ‘perturbation’ to an otherwise solvable equation involving two independent
Hamiltonian operators, Ĥ1 = T̂1 + V1 and Ĥ2 = T̂2 + V2. However, although perturba-
tion theory is a staple of any introductory course on quantum mechanics, it is beyond
the scope of this book.

As it happens, I’m really not all that interested in solving Eq. (8.5), even approximately.
Its purpose here is to serve as a ‘sandpit’ in which we can play around with aspects of the
quantum mechanics of a two-electron system, allowing us to deduce some important
principles. So let’s simplify things by dropping the repulsion term altogether. This
orbital approximation allows us to disentangle the two electrons and treat them entirely
separately:

Ĥ12ψ12(r1, r2) ≈ Ĥ1ψ12(r1, r2) + Ĥ2ψ12(r1, r2)

≈
(−�

2

2me
∇2

1 − 2e2

4πε0r1

)
ψ12(r1, r2) +

(−�
2

2me
∇2

2 − 2e2

4πε0r2

)
ψ12(r1, r2).

(8.6)

The two Hamiltonian operators Ĥ1 and Ĥ2 are obviously hydrogen-like (look back at
Eq. (5.17)), and as we already have solutions to hand from Chapter 5 this suggests a
potential shortcut. But we now have an equation involving the sum of two independent
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Hamiltonian operators, Ĥ1 + Ĥ2, acting on the wavefunction ψ12(r1, r2), and before
going any further we need to decide what this means for the wavefunction itself.

Step (2): The Wavefunctions of Linear Composite Systems

We might be tempted to assume that the total wavefunction for the two-electron system
can be written as a superposition of the wavefunctions of the independent electrons,
according to ψ12(r1, r2) = ψ1(r1) + ψ2(r2). But, in fact, in a composite system involving
the linear combination of two independent Hamiltonians, the system wavefunction is
actually the product of the two wavefunctions, ψ12(r1, r2) = ψ1(r1) ψ2(r2). Let’s just
quickly prove this.

From (8.6) we have

Ĥ12ψ12(r1, r2) ≈ (
Ĥ1 + Ĥ2

)
ψ12(r1, r2) = (

Ĥ1 + Ĥ2
)
ψ1(r1) ψ2(r2). (8.7)

Because in this approximation the two electrons are regarded to be completely indepen-
dent of one another, we can safely assume that Ĥ1 operates only on ψ1(r1), Ĥ2 on ψ2(r2),
so that

Ĥ12ψ12(r1, r2) ≈ (
Ĥ1 + Ĥ2

)
ψ1(r1) ψ2(r2)

≈ Ĥ1ψ1(r1) ψ2(r2) + Ĥ2ψ1(r1) ψ2(r2) (8.8)

≈ ψ2(r2) Ĥ1ψ1(r1) + ψ1(r1) Ĥ2ψ2(r2).

But we know that Ĥ1ψ1(r1) = E1ψ1(r1), and Ĥ2ψ2(r2) = E2ψ2(r2), where E1 and
E2 are the energies of the independent electron states described by ψ1(r1) and ψ2(r2),
respectively. So

Ĥ12ψ12(r1, r2) ≈ ψ2(r2) E1ψ1(r1) + ψ1(r1) E2ψ2(r2)

≈ (E1 + E2) ψ1(r1) ψ2(r2) = (E1 + E2) ψ12(r1, r2). (8.9)

And so we can see that

Ĥ12ψ12(r1, r2) = E12ψ12(r1, r2), where E12 ≈ E1 + E2. (8.10)

In other words, in this approximation the energy of the two-electron system E12 is the
sum of the energies of the independent electrons, as we would expect.

Obviously, we can generalize (8.9) and (8.10) to a system of n independent, non-
interacting particles:

(
Ĥ1 + Ĥ2 + . . . Ĥn

)
ψ = (E1 + E2 + . . . En) ψ , where ψ = ψ1ψ2 . . . ψn. (8.11)
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Thus, we can write the spatial wavefunction ψ12(r1, r2) as the product of two ‘hydrogenic’
wavefunctions:

ψ12(r1, r2) = ψn1l1ml1(r1) ψn2l2ml2(r2). (8.12)

Here the quantum numbers n1, l1, ml1 refer to the orbital occupied by electron 1;
n2, l2, ml2 refer to the orbital occupied by electron 2. From Eqs. (5.46) and recalling
from Chapter 3 that RZ = Z2RH , we can deduce that the total energy is given by

E12 = E1 + E2 = −4RH

(
1

n2
1

+ 1

n2
2

)

= −4
mee4

8ε2
0h2

(
1

n2
1

+ 1

n2
2

)

. (8.13)

This suggests that if both electrons occupy the lowest-energy 1s orbital—ψ100(r1)

ψ100(r2)—then the energy of this ‘ground state’ configuration, which we write as 1s2,
should be eight times that of the ground state of the hydrogen atom. Alas, the ground
state of the hydrogen atom is about −13.6 electron volts, and that of the helium atom is
about −79 electron volts, or about 5.8 times that of hydrogen, a discrepancy of nearly
40%. This simply demonstrates that electron–electron repulsion can’t be ignored without
consequences.

This is all well and good. But now we must own up to the fact that this still can’t be
the whole story. Equation (8.12) assumes we know which electron is in which orbital.
But all electrons possess identical properties of mass and charge. There is absolutely no
way of telling one electron from another, and we have to work out how we deal with this
kind of quantum indistinguishability.

Step (3): Introducing Quantum Indistinguishability

In acknowledging that electrons are indistinguishable quantum particles, we are con-
fronted with an inability to choose between two perfectly valid expressions for the two-
electron wavefunction:

ψ12(r1, r2) = ψn1l1ml1(r1) ψn2l2ml2(r2) (8.14)

and

ψ21(r1, r2) = ψn2l2ml2(r1) ψn1l1ml1(r2). (8.15)

In other words, even though the two sets of values of n, l, and ml might be distinctly
different, we can’t say which electron is in which orbital. It’s also pretty clear that
swopping the electrons doesn’t affect the energies of the two-electron state: E21 = E12. In
situations like this, the correct way to proceed is to form a normalized linear combination
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of the two possibilities. There are two ways of doing this:

ψ+(r1, r2) = 1√
2

[
ψn1l1ml1(r1) ψn2l2ml2(r2) + ψn2l2ml2(r1) ψn1l1ml1(r2)

]
(8.16)

and

ψ−(r1, r2) = 1√
2

[
ψn1l1ml1(r1) ψn2l2ml2(r2) − ψn2l2ml2(r1) ψn1l1ml1(r2)

]
. (8.17)

In (8.16) and (8.17) the normalization factor 1/
√

2 reflects the fact that both ψ12(r1, r2)

and ψ21(r1, r2) are equally probable such that, when we take the modulus-squares of the
wavefunctions, they will be equally weighted by a factor of 1

2 .
At this stage we don’t need to choose between these possibilities, but it will shortly

prove helpful to note the properties of these combinations when we interchange the two
electrons. Swopping the labels r1 and r2 in Eq. (8.16) gives

ψ+(r2, r1) = 1√
2

[
ψn1l1ml1(r2) ψn2l2ml2(r1) + ψn2l2ml2(r2) ψn1l1ml1(r1)

]

= ψ+(r1, r2), (8.18)

and we see that ψ+(r1, r2) is symmetric (it doesn’t change sign) on the interchange of the
two electrons. In contrast, swopping the labels in (8.17) gives

ψ−(r2, r1) = 1√
2

[
ψn1l1ml1(r2) ψn2l2ml2(r1) − ψn2l2ml2(r2) ψn1l1ml1(r1)

]

= −ψ−(r1, r2). (8.19)

And we see that ψ−(r1, r2) is antisymmetric (it changes sign) on the interchange of the
two electrons.

Step (4): Selection Rules for Electric Dipole Transitions

These symmetry properties have important consequences for the spectrum of helium,
which we can understand by considering the selection rules associated with so-called
electric dipole transitions. Think of it this way. In any absorption or emission transition in
which an electron is promoted or demoted from one orbital to another, the strength of
the transition depends on the electric dipole moment—a measure of the extent by which
electric charge is spatially redistributed and separated, or the extent of the polarity. The
greater the redistribution, the stronger the transition and the stronger the corresponding
line in an atomic spectrum.

The transition dipole moment is governed by the electron dipole operator, μ = −er,
where r is the dipole length or charge separation distance. In a transition between some
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initial state described by the wavefunction ψi and some final state described by ψf , the
dipole moment μf ←i is given by

μf ←i = −e
∫

ψ∗
f rψidτ . (8.20)

So let’s examine what happens in a transition involving an initial antisymmetric wave-
function such as ψ−(r1, r2) and a final symmetric wavefunction such as ψ+(r1, r2). In
this case the electric dipole operator is μ = −er1 − er2 = −e (r1 + r2), and

μ+←− = −e
∫

ψ∗+ (r1, r2) (r1 + r2) ψ−(r1, r2) dτ1dτ2. (8.21)

We can see immediately that swopping the labels of the electrons changes the sign of
the antisymmetric function ψ−(r1, r2) and hence it changes the sign of the integrand in
(8.21):

μ+←− = −e
∫

ψ∗+ (r2, r1) (r1 + r2) ψ−(r2, r1) dτ1dτ2

= +e
∫

ψ∗+ (r1, r2) (r1 + r2) ψ−(r1, r2) dτ1dτ2. (8.22)

This isn’t physically acceptable. Like any measurable quantity, the transition dipole
moment can’t depend on the way we choose to label the electrons. We conclude that
this integral must actually be zero—no such transition is possible.

The end result is that transitions between states described by symmetric and antisym-
metric spatial wavefunctions are forbidden. The allowed transitions are therefore between
initial and final states which are either both symmetric or both antisymmetric.

Step (5): Electron Spin Wavefunctions

In this next step we need to account for electron spin and devise expressions for the
wavefunctions for the different possible spin configurations of the two electrons. From
our earlier discussion we know that there are only two possible spin orientations, which
we call spin down, ↓, and spin up, ↑. If the electron spins in a two-electron system could
be considered to be completely independent of one another, we might anticipate four
possible configurations, ↑1↑2, ↑1↓2, ↓1↑2, and ↓1↓2. However, we know that the spins
couple together and combine like vectors.

The spin quantum number s of both electrons is fixed at 1
2 . These combine to produce

a total spin quantum number S according to Eq. (8.2). From this it is apparent that
there are only two possibilities for S—1 or 0—corresponding to s1 + s2 and |s1 − s2|.
Configurations with a total spin angular momentum quantum number of 0 have a
multiplicity (2S + 1) = 1 and are called singlet states. As the name implies, there is
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Table 8.1 Clebsch–Gordan Coefficients for the Coupling of
Two Electron Spins

Configuration S = 1 S = 1 S = 0 S = 1
MS = +1 MS = 0 MS = 0 MS = −1

↑1↑2 1

↑1↓2 1/
√

2 1/
√

2

↓1↑2 1/
√

2 −1/
√

2

↓1↓2 1

only one state, corresponding to S = 0, MS = 0. Those configurations with a total
spin angular momentum quantum number of 1 have a multiplicity (2S + 1) = 3 and are
called triplet states, corresponding to S = 1, MS = −1, 0, +1.

The extent of coupling of the four different possible electron spin configurations
is governed by the relevant coupling coefficients or Clebsch–Gordan coefficients. Their
derivation is quite a complicated business but the good news for all students studying
quantum mechanics is that these have been worked out for all cases likely to be of interest
and can be simply looked up in a table. For the specific case of the coupling of two
electron spins, the coefficients are summarized in Table 8.1.

If we denote the spin wavefunctions as χ12(↑1↑2), etc., then we can now write the
wavefunctions for all four possibilities as follows:

S = 0, Ms = 0, χ0− (1, 2) = 1√
2

[
χ12(↑1↓2) − χ12(↓1↑2)

]
(8.23)

and

S = 1, Ms = +1, χ+1+ (1, 2) = χ12(↑1↑2) (8.24)

S = 1, Ms = 0, χ0+ (1, 2) = 1√
2

[
χ12(↑1↓2) + χ12(↓1↑2)

]
(8.25)

S = 1, Ms = −1, χ−1+ (1, 2) = χ12(↓1↓2). (8.26)

As before, the symmetry of each spin wavefunction is denoted by the use of the subscripts
− and +. The superscript indicates the value of MS associated with the wavefunction.
We note from this that the singlet spin wavefunction is antisymmetric with respect to the
interchange of the labels for electrons 1 and 2: χ0− (2, 1) = −χ0− (1, 2). All the wavefunc-
tions for the triplet states are symmetric to the interchange: χ

Ms+ (2, 1) = χ
Ms+ (1, 2).
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We can now pull all these threads together. The total two-electron wavefunctions for
the helium atom are products of the spatial and spin component functions, and we can
quickly deduce that there are eight different ways of writing these, corresponding to
different singlet and triplet states:

Singlet Overall Triplet Overall
wavefunctions symmetry wavefunctions symmetry

ψ+(r1, r2) χ0− (1, 2) Antisymmetric ψ+(r1, r2) χ+1+ (1, 2) Symmetric

ψ−(r1, r2) χ0− (1, 2) Symmetric ψ+(r1, r2) χ0+ (1, 2) Symmetric

ψ+(r1, r2) χ−1+ (1, 2) Symmetric

ψ−(r1, r2) χ+1+ (1, 2) Antisymmetric

ψ−(r1, r2) χ0+ (1, 2) Antisymmetric

ψ−(r1, r2) χ−1+ (1, 2) Antisymmetric

In this analysis we judge the symmetry properties of the total wavefunctions on the
understanding that this is based on the simultaneous interchange of the labels for both
spatial and spin components.

Step (6): Comparison with the Spectrum of Helium

We’re almost there. All we do now is anticipate what this might mean for different
configurations of the electrons in specific orbitals (we’ll find we can get everything we
need just by considering the lowest-energy s, p, and d orbitals), and compare this with
what we actually see in the spectrum of helium.

We start with the ground state, in which both electrons occupy the 1s orbital, 1s2.
We characterize the states of multi-electron atoms in terms of the values of the angular
momentum quantum numbers L, S, and J. By analogy with the hydrogen atomic orbitals,
states with L = 0 are labelled S (states with L = 1 are labelled P; L = 2, D, etc.). The
value of S appears as a superscript, as in 1S (singlet-S) or 3P (triplet-P). The value of
J then appears as a subscript, as in 1S0 (singlet-S-nought) or 3P0, 3P1, 3P2 (triplet-P-
nought, triplet-P-one, triplet-P-two).∗

For the configuration 1s2, both electrons are in the lowest-energy s orbital (l1 = l2 =
0 = L), and the spins are paired (singlet state). The ‘term symbol’ for this ground state
of helium is therefore 1S0.

But we also know that in the ground state both electrons occupy the same orbital,
n1, l1, ml1 = n2, l2, ml2. We can see immediately from Eq. (8.17) that in these cir-
cumstances the antisymmetric function vanishes: ψ−(r1, r2) = 0. This means that the

∗ Remember from Eq. (8.3) that for L = 1, S = 1 (3P), the possible values of J are 2 (L + S), 1, and 0
(|L − S |). Hence 3P0, 3P1, and 3P2.
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spatial wavefunction for the ground state must be symmetric—ψ+(r1, r2)—and the total
wavefunction, including spatial and spin components, must therefore be antisymmetric
overall, ψ+(r1, r2) χ0− (1, 2). This is quite important, and useful, as we know from Step (4)
that the selection rule for electric dipole transitions dictates that the allowed transitions
to and from the ground state will involve only excited states with symmetric spatial
wavefunctions. States with antisymmetric spatial wavefunctions cannot be reached from the
ground state.

Things get rather interesting when we organize the possible electronic states into
singlets and triplets. If we excite an electron from the ground 1s2(1S0) state into the
1s12p1 configuration, we have two possibilities. In the first, we preserve the orientations
of the electron spins so that they remain ‘paired’. The result is the 1s12p1(1P1) state.
As the term symbol suggests, this is a singlet state. What happens when the spin of the
excited electron is inverted? Then we have a configuration 1s12p1(3P0, 3P1, 3P2), which
are all triplet states.

Let’s now inspect the spectrum of helium and use it to tell us which kinds of transitions
are allowed and which are forbidden. A selection of some of the most intense lines in the
spectrum is included in Table 8.2.11 The first three lines listed in this table originate
with the ground state, from which we conclude that the singlet states 1s12p1(1P1),
1s13p1(1P1) and 1s14p1(1P1) must all have symmetric spatial wavefunctions. From lines
6, 8, and 10, which all involve 1s12p1(1P1), we conclude the same for 1s12s1(1S0),
1s13s1(1S0) and 1s13d1(1D2). From this we can generalize: all singlet states have
symmetric spatial wavefunctions.

Table 8.2 A Selection of Transitions in the Absorption Spectrum of Helium

# Initial state Final state Wavelength Relative
(nm) intensity

1 1s2(1S0) 1s14p1(1P1) 52.2 100

2 1s2(1S0) 1s13p1(1P1) 53.7 400

3 1s2(1S0) 1s12p1(1P1) 58.4 1000

4 1s12s1(3S1) 1s13p1(3P0, 3P1, 3P2) 388.9 560

5 1s12p1(3P0, 3P1, 3P2) 1s13d1(3D1, 3D2, 3D3) 587.6 870

6 1s12p1(1P1) 1s13d1(1D2) 667.8 200

7 1s12p1(3P0, 3P1, 3P2) 1s13s1(3S1) 706.5 180

8 1s12p1(1P1) 1s13s1(1S0) 728.1 50

9 1s12s1(3S1) 1s12p1(3P0, 3P1, 3P2) 1083.0 1650

10 1s12s1(1S0) 1s12p1(1P1) 2058.1 500
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paraheliumparahelium
singlet statessinglet states

orthoheliumorthohelium
triplet statestriplet states

1s12s1(1S0)1s12s1(1S0)1s12s1(1S0)

1s2(1S0)1s2(1S0)1s2(1S0)

1s13s1(1S0)1s13s1(1S0)1s13s1(1S0)

1s14p1(1P1)1s14p1(1P1)1s14p1(1P1)

1s13p1(1P1)1s13p1(1P1)1s13p1(1P1)

1s12p1(1P1)1s12p1(1P1)1s12p1(1P1)

1s13d1(1D2)1s13d1(1D2)1s13d1(1D2)

1s13s1(3S1)1s13s1(3S1)1s13s1(3S1)

1s12s1(3S1)1s12s1(3S1)1s12s1(3S1)
1s12p1(3P0,1,2)1s12p1(3P0,1,2)1s12p1(3P0,1,2)

1s13p1(3P0,1,2)1s13p1(3P0,1,2)1s13p1(3P0,1,2)
1s13d1(3D1,2,3)1s13d1(3D1,2,3)1s13d1(3D1,2,3)

Figure 8.2 The energy levels of parahelium and orthohelium (not to scale), showing the allowed
transitions featured in Table 8.2.

Now we must acknowledge something quite remarkable. There are no lines in the
spectrum corresponding to singlet–triplet or triplet–singlet transitions. This becomes
abundantly clear when we draw these transitions on an energy-level diagram, as shown
in Fig. 8.2. This distinction between the collection of singlet and triplet states of helium
led to their classification as distinct forms, named parahelium and orthohelium.

From this we can deduce a spin selection rule, 
S = 0, and conclude that the
absence of a transition from 1s2(1S0) to 1s12p1(3P0, 3P1, 3P2) must mean that the
spatial wavefunction for the triplet state is antisymmetric (and so forbidden for electric
dipole transitions). From lines 4, 5, 7, and 9 we generalize this to: all triplet states have
antisymmetric spatial wavefunctions.

We should note in passing that all the transitions included in Table 8.2 conform to
the selection rule 
l = ±1 (see the discussion in Chapter 5), which allows transitions
between s and p orbitals and between p and d orbitals but forbids transitions between
s–s, p–p, d–d, and s–d orbitals, and so on. Don’t worry—we’ll soon have an explanation
for this, too.

Where does all this leave us? Well, determining that singlets have exclusively
symmetric spatial wavefunctions and triplets have exclusively antisymmetric spatial
wavefunctions allows us to strike out half of the possible combinations from our initial
list, above, leaving us with the following:
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Singlet Overall Triplet Overall
wavefunctions symmetry wavefunctions symmetry

ψ+(r1, r2) χ0− (1, 2) Antisymmetric ψ−(r1, r2) χ+1+ (1, 2) Antisymmetric

ψ−(r1, r2) χ0+ (1, 2) Antisymmetric

ψ−(r1, r2) χ−1+ (1, 2) Antisymmetric

This is the generalized Pauli principle:

The total (spatial × spin) wavefunction for a multi-electron atom must be exclusively
antisymmetric with respect to the pairwise interchange of electrons.

We can deduce one important consequence of the Pauli principle by considering what
happens to the total wavefunction if we try to push two electrons into the same orbital
(n, l, ml) with the same spin orientations:

ψ+(r1, r2)χ
0− (1, 2) = 1√

2
ψ+(r1, r2)

[
χ12(↑1↑2) − χ12(↑1↑2)

] = 0. (8.27)

If we try to do the same with the triplet states, then we already know from Eq. (8.17)
that ψ−(r1, r2) will likewise vanish. This is Pauli’s exclusion principle: no two electrons can
occupy the same quantum state (i.e. no two electrons can possess the same values of the
four quantum numbers n, l, ml , ms).

Fermions and Bosons

Although this seems like something of a breakthrough, it’s important to realize that whilst
we have some understanding of how the structures of the spatial wavefunctions come
about—as ‘hydrogenic’ solutions of Schrödinger’s wave equation—there is so far no such
understanding for the spin wavefunctions. These have been introduced into the above
derivation in a rather ad hoc manner, with no real accounting for where the different spin
orientations ↓ and ↑ arise, or why the spin quantum number is restricted to the single
value of ½.

Consequently, Heisenberg offered his work to Pauli ‘with doubtful feelings and no
satisfaction. The calculations are all so imprecise and incomplete’.12 The understanding
would come only in a properly relativistic treatment of the wave equation, which we will
go on to consider in Chapter 9.

But we shouldn’t leave this chapter without acknowledging that the Pauli principle
applies not just to electrons, but to all particles with half-integral spin quantum numbers,
which includes protons, neutrons, and their constituent quarks. Such particles are
classified as fermions (named for Enrico Fermi). Our present understanding of elemen-
tary particle physics—summarized in the so-called ‘standard model’—is that all matter
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particles are fermions, and all multifermion systems have wavefunctions antisymmetric
to the pairwise interchange of particles.

In contrast bosons (named for Satyendra Nath Bose) have integral spin quantum
numbers (0, 1, 2) and wavefunctions that are symmetric to pairwise interchange. Particles
that in the standard model are responsible for ‘carrying’ forces between matter particles
are all bosons. These include the photon (which carries the electromagnetic force
between electrically charged particles), the W and Z particles (so-called ‘heavy photons’,
responsible for the weak force), and the gluons (which carry the strong or ‘colour’
force between differently coloured quarks). All these particles possess a spin quantum
number of 1.

We note in passing that a photon with s = 1 must impart a unit � of angular momentum
to any atom that absorbs it (or must carry away a unit � of angular momentum from any
atom that emits it). Angular momentum must be conserved in such processes, so it must
be picked up (or given up) by the excited electron. Of course, the only place it can go (or
come from) is the orbital angular momentum of the excited electron. Hence the selection
rule 
l = ±1.

Unlike fermions, bosons are not restricted in terms of the quantum numbers they can
possess, and a large number can therefore accumulate in the same quantum state. This
is called ‘Bose condensation’ or ‘Bose–Einstein condensation’, the most familiar example
being laser light. Other examples include superfluidity and superconductivity.

..........................................................................................
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Dirac’s Derivation of the Relativistic
Wave Equation
Electron Spin and Antimatter

Although considerable progress had been made in the development of what was by now a
substantial body of quantum theoretical principles and equations, these suffered from the
limitation that they did not meet the requirements of Einstein’s special theory of relativity.
Pauli was, in turn, frustrated by the lack of progress on the proper incorporation of
electron spin and the exclusion principle into the main structure. He called it an ‘aesthetic
failure’.1 There was a growing realization that the problem of electron spin was in some
way connected with the problem of finding a fully relativistic expression for the wave
equation.

Swedish theoretical physicist Oskar Klein independently rediscovered a relativistic
version of Schrödinger’s wave equation in the spring of 1926. With some further
modifications by Hamburg theorist Walter Gordon, this came to be known as the Klein–
Gordon equation. In essence, this is the relativistic equation that Schrödinger himself had
discovered and subsequently abandoned in January 1926 when he found that it did not
yield predictions in agreement with the spectroscopy of the hydrogen atom.

Meanwhile, English physicist Paul Dirac had become all too aware that whilst his
major contributions to the mathematical structure of quantum mechanics were worthy
of international recognition, he had on several occasions been pipped to the post by
his European rivals. He felt strongly that he needed to discover something original,
something that he could be the first to report and claim as his own.

Electron spin was an obvious target for his attention. Towards the end of 1926,
Dirac agreed a bet with Heisenberg on how soon spin would be understood within
the framework of quantum mechanics. Heisenberg bet on three years at the least. Dirac
rashly bet three months. Three months went by, but the problem remained unresolved.
But Dirac, who had become completely absorbed by the theory of relativity when he had
first heard about it as an engineering student in 1919, now turned his attention to finding
a fully relativistic version of the quantum mechanics of an electron.

What he would find would simultaneously solve the riddle of electron spin. But it
would also yield much more than anyone had bargained for.

The Quantum Cookbook. Jim Baggott, Oxford University Press (2020). © Jim Baggott.
DOI: 10.1093/oso/9780198827856.001.0001
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The Klein–Gordon Equation

I mentioned in passing in Chapter 5 that the full time-dependent Schrödinger Eq. (5.28)
is a first-order differential in time and a second-order differential in spatial coordinates.
This means that space and time are not treated on an ‘equal footing’, and the equation
is therefore not consistent with the demands of Einstein’s special theory of relativity.

An alternative approach is to start out with the correct classical, relativistic expression
for the energy, which we have already encountered as Eq. (4.7):

E2 = p2c2 + m2
0c4. (9.1)

This is valid for a freely moving particle (i.e. in circumstances in which the potential
energy V = 0). If we simply replace the classical momentum p with its quantum-
mechanical operator equivalent p̂ = −i�∇, and introduce a general electron wavefunc-
tion � (which, let’s not forget, depends on both r and t), we get

E2� = c2p̂2
� + m2

0c4�. (9.2)

Or

E2� = c2
(

p̂2 + m2
0c2

)
�. (9.3)

We know from Eq. (5.28) that

i�
∂

∂t
� = E� (9.4)

We’re now faced with two options. In Eq. (9.3), energy appears as E2 whereas in (9.4) it
appears as E. We can choose to bring these together by taking the square root of (9.3),
the implication being that applying the resulting square root operator once returns the
eigenvalue E, applying it twice returns the eigenvalue E2:

i�
∂

∂t
� = c

√
p̂2 + m2

0c2�. (9.5)

But the square root operator in (9.5) looks distinctly unpromising. Instead, we could
choose a second option, which involves applying the operator i�∂/∂t in Eq. (9.4) a second
time, so that (remember, i2 = −1)

−�
2 ∂2

∂t2 � = E2� (9.6)
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Combining (9.3) and (9.6) now gives

−�
2 ∂2

∂t2 � = c2
(

p̂2 + m2
0c2

)
�

= c2
(
−�

2∇2 + m2
0c2

)
�. (9.7)

Or

1
c2

∂2

∂t2 � − ∇2� + m2
0c2

�2 � = 0. (9.8)

Now both time and spatial coordinates are treated equivalently in second-order differ-
entials. This is a version of the Klein–Gordon equation. However, although this is a
perfectly valid relativistic equation, it doesn’t quite give us what we’re looking for. It
doesn’t feature electron spin in any obvious way. It turns out that the Klein–Gordon
equation is applicable only in the absence of a magnetic field or for bosons with spin
quantum number 0.

Dirac’s fascination with relativity and his already burgeoning reputation as a quantum
physicist made the search for a fully relativistic form of the new quantum mechanics
irresistible. Dirac didn’t like the Klein–Gordon equation. Neither did Heisenberg.
‘Herr Pauli,’ Hungarian physicist Johann Kudar reported to Dirac in a letter dated
21 December 1926, ‘regards the relativistic wave equation of second order with much
suspicion’.2

Dirac had made several abortive attempts at a relativistic version of the wave equation
over the previous two years. At a conference in Brussels sponsored by the Belgian
industrialist Ernest Solvay in October 1927 he raised the problem with Bohr, only to
be told by Bohr that Klein had already solved it. Dirac tried to explain why Klein’s
equation was unsatisfactory but was cut off when the lecture they had gathered to hear
commenced.3

Though short, the conversation with Bohr convinced Dirac that a proper solution
had to be found as a matter of some urgency. He once again set to work on the problem
as soon as he got back from Brussels. He worked alone, in relative isolation, consulting
nobody. It was an approach that suited his personality.

An important clue was available in a treatment of electron spin that Pauli had
published in May 1927.4

Pauli Spin Matrices

Although we don’t yet know how they arise, there’s a further set of manipulations of
the electron spin wavefunctions that will prove useful in what follows. If we assume
that the electron spin angular momentum can be considered in the same way as orbital
angular momentum, then we can make use of all the results captured in Appendix 6.
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If, analogous to the orbital angular momentum operator L̂, we define a spin operator as
Ŝ, with components Ŝx, Ŝy, and Ŝz, then from Eq. (A6.13) we have

[
Ŝx, Ŝy

] = i�Ŝz
[
Ŝy, Ŝz

] = i�Ŝx
[
Ŝz, Ŝx

] = i�Ŝy. (9.9)

Obviously, the spin wavefunctions, which we write as χ(↑) and χ(↓), can no longer be
considered in terms of the spherical harmonic functions used to describe orbital motion,
but we can still assume that the magnitude of the spin vector is given by (cf. Eq. (A6.19))

S = √
s(s + 1)� (9.10)

From Eq. (A6.24) we can further assume that

Ŝzχ(↑) = ms�χ(↑) = +1
2
�χ(↑)

Ŝzχ(↓) = ms�χ(↓) = −1
2
�χ(↓). (9.11)

The unique ‘two-valuedness’ of the spin wavefunctions suggests an interesting alternative
representation. Instead of writing the wavefunctions as χ(↑) and χ(↓), we write them
instead as simple column matrices:

χ(↑) =
(

1
0

)
(9.12)

χ(↓) =
(

0
1

)
. (9.13)

The operator Ŝz can then be written as a square 2 × 2 matrix, such that when we apply
the rules of matrix multiplication we recover the same results (a very brief introduction
to matrices can be found in Appendix 7). For example, if we set up Ŝz as follows:

Ŝz = 1
2
�

(
1 0
0 −1

)
, (9.14)

then

Ŝzχ(↑) = 1
2
�

(
1 0
0 −1

) (
1
0

)
= 1

2
�

(
1
0

)
= 1

2
�χ(↑), (9.15)

and

Ŝzχ(↓) = 1
2
�

(
1 0
0 −1

) (
0
1

)
= 1

2
�

(
0

− 1

)
= −1

2
�χ(↓). (9.16)
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Although I don’t propose to derive them here, we can determine equivalent matrix
representations for Ŝx and Ŝy:

Ŝx = 1
2
�

(
0 1
1 0

)
Ŝy = 1

2
�

(
0 −i
i 0

)
Ŝz = 1

2
�

(
1 0
0 −1

)
. (9.17)

Let’s just prove that this is all consistent by considering the commutator
[
Ŝx, Ŝy

]
:

[
Ŝx, Ŝy

] = ŜxŜy − ŜyŜx

= 1
4
�

2
(

0 1
1 0

) (
0 −i
i 0

)
− 1

4
�

2
(

0 −i
i 0

)(
0 1
1 0

)

= 1
4
�

2
(

i 0
0 −i

)
− 1

4
�

2
(−i 0

0 i

)

= 1
4

i�2
(

1 0
0 −1

)
+ 1

4
i�2

(
1 0
0 −1

)

= i� · 1
2

(
1 0
0 −1

)
= i�Ŝz. (9.18)

Because each of these spin angular momentum operators carry the common factor 1
2�,

it is convenient to express them in terms of the Pauli spin matrices:

σx =
(

0 1
1 0

)
σy =

(
0 −i
i 0

)
σz =

(
1 0
0 −1

)
(9.19)

such that Ŝx = 1
2�σx, etc.

The spin matrices have some interesting properties that we will find most useful in
what follows. The only difference between them and their corresponding spin angular
momentum operators is a scalar factor 1

2�, so the spin matrices have very similar
commutation relations:

[
σx, σy

] = 2iσz
[
σy, σz

] = 2iσx
[
σz, σx

] = 2iσy. (9.20)

We can easily show this for the case of
[
σx, σy

]
as follows:

[
σx, σy

] =
(

0 1
1 0

)(
0 −i
i 0

)
−

(
0 −i
i 0

)(
0 1
1 0

)

=
(

i 0
0 −i

)
−

(−i 0
0 i

)

= i
(

1 0
0 −1

)
+ i

(
1 0
0 −1

)

= 2iσz. (9.21)
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It’s also worth taking a quick look at the anti-commutators, such as
{
σx, σy

}
:

{
σx, σy

} = σxσy + σyσx

=
(

0 1
1 0

) (
0 −i
i 0

)
+

(
0 −i
i 0

)(
0 1
1 0

)

=
(

i 0
0 −i

)
+

(−i 0
0 i

)

= i
(

1 0
0 −1

)
− i

(
1 0
0 −1

)

= 0. (9.22)

From (9.22) it follows that σxσy = −σyσx, and we can similarly deduce that σyσz =
−σzσy, and σzσx = −σxσz. But, if this is the case, it then follows that

[
σx, σy

] = σxσy − σyσx = σxσy + σxσy = 2σxσy. (9.23)

And so from (9.21) and (9.23) we have

σxσy = iσz. (9.24)

Likewise,
σyσz = iσx (9.25)

σzσx = iσy. (9.26)

Of course, we could have arrived at these expressions directly from the definitions of
the Pauli spin matrices given in Eq. (9.19), but this wouldn’t have afforded quite so
much fun.

I’m going to ask you to bear with me for this next bit, as its relevance to the discussion
is not immediately obvious. But I assure you that what follows will lead us to an essential
ingredient in Dirac’s derivation of the relativistic wave equation.

A quick glance at Appendix 6 will convince you that the spin matrices behave rather
like the components of a three-dimensional vector, which we can write as σ . This
shouldn’t come as much of a surprise, as the spin matrices are based on the spin angular
momentum operators written as 2 × 2 matrices, and the quantum mechanical operators
have classical (vector) counterparts. So let’s look at the scalar or ‘dot’ product of σ with
an arbitrary three-dimensional vector P with which it commutes:

σ ·P = σxPx + σyPy + σzPz. (9.27)

Likewise, if Q is another vector which also commutes with σ , then σ ·Q = σxQx +
σyQy + σzQz. Thus,
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(
σ ·P)·(σ ·Q) = (

σxPx + σyPy + σzPz
) (

σxQx + σyQy + σzQz
)

= σ 2
x PxQx + σxσyPxQy + σxσzPxQz

+ σyσxPyQx + σ 2
y PyQy + σyσzPyQz

+ σzσxPzQx + σzσyPzQy + σ 2
z PzQz. (9.28)

But we know that σ 2
x = σ 2

y = σ 2
z = 1, σyσx = −σxσy, σyσz = −σzσy, and σzσx = −σxσz.

If we make these substitutions and gather terms together, we have

(
σ ·P)·(σ ·Q) = PxQx + PyQy + PzQz

+ σxσy
(
PxQy − PyQx

) + σyσz
(
PyQz − PzQy

)

+ σzσx (PzQx − PxQz). (9.29)

We note that PxQx + PyQy + PzQz = P·Q. If we now substitute for σxσy, σyσz, and σzσx
using Eqs. (9.24), (9.25), and (9.26), we get

(
σ ·P)·(σ ·Q) = P·Q + iσx

(
PyQz − PzQy

) + iσy (PzQx − PxQz)

+ iσz
(
PxQy − PyQx

)
. (9.30)

But the components in brackets in (9.30) represent the cross product of the vectors P and
Q—see Appendix 6, Eq. (A6.7). So the terms involving the components iσx, iσy, and iσz
represent the scalar product of iσ with P×Q:

(
σ · P

)·(σ ·Q) = P·Q + iσ ·(P×Q
)
. (9.31)

This looks much like some kind of vector identity, but is, in fact, based entirely on the
properties of commutators and anti-commutators of the spin matrices.5 We will learn of
the full significance of this relation when we come to study Dirac’s recipe.

Momentum and Energy in Relativistic Electrodynamics

As we will soon see, although there’s much to be gained by formulating a relativistic wave
equation for a freely moving electron, to tease out the relation between electron spin and
a magnetic field we need to place the electron—considered as a moving point charge—in
an electromagnetic field. This means involving ourselves not just in aspects of Maxwell’s
electrodynamics, but in the version of electrodynamics as modified by the demands of
special relativity.

I’ve decided that this is beyond the scope of the present book. So, if you will indulge
me, I propose simply to present the ingredients we will need and invite the more curious
among readers to delve into a course on relativistic electrodynamics or consult a suitable
text.6
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Now, there are many different ways of expressing Maxwell’s equations for the
electromagnetic field. The ‘standard’ equations are written in terms of the electric and
magnetic field vectors E and B as follows:

divE = ∇·E = ρ
ε0

Gauss’s law (deduced from Coulomb’s law)

divB = ∇·B = 0 Gauss’s law for magnetism (there are no magnetic
monopoles)

curl E = ∇×E = − ∂B
∂t Faraday’s law of induction

curl B = ∇×B = μ0 J + ε0μ0
∂E
∂t , Ampere’s law (as modified by Maxwell)

(9.32)

where ρ is the charge density and J is the current, given by the charge density multiplied
by the volume. The constants ε0 and μ0 are, respectively, the relative permittivity and
permeability of free space, and c = 1/

√
ε0μ0.

In most practical situations, the charge density and current are known, and Maxwell’s
eight equations (there are three each for curl E and curl B) are used to deduce the six
unknowns—the field vectors E and B, each of which have three spatial components. But
these equations can be simplified through the introduction of the so-called scalar and
vector potentials, φ and A, defined such that

E = −∇φ − ∂A
∂t

(9.33)

and

B = curl A = ∇×A. (9.34)

If Maxwell’s equations are now rewritten based on these relations, there are only four
equations and four unknowns: the scalar potential φ and the three spatial components of
the vector potential, A.

We’re obviously interested in variables associated with the motion of a point charge
in an electromagnetic field, such as momentum and energy. It turns out that for our
purposes here we do not need to work out specific formulations for these quantities; we
just need to anticipate how they will be modified in relativistic electrodynamics.

The derivations are rather convoluted, so I’ll move directly to the results:

p → p − eA (9.35)

and

E → E − eφ, (9.36)

where e is the charge on the electron, and the arrow should be interpreted to mean
‘becomes’ or ‘is replaced by’.7
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The additional terms in the expressions for both relativistic momentum and energy
result from the interaction between the point charge and the electromagnetic field.
The field acts to store momentum and energy that can be exchanged with the par-
ticle’s momentum and kinetic energy, whenever the particle encounters gradients in
the particle–field interaction. The implicit assumption here is that the field is static,
∂φ/∂t = 0.

We now have almost everything we need. It’s worthwhile noting that Dirac was an
astute mathematician, and placed considerable emphasis on mathematical rigour, often
at the expense of physical interpretation. It is rare in the history of physics for such faith
in the mathematics to be rewarded with new, unlooked-for physical insights, especially
insights that are subsequently found to be consistent with new discoveries. As we’ve
seen so far in this book, it’s more typically the case that the mathematics is tortured
and twisted to conform to the physics, in an often-desperate attempt to explain what
we see.

Aside from some changes in notation, the derivation provided below follows that in
Dirac’s original 1928 paper fairly closely.8 The derivation is reproduced in Dirac’s The
Principles of Quantum Mechanics, first published in 1930 and now in a fourth edition.9

This will prove to be one of the most complex of the recipes in this book, as you can
probably judge just from the extended list of ingredients. The Dirac equation typically
does not feature in an introductory course on quantum mechanics, and advanced courses
tend to assume rather more mathematical competence. This doesn’t shake my firm belief
that the details of this derivation can be grasped by any student comfortable with a little
vector algebra and calculus.

And even though what I present here is greatly simplified compared with Dirac’s
original, I believe that, whether you are able to follow it or not, you can at least sit back
and admire his mathematical wizardry.

The Ingredients

1. A version of the Klein–Gordon equation, (9.3).

2. The Pauli spin matrices, Eq. (9.19).

3. Equation (7.58): d〈	̂〉/dt = i[Ĥ , 	̂]/�, which allows us to determine whether the
property 〈	̂〉 is time-independent and conserved, or a constant of the motion.

4. Commutation relations for the spatial components of orbital angular momentum
and linear momentum, such as [L̂z, p̂x] = i�p̂y, [L̂z, p̂y] = −i�p̂x, and [L̂z, p̂z] = 0.
These are given in Appendix 6, Eq. (A6.13). In his 1928 paper, Dirac referred
to these as the ‘Vertauschungs’ (exchange or permutation) relations.

5. Exchange relations for the spin matrices, Eqs. (9.24), (9.25), and (9.26).

6. Expressions for momentum and energy in relativistic electrodynamics, Eqs.
(9.35) and (9.36).

7. The spin matrix identity, Eq. (9.31).
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8. A couple of vector calculus identities: ∇×∇f = 0; ∇×Af = (∇×A) f + ∇f ×A,
where f is a scalar function.

9. The relation between the magnetic field vector, B, and the vector potential, A,
B = ∇×A, Eq. (9.34).

10. Expressions for the orbital and spin magnetic moments, and the energy of the
interactions between these and a magnetic field.

The Recipe

In Step (1) we start with the Klein–Gordon equation and take the square root, which
is then rewritten in a linear form. This is achieved by introducing 4 × 4 matrices (the
‘α- matrices’) and assuming that the electron wavefunction � can be written as a four-
component column matrix. In Step (2) we convert the α-matrices into new 4 × 4
matrices that resemble the Pauli spin matrices, but with twice the dimensionality. This
allows us to deduce a relativistic wave equation for a freely moving electron.

To establish the connection with electron spin, in Step (3) we place the electron in a
central field with a spherical potential, and determine the constant of the motion from the
relations between the Hamiltonian operator Ĥ and the operators for angular momentum
using Eq. (7.58). To get at the result we need to apply the ‘Vertauschungs’ relations and
the exchange relations for the spin matrices.

To explore the physics of the interaction of the spinning electron with a magnetic field,
in Step (4) we place the relativistic free electron in an electromagnetic field, and then in
Step (5) take the non-relativistic limit of the result. This might seem a rather curious thing
to do, but we will see that the result is very different to what we get if we start with a non-
relativistic electron. On the way we will make use of the spin matrix identity (9.31), a
couple of vector calculus identities, and the relation between the magnetic field vector B
and the vector potential A, B = ∇×A. We close this out in Step (6) by evaluating the
spin magnetic moment of the electron.

Step (1): Linearize the Square Root of the Klein–Gordon
Equation

If we take the square root of both sides of Eq. (9.3), we get

E� = c
√

p̂2 + m2
0c2�. (9.37)

Expanding p̂2 in (9.37) into its components then gives

E� = c
√

p̂2
x + p̂2

y + p̂2
z + m2

0c2�. (9.38)
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We assume that this rather ugly square root operator can be linearized∗ by introducing
coefficients α1-α4, such that

E� = c
(
α1p̂x + α2p̂y + α3p̂z + α4m0c

)
�. (9.39)

Let’s note—for the record—that this expression treats space and time in an equivalent
fashion, as required if we are to arrive at a result which meets the demands of Einstein’s
special theory of relativity. The appearance of E indicates that it is a first-order differential
equation in time (Eq. (9.4)), and the components of the linear momentum operator are
first-order differentials in the three spatial coordinates.

Obviously, in order for this to work, the α coefficients must possess a very specific set
of relationships among themselves. To discover what these are, let’s just square the term
that multiplies the electron wavefunction on the right-hand side of (9.39):

(
α1p̂x + α2p̂y + α3p̂z + α4m0c

) (
α1p̂x + α2p̂y + α3p̂z + α4m0c

)

= α2
1 p̂2

x + α1α2p̂xp̂y + α1α3p̂xp̂z + α1α4p̂xm0c

+ α2α1p̂yp̂x + α2
2 p̂2

y + α2α3p̂yp̂z + α2α4p̂ym0c

+ α3α1p̂zp̂x + α3α2p̂zp̂y + α2
3 p̂2

z + α3α4p̂zm0c

+ α4α1m0cp̂x + α4α2m0cp̂y + α4α3m0cp̂z + α2
4m2

0c2. (9.40)

We should here recall that p̂x, p̂y, etc., commute, so p̂xp̂y = p̂yp̂x, and so on. This allows
us to simplify (9.40) and gather some terms together:

(
α1p̂x + α2p̂y + α3p̂z + α4m0c

) (
α1p̂x + α2p̂y + α3p̂z + α4m0c

)

= α2
1 p̂2

x + α2
2 p̂2

y + α2
3 p̂2

z + α2
4m2

0c2

+ (
α1α2 + α2α1

)
p̂xp̂y + (

α1α3 + α3α1
)
p̂xp̂z

+ (
α1α4 + α4α1

)
p̂xm0c + (

α2α3 + α3α2
)
p̂yp̂z

+ (
α2α4 + α4α2

)
p̂ym0c + (

α3α4 + α4α3
)
p̂zm0c. (9.41)

We can see from this that if we are to recover Eq. (9.3) from (9.39), then

α2
1 = α2

2 = α2
3 = α2

4 = 1 (9.42)

∗ On the face of it, it’s not at all clear why this might be a good assumption, as a square root operator
typically implies a differential equation of infinite order. But Dirac convinced himself by ‘playing around’ with

the maths and, in particular, by discovering that
√

p̂2
x + p̂2

y + p̂2
z = σxp̂x + σyp̂y + σzp̂z. See Helge S. Kragh,

Dirac: A Scientific Biography, Cambridge University Press, Cambridge, UK, 1990, p. 58. You might want to
prove this relation for yourself: just remember that σ2

x = 1 (and so on) and σxσy = −σyσx (and so on).
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and, to eliminate all the cross-terms, we need

α1α2 = −α2α1 α1α3 = −α3α1 α2α3 = −α3α2
α1α4 = −α4α1 α2α4 = −α4α2 α3α4 = −α4α3.

(9.43)

Dirac had initially presumed that simply extending the Pauli spin matrices to a fourth
matrix would satisfy these requirements, but it is clear that 2 × 2 matrices can’t be the
answer.

Dirac was arguably a mathematician first, a physicist second. What confronted him
was a problem in mathematics, and his principal concern was to solve the mathematical
problem, and only then worry about the physical interpretation of the solution. As he
played around with the equations, he was struck by an insight: ‘I suddenly realized that
there was no need to stick to quantities which can be represented by matrices with only
two rows and columns,’ he later explained. ‘Why not go to four rows and columns?’10

And this, of course, is the answer. I don’t propose to derive the forms of the α-matrices
here, but will instead demonstrate how their properties meet all the requirements of
(9.42) and (9.43):

α1 =

⎛

⎜
⎜
⎝

0 0
0 0

0 1
1 0

0 1
1 0

0 0
0 0

⎞

⎟
⎟
⎠

α2 =

⎛

⎜
⎜
⎝

0 0
0 0

0 −i
i 0

0 −i
i 0

0 0
0 0

⎞

⎟
⎟
⎠

α3 =

⎛

⎜
⎜
⎝

0 0
0 0

1 0
0 −1

1 0
0 −1

0 0
0 0

⎞

⎟
⎟
⎠

α4 =

⎛

⎜
⎜
⎝

1 0
0 1

0 0
0 0

0 0
0 0

−1 0
0 −1

⎞

⎟
⎟
⎠. (9.44)

Let’s just quickly check this for α2
1 and α1α3:

α2
1 =

⎛

⎜⎜
⎝

0 0
0 0

0 1
1 0

0 1
1 0

0 0
0 0

⎞

⎟⎟
⎠

⎛

⎜⎜
⎝

0 0
0 0

0 1
1 0

0 1
1 0

0 0
0 0

⎞

⎟⎟
⎠ =

⎛

⎜⎜
⎝

1 0
0 1

0 0
0 0

0 0
0 0

1 0
0 1

⎞

⎟⎟
⎠ = 1 (9.45)
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and

α1α3 =

⎛

⎜
⎜
⎝

0 0
0 0

0 1
1 0

0 1
1 0

0 0
0 0

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

0 0
0 0

1 0
0 −1

1 0
0 −1

0 0
0 0

⎞

⎟
⎟
⎠ =

⎛

⎜
⎜
⎝

0 −1
1 0

0 0
0 0

0 0
0 0

0 −1
1 0

⎞

⎟
⎟
⎠

α3α1 =

⎛

⎜⎜
⎝

0 0
0 0

1 0
0 −1

1 0
0 −1

0 0
0 0

⎞

⎟⎟
⎠

⎛

⎜⎜
⎝

0 0
0 0

0 1
1 0

0 1
1 0

0 0
0 0

⎞

⎟⎟
⎠ =

⎛

⎜⎜
⎝

0 1
− 1 0

0 0
0 0

0 0
0 0

0 1
− 1 0

⎞

⎟⎟
⎠

= −α1α3. (9.46)

I leave you to prove to yourself the consistency of the rest of the α-matrices in (9.44)
with the requirements summarized in (9.42) and (9.43).

The introduction of 4 × 4 matrices implies that the electron wavefunction must now
be considered as a four-component column matrix,

� =

⎛

⎜
⎜
⎝

�1
�2
�3
�4

⎞

⎟
⎟
⎠, (9.47)

and, for now, we set aside any concerns we have for the fact that we seem to have twice
as many solutions on our hands than we might have bargained for.

Step (2): Introduce the Pauli Spin Matrices

As written, the first three α-matrices already feature the Pauli spin matrices as compo-
nents (look back at Eq. (9.19)), but these are ‘off-diagonal’ in the sense that they do not
sit along the leading diagonals of each matrix:

α1 =
(

0 σx
σx 0

)
α2 =

(
0 σy
σy 0

)
α3 =

(
0 σz
σz 0

)
. (9.48)

We can fix this simply by factoring the first three α-matrices as products of the ‘double’
spin matrices and a new 4 × 4 matrix, ρ,∗

α1 = ρσ ′
x α2 = ρσ ′

y α3 = ρσ ′
z, (9.49)

∗ In his original derivation, Dirac introduced three ρ-matrices, ρ1, ρ2, and ρ3, but did not make use of ρ2
and ρ3. Consequently, I’ve chosen to continue with ρ = ρ1.
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where

ρ =

⎛

⎜⎜
⎝

0 0
0 0

1 0
0 1

1 0
0 1

0 0
0 0

⎞

⎟⎟
⎠ (9.50)

and

σ ′
x =

(
σx 0
0 σx

)
σ ′

y =
(

σy 0
0 σy

)
σ ′

z =
(

σz 0
0 σz

)
. (9.51)

It is safe to assume that all the relationships we established above for the commutators
and anti-commutators of the 2 × 2 spin matrices σx, σy, and σz—and the exchange
relations—will apply also for their 4 × 4 counterparts σ ′

x, σ ′
y, and σ ′

z.
We can now substitute for the α’s in (9.39) as follows:

E� = cρ
(
σ ′

xp̂x + σ ′
yp̂y + σ ′

zp̂z
)
� + βm0c2�, (9.52)

where β = α4.
This can be written a little more succinctly and in a more familiar ‘Hamiltonian’

form as

cρ
(
σ ′·p̂)

� + βm0c2� = E�, (9.53)

where
(
σ ′·p̂)

is the scalar product of the 4 × 4 ‘double’ spin matrices and the linear
momentum operator. This is the relativistic Dirac equation for a freely moving electron.

Step (3): The Connection with Electron Spin

In the absence of a potential field, then the energy E in (9.53) represents the electron
kinetic energy, T̂ , such that T̂� = E�, or

T̂� = cρ
(
σ ′·p̂)

� + βm0c2�. (9.54)

If we now place the electron in a central force field with spherical potential V (r), then
we have

Ĥ� = T̂� + V (r)� = cρ
(
σ ′·p̂)

� + βm0c2� + V (r)�. (9.55)

Clearly, if we set V (r) = −e2/4πε0r, then we have a relativistic version of the wave
equation for the hydrogen atom.



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi

Dirac’s Derivation of the Relativistic Wave Equation 193

We’re interested in the angular momentum of the electron in this system which,
if it is to be time-independent and conserved, should be a constant of the motion.
So let’s consider the z-component of the orbital angular momentum, L̂z (for details
see Appendix 6). To be a constant of the motion, then the expectation value 〈L̂z〉
must be time-independent. We know from our discussion of Step (5) of the recipe in
Chapter 7 that

d
dt

〈L̂z〉 = i
�

[
Ĥ , L̂z

]
or i�

d
dt

〈L̂z〉 = −[
Ĥ , L̂z

] = [
L̂z, Ĥ

]
. (9.56)

Since βm0c2 and V (r) are scalar functions and so commute with L̂z, from (9.55), we
have

[
L̂z, Ĥ

] = cρ
[
L̂z,

(
σ ′·p̂)] = cρ

{
L̂z

(
σ ′·p̂) − (

σ ′·p̂)
L̂z

}

= cρ
{
σ ′·(L̂zp̂ − p̂L̂z

)}

= cρ
{
σ ′·[L̂z, p̂

]}

= cρ
{
σ ′·([L̂z, p̂x

] + [
L̂z, p̂y

] + [
L̂z, p̂z

])}

= cρ
{
σ ′

x
[
L̂z, p̂x

] + σ ′
y
[
L̂z, p̂y

] + σ ′
z
[
L̂z, p̂z

] }
. (9.57)

From Eq. (A6.8), we know that L̂z = xp̂y − yp̂x, and we can readily deduce the
‘Vertauschungs’ relations involving L̂z: [L̂z, p̂x] = i�p̂y, [L̂z, p̂y] = − i�p̂x, and [L̂z, p̂z] = 0.
So, from (9.57) we have

i�
d
dt

〈L̂z〉 = [
L̂z, Ĥ

] = i�cρ
(
σ ′

xp̂y − σ ′
yp̂x

)
, (9.58)

and we see immediately that dL̂z/dt �= 0, so the z-component of the orbital angular
momentum is not a constant of the motion in this system.

So let’s now consider the z-component of the ‘double’ spin matrix, σ ′
z. We follow the

same logic:

i�
d
dt

σ ′
z = [

σ ′
z, Ĥ

] = cρ
[
σ ′

z,
(
σ ′·p̂)]

= cρ
{
σ ′

z
(
σ ′·p̂) − (

σ ′·p̂)
σ ′

z
}

= cρ
{(

σ ′
zσ

′ − σ ′σ ′
z
) ·p̂}

= cρ
{[(

σ ′
zσ

′
x + σ ′

zσ
′
y + σ ′

zσ
′
z
) − (

σ ′
xσ

′
z + σ ′

yσ
′
z + σ ′

zσ
′
z
)] ·p̂}

= cρ
{[(

σ ′
zσ

′
x − σ ′

xσ
′
z
) + (

σ ′
zσ

′
y − σ ′

yσ
′
z
) + (

σ ′
zσ

′
z − σ ′

zσ
′
z
)] ·p̂}

= cρ
{(

σ ′
zσ

′
x − σ ′

xσ
′
z
)

p̂x + (
σ ′

zσ
′
y − σ ′

yσ
′
z
)

p̂y + (
σ ′

zσ
′
z − σ ′

zσ
′
z
)

p̂z
}
. (9.59)
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By analogy with the Pauli spin matrices and particularly the exchange relations sum-
marized in (9.24)–(9.26), we have σ ′

zσ
′
x = −σ ′

xσ
′
z = iσ ′

y, and σ ′
zσ

′
y = −σ ′

yσ
′
z = −iσ ′

x,
and so

i�
d
dt

σ ′
z = [

σ ′
z, Ĥ

] = 2icρ
(
σ ′

yp̂x − σ ′
xp̂y

)
. (9.60)

And we see that σ ′
z is not a constant of the motion either. But it’s now really rather obvious

that we can combine these as follows:

d
dt

〈L̂z〉 + 1
2
�

d
dt

σ ′
z = cρ

(
σ ′

xp̂y − σ ′
yp̂x

) + cρ
(
σ ′

yp̂x − σ ′
xp̂y

) = 0. (9.61)

There is only one conclusion. The electron has an intrinsic spin angular momentum which
must be added to the orbital angular momentum. It is the total (orbital plus spin) angular
momentum which is time-independent and conserved, and which is a constant of the
motion. Of course, if we define Ŝ

′
z—the z-component of the spin angular momentum

written as a 4 × 4 matrix—as Ŝ
′
z = 1

2�σ
′
z, then Eq. (9.61) becomes d(〈L̂z〉+ 〈Ŝ′

z〉)/dt = 0.
We can obviously repeat this logic for L̂x, L̂y, σ ′

x, and σ ′
y, so we conclude in general that

dL̂/dt + 1
2�dσ ′/dt = 0. The electron has an intrinsic spin angular momentum of 1

2�σ
′.

Step (4): Place the Free Electron in a Relativistic
Electromagnetic Field. . .

This result demonstrates that electron spin arises naturally in a proper relativistic
treatment of the wave equation, but it doesn’t yet suggest how the spin might respond in
the presence of a magnetic field. To explore the consequences, we return to the equation
for a freely moving electron, (9.53), but we now place the electron in a relativistic
electromagnetic field.

From Eqs. (9.35) and (9.36), we know to replace p̂ with p̂ − eA, and E with E − eφ:

cρ
[
σ ′· (p̂ − eA

)]
� + βm0c2� = (E − eφ)�. (9.62)

Step (5): . . . And Take the Non-relativistic Limit

This next step might seem a little strange, but again I’m going to ask you to bear with
me. Let’s swop (9.62) around and take the square of both sides of the equation:

(E − eφ)2� = c2ρ2
[
σ ′· (

p̂ − eA
)]2

�

+ (ρβ + βρ)
[
σ ′· (

p̂ − eA
)]

m0c3� + β2m2
0c4�.

(9.63)
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But ρ2 = β2 = 1, and ρβ = −βρ (check it out), leaving us with

(
E − eφ

)2
� = c2[σ ′· (p̂ − eA

)]2
� + m2

0c4�. (9.64)

This is just a version of Eq. (9.2) with E replaced by E − eφ, and the linear momentum
operator p̂ replaced by σ ′· (p̂ − eA

)
.

In the non-relativistic limit, in which the electron is assumed to be moving slowly with
respect to the speed of light, we can use the analogy with the classical Eq. (4.12) to write

p̂2

2me
� + m0c2� = E�. (9.65)

By comparison with (9.64), we replace E with E − eφ, and p̂ with σ ′· (p̂ − eA
)
. After a

little rearrangement, this gives us access to a non-relativistic limiting form of (9.62):

[
σ ·(p̂ − eA

)]2

2me
� + m0c2� + eφ� = E�. (9.66)

Notice that I’ve dropped the prime on σ because in this non-relativistic limit we’ve
returned to a system of 2 × 2 Pauli spin matrices, and a two-component column matrix
for �.

Let’s now evaluate the rather forbidding term in square brackets in (9.66):

[
σ · (p̂ − eA

)]2
� = {[

σ · (p̂ − eA
)] · [σ · (p̂ − eA

)]}
�. (9.67)

If we set P = p̂ − eA, then the right-hand side of (9.67) becomes [(σ · P)·(σ · P)] � and
we can make use of the spin matrix identity, Eq. (9.31), to write this as

[(
σ ·P)·(σ ·P)]

� = P2� + iσ ·(P×P
)
�. (9.68)

We might be tempted to conclude that the second term on the right-hand side of (9.68)
must be zero, since the cross product of identical vectors is zero. But notice that I’ve
stubbornly insisted on carrying through the electron wavefunction, �. The vector P
contains the gradient operator ∇ (because p̂ = −i�∇), and ∇ operates on �, and this
makes a world of difference.

Let’s now evaluate this in stages, starting with (P×P) �. We have

(
P×P

)
� = [(

p̂ − eA
) × (

p̂ − eA
)]

�

= (
p̂×p̂

)
� − e

[(
p̂×A

) + (
A×p̂

)]
� + e2(A×A

)
�. (9.69)



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi

196 Step (6): The Magnetic Dipole Moment of a Spinning Electron

This is where it becomes really important not to lose sight of the electron wavefunction.
The first term on the right-hand side of (9.69) is

(
p̂×p̂

)
� = −i�

(∇×∇)
� = −i�

(∇×∇�
) = 0, (9.70)

since ∇×∇f = 0, where f is any scalar function. Similarly, for the third term,

e2(A×A
)
� = 0, (9.71)

since (A×A) = 0. We can expand the second term in (9.69) as follows,

−e
[(

p̂×A
) + (

A×p̂
)]

� = i�e
[(∇×A�

) + (
A×∇�

)]

= i�e
(∇×A

)
�,

(9.72)

since ∇×Af = (∇×A) f + ∇f ×A = (∇×A) f − A ×∇f , which means that ∇×Af +
A×∇f = (∇×A) f .

But we know from Eq. (9.34) that ∇×A = B. So, we now have

(
P×P

)
� = [(

p̂ − eA
) × (

p̂ − eA
)]

� = i�eB�. (9.73)

From (9.67) and (9.68), we have (remember, i2 = −1)

[
σ · (p̂ − eA

)]2
� = (

p̂ − eA
)2

� − �e
(
σ ·B)

�. (9.74)

We’re now in a position to put this result into Eq. (9.66):

(
p̂ − eA

)2

2me
� − �e

2me

(
σ ·B)

� + m0c2� + eφ� = E�. (9.75)

But we know from our earlier discussion that the electron spin angular momentum is
given by Ŝ = 1

2�σ , or σ = 2Ŝ/�. On substituting for σ in (9.75), we get

(
p̂ − eA

)2

2me
� − 2

e
2me

(
Ŝ · B

)
� + m0c2� + eφ� = E�. (9.76)

You’ll notice that I’ve deliberately not cancelled the factor of 2 in the second term on the
left of (9.76). The reason will soon become obvious.

Step (6): The Magnetic Dipole Moment of a Spinning Electron

To complete this final part of the story, we need to back-fill on some of the details of the
interaction of an electron with a magnetic field.

The electron is a charged particle and, when placed in a magnetic field B, we expect
the electron to become aligned with the magnetic ‘lines of force’, re-orientating like a
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compass needle as it enters the field. This is the magnetic dipole moment, μ, which depends
on the angular momentum of the electron and is manifested as a torque given by μ×B.
The energy associated with this torque is –μ ·B.

For the case of electron orbital angular momentum a relation between μorbital and the
angular momentum vector L can be deduced from classical mechanics (see Appendix 6,
Eq. (A6.15)),

μorbital = γeL (9.77)

where γe = −e/2me is the gyromagnetic ratio, the ratio of the electron magnetic dipole
moment to its angular momentum. The associated energy is then given by −γe (L·B).

We can follow precisely the same logic with the electron’s intrinsic spin angular
momentum. Unlike orbital angular momentum, there is no classical counterpart to
electron spin but, by analogy with (9.77), we can write

μspin = γeS, (9.78)

where S is the spin angular momentum vector. This implies an associated energy of
−γe(S·B).

Again, we replace S with the quantum-mechanical operator Ŝ, so that μspin = γeŜ and
the associated energy is given by −γe(Ŝ·B). But if we now compare this with the relevant
term in (9.76), we see immediately that the ratio is twice as large as we might expect from
our consideration of orbital angular momentum. This really shouldn’t come as too much
of a surprise, since the eigenvalues of L̂ are ml�, and ml takes only integer values, whereas
the eigenvalues of Ŝ are ms�, and for an electron ms can take only the values +1

2 and −1
2 .

We accommodate this difference by introducing a new numerical factor, ge, called
variously the ‘g-factor’, ‘Landé factor’ (named for Alfred Landé), or the ‘Landé g-factor’.
For the orbital magnetic moment, μorbital = geγeL̂, and ge = 1. For the spin magnetic
moment, μspin = geγeŜ, and ge = 2.

As I mentioned in Chapter 8, this distinction between orbital and spin magnetic
moments had been known from experiment for some time. But Dirac was now able to
demonstrate how this difference arises directly from a relativistic treatment of the wave
equation for the electron.

News of Dirac’s breakthrough spread quickly. Dirac wrote a letter to Max Born in
Göttingen ahead of publication of a paper setting out his approach. Léon Rosenfeld
described its reception: ‘It was immediately seen as the solution. It was regarded really as
an absolute wonder.’11

The Dream of Philosophers

Dirac had been obliged to pay a price for his solution, however. His use of 4 × 4
matrices meant that he had twice as many solutions on his hands. The two possible
orientations of the electron spin angular momentum account for half of these. The other
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two are characterized by their negative energy, a consequence most easily demonstrated
by bringing to rest the free electron described by Eq. (9.53). In these circumstances
cρ

(
σ ′·p̂)

� = 0 and

βm0c2� = E�. (9.79)

From (9.44) (remember, β = α4) and (9.47), we have

⎛

⎜
⎜
⎝

1 0
0 1

0 0
0 0

0 0
0 0

−1 0
0 −1

⎞

⎟
⎟
⎠ m0c2

⎛

⎜
⎜
⎝

�1
�2
�3
�4

⎞

⎟
⎟
⎠ = E

⎛

⎜
⎜
⎝

�1
�2
�3
�4

⎞

⎟
⎟
⎠

⎛

⎜⎜
⎝

m0c2�1
m0c2�2

−m0c2�3
− m0c2�4

⎞

⎟⎟
⎠ =

⎛

⎜⎜
⎝

E1�1
E2�2
E3�3
E4�4

⎞

⎟⎟
⎠. (9.80)

The negative energy solutions are an inevitable consequence of using the correct
relativistic expression for the total energy, (9.3), which involves E2.

These solutions have some bizarre properties. Where the ‘ordinary’, positive-energy
electrons will accelerate under an applied force, the particles described by the negative-
energy solutions actually slow down the harder they are pushed. The temptation of most
physicists when faced with such unreasonable results is to dismiss them as ‘unphysical’
and continue only with the positive-energy solutions. This might have been acceptable
when considering problems in classical physics, in which energy changes are assumed
to be continuous and systems that start with positive energy cannot suddenly jump to
negative-energy states.

However, quantum mechanics admits exactly this kind of sudden, discontinuous
jump and it was perfectly feasible for a positive-energy electron to jump to a negative-
energy state. This would appear in the laboratory as a jump from a ‘conventional’ state
characterized by the familiar negative electron charge, −e, to a state characterized by a
very unfamiliar positive electron charge, +e. No such transition had ever been observed.

This unusual behaviour left nagging doubts. Heisenberg wrote to Bohr: ‘I am
much more unhappy about the question of the relativistic formulation and about the
inconsistency of the Dirac theory. Dirac was here [in Leipzig, June 1928] and gave a
very fine lecture about his ingenious theory. But he has no more idea than we do about
how to get rid of the difficulty e → −e .’12

The extra solutions had to be taken seriously, and they were a worry. What could they
represent?

Dirac wrestled with what became known as the ‘±’ problem for the next two years. In
December 1929 he outlined a proposed solution. Suppose, he said, that the universe
is filled with a ‘sea’ of negative-energy states all occupied by spin-paired electrons.
We would have no way of knowing of the existence of such a sea because, when filled,
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it wouldn’t interact with anything and would merely serve as a kind of backdrop against
which positive-energy changes would be measured.

However, if an electron were to be promoted out of the sea—to become an observable,
positive-energy electron—it would leave behind a ‘hole’. The negative-energy hole would
behave exactly like a positive-energy, positively charged particle.

Dirac suggested that the positively charged particle created by the hole in the negative-
energy sea was, in fact, a proton. His logic was not without precedent. Rutherford had
referred to the nucleus of the hydrogen atom as a ‘positive electron’ for six years before
introducing the term ‘proton’ in 1920. And making protons out of ‘electron holes’ had a
nice symmetry to it that fed Dirac’s desire to find a unitary description of the fundamental
constituents of matter.

As he reported to a meeting of the British Association for the Advancement of Science
in September 1930:13

It has always been the dream of philosophers to have all matter built from one fundamen-
tal kind of particle, so that it is not altogether satisfactory to have two in our theory, the
electron and the proton.∗ There are, however, reasons for believing that the electron and
the proton are really not independent, but are just two manifestations of one elementary
kind of particle.

But Dirac had reached for the dream too soon. His proposal was roundly criticized on all
sides because, among other things, it demanded that the masses of the electron and ‘hole’-
derived proton should be the same. It was already well known that there is a substantial
difference in the masses of these particles, the proton heavier by a factor of almost 2000.
The debate continued.

Dirac eventually gave up on his dream, finally accepting in 1931 that the hole should
have the same mass as the electron. Instead he suggested the existence of the positive
electron, ‘a new kind of particle, unknown to experimental physics, having the same
mass and opposite charge to an electron’.14 Such particles would come to be known
as antiparticles which, when combined, produce antimatter. American physicist Carl
Anderson found evidence for Dirac’s positive electron, which he named the positron,
in cosmic ray experiments in 1932–3.†

Quantum Electrodynamics

It would be remiss of me to close this chapter without mentioning that Dirac’s ‘absolute
wonder’ would eventually be overtaken by experiment, some 19 years later, and shown
to be not quite adequate.

∗ The neutron had not yet been discovered.
† Anderson initially thought that the particle tracks he had observed in these experiments were due to

protons. But protons are too heavy, and in May 1933 he changed his mind and suggested that the tracks
were, in fact, due to positrons. These particles were subsequently confirmed to be Dirac’s positive electrons by
Patrick Blackett and Giuseppe Ochialini.
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There were two sources of experimental discomfort. For the configurations 2s1(2S½)
and 2p1(2P½), Dirac’s relativistic theory of the hydrogen atom spectrum predicts that
these should be degenerate. However, detailed microwave spectroscopy studies by Willis
Lamb and Robert Retherford showed in 1947 that there is a small energy difference
between these states. This came to be known as the Lamb shift.

The second source of trouble lay in the g-factor for electron spin. As we saw above,
Dirac’s theory predicts ge = 2. But experimental results reported by Isidor Rabi, John
Nafe, Edward Nelson, Polykarp Kusch, and H. M. Foley suggested that it is actually
slightly larger, more like 2.00244. To be sure, this is a small difference; a little over
0.1 per cent. But such differences were now well outside the bounds of experimental
error.

The answer would emerge in the form of quantum electrodynamics (QED), a quantum
version of relativistic electrodynamics in which wave–particle duality is replaced by
the duality of field and particle. This was devised in distinctly different mathematical
formulations by Richard Feynman, Julian Schwinger, and Sin-Itiro Tomonaga. Freeman
Dyson showed in early 1949 that these formulations are equivalent.

The result was a theory that predicts the results of experiments to astonishing levels
of accuracy and precision. The g-factor for the electron is predicted by QED to have
the value 2.00231930476, with an uncertainty of plus or minus 0.00000000052. The
comparable experimental value is 2.00231930482, with an experimental uncertainty of
plus or minus 0.00000000040.∗ ‘To give you a feeling for the accuracy of these numbers,’
Feynman wrote, ‘it comes out something like this: If you were to measure the distance
from Los Angeles and New York to this accuracy, it would be exact to the thickness of a
human hair.’15

..........................................................................................
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Dirac, Von Neumann, and the
Derivation of the Quantum
Formalism
State Vectors in Hilbert Space

The evolution of quantum mechanics through the 1920s was extraordinarily exciting but
it was also profoundly messy. As physicists scrambled to make sense of what experiment
was telling them about the mechanics of electrons and the inner workings of atoms,
they had grabbed hold of whatever classical concepts seemed to fit and had twisted
and tortured these to produce a quantum description. The simple truth is that quantum
mechanics is like nothing we’ve ever seen before, yet the only tools that are available to
make sense of it come from classical descriptions wholly unsuited to the task.

Planck had somehow managed to wring E = hν from a classical description of the
entropy of black body radiation. Bohr had made some spectacularly erroneous assump-
tions to derive the Rydberg formula and establish the notions of quantum numbers
and quantum jumps. De Broglie had fused Einstein’s special relativity with the Planck–
Einstein relation to derive λ = h/p and establish the notion of wave–particle duality.
Schrödinger had taken de Broglie’s idea of ‘matter waves’ seriously and had derived a
non-relativistic wave equation which, when applied to the electron in a hydrogen atom,
demonstrated how the quantum numbers emerge naturally as the eigenvalues of the
Hamiltonian.

But what were the electron wavefunctions supposed to represent? Schrödinger wanted
to take them literally as descriptive of an essentially wave-like matter, but Born insisted
instead that they are merely calculation devices: the modulus-squares of the wavefunc-
tions give us probabilities for different outcomes of quantum events or probabilities for
‘finding’ the electron in specific physical states. Heisenberg and Bohr interpreted the
uncertainty principle as a limitation on what can be known about a quantum system.

Through the work of Pauli, Heisenberg, and Dirac, the phenomenon of electron spin
was finally accommodated in a proper relativistic treatment of the wave equation, the
stability of matter was explained, and antimatter was discovered. But the problem of
interpretation remained.

The Quantum Cookbook. Jim Baggott, Oxford University Press (2020). © Jim Baggott.
DOI: 10.1093/oso/9780198827856.001.0001
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To say that the formulation of quantum mechanics was confused is to indulge in grand
understatement. Those physicists attending the Solvay conference in Brussels in 1927
witnessed the opening exchanges of what was to become one of the most famous debates
in the entire history of science, as Einstein and Bohr squared off on the interpretation of
quantum mechanics.

I promise to return to this debate in Chapters 11 and 12, but for now I want to confront
the elephant in the room. By the late 1920s, quantum mechanics was a conceptual mess.
What was to be done?

Some physicists believed that in order to make progress it was necessary to throw out
much of the conceptual baggage that early quantum mechanics tended to carry around
with it and re-establish the theory on much firmer mathematical foundations. It was at
this critical stage, perhaps, that the search for deeper insights into the underlying physical
reality was set aside in favour of mathematical expediency. Pragmatism demanded a
coherent mathematical framework which worked. To these physicists, it didn’t matter so
much that the deeper meaning of the theory’s concepts appeared to become increasingly
disconnected from the reality that the theory was trying to describe. And yet reality itself,
it could be argued, had taken a profoundly bizarre turn.

The heated arguments about the nature and interpretation of the wavefunctions and
the need to leave behind the conceptions of classical wave motion hinted at the need for a
new structure that did not promote this tendency. In his Principles of Quantum Mechanics,
first published in 1930, Dirac set out a powerful new structure designed deliberately to
look nothing like its intellectual predecessors. He wrote:1

[Quantum mechanics] requires the states of a dynamical system and the dynamical
variables to be interconnected in quite strange ways that are unintelligible from a classical
standpoint. The states and dynamical variables have to be represented by mathematical
quantities of different natures from those ordinarily used in physics.

State Vectors and Vector Spaces

What was needed was a mathematical structure which captured all the quantum-
mechanical properties and relationships that had thus far been uncovered. Although
rather novel, there was no real issue with the notion of deriving physical observables
as the expectation values of their corresponding quantum-mechanical operators, Eq.
(7.11), and physically real observables would still imply Hermitian operators according
to (7.13). The non-commutativity of the operators for complementary observables
would still imply an uncertainty relation according to Eq. (7.43).

The operators were not the problem. Rather, all the conceptual problems were coming
from the substrate: from the things that the operators were supposed to be operating on.

But if the concept of the wavefunction was to be abandoned—at least in the way that
I have used it so far in this book—then whatever was to replace it still needed to possess
all the properties and exhibit all the relationships that had so far been discovered. This
included the ability to form superpositions (7.5), and the properties of orthogonality and
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normalization (6.7). The modulus-square of whatever was to replace the wavefunction
must still relate to a quantum probability of some kind.

There were some important clues in the relationship between Schrödinger’s wave
mechanics and Heisenberg’s matrix mechanics.

In 1926 the Hungarian mathematician John von Neumann had attended a lecture on
matrix mechanics given by Heisenberg in Göttingen. The great mathematician David
Hilbert had also been in the audience, and after the lecture he expressed personal
difficulties in comprehending the significance of matrix mechanics and its relationships
with wave mechanics. Von Neumann volunteered an explanation in a language that
Hilbert could understand. Whilst the matrix and wave mechanical formalisms could be
connected by a set of rules within a general ‘transformation theory’ (as Schrödinger
himself had demonstrated), von Neumann believed this equivalence belied a deeper,
more fundamental mathematical framework.

The problem was that the two quantum descriptions were so very different in their
approaches. Matrix mechanics is a theory in a ‘space’ of index values identifying the
locations of elements within the theory’s abstract tables of numbers.∗ Wave mechanics
is a theory in an abstract multidimensional ‘configuration space’. The theories could not
easily be brought together. Von Neumann wrote:2

That this cannot be achieved without some violence to the formalism and to mathematics
is not surprising. The spaces . . . are in reality very different, and every attempt to relate
the two must run into great difficulties.

However, von Neumann argued, the spaces themselves are not so important. It is the
relation between functions in the two spaces that is essential for the physical interpretation
of the theory’s predictions. Von Neumann showed that these functions are isomorphic—
it is possible to establish a direct, one-to-one correspondence between them: they ‘are
identical in their intrinsic structure (they realise the same abstract properties in different
mathematical forms)—and since they . . . are the real analytical substrata of the matrix
and wave theories, this isomorphism means that the two theories must always yield the
same numerical results’.3

We should recall from Chapter 9 that we introduced two- and four-dimensional
column matrices to represent the spin states of an electron (and positron). These column
matrices and the matrices of matrix mechanics act in much the same way as vectors in
classical physics.

And here is at least part of the answer. The wavefunctions should be replaced not
with another set of functions or matrices, but rather with a particular set of state vectors
which represent the physical states of quantum objects. Obviously, classical vectors
operating in ordinary three-dimensional Euclidean space can’t meet our requirements.

∗ I’ve put ‘space’ in inverted commas because we need to be clear that this does not refer to the familiar,
three-dimensional Euclidean space of everyday experience. The term is being used here as a shorthand for
all the dimensions within which a set of mathematical objects (such as matrix elements) can be said to ‘exist’
and—more meaningfully—within which they can be manipulated.
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Instead, the quantum-mechanical state vectors operate in an abstract, possibly complex,
multidimensional, or even infinite-dimensional vector space.

The paper that von Neumann drafted in 1926 to explain the relationships between
matrix and wave mechanics to Hilbert was subsequently to become the Mathematical
Foundations of Quantum Mechanics, first published in German in 1932.

Thus, both Dirac and von Neumann realized that a structure based on vector spaces
frees us from the mental prison of ordinary three-dimensional space. Such a structure
allows us to define an abstract space with whatever number and nature of dimensions
we need to suit our purposes, including complex dimensions. By definition, these dimen-
sions are not constrained to be visualizable, for example in a Cartesian coordinate system.

A vector space is defined by the rules for combining the vectors that constitute it,
specifically those for forming inner, scalar, or ‘dot’ products, and for multiplying the
vectors by scalar quantities. The combining rules chosen to create a new quantum
mechanics mirror those of the wavefunctions of standard wave mechanics but cannot be
derived from them. Rather, they are assumed and later proved to be consistent through
agreement between prediction and experiment. The vector space can be complex, yet
it is intended to provide a very simple, straightforward, and intuitive connection with
quantum probabilities. All the manipulations required to yield the values of observable
quantities in matrix and wave mechanics can be reproduced in a quantum mechanics
based on vector spaces.

Despite the apparent flexibility achieved through the introduction of these concepts,
the requirements of quantum mechanics and the connection with real quantities mea-
surable in the real world must still be satisfied. This is particularly important in situations
where an infinite number of dimensions is required. In other words, the results of
calculations involving an infinite series of terms must converge. Vector spaces with the
right kinds of convergence properties are singled out for special attention and are referred
to as Hilbert spaces.

It is easy to get lost in this kind of mathematical abstraction, but here’s how I try to
think about it. In the Prologue I explained how switching to a phase space description
in Hamiltonian mechanics allows us to represent the motions of an entire system
consisting of many moving objects as the single trajectory of a point in a multidimensional
configuration space. Now, phase space is a mathematical abstraction, and in this sense it is
‘unreal’. But it is constructed from the real positions and momenta of multiple, physically
real objects.

It might therefore be helpful to acknowledge that Hilbert space is to quantum
mechanics what phase space is to classical Hamiltonian mechanics.∗

Hilbert’s Sixth Problem

If we are to replace the wavefunctions of Schrödinger’s wave mechanics with state vectors
in an abstract vector space, then to formulate a new quantum representation we still need

∗ Alas, this should not be taken to imply that there exists a more fundamental reality for which Hilbert space
is a mathematical abstraction.
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a second key ingredient. We need some rules for how these vectors should be manipu-
lated, how they should be combined, how they are operated on to deduce observables,
how they relate to quantum probability, and how we expect them to evolve in time.

The source of this second ingredient can also be traced back to the influence of
Hilbert. In a lecture delivered to the International Congress of Mathematicians in Paris
in 1900, Hilbert outlined a long list of key problems that he believed would occupy
the ‘leading mathematical spirits of coming generations’. The list has become known
as Hilbert’s problems.4

The sixth of these concerns the mathematical treatment of the axioms of physics.
Drawing on the foundations of geometry as an example, Hilbert stated that an important
goal for future mathematicians would be ‘to treat in the same manner, by means of
axioms, those physical sciences in which mathematics plays an important part’. He went
on to say:

If geometry is to serve as a model for the treatment of physical axioms, we shall try first by
a small number of axioms to include as large a class as possible of physical phenomena,
and then by adjoining new axioms to arrive gradually at the more special theories.

Axioms are self-evident truths that are not themselves in need of further proof, and
represent the foundation stones of the mathematical structure that can be derived
from them. The introduction of the axiomatic method by Hilbert and his disciples was
manifested as an almost pathological drive to eliminate any form of intuitive reasoning
from mathematics, arguing that the subject was far too important for its truths to
be anything other than ‘hard-wired’ from its axioms through to its theorems (or true
statements).

This drive for mathematical rigour and formality inevitably resulted in a disconcerting
increase in obscure symbolism and mathematical abstraction contributing, according
to the philosopher Roland Omnès, to the ‘fracture’: the near impossibility for anyone
of average intelligence but without formal training in mathematics or logic to fully
comprehend aspects of modern fundamental science.5

So, here was the complete answer. To derive a new way of formulating quantum
mechanics, we replace the wavefunctions with a substrate of state vectors in an abstract
vector space and formally embed all the most important definitions and relations we need
within a system of axioms. Now, Dirac and von Neumann took conspicuously different
approaches in their classic texts, so here I propose to present the axioms as you would
expect to find them in a contemporary textbook.

For the purposes of this chapter, the list of axioms replaces the usual list of mathe-
matical ingredients, and a brief exploration of the formalism replaces the recipe.

The Axioms

1. The state of a quantum-mechanical system is completely defined by its state vector.

2. Observables are represented by a specific class of mathematical operators that act
on the relevant Hilbert space.
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3. The mean value of an observable is given by the expectation value of its corre-
sponding operator.

4. The probability of obtaining the value of an observable is given by the modulus-
square of the state vector (this is the Born rule).

5. In a closed system with no external influences, the state vector evolves in time
according to the time-dependent Schrödinger equation.

I know what you’re thinking. These are not like the axioms of Euclidean geometry, which
are concerned with the self-evident properties of straight lines, circles, right angles, and
parallel lines. The axioms of quantum mechanics are hardly self-evident. But we can
accept them as axioms if we adopt a modern interpretation of the term, as propositions
belonging to a formal language (a set of symbols and a set of rules for combining the
symbols to form proposition statements) which are assumed to be true by hypothesis,
and which are to be justified through agreement between prediction and experience.

Incidentally, Axiom 1 is quite provocative. The debate that was begun by Einstein
and Bohr in 1927 continues to this day, and largely hinges on whether quantum
mechanics is to be regarded as a complete theory. Clearly, if it is to be self-consistent
and mathematically rigorous, any new quantum formalism must be considered to be
complete, and Axiom 1 makes this a given. We’ll be revisiting this question with a
vengeance in Chapter 12.

The Formalism

I still think it’s worth taking this in small steps. In Step (1), I will introduce a notation that
was devised by Dirac in 1939 and which greatly simplifies the new formalism, and I will
use this to explore a few of the basic mathematical properties of the state vectors. In Step
(2) we explore the actions of operators corresponding to the physical observables, and
the rules we need to use for combining the state vectors will start to become apparent as
we manipulate them. In Step (3), we explore the properties of superposition states and
use these to derive so-called projection amplitudes and projection operators. This leads
us in Step (4) to the introduction of the Born rule through Axiom 4, which allows us to
deduce quantum probabilities from the modulus-squares of the projection amplitudes
and to define something called the probability density matrix.

If all this seems really rather too abstract, we can try to bring it back down to earth in
Step (5) by making a direct comparison between the state vectors of quantum mechanics
and classical unit vectors. Finally, in Step (6) we see how to handle the time dependence
of the state vectors through the introduction of the time evolution operator.

Step (1): Introduce the Dirac ‘Bracket’ Notation

Dirac first published The Principles of Quantum Mechanics in 1930, and nine years
later he devised a notation that would greatly simplify the new quantum formalism
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and which has since become a staple of undergraduate courses on the subject. His
motivation was based on the recognition that ‘a good notation can be of great value in
helping the development of a theory, by making it easy to write down those quantities or
combinations of quantities that are important, and difficult or impossible to write down
those that are unimportant’.6 He seems initially to have kept this notation pretty much to
himself and it did not receive wider acknowledgement until the publication of the third
edition of The Principles in 1947.

In this new notation, Dirac replaced the wavefunctions of wave mechanics with a very
different set of mathematical objects, which he called ket vectors, which is just a particular
form for the more general state vector. The ket vector is assumed to represent the state of
a quantum dynamical system at a particular time. So, for example, instead of the spatial
wavefunction ψn, we write the ket vector as |n〉.∗ Here the use of n can be taken to indicate
that the state depends on one or more quantum numbers, or it can simply be used as a
convenient label to distinguish different states. Many textbooks suggest that |n〉 can be
thought to be ‘equivalent to’ ψn, but this is somewhat misleading. For one thing, ψn is
generally interpreted as a scalar function, not a vector.†

So, according to Axiom 1, the state of a quantum-mechanical system is completely
described by the ket vector |n〉.

Remember that we don’t really deduce the mathematical properties of the ket vectors
directly from the physics. Instead, we assume those properties that prove to be consistent
with the way that the formalism needs to work if it is to produce the right kinds of
predictions for the physics.

Although von Neumann used a different notation in Mathematical Foundations, he
opens Chapter 2 with a definition of abstract Hilbert space in terms of the properties of
the vectors themselves. We’ll do the same here, but using Dirac’s notation. So, if we add
together two different ket vectors |m〉 and |n〉, we get another ket vector:

|m〉 + |n〉 = |o〉. (10.1)

Such addition is both commutative,

|m〉 + |n〉 = |n〉 + |m〉, (10.2)

and associative,

( |m〉 + |n〉) + |o〉 = |m〉 + ( |n〉 + |o〉). (10.3)

We can define a ‘null vector’, |0〉, such that |m〉 + |0〉 = |m〉, and |0〉 − |m〉 = −|m〉.

∗ Don’t be put off by the strange use of the vertical line and angle bracket to symbolize the vector—the
reasons for this particular notation will soon become clear.

† Inside the | 〉 notation we can use whatever symbol we think is most appropriate for the problem we’re
trying to solve, and many physicists will quite happily use the Greek symbol ψ , writing the vector as |ψ〉. I’ve
done this myself in other books and on many other occasions. However, I’m going to avoid this kind of notation
in this book, for the simple reason that we often can’t help thinking of ψ as a wavefunction, and it’s always helpful
to avoid confusion.
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The product of a scalar quantity (which can be complex) and a ket vector is another
ket vector, for example,

|zm〉 = z|m〉 = |m〉z = |n〉, (10.4)

where z can be a complex number.
Multiplication by a scalar quantity is distributive:

z( |m〉 + |n〉) = z|m〉 + z|n〉 and
(
z + z′) |n〉 = z|n〉 + z′|n〉. (10.5)

So far, this doesn’t seem so very different from the properties of familiar classical vectors,
but there is one important exception. Classical vectors are defined in a real three-
dimensional vector space (typically defined along Cartesian coordinates x, y, z). There
is no prescription for multiplying them by complex scalar quantities, because such a
prescription simply isn’t needed. In contrast, we require the vector space in quantum
mechanics to accommodate the possibility of complex vectors.

The formalism starts to get really interesting when we look at how we need to form
inner, scalar, or ‘dot’ products of these vectors (which for simplicity I will call inner
products in what follows). To do this we define a bra vector, which we write as 〈n| . It’s
tempting to think of this simply as the complex conjugate of the ket vector |n〉, but we
will soon see that there’s a little more to it than this.

The inner product is then formed by multiplying the bra vector from the left, thus
combining bra and ket vectors into a ‘bracket’. For example, multiplying 〈m| and |n〉
gives the bracket 〈m|n〉. Interchanging the labels is then equivalent to taking the complex
conjugate of the product: 〈n|m〉 = 〈m|n〉∗.

The bra vectors have the same mathematical properties as their associated ket
vectors—summarized earlier in Eqs. (10.1)–(10.5)—with one important exception. The
bra corresponding to the vector z|n〉 is not 〈n|z , but rather 〈n|z∗ , where z∗ is the complex
conjugate of z.

Multiplication by bra vectors is also distributive:

〈o| ( |m〉 + |n〉) = 〈o|m〉 + 〈o|n〉 and

(〈m| + 〈n| ) |o〉 = 〈m|o〉 + 〈n|o〉. (10.6)

A ket vector is said to be normalized if the inner product formed with its bra is equal to
1, e.g. 〈n|n〉 = 1. Two different ket vectors are said to be orthogonal if their inner product
is equal to 0, e.g. 〈m|n〉 = 0. Thus, the vectors are orthonormal if

〈m|n〉 = δmn, (10.7)

where the Kronecker delta δmn = 1 when m = n and 0 when m �= n.
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We can see that this reflects the properties of the quantum wavefunctions that we
discovered in Chapters 5–9, and in his 1939 paper Dirac wrote:7

Two general rules in connexion with the new notation may be noted, namely, any
quantity in brackets 〈 〉 is a number, and any expression containing an unclosed bracket
symbol 〈 or 〉 is a vector in Hilbert space, of the nature of [a wavefunction].

But if we persist with the notion that |n〉 is ‘equivalent to’ or ‘of the nature of’ ψn, then
we must be careful to admit that 〈n| cannot be equivalent to ψ∗

n . Rather, its equivalence
with quantities derived in wave mechanics is only manifest when we combine the bra
and ket vectors together. The inner products 〈m|n〉 and 〈n|n〉 are then ‘equivalent to’ the
integrals

∫
ψ∗

mψndτ and
∫

ψ∗
nψndτ , respectively.

I don’t want to say any more about this here, but readers interested in the significance
and formal definition of 〈n| should consult Chris Isham’s Lectures on Quantum Theory.8

Step (2): Explore the Actions of Operators Corresponding
to Observables

So let’s now apply an operator, Â, which we assume relates to some physical observable,
such as linear momentum or energy. If |n〉 is an eigenstate of Â, we know from
Schrödinger’s wave mechanics that the action of Â must be to return an eigenvalue, which
we will write as an. We obviously want the same from the state vectors, so

Â|n〉= an|n〉. (10.8)

Multiplying from the left by the bra vector 〈n| then gives

〈n| ·(Â |n〉) = 〈n| Â |n〉 = 〈n|an |n〉 = an 〈n|n〉. (10.9)

The product 〈n| Â |n〉 (which is ‘equivalent to’
∫

ψ∗
n Âψndτ) is the expectation value 〈Ân〉,

so we can see from (10.9) that, if |n〉 is normalized, then the expectation value is exactly
the eigenvalue an.

But if an is to represent a physical observable, then it must be an exclusively real
quantity. To see what this means for the operator Â we take the Hermitian conjugate of
(10.9) (cf. Eq. (7.15)):

[ 〈n| ·(Â |n〉)]∗ = (
Â|n〉)∗· |n〉

= (
an |n〉)∗ |n〉 = (〈n|a∗

n
) |n〉 = a∗

n 〈n|n〉 = a∗
n. (10.10)

If an is to be exclusively real, then an = a∗
n and so

〈n| ·(Â |n〉) = [ 〈n| ·(Â |n〉)]∗. (10.11)



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi

212 Step (3): Explore the Properties of Superposition States

In other words, Â must be an Hermitian or self-adjoint operator. This is what is meant
by ‘special class’ in Axiom 2.

Of course, in this formalism we need to retain everything we’ve learned about the
operators themselves from the preceding chapters. Specifically, the operators must satisfy
all the various commutation relations (which can also be taken as axioms and assumed
without proof), such as

[
x, p̂x

] = i�, satisfied by assuming p̂x = −i�∂/∂x. This means
that the derivation of Heisenberg’s uncertainty principle is preserved (Chapter 7) and
very much part of the new structure.

Step (3): Explore the Properties of Superposition States

In order to appreciate the need for the term ‘mean value’ in Axiom 3, let’s form a
superposition of two ket vectors |m〉 and |n〉, both of which are eigenstates of Â with
eigenvalues am and an:∗

|p〉= cm|m〉 + cn|n〉. (10.12)

Here |p〉 is the resultant state and cm and cn are expansion coefficients (cf. Eq. (7.8)).
Applying the operator now gives

Â|p〉 = cmÂ |m〉 + cnÂ |n〉
= cmam|m〉 + cnan|n〉. (10.13)

We now define the bra vector, 〈p|, as

〈p| =〈m|c∗
m + 〈n|c∗

n, (10.14)

such that

〈p| Â |p〉 = (〈m| c∗
m + 〈n| c∗

n) (cmam|m〉 + cnan|n〉)
= c∗

mcmam〈m|m〉 + c∗
mcnan〈m|n〉

+ c∗
ncmam〈n|m〉 + c∗

ncnan〈n|n〉. (10.15)

If |m〉 and |n〉 are eigenstates of Â, then 〈m|n〉 = δmn—Eq. (10.7). The product 〈p| Â |p〉
is the expectation value 〈Âp〉 so, just as before (Eq. (7.11)), we have

〈Âp〉 = 〈p| Â |p〉 = |cm|2am + |cn|2an (10.16)

∗ For simplicity, I’m limiting this to just two ket vectors. In general, |p〉 = ∑
j cj |j〉, where the sum extends

over all vectors required to represent the superposition state.
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If |p〉 is normalized, so that 〈p|p〉 = 1, then

〈p|p〉 = (〈m|c∗
m + 〈n|c∗

n) (cm|m〉 + cn|n〉)
= |cm|2〈m|m〉 + c∗

mcn〈m|n〉 + c∗
ncm〈n|m〉 + |cn|2〈n|n〉

= |cm|2 + |cn|2 = 1. (10.17)

And so we see that the expectation value in (10.16) really is the mean of the two
eigenvalues, each weighted by the modulus-square of the corresponding expansion
coefficient.

At this point it’s interesting to note what happens if we form the inner product of the
vectors 〈m| and |p〉, from Eq. (10.12):

〈m|p〉 = cm〈m|m〉 + cn〈m|n〉 = cm. (10.18)

Likewise,

〈n|p〉 = cm〈n|m〉 + cn〈n|n〉 = cn. (10.19)

This means that we can rewrite (10.12) as∗

|p〉 = (〈m|p〉) |m〉+ (〈n|p〉) |n〉
= |m〉〈m|p〉 + |n〉〈n|p〉. (10.20)

The inner products 〈m|p〉 and 〈n|p〉 are sometimes referred to as projection amplitudes.
They provide a measure of the extent of the projection of one vector onto another, in
this case of |p〉 on |m〉 and |p〉 on |n〉.

The inner products, just like the coefficients themselves, are scalar quantities (‘num-
bers’, as Dirac explained in the quote earlier), allowing us to switch the order of
multiplication in Eq. (10.20). I’ve done this specifically to highlight the ‘outer’ products
|m〉〈m| and |n〉〈n|, which are called ‘butterfly’ operators (for obvious reasons) or, more
meaningfully, projection operators. For example, when we apply |n〉〈n| to an arbitrary
vector, the leading bra vector 〈n| forms an inner product (or ‘dots into’ the vector), giving
the projection amplitude of the arbitrary vector on |n〉. The trailing |n〉 then turns this
back into a vector, and so it ‘maps’ the arbitrary vector onto |n〉.

The projection operators thus map a vector onto a subspace of the Hilbert space
determined by the eigenstates (|m〉 and |n〉 in this example), and possess just two
eigenvalues, 0 or 1.

To see how this works, let’s take a quick look at the action of the projection operator
P̂n = |n〉〈n| on some arbitrary vector |a〉,

P̂n|a〉= |n〉〈n|a〉 = pn|a〉, (10.21)

∗ Again, more generally |p〉 = ∑
j |j〉 〈j|p〉.
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where pn is assumed to be the corresponding eigenvalue. If we now apply P̂n a second
time, we get

P̂
2
n|a〉= |n〉〈n|n〉〈n|a〉 = |n〉〈n|a〉 = pn|a〉. (10.22)

Obviously, if P̂
2
n |a〉 = P̂n |a〉, then the only possible values for pn are 0 or 1.

Step (4): Introduce the Born Rule (Axiom 4)

Importing the Born rule through Axiom 4 allows us to translate the modulus-squares of
the expansion coefficients or projection amplitudes into quantum probabilities. If we ask
what is the probability of finding the state |n〉 in the superposition |p〉, the answer is |cn|2
or |〈n|p〉|2. These are called projection probabilities.

In fact, Eqs. (10.15) and (10.17) are suggestive of a matrix formulation (though you
shouldn’t imagine that we’ve somehow drifted into matrix mechanics). If we define the
probability density matrix as

ρ̂ =
(|cm|2 c∗

mcn

c∗
ncm |cn|2

)

=
( |〈m|p〉|2 〈m|p〉∗〈n|p〉

〈n|p〉∗〈m|p〉 |〈n|p〉|2
)

, (10.23)

then the trace of this matrix (see Appendix 7, Eq. (A7.2)) sums to 1: Tr
(
ρ̂
) = |cm|2 +

|cn|2 = 1. Furthermore, if we set up the product 〈p| Â |p〉 also as a matrix with elements
〈m| Â |m〉, 〈m| Â |n〉, etc., the expectation value 〈Âp〉 can be derived as the trace of the
product of ρ̂ and this operator matrix:

〈Âp〉 = Tr
(
ρ̂Âp

)
= Tr

[(|cm|2 c∗
mcn

c∗
ncm |cn|2

)(〈m| Â |m〉 〈m| Â |n〉
〈n| Â |m〉 〈n| Â |n〉

)]

. (10.24)

We know that if |m〉 and |n〉 are eigenstates of Â, then the diagonal matrix elements
〈m| Â |m〉 = am and 〈n| Â |n〉 = an, and the off-diagonal elements reduce to 0. Multiplying
the matrices and taking the trace then gives (see Eq. (A7.7)):

〈Âp〉 = Tr
(
ρ̂Âp

)
= Tr

[(|cm|2 c∗
mcn

c∗
ncm |cn|2

)(
am 0
0 an

)]

= Tr
(|cm|2am c∗

ncman

c∗
mcnam |cn|2an

)

= |cm|2am + |cn|2an (10.25)

as before.
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Step (5): Compare the State Vectors with Classical
Unit Vectors

We can now get some sense for what the state vectors represent by comparing their
properties with those of classical unit vectors. Suppose the classical unit vector p is
confined to the xy-plane. This means we can express it in terms of unit vectors i and
j defined along the x- and y-coordinates,

p = pxi + py j, (10.26)

where px and py are the projections of p along the x- and y-coordinates. The values of
these coefficients can be determined from the inner products,

px = (i · p) = |i‖p| cos θ = cos θ

py = ( j · p) = | j‖p|cos
(
90

◦ − θ
) = | j‖p|sin θ = sin θ , (10.27)

where θ is the angle between p and the x-coordinate, and |p| = |i| = | j| = 1, as these
are defined as unit vectors. Let’s now make a few comparisons.

The unit vectors are orthogonal:

Classical : (i · j) = cos 90
◦ = 0

Quantum : 〈m|n〉 = 0. (10.28)

The unit vectors are normalized:

Classical : (i · i) = cos 0
◦ = 1

Quantum : 〈m|m〉 = 1. (10.29)

The unit vectors provide a basis for representing other vectors:

Classical : p = pxi + py j = i (i · p) + j ( j · p)

Quantum : |p〉= cm|m〉 + cn|n〉= |m〉〈m|p〉 + |n〉〈n|p〉. (10.30)

The unit vectors provide a complete representation:

Classical : |i · p|2 + | j · p|2 = cos2θ + sin2θ = 1

Quantum : |〈m|p〉|2 + |〈n|p〉|2 = 1. (10.31)

We can see immediately from this that the quantum-mechanical state vectors are the unit
vectors of the abstract Hilbert space.
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Step (6): Introduce the Time Evolution Operator

In Axiom 5 we assume the validity of the time-dependent Schrödinger equation without
concerning ourselves with questions about its derivation. So, we adapt Eq. (5.28) and
rewrite it by replacing the time-dependent wavefunction 
(r, t) with a time-varying state
vector, which we denote as |nt〉:

Ĥ |nt〉 = i�
∂

∂t
|nt〉. (10.32)

If we further assume that the Hamiltonian operator for the quantum system under study
is time-independent, then (10.32) can be integrated to give

|nt〉 = e−iĤ t/� |n0〉, (10.33)

where |n0〉 is the state vector at time t = 0. We can quickly confirm this by differentiating
(10.33) with respect to time:

∂

∂t
|nt〉 = ∂

∂t

(
e−iĤ t/� |n0〉

) = − i
�

Ĥe−iĤ t/� |n0〉 = − i
�

Ĥ |nt〉. (10.34)

Remember, |n0〉 represents the state of the system at t = 0 and is therefore time-
independent. Multiplying (10.34) through by i� and rearranging returns us to (10.32).

The appearance of the Hamiltonian operator in the exponent might cause some
concern about how the operator should be applied, but don’t forget that we can expand
e−iĤ t/� as a Taylor series:

e−iĤ t/� = 1 − i
�

Ĥt − 1
2!�2 Ĥ

2
t2 + . . . . (10.35)

If we now define the time evolution operator Û as Û = e−iĤ t/�, this allows us to write
(10.33) succinctly as

|nt〉 = Û |n0〉. (10.36)

Note that Û is not an ‘operator for time’, as we already established in our discussion in
Chapter 7 (see Step (5) of Chapter 7’s recipe) that no such operator exists. It is rather
an operator that governs the time dependence of the state vector |nt〉.

There are a couple of useful things to note about Û before we move on. It is said to be
a unitary operator, meaning that it preserves any inner product that it operates on, in the
same way that a unit matrix will not affect whatever it is multiplied with. For example,
suppose we apply Û to a couple of arbitrary vectors |at〉 and |bt〉, which form an inner
product 〈at|bt〉. We start by forming the inner product of Û |at〉 and Û |bt〉 (remember,



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi

Dirac, Von Neumann, and the Derivation of the Quantum Formalism 217

the bra vector equivalent to Û |at〉 is 〈at|Û∗
, where Û

∗
is the complex conjugate of Û):

(〈at|Û∗)·(Û |bt〉
) = 〈at| Û∗

Û |bt〉. (10.37)

But we know that

Û
∗
Û = e+iĤ t/�e−iĤ t/� = 1. (10.38)

So

〈at|Û∗
Û |bt = 〈at|bt〉 (10.39)

and the inner product is indeed preserved unchanged. In other words, whatever it is, the
relationship between the vectors |at〉 and |bt〉 is conserved through time.

More generally, Û
†
Û = 1, where Û

†
is the complex conjugate transpose of Û . This

applies to situations where we might express the Hamiltonian operator in a matrix form,
demanding a corresponding matrix structure for Û . In fact, for any Hermitian operator
Â, eiÂ is unitary (though it’s worth noting that not all unitary operators are Hermitian).

The unitary nature of the time evolution operator is profoundly important. It means
that in the absence of any external influence on the state vector |nt〉, then we expect it
to evolve smoothly and continuously in time in a manner entirely determined by the
Hamiltonian of the system and the initial state, |n0〉, according to the time-dependent
Schrödinger equation. Nowhere in this prescription is there anything to suggest the kind
of instantaneous, discontinuous, and indeterministic transition from one state to another
that we associate with a quantum ‘jump’.

This is going to cause some considerable problems, as we will soon see.

..........................................................................................
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Von Neumann and the Problem
of Quantum Measurement
The ‘Collapse of the Wavefunction’

Bohr’s debate with Heisenberg on the interpretation of the uncertainty principle (Chap-
ter 7) prompted a period of deep introspection. Schrödinger had argued for a realistic
interpretation of the wavefunction.∗ For him, the wavefunction was something physically
meaningful and tangible; something that could be easily visualized. Heisenberg favoured
a much more ‘anti-realist’ interpretation of quantum mechanics. This doesn’t mean that
he rejected the idea of an objective external reality, or that invisible entities such as
electrons really exist. It means that he wasn’t prepared to take the way that quantum
mechanics represents this reality too literally. In particular he rejected any notion of the
visualizability of some kind of underlying wave nature of matter, preferring to focus
instead only on what can be empirically observed, such as the lines in an atomic spectrum,
and the inherent discontinuity and uncertainty that such measurements implied. Bohr
hovered between these extremes, perceiving the validity of both descriptions yet puzzled
by the fact that he could find no words of his own.

His solution was the principle of complementarity. Whatever the true nature of the
electron, the behaviour it exhibits is conditioned by the kinds of experiments we
choose to perform. These, by definition, are experiments requiring apparatus of classical
dimensions, resulting in effects sufficiently substantial to be observed and recorded in
the laboratory, perhaps in the form of tracks in a cloud chamber, or the series of spots
on an exposed photographic plate which build to an interference pattern, as we saw in
Fig. 4.3.

So, a certain kind of experiment will yield effects that we interpret, using the language
of classical physics, as electron diffraction and interference. We conclude that in this
experiment the electron is a wave. Another kind of experiment will yield effects which we
interpret in terms of the trajectories and collisions of localized electrons. We conclude that
in this experiment the electron is a particle. These experiments are mutually exclusive.

∗ I’ll continue to use the term ‘wavefunction’ here, but will switch back to the formalism based on state
vectors when we start to consider some more mathematics.

The Quantum Cookbook. Jim Baggott, Oxford University Press (2020). © Jim Baggott.
DOI: 10.1093/oso/9780198827856.001.0001
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The Copenhagen Interpretation

Although Bohr was infamously obscure in many of his writings on the subject, and he was
much less staunchly empiricist than Heisenberg, on balance I believe it is fair to conclude
that Bohr adopted a generally anti-realist interpretation of the wavefunction. Although it’s
a bit of a stretch to provide only one Bohr quote in support of this conclusion (especially
as this is not even a direct quote), I’ve nevertheless always found this rather telling. He is
quoted as saying:1

There is no quantum world. There is only an abstract quantum physical description. It
is wrong to think that the task of physics is to find out how nature is. Physics concerns
what we can say about nature.

This kind of anti-realism is nevertheless quite subtle. What Bohr is actually saying
is that we’re fundamentally limited by the classical nature of our apparatus and our
measurements, and the language of classical waves and particles we use to describe
what we see. It’s therefore pretty pointless to speculate about the reality or otherwise
of elements of the ‘abstract quantum physical description’, including the wavefunction,
as we have absolutely no way of discovering anything about them.2

Heisenberg was initially resistant to Bohr’s notion of complementarity, as it gave
equal validity to the wave description associated with Heisenberg’s rival, Schrödinger. As
their debate became more bitter and personalized, Wolfgang Pauli was called to Bohr’s
institute in Copenhagen in early June 1927 to act as mediator. With Pauli’s help, Bohr
and Heisenberg forged an uneasy consensus.

The resulting interpretation of quantum mechanics is based at root on Bohr’s anti-
realist notion of wave–particle complementarity, and on the acceptance that the theory is
complete—there are no missing ingredients. Physical observables are determined as the
expectation values of their corresponding Hermitian operators, and non-commutation
of these operators gives rise to the uncertainty principle. The theory deals only in
quantum probabilities, according to the Born rule. And no, it’s no coincidence that these
foundations correspond closely with the axioms of the quantum formalism described in
Chapter 10.

What was remarkable was the zeal with which the disciples of this new quantum
orthodoxy embraced and preached the new gospel. Heisenberg spoke and wrote of the
‘Kopenhagener Geist der Quantentheorie’; the ‘Copenhagen spirit’ of quantum theory.3

It became known as the Copenhagen interpretation.
Einstein didn’t like it at all.

The Bohr–Einstein Debate

The stage was set for a great debate about the quantum representation of reality, and
how this is meant to be interpreted. This commenced at the fifth Solvay congress in
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Brussels in 1927, the first time that the protagonists were gathered together in one
place to reflect on these new developments. Born and Heisenberg delivered a joint
lecture, declaring that quantum mechanics is a complete theory, ‘whose fundamental
physical and mathematical assumptions are no longer susceptible of any modification’.4

Schrödinger then delivered a lecture on wave mechanics. And, following an interruption
to allow participants the opportunity to attend a competing conference that had been
organized in Paris, Bohr presented a lecture on complementarity.

Then Einstein stood to raise an objection. It will be easier for us to understand
Einstein’s argument in the context of two-slit interference involving single electrons
(cf. Fig. 4.3). Before any kind of measurement, we suppose the electron wavefunction
reflects the expected interference pattern—an alternating sequence of bright and dark
fringes distributed across the screen. According to the Born rule, the probability of
finding the electron is determined by the square of the amplitude of the wavefunction,
so in principle it will be found in any location where this is non-zero—Fig. 11.1(a).

After measurement, we learn that the electron is ‘here’, in a single location (such as
point A), forming a single bright spot on the screen—Fig. 11.1(b). However, Einstein
now pointed out, we also learn simultaneously that the electron is definitely not ‘there’,
where ‘there’ can be any location on the screen where we might have expected to find it,
such as point B.

Einstein argued that this ‘assumes an entirely peculiar mechanism of action at a
distance, which prevents the wave continually distributed in space from producing an
action in two places on the screen’.5 This would later become widely known as ‘spooky
action at a distance’. The particle, which according to the wavefunction is somehow
distributed over a large region of space, becomes localized instantaneously, the act of
measurement appearing to change the physical state of the system far from the point

screenscreen

(a) before measurement(a) before measurement (b) after measurement(b) after measurement

herehereAA

BB

Figure 11.1 (a) Before measurement, the modulus-square of the electron wavefunction predicts a
distribution of probabilities for where the electron might be found, spread across the screen. (b) After
measurement, the electron is recorded to be found in one, and only one, location on the screen.
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where the measurement is actually recorded. Einstein felt that this kind of action at a
distance violates one of the key postulates of his special theory of relativity: no physical
action, or information resulting in physical action, can be communicated at a speed faster
than light. Any physical process that happens instantaneously over substantial distances
violates this postulate.

We should note right away that all this talk about physical action betrays the fact
that these concerns are based on a realistic interpretation of the wavefunction. This is
not to say that Einstein wanted to ascribe reality to the wavefunction in the same way
that Schrödinger did (we will see shortly that their views were quite different). But it’s
important to realize that, from the outset, the Bohr–Einstein debate involved a clash of
philosophical positions. At great risk of oversimplifying, it was a confrontation between
realism and anti-realism, at the level of the quantum theoretical representation.

As far as Bohr was concerned, the Copenhagen interpretation obliges us to resist the
temptation to ask: But how does nature actually do that? Like emergency services personnel
at the scene of a tragic accident, Bohr advises us to move along, as there’s nothing to see
here. And there lies the rub: for what is the purpose of a scientific theory if not to aid
our understanding of the physical world? We want to rubberneck at reality. Arguably the
only way to do this is in quantum mechanics is to take the wavefunction more literally
and realistically.

The discussion continued in the dining room of the Hôtel Britannique, where the
conference participants were staying. Otto Stern described what happened:6

Einstein came down to breakfast and expressed his misgivings about the new quantum
theory, every time [he] had invented some beautiful experiment from which one saw that
[the theory] did not work. . . . Pauli and Heisenberg, who were there, did not pay much
attention, ‘ach was, das stimmt schon, das stimmt schon’ [ah well, it will be all right, it
will be all right]. Bohr, on the other hand, reflected on it with care and in the evening, at
dinner, we were all together and he cleared up the matter in detail.

Einstein now sought to highlight what he perceived to be logical fallacies in the Copen-
hagen interpretation by developing a series of hypothetical tests, or gedankenexperiments
(thought experiments). These were about matters of principle; they were not meant to
be taken too literally as practical experiments that could be carried out in the laboratory.

He began by attempting to show up inconsistencies in the interpretation of the
uncertainty principle, but each challenge was deftly rebutted by Bohr. However, under
pressure from Einstein’s insistent probing, the basis of Bohr’s counter-arguments under-
went a subtle shift. Bohr was obliged to fall back on the notion that measurements
using classical apparatus are just too ‘clumsy’, implying limits on what can be measured,
rather than limits on what we can know. This was precisely the interpretation which had
prompted his bitter debate with Heisenberg.

In the eyes of the majority of physicists gathered in Brussels, Bohr won the day. But
Einstein remained stubbornly unconvinced, and the seeds of a much more substantial
challenge were sown.

The debate continued at the next Solvay Conference, which was held in 1930.
Einstein’s introduced a wickedly ingenious thought experiment designed to highlight
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inconsistencies in the application of the energy–time uncertainty relation (this is
Einstein’s ‘photon box’ experiment).7 Bohr was quite shocked, and he didn’t see the
solution right away. Bohr’s eventual response used Einstein’s own general theory of
relativity against him. Einstein conceded that Bohr’s response appeared to be ‘free of
contradictions’, but in his view it still contained ‘a certain unreasonableness’.8 At the
time this was hailed as a triumph for Bohr and for the Copenhagen interpretation.

But, once again, Bohr had been obliged to defend the integrity of the uncertainty
principle using arguments based on an inevitable and sizeable disturbance of the observed
system. At first sight, there seems no way around this. Surely, measurement of any kind
will always involve interactions that are at least as large as the quantum system being
measured. How can such a clumsy disturbance possibly be avoided?

Einstein chose to shift the focus of his challenge. Instead of arguing that quantum
mechanics—and particularly the uncertainty principle—is inconsistent, he now sought to
derive a logical paradox arising from what he saw to be the theory’s incompleteness.

Although another five years would elapse, Bohr was quite unprepared for Einstein’s
next move.

Photon Spin and Circular Polarization

To prepare the mathematical ground for these closing chapters, I propose to interrupt the
historical narrative here for a short discussion of the spin properties of photons and their
relation with the phenomenon of light polarization. Actually, I have a further motive. I
want you to watch very closely as we go through the logic of translating our experience of
light polarization into a set of mathematical relationships constructed using the quantum
formalism.

In our discussion of the Pauli principle in Chapter 8, I mentioned that photons are
bosons, with a spin quantum number s = 1. We might be tempted to suppose that
photons must therefore possess (2s + 1) = 3 different spin ‘orientations’, corresponding
to ms = −1, 0, and +1.

But we’d be wrong. Relativistic quantum mechanics forbids the orientation
corresponding to ms = 0 for particles moving at the speed of light. There are two
ways you can to try to reconcile this, both fairly inadequate. The ms = 0 orientation
corresponds to a component of the spin angular momentum in the direction of motion,
and if we imagine the photon as a spherical particle of some kind (which it clearly is not)
this implies that the photon spins around its axis with a velocity faster than the speed of
light, which is impossible.

Another (and in my view slightly better) way of thinking about this is that according
to special relativity, the length of any object travelling at the speed of light contracts to
0 according to l = l0/γ , where l0 is the ‘proper’ length and γ is the Lorentz factor (see
Chapter 2). When v → c, γ → ∞ and l → 0. A photon moving at the speed of light is
therefore ‘flat’: it has no dimension in the direction in which it is travelling. And there can
be no component of spin angular momentum in a dimension that doesn’t exist.
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Figure 11.2 Convention for left- and right-circular polarization, as judged from the perspective of the
source of the radiation. Only the electric vector is shown.

Either way, we must acknowledge that there are just two spin orientations for the
photon, corresponding to ms = ±1. By convention, we associate the ms = +1 orientation
with left-circularly polarized light and the ms = −1 orientation with right-circularly
polarized light, as judged from the perspective of the source of the light. These different
polarizations are most readily visualized in terms of the old classical picture in which the
electric and magnetic vectors are imagined to rotate clockwise or anti-clockwise around
the direction of travel (see Fig. 11.2). This assignment is based on a convention typically
adopted in quantum physics (but take care—the opposite convention is used in physical
optics).

Although the spin property of a quantum particle should never be interpreted as
if the particle were literally spinning on its axis, it is nevertheless manifested as an
intrinsic angular momentum. Thus, a beam containing a large number of circularly
polarized photons (such as a laser beam) will impart a measurable torque to a target.
This angular momentum is not only a collective phenomenon: in the absorption of an
individual photon resulting in electron excitation in an atom or molecule, as we’ve seen
the angular momentum intrinsic to the photon is transferred to the excited electron and
total angular momentum is conserved. That transfer has important, measurable effects
on the absorption spectrum.

Projection Probabilities for Photon Spin States

It’s perhaps possible that your most familiar experience with polarized light outside of
the laboratory comes from wearing Polaroid sunglasses, which reduce glare by filtering
out horizontally polarized light. This is an example of a linear polarizing filter, in this case
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orientated so as to pass vertically polarized light and block horizontally polarized light.
But how does this vertical/horizontal polarization relate to left/right circular polarization?

We can get some sense for this relationship by passing a source of circularly polarized
light through a calcite crystal. There are a number of ways of obtaining a source of left-
circularly polarized light (for example). These vary from a standard (i.e. unpolarized)
light source passed through an optical device known as a quarter-wave plate to an atomic
source that relies on the quantum mechanics of photon emission. An example of the
latter is a beam of atoms that are excited to some electronically excited state from which
emission occurs. As we’ve already seen, if angular momentum is to be conserved in the
process, the emitted photon must carry away any excess angular momentum lost by
the excited electron as it returns to a more stable quantum state. An appropriate choice
of states between which the transition occurs can give rise to the emission of photons
exclusively with ms = +1. We will meet this kind of source again in Chapter 12.

Calcite is a naturally birefringent form of calcium carbonate. It has a crystal structure
which has different refractive indices along two distinct crystal planes. One offers an
axis of maximum transmission for vertically polarized light and the other offers an axis
of maximum transmission for horizontally polarized light. The vertical and horizontal
components of left-circularly polarized light are therefore physically separated by passage
through the crystal, and their intensities can be measured separately. With careful
machining, a calcite crystal can transmit virtually all the light incident on it.

We discover that a beam of left-circularly polarized light entering a calcite crystal will
split into two beams, one of vertical and one of horizontal polarization. If the initial beam
intensity is IL , we can use detectors placed in the paths of the emergent beams (such as
photomultipliers or photodiodes, connected to amplifiers and recording equipment) to
confirm that the intensity of vertically polarized light Iv = ½IL and likewise Ih = ½IL .

So how do we translate this experimental observation into a quantum description?
With sufficiently sensitive equipment we discover that passing left-circularly polarized
photons through the crystal one at a time we observe photons emerging from either the
vertical or horizontal channels. If we repeat these measurements, we discover that the
probability for each photon to emerge from the vertical channel is equal to ½. Similarly,
the probability for each photon to emerge from the horizontal channel is equal to ½. We
have no way of knowing beforehand which photons will emerge from which channels.

As we’re starting with left-circularly polarized light we translate these results into a set
of projection probabilities,

|〈v|L〉|2 = |〈h|L〉|2 = ½, (11.1)

where |L〉 represents the quantum state corresponding to a left-circularly polarized
photon (with ms = +1), and |v〉 and |h〉 represent the quantum states for vertical and
horizontal polarization, respectively.

If we repeat this experiment with right-circularly polarized light, we get precisely the
same results,
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|〈v|R〉|2 = |〈h|R〉|2 = ½ (11.2)

where |R〉 represents the quantum state corresponding to a right-circularly polarized
photon (with ms = −1).

What happens if we now rotate the calcite crystal by an angle ϕ clockwise as measured
from the vertical axis (see Fig. 11.3)? This serves to define a new axis, which we denote
v′/h′, rotated relative to v/h. We find that we get exactly the same results, implying that

|〈v′|L〉|2 = |〈h′|L〉|2 = ½

|〈v′|R〉|2 = |〈h′|R〉|2 = ½. (11.3)

Now it starts to get interesting. We set aside the calcite crystal and pick up a piece of
Polaroid film. This is likely to be much less efficient, perhaps transmitting as little as 70%
of vertically polarized light even when the film is orientated vertically to allow maximum
transmission. But this is okay so long as we deal only with the ratios of transmitted light
intensities, and we assume that the transmission efficiency doesn’t change as we rotate
the film (a big assumption).

We start with vertically polarized light and measure the transmitted intensity, Iv. If we
now rotate the film clockwise through an angle ϕ to the vertical, once again we define
a new axis, which we denote v′/h′. We discover that the ratio of intensities Iv′/Iv =
cos2ϕ. This is Malus’s law, named for Étienne-Louis Malus. Similarly, we find that
Ih′/Ih = cos2ϕ. A further series of manipulations allows us to determine that Iv′/Ih =
sin2ϕ and Ih′/Iv = sin2ϕ. From these results we can deduce that

|〈v′|v〉|2 = |〈h′|h〉|2 = cos2ϕ

|〈v′|h〉|2 = |〈h′|v〉|2 = sin2ϕ. (11.4)

Our final step is to acknowledge that the states |L〉/|R〉, |v〉/|h〉, and |v′〉/|h′〉 all constitute
different orthonormal basis sets which can be used to describe the spin states of photons,
just as we use |↑ 〉/|↓〉 to describe the spin states of electrons. Assuming these pairs of

vv v′v′

hh

h′h′

ϕϕ

Figure 11.3 Axis convention for vertical/horizontal polarization.
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Table 11.1 Projection Probabilities |〈f |i〉|2 for Photon Polarization
States

Final state Initial state |i〉
〈f | |v〉 |h〉 |v′〉 |h′〉 |L〉 |R〉
〈v| 1 0 cos2ϕ sin2ϕ ½ ½

〈h| 0 1 sin2ϕ cos2ϕ ½ ½

〈v′| cos2ϕ sin2ϕ 1 0 ½ ½

〈h′| sin2ϕ cos2ϕ 0 1 ½ ½

〈L| ½ ½ ½ ½ 1 0

〈R| ½ ½ ½ ½ 0 1

photon states are orthonormal allows us to summarize the projection probabilities in
Table 11.1. However, while that is all very fine, what we really need are the projection
amplitudes that correspond to the probabilities in Table 11.1.

Projection Amplitudes for Photon Spin States

Look back at Fig. 11.3. If we assume that the state vectors |v〉/|h〉, and |v′〉/|h′〉 behave
as unit vectors, then we can quickly deduce that

|v′〉 = |v〉cos ϕ + |h〉cos
(
90

◦ − ϕ
) = |v〉cos ϕ + |h〉sin ϕ. (11.5)

Multiplying from the left by the bra vector 〈v| then gives

〈v|v′〉 = 〈v|v〉cos ϕ + 〈v|h〉sin ϕ = cos ϕ. (11.6)

This follows because 〈v|v〉 = 1 and 〈v|h〉 = 0 (the basis states are orthonormal).
Similarly,

〈h|v′〉 = 〈h|v〉cos ϕ + 〈h|h〉sin ϕ = sin ϕ. (11.7)

It also follows that

|h′〉= |v〉 cos
(
ϕ + 90

◦) + |h〉cos ϕ = −|v〉sin ϕ + |h〉cos ϕ, (11.8)
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and so

〈v|h′〉 = − 〈v|v〉sin ϕ + 〈v|h〉cos ϕ = − sin ϕ

〈h|h′〉 = − 〈h|v〉sin ϕ + 〈h|h〉cos ϕ = cos ϕ. (11.9)

We can obviously use the same logic to show that 〈v′|v〉 = 〈v|v′〉 = cos ϕ, and so on
for all the other projection amplitudes involving |v〉/|h〉, and |v′〉/|h′〉. This is perfectly
logical, as the choice of ‘vertical axis’ is obviously quite arbitrary. Note that these
projection amplitudes are also entirely consistent with the projection probabilities listed
in Table 11.1.

Projection amplitudes for states involving |L〉/|R〉 are a little trickier to work out. If
the states |L〉/|R〉 provide a suitable basis for all the other spin states, then we can use the
expansion theorem to express |v′〉 as a superposition (cf. Eq. (10.20)):

|v′〉 = |L〉〈L|v′〉 + |R〉〈R|v′〉. (11.10)

If we now multiply from the left by the bra vector 〈v| we get (from (11.6))

〈v|v′〉 = 〈v|L〉〈L|v′〉 + 〈v|R〉〈R|v′〉 = cos ϕ. (11.11)

Or, alternatively,

〈v|L〉〈L|v′〉 + 〈v|R〉〈R|v′〉 = 1
2

(
eiϕ + e−iϕ)

, (11.12)

where we have replaced cos ϕ with its complex exponential form.
From Table 11.1, we know that |〈v|L〉|2 = |〈v|R〉|2 = 1

2 , and it obviously makes sense
to assign the phase factors eiϕ and e−iϕ to the amplitudes 〈L|v′〉 and 〈R|v′〉. By convention,
we assign the phase factor eiϕ with projection amplitudes involving |L〉, consistent with
the quantum number ms = +1. So, from (11.12), we can deduce that

〈v|L〉 = 〈v|R〉 = 1√
2

(11.13)

〈L|v′〉= 1√
2

eiϕ , and

〈R|v′〉= 1√
2

e−iϕ .
(11.14)

This assignment might seem rather arbitrary, but we must remember that we have no
way of knowing the ‘actual’ signs of the complex phase factors because this information
is not revealed in experiments—we can only discover the projection probabilities which
are the modulus-squares of the projection amplitudes. However, we can adopt a phase
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convention which, if we stick to it rigorously, will always give results that are both internally
consistent and consistent with experiment.9

We can follow the same logic for |h′〉,

|h′〉 = |L〉〈L|h′〉 + |R〉〈R|h′〉, (11.15)

from which we get, using Eq. (11.9),

〈v|h′〉 = 〈v|L〉〈L|h′〉 + 〈v|R〉〈R|h′〉 = − sin ϕ = − 1
2i

(
eiϕ − e−iϕ)

, (11.16)

and from which it follows that

〈L|h′〉 = − 1√
2i

eiϕ = i√
2

eiϕ

〈R|h′〉 = 1√
2i

e−iϕ = − i√
2

e−iϕ . (11.17)

From Eqs. (11.7) and (11.10) we have

〈h|v′〉 = 〈h|L〉〈L|v′〉 + 〈h|R〉〈R|v′〉 = sin ϕ = 1
2i

(
eiϕ − e−iϕ)

, (11.18)

from which we can deduce that

〈h|L〉〈L|v′〉 = 1
2i

eiϕ = − i
2

eiϕ hence 〈h|L〉 = − i√
2

;

〈h|R〉〈R|v′〉 = − 1
2i

e−iϕ = i
2

e−iϕ hence 〈h|R〉 = i√
2

, (11.19)

where we have made use of the fact that 1/i = −i.
To deduce the projection amplitudes 〈v′|L〉 and 〈h′|L〉, consider the superposition

|L〉 = |v′〉〈v′|L〉 + |h′〉〈h′|L〉 (11.20)

and multiply from the left by the bra vector 〈L|

〈L|L〉 = 〈L|v′〉〈v′|L〉 + 〈L|h′〉〈h′|L〉
= 1√

2
eiϕ〈v′|L〉 + i√

2
eiϕ〈h′|L〉 = 1.

(11.21)

Clearly, we can only reconcile Eq. (11.21) if the amplitudes 〈v′|L〉 and 〈h′|L〉 are the
complex conjugates of 〈L|v′〉 and 〈L|h′〉, respectively, which is precisely what we would
expect.
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Table 11.2 Projection Amplitudes 〈f |i〉 for Photon Polarization States

Final state Initial state |i
〈f | |v〉 |h〉 |v′〉 |h′〉 |L〉 |R〉
〈v| 1 0 cos ϕ − sin ϕ 1/

√
2 1/

√
2

〈h| 0 1 sin ϕ cos ϕ −i/
√

2 i/
√

2

〈v′| cos ϕ sin ϕ 1 0 e−iϕ/
√

2 eiϕ/
√

2

〈h′| − sin ϕ cos ϕ 0 1 −ie−iϕ/
√

2 ieiϕ/
√

2

〈L| 1/
√

2 i/
√

2 eiϕ/
√

2 ieiϕ/
√

2 1 0

〈R| 1/
√

2 −i/
√

2 e−iϕ/
√

2 −ie−iϕ/
√

2 0 1

We can now summarize the projection amplitudes in Table 11.2.
We now need to ask:what just happened here? There are at least two ways of interpreting

what we’ve just done. We could say that we have used the quantum formalism simply as a
way to encode our empirical observations of the behaviour and properties of circularly and
linearly polarized light. The formalism provides a powerful tool for making predictions
for any set of experimental manipulations we might make in the future. This is a firmly
anti-realist interpretation: the state vectors used in the formalism have no real significance
beyond their ability to carry encoded information about the physics.

For example, we can write the state vector |L〉 as a superposition involving |v〉/|h〉, or
|v′〉/|h′〉, as follows:

|L〉= |v〉〈v|L〉 + |h〉〈h|L〉 = 1√
2
|v〉 − i√

2
|h〉 = 1√

2

(|v〉 − i|h〉), (11.22)

or

|L〉 = |v′〉〈v′|L〉 + |h′〉〈h′|L〉 = 1√
2

e−iϕ |v′〉 − i√
2

e−iϕ |h′〉
= e−iϕ√

2

(|v′〉 − i|h′〉). (11.23)

As we did in Chapter 7, we might ask once again: Which is the ‘correct’ form for the
state vector |L〉? And, once again, the simple answer is that there really isn’t one. So long
as we make use of the basis states and observe the rules of the quantum formalism, then
we’re free to choose whatever basis is most appropriate to the problem we’re addressing
or the measurement we’re about to perform.∗

Alternatively, we could say that the formalism itself is founded on the physics of many
different kinds of quantum systems, and all we’ve done here is use our observations of

∗ We should note in passing that if we define |L′〉 as the left-circularly polarized state in the v′/h′ frame, then
from Eq. (11.22) we have |L′〉 = (|v′〉 − i|h′〉) /

√
2. In other words, |L′〉 = e−iϕ |L〉, or |L〉 = eiϕ |L′〉. The two

left-circular polarization states are not quite the same—one is phase-shifted compared with the other.
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circularly and linearly polarized light to deduce the real properties of the quantum states
of the photons that underlie this empirical behaviour. This is a realist interpretation: the
state vectors represent the real quantum spin states of photons which, unlike the physical
states of classical objects, can form superpositions.

Hold these thoughts, because our understanding of quantum mechanics is about to
take a spectacularly bizarre turn.

Von Neumann’s Theory of Quantum Measurement

We’re now ready to contemplate this chapter’s derivation. In fact, this is not so much a
derivation based on mathematics as a derivation based on logical arguments. Einstein’s
gedankenexperiments were focused on the process of measurement in quantum mechanics
and the relationships between quantum systems and the classical measuring devices
(such as calcite crystals, Polaroid film, photomultipliers or photodiodes, amplifiers,
recording equipment, and—let’s not forget—human experimenters) that we use to
observe and record their behaviour.

Bohr did not believe that a specific theory of quantum measurement was required—
quantum mechanics was already complete without it. It was enough for Bohr to
distinguish between the ‘quantum world’ and the ‘classical world’ and acknowledge that
we are prevented from acquiring knowledge of the former through our experiences in
the latter. But this seemingly arbitrary split (where does the ‘quantum world’ end and the
‘classical world’ begin?) left some nagging doubts. Many years later the Irish physicist
John Bell would call it the ‘shifty split’.10

Although von Neumann’s axiomatic approach to the quantum formalism conformed
quite closely to the building blocks of the Copenhagen interpretation, unlike both Bohr
and Heisenberg he felt it was necessary in Mathematical Foundations to address the
problem of quantum measurement directly. Significantly, he saw no need to introduce an
arbitrary split between worlds. As far as he was concerned, the new quantum mechanics
is the principal theory of matter and radiation and applies not just to quantum objects
such as electrons and photons, but to classical measuring devices, too.∗

Although what follows is a much-simplified account, it more or less summarizes what
von Neumann proposed.

The Ingredients

1. A definition of the measurement ‘process’ in terms of three distinct components,
I, II, and III.

2. The expansion theorem applied to the quantum state for left-circularly polarized
photons, Eq. (11.21).

∗ Some commentators have incorporated von Neumann’s approach to the measurement problem into
their understanding of the ‘Copenhagen interpretation’. Strictly speaking, this is incorrect. The Copenhagen
interpretation is based on an arbitrary split between quantum and classical worlds, so ‘measurement’ is not
actually a problem.
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3. The notion of a ‘measurement operator’, M̂, whose eigenstates are the states
detected and whose eigenvalues are the measurement outcomes.

4. Von Neumann’s projection postulate, which is more popularly known as the ‘collapse
of the wavefunction’.

5. A speculative proposal for component III.

The Recipe

We begin in Step (1) by defining what we mean by ‘measurement’. As usual, it is much
more straightforward to see how the measurement process is supposed to work when
we apply it to a real system, and in Step (2) we use the expansion theorem to express
the quantum state of left-circularly polarized photons in terms of a basis of vertical
and horizontal polarization states. This defines the quantum system in component I of
von Neumann’s measurement process. If this is a process through which a quantum
system produces specific measurement outcomes, then in principle we can define a
‘measurement operator’, M̂, which holds all the necessary physical manipulations, with
eigenstates which are composites of the quantum states of component I and the states of
the classical measuring instrument, and with eigenvalues that are simply the outcomes
we observe. We do this in Step (3).

We will discover that this doesn’t give us quite what we’re looking for, and von
Neumann had no alternative but to propose a further postulate in component III to
explain what we see. He also had some suggestions for the mechanism that might be
responsible. We will consider both the postulate and the mechanism in Step (4).

Step (1): Von Neumann’s Measurement Process

In Mechanical Foundations, von Neumann defined the components of the measurement
process as follows.

I is the quantum system under investigation;

II is the physical measuring instrument; and

III is the ‘observer’.

Step (2): Define the Quantum System under Investigation:
State Preparation

It will help in what follows to define the quantum system on which we’re going to make
our measurements—component I. As we’ve now done all the ground work, I propose
to select a system in which we start with a collection—or an ensemble—of photons all
prepared in a quantum state of left-circular polarization, |L〉.
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State preparation must be distinguished from measurement itself. Measurement
is defined as an operation performed on a quantum system which probes the state
immediately before the measurement and yields an outcome which can be interpreted
from some physically registered event or series of events (such as the click of a Geiger
counter, firing of a photomultiplier tube, or, most simply, the precipitation of silver atoms
in a photographic emulsion). The measurement process changes the state of the system
(and often destroys the system altogether). State preparation, on the other hand, is an
operation performed on a system consisting of many particles which forces it into an
ensemble of identical states or collections of states.

The states referred to are those of the system after the operation has taken place. In
doing this, much the same processes take place, and not all particles in the original system
necessarily survive. For example, we can prepare an ensemble of left-circularly polarized
photons by creating specific excited states of atoms (for example, in an ‘atomic beam’),
and gathering the light emitted as these atoms return to the lowest-energy ground state.
I’ll provide a few more details about this kind of source in Chapter 12.

But how do we know that such photons are all prepared in the ‘same’ quantum state?
In general, we know that systems exposed to certain preparation operations will behave in
predictable (but probabilistic) ways when subjected to certain measurement operations.
The formalism requires an initial state vector of the prepared system and information
regarding the possible measurement outcomes. Provided we stick to the rules of the
quantum formalism, we can expect to derive accurate predictions.

For the purposes of this derivation, we suppose that our physical measurement
(component II) involves the use of a calcite crystal, sensitive photomultipliers to detect
photons emerging from the vertical and horizontal channels, amplifiers, and a recording
device which will count the numbers of photons detected from each channel. In these
circumstances, we connect the quantum state of the input prepared system, |L〉, with
the output quantum states of the calcite crystal, |v/|h〉, using the superposition given in
Eq. (11.21). We then detect, amplify, and count the photons emerging separately from
both channels.

Step (3): The Measurement Operator, Eigenstates,
and Eigenvalues

There is clearly more to this measurement than the calcite crystal itself. If—as von
Neumann proposed—there is to be no artificial split between the quantum system and
our classical measuring apparatus, then we are perfectly at liberty to apply the logic of
the quantum formalism also to component II.

The measurement process goes something like this. A left-circularly polarized photon
enters the calcite crystal and emerges from either the vertical or horizontal channel.
Suppose it emerges from the vertical channel. The photon is detected, and the electrical
signal from the detector is amplified. The amplified signal passes to an electronic device
which cumulatively counts the number of times this sequence occurs. The count for the
vertical channel increases by 1. We apply the same logic for photons emerging from the
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horizontal channel. Following von Neumann, we apply quantum mechanics throughout.
For the sake of simplicity, we will assume that both sets of apparatus have identical
properties and efficiencies (although, in practice, we can usually calibrate these and take
any differences into account). This means we can consider them as a single instrument.

We know that the initial quantum state of the system under investigation is |L〉. But
what are the quantum states of the measuring instrument? We define a basis consisting
of just three states:

• An initial neutral or ‘standby’ state corresponding to the instrument prior to the
detection of a photon from either channel of the calcite crystal: let’s call this |I0〉;

• A state corresponding to the detection, amplification, and counting of a photon
emerging from the vertical channel, |Iv〉; and

• A state corresponding to the detection, amplification, and counting of a photon
emerging from the horizontal channel, |Ih〉.

It’s worth noting that if we assume 100% efficiency—every photon entering the instru-
ment results in detection—then the states |I0〉 and |Iv 〉/|Ih〉 represent the instrument at
different times in the measurement process.

Before any measurement takes place, the total quantum system and measuring
instrument can be considered to be in a composite state, formed from |L〉 and |I0〉,
which we will write as |LI0〉. Strictly speaking, this is the tensor product of |L〉 and |I0〉,
|LI0〉= |L〉 ⊗|I0〉, but for our purposes here we can safely assume |LI0〉= |L〉|I0〉.

Given what we know the calcite crystal is set up to do, it makes sense to expand |L〉
in a basis of |v〉/|h〉 states,

|LI0〉 = |L 〉|I0〉 = (|v〉〈v|L〉 + |h〉〈h|L〉)|I0〉
= |v〉|I0〉〈v|L〉 + |h〉|I0〉〈h|L〉
= |vI0〉〈v|L〉 + |hI0〉〈h|L〉, (11.24)

where |vI0〉 and |hI0〉 are composite states corresponding to photons emerging from the
vertical and horizontal channels, respectively, but which have yet to be detected.

Clearly, the process of detection, amplification, and counting converts the states |vI0〉
and |hI0〉 into measurement eigenstates:

|vI0〉→ |vIv〉 and

|hI0〉→ |hIh〉. (11.25)

We anticipate that this process will take a finite time, t. If we now define a measurement
operator M̂ to encompass every step in the measurement chain from detection to
counting, then (from Chapter 10) the corresponding time evolution operator is given
by Û = e−iM̂t/� and we can write (11.25) a little more explicitly as
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|vIv〉 = Û |vI0〉 and

|hIh〉 = Û |hI0〉. (11.26)

This allows us to deduce how the initial composite state |LI0〉 in Eq. (11.24) will evolve
in time:

Û |LI0〉 = Û |vI0〉〈v|L〉 + Û |hI0〉〈h|L〉
= |vIv〉〈v|L〉 + |hIh〉〈h|L〉. (11.27)

What we observe with each measurement event is that either the vertical or horizontal
counter increases by 1. We define an increase in the vertical count as 1v, and an increase
in the horizontal count as 1h. These are the ‘observables’, so we’re free to define these as
the measurement eigenvalues, such that

M̂|vIv〉 = 1v|vIv〉 and

M̂|hIh〉 = 1h|hIh〉. (11.28)

This is the approach sanctioned by Dirac, who in The Principles wrote:11

if the system is in a state such that a measurement of a real dynamical variable . . . is
certain to give one particular result . . . then the state is an eigenstate . . . and the result of
the measurement is the eigenvalue . . . to which this eigenstate refers.

If we now apply the measurement operator to the evolved state given by Û |LI0〉, we get,
from (11.27),

M̂Û |LI0〉 = M̂|vIv〉〈v|L〉 + M̂|hIv〉〈h|L〉
= 1v|vIv〉〈v|L〉 + 1h|hIh〉〈h|L〉 (11.29)

and we’re now in a position to deduce the expectation value for the measurement,

〈M̂〉 = 〈I0L|Û∗
M̂Û |LI0〉

= (〈L|v〉〈Ivv| + 〈L|h〉〈Ihh|) (1v|vIv〉〈v|L〉 + 1h|hIh〉〈h|L〉)
= 1v|〈v|L〉|2〈Ivv|vIv〉 + 1h 〈L|v〉〈h|L〉〈Ivv|hIh〉

+ 1v〈L|h〉〈v|L〉〈Ihh|vIv〉 + 1h|〈h|L〉|2〈Ihh|hIh〉
= 1v|〈v|L〉|2 + 1h|〈h|L〉|2, (11.30)

where we have assumed that the composite states |vIv〉/|hIh〉 are orthonormal.
We now define the probability of detecting a photon from the vertical channel

Pv = |〈v|L〉|2 and the probability of detecting a photon from the horizontal channel as
Ph = |〈h|L〉|2, giving
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〈M̂〉 = Pv1v + Ph1h = 1
2

(1v + 1h), (11.31)

where we have applied the projection probabilities given in Table 11.1.
Obviously, the individual channel counts can’t be half-integral. We interpret Eq.

(11.31) to mean that each photon has a probability of ½ of being found emerging from
the vertical channel (adding 1 to the vertical count) and a probability of ½ of being found
emerging from the horizontal channel (adding 1 to the horizontal count).

This is all very logical. But we know that when we perform each measurement, we get
only one outcome. Equation (11.31) implies an expectation value for each photon detected
that is 50% vertical and 50% horizontal. But what we actually see for each photon is 100%
vertical or 100% horizontal.

How does and become or?

Step (4): Apply von Neumann’s Projection Postulate

Let’s recap. Setting aside for a moment all the business about forming composite states of
the quantum system and the measuring instrument, we can see from Eq. (11.31) that the
factors critically determining the measurement outcomes are the projection probabilities,
and hence the projection amplitudes 〈v|L〉 and 〈h|L〉.∗ These carry through the entire
measurement chain.†

This happens because, once we have set up the superposition given by (11.24), there is
nothing in the logic of the formalism that ‘breaks’ this up, allowing either |vI0〉 and |hI0〉
or |vIv〉 and |hIv〉 to ‘separate’. I’ve already said in Chapter 10 that the time-evolution
operator is unitary and, as such, it describes a smooth and continuous transformation
from |vI0〉 to |vIv〉 (and |hI0〉 to |hIv〉) according to the time-dependent Schrödinger
equation. What it can’t do is transform |vI0〉 to |vIv〉 (or Pv → 1) whilst simultaneously
forcing |hI0〉 to 0 (or Ph → 0), and vice versa. In fact, there is nothing in the quantum
formalism that can account for this.

Von Neumann understood that this is a problem, and felt he therefore had no alter-
native but to introduce a further postulate. He distinguished between two fundamentally
different types of quantum process. The second, which he called process 2, is the
continuous, deterministic, and completely reversible evolution of the composite quantum
and instrument states, governed by the time-dependent Schrödinger equation. The first,
which he referred to as process 1, is the discontinuous, irreversible transformation of a
mixture of states (say |vIv〉 and |hIv〉), into just one measurement outcome.

In other words, von Neumann postulated the projection of and into or. This is his
‘projection postulate’, or what we now call the ‘reduction of the state vector’ or (much

∗ And so, in what follows, I will refer to states such as |v〉 and |h〉 as the measurement eigenstates, on the
understanding that these go on to form composite states with the instrument used to detect them.

† Although, on a practical note, we should admit that detection, amplification, and counting efficiencies will
typically be below 100% at each stage and so will affect the experimental determination of Pv and Ph, such that
these are slightly reduced compared with the quantum-mechanical predictions. More on this in Chapter 12.
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more familiarly) the ‘collapse of the wavefunction’. In the context of our example,
applying this postulate suggests something like

〈M̂〉 = ½ (1v + 1h) → 1v or 1h. (11.32)

How is this supposed to work? As we will see, the answer depends on whether you want
to interpret the state vector or wavefunction realistically, or not.

Von Neumann defined component III of the measurement process to be the
‘observer’. But if the quantum mechanics described by process 2 applies equally well to
classical measuring devices, then there is again no good reason to suppose that it ceases
to apply when considering the function of human sense organs, their connections to
the brain, and the brain itself. If we simply extend the measurement chain—component
II—to include the observer’s sensory apparatus, then the expectation value M̂ becomes a
mix of equally probable ‘observer’s brain registers 1v’ and ‘observer’s brain registers 1h’.

But this is just a physical registration and it is at this point—and no earlier, von
Neumann argued—that we need to break the infinite regress and invoke the projection
postulate. Based on conversations he had had with his Hungarian compatriot Leo Szilard,
he suggested that component III represents the observer’s ‘abstract ego’. In other words,
process 1—the collapse of the wavefunction—only occurs when the observer becomes
conscious of the measurement outcome.

This can still be interpreted in two fundamentally different ways. An anti-realist
would agree with the description of components I and II and interpret III not as a
physical collapse, but as the registering of the measurement outcome and the updating
of the observer’s state of knowledge about it. This most definitely involves the observer’s
conscious mind, but only in a passive way.

But it seems that von Neumann himself held to a different view. Component III is
intended as the place where process 1 occurs, considered as a real physical collapse.
His long conversations with Szilard concerned the latter’s work on entropy reduction
in thermodynamic systems through interference by intelligent beings, a variation on
Maxwell’s Demon.12 The philosopher Max Jammer notes that this kind of paper ‘marked
the beginning of certain thought-provoking speculations about the effect of a physical
intervention of mind on matter’.13

Wigner’s Friend

But now we need to ask ourselves: Just who is the observer? Suppose Alice makes a
measurement in the laboratory but renowned Hungarian theorist Eugene Wigner, with
whom Alice is a close friend, is delayed in the corridor, having an animated conversation
with von Neumann. Alice has modified the measuring instrument we have considered
thus far. She has replaced the photon counter with a simple light bulb. If a photon
is detected in the vertical channel, the light flashes. If it emerges from the horizontal
channel, the light doesn’t flash. She runs the experiment just once, and observes the
light flash.
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Wigner is still in the corridor. As far as he is concerned, the expectation value of the
measurement is still given by Eq. (11.31), but now with 1v and 1h replaced by Alice’s
conscious experience of the light flashing, or not. Wigner now enters the laboratory, and
the following conversation ensues.

‘Did you see the light flash?’ asks Wigner.
‘Yes,’ replies Alice.
As far as Wigner himself is concerned, the measurement outcome has just registered in

his conscious mind and the wavefunction collapses. But, after some reflection, he decides
to probe his friend a little further.

‘What did you feel about the flash before I asked you?’
Understandably, Alice is starting to get a little irritated. ‘I told you already, I did see a

flash,’ she replies, testily.
Not wishing to put any further strain on his relationship with Alice, he decides to

accept what she’s telling him. He concludes that the wavefunction must have already
collapsed before he entered the laboratory and asked the question, and the superposition
(11.31) that he took to be the mathematically correct description is, in fact, wrong.
This superposition ‘appears absurd because it implies that my friend was in a state of
suspended animation before [she] answered my question’.14 He wrote:

It follows that the being with a consciousness must have a different role in quan-
tum mechanics than the inanimate measuring device. . . . It is not necessary to see a
contradiction here from the point of view of orthodox quantum mechanics, and there is
none if we believe that the alternative is meaningless, whether my friend’s consciousness
contains either the impression of having seen a flash or of not having seen a flash.
However, to deny the existence of the consciousness of a friend to this extent is surely an
unnatural attitude, approaching solipsism, and few people, in their hearts, will go along
with it.

This is the paradox of Wigner’s friend. To resolve it we must presume that the irreversible
collapse of the wavefunction is triggered by the first conscious mind it encounters.

Schrödinger’s Cat

As I’ve already mentioned, Einstein didn’t share Schrödinger’s realistic vision of the
wavefunction as some kind of ‘matter wave’. In an exchange of letters during 1935,
Einstein sought to persuade Schrödinger to think of the wavefunction in terms of
statistics. For example, we describe the properties of an atomic gas in terms of physical
quantities such as temperature and pressure. But if we consider the gas as a collection of
atoms, we can use the classical theories developed by Ludwig Boltzmann and James
Clerk Maxwell to deduce expressions for temperature and pressure as the result of
statistical averaging over a range of atomic motions. In this case, we deal with statistics and
probabilities only because we have no way of following the motions of each individual
atom in the gas. Of course, we might not be able to account for such motions except in
terms of statistics, but this doesn’t mean that atoms (and their motions) aren’t real.

If quantum probability is, after all, a statistical probability born of ignorance, then
there must exist a further underlying reality that we are ignorant of, just as ‘hidden’ atomic
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motions underlie the temperature and pressure of a gas. This was Einstein’s point: as this
underlying reality makes no appearance in quantum mechanics, then the theory cannot
be considered to be complete.

Schrödinger’s interpretation couldn’t possibly be right, and Einstein sought to
dissuade him in a letter dated 8 August 1935. In this letter Einstein asked him to imagine
a charge of gunpowder that, at any time over a year, may spontaneously explode. At the
beginning of the year, the gunpowder is described by a wavefunction (or a state vector).
But how should we describe the situation through the course of the year? Until we look
to see what’s happened, we would have to regard the wavefunction as a superposition of
the wavefunctions corresponding to an explosion, and to a non-explosion. He wrote:15

Through no art of interpretation can this [wavefunction] be turned into an adequate
description of a real state of affairs; [for] in reality there is just no intermediary between
exploded and not-exploded.

Schrödinger was eventually persuaded, and came to share Einstein’s views. But the
gunpowder experiment had set him thinking. As there is nothing in the mathematical
formulation of quantum mechanics that accounts for the collapse of the wavefunction,
then—just as von Neumann had done—why not imagine that a superposition reaches all
the way up the measurement chain? On the 19 August he wrote back:16

Contained in a steel chamber is a Geigercounter prepared with a tiny amount of uranium,
so small that in the next hour it is just as probable to expect one atomic decay as none.
An amplified relay provides that the first atomic decay shatters a small bottle of prussic
acid. This and—cruelly—a cat is also trapped in the steel chamber. According to the
[wavefunction] for the total system, after an hour, sit venia verbo [pardon the phrase], the
living and dead cat are smeared out in equal measure.

This is the famous, and eternally enduring, paradox of Schrödinger’s cat. Einstein
was in complete agreement. A total wavefunction consisting of contributions from the
wavefunctions of a live and dead cat is surely a fiction. Better to try to interpret the
wavefunction in terms of statistics. If the experiment is duplicated, the laboratory filled
with hundreds of chambers each containing a cat, then after an hour we predict that in
a certain number of these the cat will be dead. The Geiger counter in each box clicks
or doesn’t click. If it clicks, the relay is activated, the prussic acid is released and the cat
is killed. If it doesn’t click, the cat survives. Nowhere in this experiment is a cat ever in
some kind of peculiar purgatory.

Schrödinger intended the cat paradox as a rather tongue-in-cheek dig at the apparent
incompleteness of quantum mechanics, rather than a direct challenge to the Copenhagen
interpretation. It does not seem to have elicited any kind of formal response from Bohr.

The community of physicists had in any case moved on by this time, and probably
had little appetite for an endless philosophical debate that, in the view of the majority,
had already been satisfactorily addressed by Bohr. In the meantime, the ‘Copenhagener
Geist’ had become formalized and enshrined in the quantum formalism.
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Einstein, Bohm, Bell, and the
Derivation of Bell’s Inequality
Entanglement and Quantum Non-locality

By 1935, the Copenhagen interpretation had become the orthodoxy. It was already the
default way in which physicists were meant to think about quantum mechanics. Einstein
referred to this as ‘Talmudic’; a ‘religious’ philosophy that is to be interpreted only
through its qualified priests, who insist on its essential truth, and who will countenance
no rivals.1

The philosopher Karl Popper called it a schism:2

One remarkable aspect of these discussions was the development of a split in physics.
Something emerged which may be fairly described as a quantum orthodoxy: a kind of
party, or school, or group, led by Niels Bohr, with the very active support of Heisenberg
and Pauli; less active sympathizers were Max Born and P[ascual] Jordan and perhaps
even Dirac. In other words, all the greatest names in atomic theory belonged to it,
except two great men who strongly and consistently dissented: Albert Einstein and Erwin
Schrödinger.

If he was to continue his challenge, Einstein needed to find a way to render Bohr’s
disturbance (or clumsiness) defence either irrelevant or inadmissible. Despite its seeming
impossibility, this meant imagining a physical situation in which it is indeed possible,
in principle, to acquire knowledge of the physical state of a quantum system without
disturbing it in any way. Working with two young theorists, Boris Podolsky and Nathan
Rosen, Einstein devised a new challenge that was extraordinarily cunning. It seemed that
they had found a way to do the impossible.

Entangled States

Imagine a situation in which two quantum particles interact or are formed together
in some physical process, and then move apart. These particles may be photons, for
example, emitted in rapid succession from an atom, or they could be electrons or atoms.

The Quantum Cookbook. Jim Baggott, Oxford University Press (2020). © Jim Baggott.
DOI: 10.1093/oso/9780198827856.001.0001
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For convenience, we’ll label these particles as 1 and 2. For our purposes we just need to
suppose that, as a result of the operation of some law of conservation, the two particles
are each produced in quantum states that are obliged to be orthogonal.

At this stage it really doesn’t matter what these states are, so let’s just imagine that the
particles are photons in states of left- and right-circular polarization. Suppose the law of
conservation says that if photon 1 is found to be in a state of left-circular polarization,
|L1〉, then photon 2 must be in a state of right-circular polarization, |R2〉, as judged from
the perspective of the source (rather than a detector). Similarly, if particle 1 is found to
be in the state |R1〉, then particle 2 must be in the state |L2〉. The reason for this particular
choice of combination will become apparent later in this chapter.

The two photons form composite states, |L1R2〉 = |L1〉|R2〉 and |R1L2〉 = |R1〉 |L2〉,
which we can presume are both equally probable. We don’t know which composite state
we’re going to get from any specific individual physical event that creates it, but we know
from our discussion of the Pauli principle in Chapter 8 that the correct way to proceed
in these circumstances is to form these into a normalized superposition (cf. Eq. (8.16)),

|ζ12〉 = 1√
2

(|L1〉|R2〉 + |R1〉|L2〉), (12.1)

where I’ve used the Greek letter ζ (zeta) to indicate the composite pair state (from the
Greek word ζεύγ oς , meaning ‘pair’).

The photons move a long distance apart, each eventually passing through a linear
polarization analyser (such as a calcite crystal) before being detected, amplified, and
counted. Both polarization analysers are aligned along common vertical/horizontal axes,
so the possible measurement eigenstates are

|v1v2〉=|v1〉|v2〉 photon 1 vertical/photon 2 vertical
|v1h2〉=|v1〉|h2〉 photon 1 vertical/photon 2 horizontal
|h1v2〉=|h1〉|v2〉 photon 1 horizontal/photon 2 vertical
|h1h2〉=|h1〉|h2〉 photon 1 horizontal/photon 2 horizontal.

(12.2)

We know what to do next. To analyse this situation we must expand the initial composite
state |ζ12〉 in the basis of the measurement eigenstates:

|ζ12 〉=|v1v2〉〈v1v2|ζ12〉 + |v1h2 〉〈v1h2|ζ12〉 + |h1v2〉〈h1v2|ζ12〉 + |h1h2〉〈h1h2|ζ12〉.
(12.3)

I think we know by now where this is heading. So, let’s assume a joint measurement
operator M̂12 with eigenvalues 1v1v (the detectors register vertical polarization for
photons 1 and 2, respectively), 1v1h, 1h1v, and 1h1h. From Eqs. (11.30) and (11.31),
we know we can write the expectation value as

〈M̂12〉 = Pvv1v1v + Pvh1v1h + Phv1h1v + Phh1h1h, (12.4)
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where Pvv =|〈v1v2〉|ζ12〉|2 is the probability of observing the combination vertical/vertical,
and so on for Pvh, Phv, and Phh.

It will prove useful in what follows to define a generalized correlation function, C12,
which summarizes the extent of the correlation between the two photons. This is based
on the expectation value given by Eq. (12.4), in which we (arbitrarily) assign 1v = +1
and 1h = −1:

C12 = Pvv − Pvh − Phv + Phh. (12.5)

Having set up these general expressions—which will prove useful very soon—we can now
go on to deduce the individual projection amplitudes using the entries in Table 11.2:

〈v1v2|ζ12〉 = 〈v1|〈 v2| 1√
2

(|L1〉|R2〉 + |R〉1|L〉2)

= 1√
2

(〈v1|L1〉〈v2|R2〉 + 〈v1|R1〉〈v2|L2〉)
= 1√

2

(
1√
2

· 1√
2

+ 1√
2

· 1√
2

)
= 1√

2
.

(12.6)

Similarly,

〈v1h2|ζ12〉 = 1√
2

(〈v1|L1〉〈h2|R2〉 + 〈v1|R1〉〈h2|L2〉)
= 1√

2

(
1√
2

· i√
2

− 1√
2

· i√
2

)
= 0,

(12.7)

and

〈h1v2|ζ12〉 = 0
〈h1h2|ζ12〉 = 1√

2
. (12.8)

So from (12.3) we have

|ζ12〉 = 1√
2

(|v1〉|v2〉 + |h1〉|h2〉). (12.9)

From Eq. (12.4), the expectation value reduces to

〈M̂12〉 = Pvv1v1v + Phh1h1h. (12.10)

And from Eq. (12.5) we see that C12 = 1, which simply means that the outcomes are
perfectly correlated.

By the time we make measurements on them, we presume that photons 1 and 2 have
moved a long distance apart. We can, in principle, make a measurement on either photon
to discover its state. Of course, for each measurement we will only ever see one outcome.
We must therefore presume that the composite state |ζ12〉 collapses to deliver only one
outcome: either |v1〉|v2〉 or |h1〉|h2〉, such that in a series of repeated measurements on



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi

246 A Reasonable Definition of Reality

identically prepared systems we will get either vertical/vertical or horizontal/horizontal
50 percent of the time.

Now suppose we make a measurement on photon 1 and discover that it is vertically
polarized. Following von Neumann’s logic, this must mean that |ζ12〉 collapsed to leave
photon 2 in a vertically polarized state. Likewise, if we discover that photon 1 is hori-
zontally polarized, this must mean that |ζ12〉 collapsed to leave photon 2 in a horizontally
polarized state. Based on (12.10), there are no other possible outcomes.

In the review article in which Schrödinger introduced his cat paradox, he also stated:3

Any ‘entanglement of predictions’ that takes place can obviously only go back to the fact
that the two [particles] at some earlier time formed in a true sense one system, that is
[they] were interacting, and have left behind traces on each other.

Such a pair of particles are now said to be entangled.
We have no way of knowing in advance if photon 1 will be measured to be vertically

or horizontally polarized. But this really doesn’t matter, for once we know the state of
photon 1, we also know the state of photon 2 with certainty, even though we may not
have measured it. In other words, we can discover the state of photon 2 with certainty without
disturbing it in any way. All we have to assume is that any measurement we make on
photon 1 in no way affects or disturbs photon 2, which could be an arbitrarily long
distance away (say halfway across the universe). We conclude that the state of photon 2
(and by inference, the state of photon 1) must surely have been determined all along.

A Reasonable Definition of Reality

In their 1935 paper, which was titled ‘Can Quantum-Mechanical Description of Physical
Reality Be Considered Complete?’, Einstein, Podolsky, and Rosen (EPR) offered a
philosophically loaded ‘definition’ of physical reality:4

If, without in any way disturbing a system, we can predict with certainty (i.e. with a
probability equal to unity) the value of a physical quantity, then there exists an element
of physical reality corresponding to this physical quantity.

We can see what the authors were trying to do. If the wavefunction is interpreted
realistically, then it ought to account for the reality of the physical quantities—such as the
states of photons 1 and 2—that it purports to describe. It clearly doesn’t. There is nothing
in the formulation that describes what these states are before we make a measurement on
photon 1, so quantum mechanics cannot be complete.

The alternative is to accept that the reality of the state of photon 2 is determined
by the nature of a measurement we choose to make on a completely different particle
an arbitrarily long distance away. Whatever we think might be going on, a realistic
interpretation of the wavefunction implies some kind of ‘spooky action at a distance’
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at odds with the special theory of relativity. EPR argued that: ‘No reasonable definition
of reality could be expected to permit this.’5

Details of this latest challenge were reported in The New York Times before the
EPR paper was published, in a news article headlined ‘Einstein Attacks Quantum
Theory’. This provided a non-technical summary of the main arguments, with extensive
quotations from Podolsky who, it seems, had been the principal author of the paper.

There is much in the language and nature of the arguments employed in the paper
that Einstein appears later to have regretted, especially the reality criterion. He deplored
The New York Times article and the publicity surrounding it. All the more disappointing,
perhaps, as the main challenge presented by EPR does not require this (or any) criterion,
though it does rest on the presumption that, however reality is defined, it is presumed to
be local, meaning that—no matter how they might have been formed—as photons 1 and
2 move apart, they are assumed to exist completely independently of each other. This is
sometimes referred to as ‘Einstein separability’.

This new challenge sent shockwaves through the small community of quantum
physicists. It hit Bohr like a ‘bolt from the blue’.6 Pauli was furious. Dirac exclaimed:
‘Now we have to start all over again, because Einstein proved that it does not work.’7

Bohr’s response, when it came a short time later, inevitably targeted the reality
criterion as the principal weakness. He argued that the stipulation ‘without in any way
disturbing a system’ is essentially ambiguous, since the quantum system is influenced
by the very conditions which define its future behaviour. In other words, the composite
state |ζ12〉 is deliberately set up with coded information based on what we already know
from previous experience. This allows us to predict Pvv and Phh. The measurements then
simply update our knowledge. All is well, provided we don’t ask how nature manages this
particular conjuring trick.

Einstein was, at least, successful in pushing Bohr to give up his clumsiness defense, and
to adopt a more firmly anti-realist position. Those in the physics community who cared
about these things seemed to accept that Bohr’s response had put the record straight.
But not everybody was satisfied.

Hidden Variables

In his debate with Bohr and Schrödinger, Einstein had hinted at a statistical interpre-
tation. In his opinion, quantum probabilities, derived as the modulus-squares of the
projection amplitudes, actually represent statistical probabilities, averaged over large
numbers of physically real particles. We resort to probabilities because we’re ignorant
of the states of the physically real quantum things.

Einstein toyed with just such an approach in May 1927. This was a modification
of quantum mechanics that combined classical wave and particle descriptions, with the
wavefunction taking the role of a ‘guiding field’ (in German, a Führungsfeld), guiding
or ‘piloting’ the physically real particles. In this kind of scheme, the wavefunction is
responsible for all the wave-like effects, such as diffraction and interference, but the
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particles maintain their integrity as localized, physically real entities. Instead of waves or
particles, as the Copenhagen interpretation demands, Einstein’s adaptation of quantum
mechanics was constructed from waves and particles.

But Einstein lost his enthusiasm for this approach within a matter of weeks of
formulating it. It hadn’t come out as he’d hoped. The wavefunction had taken on a
significance much greater than merely statistical. Einstein thought the problem was that
distant particles were exerting some kind of strange force on one another, which he really
didn’t like. But the real problem was that the guiding field is capable of exerting spooky
non-local influences. He withdrew a paper he had written on the approach before it could
be published. It survives in the Einstein Archives as a handwritten manuscript.8

This experience probably led Einstein to conclude that his initial belief—that quantum
mechanics could be completed through a more direct fusion of classical wave and particle
concepts—was misguided. He subsequently expressed the opinion that a complete
theory could only emerge from a much more radical revision of the entire theoretical
structure. He felt that quantum mechanics would eventually be replaced by an elusive
grand unified field theory, the search for which took up most of his intellectual energy in
the last decades of his life.

This early attempt by Einstein at completing quantum mechanics is known generally
as a hidden variables formulation, or just a ‘hidden variables theory’. It is based on the idea
that there is some aspect of the physics that governs what we see in an experiment, but
which makes no appearance in the representation. There are, of course, many precedents
for this kind of approach in the history of science. As I’ve already explained, Boltzmann
formulated a statistical theory of thermodynamics based on the ‘hidden’ motions of
real atoms and molecules. Likewise, in Einstein’s abortive attempt to rethink quantum
mechanics, it is the positions and motions of real particles, guided by the wavefunction,
that are hidden.

However, in Mathematical Foundations, von Neumann presented a proof which
appeared to demonstrate that all hidden variable extensions of quantum mechanics are
impossible.9 This seemed to be the end of the matter. If hidden variables are impossible,
why bother even to speculate about them?

And, indeed, silence prevailed for nearly twenty years. The dogmatic Copenhagen
view prevailed, seeping into the mathematical formalism and becoming the quantum
physicists’ conscious or unconscious default interpretation. The physics community
moved on and just got on with it, content to ‘shut up and calculate’.10

Then David Bohm broke the silence.

Enter Bohm

In February 1951, Bohm published a textbook, simply called Quantum Theory, in which
he followed the party line and dismissed the challenge posed by EPR’s ‘bolt from the
blue’, much as Bohr had done. But even as he was writing the book he was already
having misgivings. He felt that something had gone seriously wrong.
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Einstein welcomed the book, and invited Bohm to meet with him in Princeton
sometime in the spring of 1951. The doubts over the interpretation of quantum theory
that had begun to creep into Bohm’s mind now crystallized into a sharply defined
problem. ‘This encounter had a strong effect on the direction of my research,’ Bohm later
wrote, ‘Because I then became seriously interested in whether a deterministic extension
of quantum theory could be found’.11 The Copenhagen interpretation had transformed
what was really just a method of calculation into an explanation of reality, and Bohm was
more committed to the preconceptions of causality and determinism than perhaps he
had realized.

In Quantum Theory, Bohm asserted that ‘no theory of mechanically determined
hidden variables can lead to all of the results of the quantum theory’.12 Bohm went on to
develop a derivative of the EPR thought experiment which he published in a couple of
papers in 1952 and which he elaborated in 1957 with physicist Yakir Aharonov.13 This
is based on the idea of fragmenting a diatomic molecule (such as hydrogen, H2) into two
spin-aligned atoms.

Through their efforts, Bohm and Aharonov brought the EPR experiment down from
the lofty heights of pure thought and into the practical world of the physics laboratory. In
fact, the purpose of their 1957 paper was to claim that experiments capable of measuring
correlations between distant entangled particles had already been carried out. For those
few physicists paying attention, Bohm’s assertion and the notion of a practical test
suggested some mind-blowing possibilities.

Enter Bell

John Bell was paying attention. In 1964, he had an insight that was completely to
transform questions about the representation of reality at the quantum level. After
reviewing and dismissing von Neumann’s ‘impossibility proof’ as flawed and irrelevant,
he derived what was to become known as Bell’s inequality. ‘Probably I got that equation
into my head and out on to paper within about one weekend,’ he later explained. ‘But in
the previous weeks I had been thinking intensely all around these questions. And in the
previous years it had been at the back of my head continually.’14

The Ingredients

1. Projection amplitudes for photon polarization states, Table 11.2.

2. The complex exponential forms for cos A and sin A: cos A = ½
(
eiA + e−iA

)
and

sin A = ½i
(
eiA − e−iA

)
.

3. The trigonometric identity cos2A − sin2A = cos 2A.

4. Bertlmann’s socks.
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The Recipe

So far in our discussion of the system of entangled photons, we’ve assumed that the two
polarizing analysers used to discover the linear polarization states of photons 1 and 2
are orientated so that they are aligned on common vertical/horizontal axes. But what if
we now rotate one (or both) of these analysers? In Step (1), we elaborate the projection
amplitudes, projection probabilities, expectation value, and correlation function for this
situation.

We take a curious diversion in Step (2). Bell was constantly on the lookout for
‘everyday’ examples of pairs of objects that are spatially separated but whose properties
are correlated, as these provide accessible analogues for the EPR experiment. He found
a perfect example in the dress sense of one of his colleagues at CERN, Reinhold
Bertlmann. So, in this step I will introduce you to Bertlmann’s socks. In a paper published
in 1981, Bell made use of a series of hypothetical experiments involving prolonged
washing of these socks at different temperatures to develop some numerical relationships
involving the outcomes, and we consider these in Step (3). These relationships are
generalized—in Step (4)—to experiments on pairs of socks, from which Bell’s inequality
can be derived.

We return to quantum mechanics in Step (5), which details the derivation of Bell’s
theorem.

Step (1): Measurements with Different Analyser Orientations

We’ll start by considering the situation in which the two polarization analysers are
both orientated at different angles relative to the (arbitrary) laboratory vertical axis. We
suppose that the analyser for photon 1 is orientated at an angle α measured clockwise
from the vertical axis. This defines the v′/h′ axes (as before, see Fig. 11.3). We suppose
that the analyser for photon 2 is orientated at an angle β, defining another set of axes
which we denote as v′′/h′′. As before, the possible measurement eigenstates are

|v′
1v′′

2〉 =|v′
1〉 |v′′

2〉 photon 1 vertical′/photon 2 vertical′′

|v′
1h′′

2〉 =|v′
1〉 |h′′

2〉 photon 1 vertical′/photon 2 horizontal′′

|h′
1v′′

2〉 =|h′
1〉 |v′′

2〉 photon 1 horizontal′/photon 2 vertical′′

|h′
1h′′

2〉 =|h′
1〉 |h′′

2〉 photon 1 horizontal′/photon 2 horizontal′′,

(12.11)

where vertical′ indicates that photon 1 emerges from the vertical channel of analyser 1,
and vertical′′ indicates that photon 2 emerges from the vertical channel of analyser 2, and
so on. We can use the entries in Table 11.2 to deduce the projection amplitude 〈v′

1v′′
2|ζ12〉

as follows:
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〈
v′

1v′′
2|ζ12

〉= 〈
v′

1|
〈
v′′

2| 1√
2

(|L1
〉|R2

〉 + |R1
〉|L2

〉)

= 1√
2

(〈
v′

1|L1
〉〈
v′′

2|R2
〉 + 〈

v′
1|R1

〉〈
v′′

2|L2
〉)

= 1√
2

(
e−iα√

2
eiβ√

2
+ eiα√

2
e−iβ√

2

)

= 1√
2

(1
2 ei(β−α) + 1

2 e−i(β−α)
)

= 1√
2

cos ϕ,

(12.12)

where ϕ = β − α, and we have made use of the complex exponential form for cos ϕ.
We note in passing that when ϕ = 0

◦
, 〈v′

1v′′
2|ζ12〉 = 〈v1v2|ζ12〉 and from Eq. (12.12) we

recover (12.6).
It follows that

〈
v′

1h′′
2|ζ12

〉 = − 1√
2

sin ϕ
〈
h′

1v′′
2|ζ12

〉= 1√
2

sin ϕ
〈
h′

1h′′
2|ζ12

〉= 1√
2

cos ϕ.

(12.13)

We learn that for this particular entangled system the projection amplitudes depend
(rather neatly!) only on the differences between the orientation angles of the polarization
analysers.

The corresponding projection probabilities are then

Pvv(ϕ) = ∣
∣〈v′

1v′′
2

∣
∣ζ12

〉∣∣2 = 1
2 cos2ϕ

Pvh(ϕ) = ∣
∣〈v′

1h′′
2

∣
∣ζ12

〉∣∣2 = 1
2 sin2ϕ

Phv(ϕ) = ∣
∣〈h′

1v′′
2

∣
∣ζ12

〉∣∣2 = 1
2 sin2ϕ

Phh(ϕ) = ∣∣〈h′
1h′′

2

∣∣ζ12
〉∣∣2 = 1

2 cos2ϕ.

(12.14)

And the expectation value for the joint measurements is, therefore,

〈
M̂12

〉 = Pvv(ϕ)1v1v + Pvh(ϕ)1v1h + Phv(ϕ)1h1v + Phh(ϕ)1h1h. (12.15)

The correlation function for the joint measurement is

C12(ϕ) = Pvv(ϕ) − Pvh(ϕ) − Phv(ϕ) + Phh(ϕ)

= cos2ϕ − sin2ϕ

= cos 2ϕ,
(12.16)

where we have made use of the trigonometric identity cos2A − sin2A = cos 2A.
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Notice how the correlation now varies as we change the difference angle between
the analyser orientations, from C12(ϕ) = +1 (perfect correlation) when ϕ = 0

◦
, to

C12(ϕ) = 0 (no correlation) when ϕ = 45
◦
, to C12(ϕ) = −1 (perfect anti-correlation)

when ϕ = 90
◦
.

Step (2): Bertlmann’s Socks

The photons are correlated, but is this really so mysterious? In a paper titled ‘Bertlmann’s
Socks and the Nature of Reality’, published in 1981, Bell wrote:15

The philosopher in the street, who has not suffered a course in quantum mechanics,
is quite unimpressed by Einstein–Podolsky–Rosen correlations. He can point to many
examples of similar correlations in everyday life. The case of Bertlmann’s socks is often
cited. Dr Bertlmann likes to wear two socks of different colours. Which colour he will
have on a given foot on a given day is quite unpredictable. But when you see that the first
sock is pink you can be already sure that the second sock will not be pink. Observation
of the first, and experience of Bertlmann, gives immediate information about the second.
There is no accounting for tastes, but apart from that there is no mystery here. And is
not this EPR business just the same?

This situation is illustrated in Fig. 12.1.∗
Let’s suppose that Dr Bertlmann is a physicist who is very interested in the physical

properties of his socks. Imagine that he has secured a contract from a consumer research
organization to study how his socks stand up to the rigours of prolonged washing at
different temperatures. Being a theoretical physicist, he knows that he can discover some
simple relationships between the numbers of socks that pass (+ result) or fail (− result)
such tests without actually having to perform them using real socks and real washing
machines. This makes his study inexpensive and therefore attractive to his sponsors.

Step (3): Washing Socks and Outcome Spaces

Bertlmann decides to subject his left socks (which we label collectively as socks 1) to
three different tests:

• Test α, washing for 1000 cycles at 0◦C;

• Test β, washing for 1000 cycles at 22½◦C; and

• Test γ , washing for 1000 cycles at 45◦C.

∗ Reinhard Bertlmann was a colleague of Bell’s at CERN in the early 1980s. Bertlmann had decided some
time before that it was ‘crazy’ to wear matching socks and that the correct thing to do is wear socks of
different colours on each foot. See Andrew Whitaker, John Stewart Bell and Twentieth-Century Physics: Vision
and Integrity, Oxford University Press, 2016, p. 350.
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pink

Foundation Hugot
juin 17 1980

Les chaussettes
de M. Bertlmann
et la nature
de la réalité

not
pink

Figure 12.1 Bertlmann’s socks and the nature of reality.

Source: Reproduced with permission from Bell, J. S. (1981). Bertlmann’s socks and the nature of reality. J. Phys.
Symposiums, 42(C2):41–62.

Of course, we are assuming that the properties of the socks are uniform—there is no
physical difference (perhaps other than colour) between socks in a large collection. We
can define the result or outcome ‘spaces’ for these three tests as follows:

α+α+

α–α–

αα

β+β+ β–β–
γ–γ–

γ+γ+

ββ γγ

(12.17)

Think of it this way. When Bertlmann discovers that a sock successfully passes the α test,
he places a tick in the α+ space; if it fails he places a tick in the α− space. Likewise for all
the other spaces.

Bertlmann now defines three experiments. In experiment 1, he determines how many
socks pass test α and fail test β. This number is denoted as n(α+, β−). You can think of this
as the count of the number of ticks that lie in the overlapping α+ and β− outcome spaces.
In experiment 2 he determines the number of socks passing β and failing γ , n(β+, γ−).
And in experiment 3 he determines the number passing α and failing γ , n(α+, γ−). These
three experiments map to the outcome spaces as follows:

n(α+, β–)n(α+, β–) n(β+, γ–)n(β+, γ–) n(α+, γ–)n(α+, γ–)
(12.18)

where the shaded areas indicate the overlapping outcome spaces in each experiment.
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We can see from this that n(α+, β−) is the sum of two subspaces:

n(α+, β–)n(α+, β–)

== ++

n(α+, β–, γ+)n(α+, β–, γ+) n(α+, β–, γ–)n(α+, β–, γ–)
(12.19)

Similarly,

n(β+, γ–)n(β+, γ–)

==

n(α+, β+, γ–)n(α+, β+, γ–) n(α–, β+, γ–)n(α–, β+, γ–)

++

(12.20)

So, if we now add n(α+, β−) and n(β+, γ−), from (12.19) and (12.20), we get

n(α+, β–) + n(β+, γ–)n(α+, β–) + n(β+, γ–) n(α+, β–, γ–) + n(α–, β+, γ–)n(α+, β–, γ–) + n(α–, β+, γ–)n(α+, γ–)n(α+, γ–)

== ++

(12.21)

Or

n(α+, β–) + n(β+, γ–)n(α+, β–) + n(β+, γ–) n(α+, γ–)n(α+, γ–)

>>––

(12.22)

Step (4): Generalize for Experiments on Pairs of Socks

Astute readers will have already spotted the flaw in Bertlmann’s reasoning. We really have
no way of knowing if any given sock will pass one test and at the same time fail another.
If we try to perform a sequence of tests on any individual sock, then we can’t be sure
that surviving the rigours of 1000 washing cycles will leave the sock in its pristine state,
ready for a subsequent test. And if failing a test means that the sock is destroyed, then it
is obviously unavailable for any further test.

But then Bertlmann remembers that his socks always come in pairs. Aside from
differences in colour, if the socks in each pair are assumed to have otherwise identical
physical properties, then we can safely assume that the result of a test performed on
sock 2 implies that the same result would have been obtained for sock 1, even though we
haven’t performed this test on it directly. He must further assume that whatever test he
chooses to perform on sock 2 in no way affects the outcome of any other test he might perform
on sock 1, but this seems so obviously valid that he doesn’t give it a second thought.



OUP CORRECTED PROOF – FINAL, 7/11/2019, SPi

Einstein, Bohm, Bell, and the Derivation of Bell’s Inequality 255

Now the three different sets of experiments are carried out on three samples contain-
ing the same total number of pairs of socks, N . In experiment 1, for each pair, sock 1
is subjected to test α and sock 2 is subjected to test β. If sock 2 fails test β, this implies
that sock 1 would also have failed test β had it been performed on 1. The number of
pairs of socks for which sock 1 passes test α and sock 2 fails test β, which Bertlmann
denotes as N+−(α, β), must be equal to the (theoretical) number of socks 1 which pass
test α and fail test β, i.e. N+−(α, β) = n(α+, β−). The same logic follows for experiments
2 and 3.

Bertlmann can now generalize this result for any batch of pairs of socks. By dividing
each of these numbers by the total number of pairs of socks N he arrives at the
relative frequencies with which each joint result is obtained. He identifies these relative
frequencies as probabilities for obtaining the results for experiments yet to be performed
on any batch of pairs of socks that, statistically, have the same properties, i.e. P+−(α, β) =
N+−(α, β) /N , and so on. From Eq. (12.22) he is led to the inescapable conclusion

P+−(α, β) + P+−(β, γ ) ≥ P+−(α, γ ). (12.23)

This is Bell’s inequality.
As we can see, this has nothing whatsoever to do with quantum mechanics or

hidden variables. It is simply a logical conclusion derived from the relationships between
independent sets of numbers and their related probabilities. Any pair of socks which pass
α and fail γ will contribute to the probability P+−(α, γ ). But such a pair will also either
pass or fail β, contributing either to P+−(β, γ ) or P+−(α, β). Thus, there is simply no
way that P+−(α, γ ) can exceed the sum P+−(α, β) + P+−(β, γ ).

Step (5): Bell’s Theorem: Quantum Non-locality

This has, no doubt, been an illuminating diversion, but we need to get back to quantum
mechanics. Actually, this is really quite straightforward. Instead of experimenting with
pairs of socks, we experiment with pairs of photons. Instead of washing at different
temperatures, we perform experiments with different orientations of the polarization
analysers.

Our three experiments are now:

Orientation of
analyser 1

Orientation of
analyser 2

Difference in
orientations (ϕ)

Experiment 1 α β ϕ1 = β − α

Experiment 2 β γ ϕ2 = γ − β

Experiment 3 α γ ϕ3 = γ − α
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Analysers 1 and 2 refer to the polarization analysers through which photons 1 and 2,
respectively, will pass. Again, the orientation angles α, β, γ are measured relative to the
(arbitrary) laboratory vertical axis.

We can follow precisely the same logic, replacing pass/fail (+/−) results with detection
from the vertical/horizontal channels of the analysers (v/h). We retain the assumption
that the relative orientation of analyser 2 can in no way affect the outcome of the measurement
performed on photon 1. In essence, this means that the photons are assumed to be
‘Einstein separable’, just like Bertlmann’s socks. We invoke the existence of some kind
of hidden variable which governs the linear polarization properties of the two photons,
such that their properties are predetermined before they pass through the analysers and
are detected. The photons are said to be locally real, meaning that their properties are
determined all along and photon 1 cannot be influenced by whatever we choose to do to
photon 2, and vice versa.

If we accept this, then from Eq. (12.23), we have

Pvh (ϕ1) + Pvh (ϕ2) ≥ Pvh (ϕ3). (12.24)

Combining Eqs. (12.14) and (12.24) gives

½ sin2ϕ1 + ½ sin2ϕ2 ≥ ½ sin2ϕ3. (12.25)

In these experiments we’re free to set whatever orientation angles we like for the analysers.
So, let’s set α = 0

◦
, β = 22½

◦
, and γ = 45

◦
, such that ϕ1 = 22 ½

◦
, ϕ2 = 22 ½

◦
, and

ϕ3 = 45
◦
. From (12.25) we get

½ sin222½
◦ + ½ sin222 ½

◦ ≥ ½ sin245
◦

or 0.146 ≥ 0.250. (12.26)

The conclusion is inescapable. For this particular configuration of the analysers, quantum
mechanics predicts that Bell’s inequality should be violated.

Bell’s inequality is quite general. It does not depend on what kind of hidden variable
theory we might devise, so long as it is locally real. This generality allowed Bell to
formulate a ‘no-go’ theorem:16

If the [hidden variable] extension is local it will not agree with quantum mechanics, and
if it agrees with quantum mechanics it will not be local.

A complementary no-go theorem was devised in 1967 by Simon Kochen and Ernst
Specker.17

The Aspect Experiments

The real repercussions of Bell’s 1966 papers were felt through the work of a small group
of theoreticians and experimentalists who had read the papers and had become obsessed
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with the problem that they posed, and the first direct tests of Bell’s inequality were
performed in 1972, by Stuart Freedman and John Clauser. These experiments produced
the violations of Bell’s inequality predicted by quantum mechanics but, because of some
further assumptions that were necessary in order to extrapolate the data, only a weaker
form of the inequality was tested.

Other results followed, but the first comprehensive experiments designed specifically
to test the general form of Bell’s inequality were those performed by Alain Aspect and his
colleagues Philippe Grangier, Gérard Roger, and Jean Dalibard, at the Institut d’Optique
Théoretique et Appliquée, Université Paris-Sud in Orsay, in 1981 and 1982.18,19

Aspect and his colleagues settled on excited calcium atoms as the source of entangled
photons. In the lowest energy ‘ground’ electronic state of the calcium atom, the outermost
4s orbital is filled with two spin-paired electrons (4s2). If one of these electrons absorbs a
photon of the right wavelength, then the electron is excited to a higher-energy 4p orbital.
In this process, the photon that is absorbed imparts a quantum of angular momentum,
and this appears as orbital angular momentum of the excited electron, the value of L
increasing by 1. If there is no change in the spin orientations of the two electrons, the
excited state is still a singlet state, S is equal to 0, and, since L = 1, there is only one
possible value for J: J = 1. This excited state is labeled 4s14p1(1P1) (cf. the discussion
of the electronic states of helium in Chapter 8).

Now suppose that it is possible to excite a second electron (the one ‘left behind’ in
the 4s orbital) also into this same excited 4p orbital, but in a way that maintains the
alignment of the electron spins. In other words, we create a doubly excited state in which
the electron spins remain paired (4p2). This gives rise to three different electronic states
corresponding to the three different ways of combining the angular momentum vectors.
In one of these the orbital angular momentum vectors of the individual electrons cancel,
L = 0 and, since S = 0, we have J = 0. This particular doubly excited state is labeled
4p2(1S0).

This doubly excited state undergoes a rapid cascade emission through the interme-
diate 4s14p1(1P1) state to return to the ground state (see Fig. 12.2). Two photons are
emitted. Because the quantum number J changes from 0 → 1 → 0 in the cascade, the
net angular momentum of the photon pair must be zero: they are emitted in opposite
states of circular polarization, either |L1R2

〉
or |R1L2

〉
(as judged from the perspective of

the source), described by the superposition in Eq. (12.1). The photons are entangled.
In fact, the photons have wavelengths in the visible region. Photon 1, from the

4p2(1S0) → 4s14p1(1P1) transition, has a wavelength of 551.3 nm (green) and photon
2, from the 4s14p1(1P1) → 4s2(1S0) transition, has a wavelength of 422.7 nm (blue).

Aspect and his colleagues used two high-power lasers to produce the excited calcium
atoms, which were formed in an atomic ‘beam’, produced by passing gaseous calcium
from a high-temperature oven through a tiny hole into a vacuum chamber. Subsequent
collimation of the atoms entering the sample chamber provided a well-defined beam of
atoms. The low density of atoms at the point of intersection with the laser beams ensured
that the calcium atoms did not collide with each other or with the walls of the chamber
before absorbing and subsequently emitting photons.
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Figure 12.2 Electronic states of atomic calcium used to generate pairs of entangled photons in tests of
Bell’s inequality.

The physicists monitored the light emitted in opposite directions from the atomic
beam source, using coloured filters to isolate the green photons (photons 1) on the left
and the blue photons (photons 2) on the right. The photons were then passed into an
arrangement consisting of two polarization analysers, four photomultipliers to amplify
the signals from the detected photons, and electronic devices designed to detect and
record coincident signals from the photomultipliers.

Each polarization analyser was mounted on a platform which allowed it to be rotated
about its optical axis. Experiments could therefore be performed for different relative
orientations of the two analysers, placed about 13 metres apart. The electronics were
set to look for coincidences in the arrival and detection of photons 1 and 2 within a
time window of just 20 ns. Any kind of ‘spooky’ signal passed between the photons,
‘informing’ photon 2 of the polarization state of photon 1, for example, would therefore
need to travel the 13 metres between the detectors within this time window. In fact, it
takes about twice this amount of time for a signal moving at the speed of light to cover
this distance. The measurements were therefore ‘space-like’ separated.

Aspect and his colleagues measured the correlation C12(ϕ) for seven different sets of
analyser orientations. Their results are shown in Fig. 12.3. We saw from Eq. (12.16)
that the quantum-mechanical prediction for C12(ϕ) is simply cos 2ϕ, and this is the
curve plotted through the data points, after corrections for experimental imperfections.∗
As anticipated, the predictions demonstrate that perfect correlation and perfect anti-
correlation were not quite realized in these experiments. However, it is quite clear that
the measured values of C12(ϕ) agree well with the predictions.

∗ Not all the photons could be physically ‘gathered’ in the detection system, the polarization analysers didn’t
transmit all the photons incident on them, and some photons ‘leaked’ through the wrong analyser channels. All
these inefficiencies were established in a series of calibrations.
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Figure 12.3 Results of measurements of the correlation between entangled photons for different
orientations of the polarization analysers. The data points include error bars. The curve is the
quantum-mechanical prediction—Eq. (12.16)—modified to take account of experimental inefficiencies.

Source: Reprinted with permission from Aspect, A. et al. Experimental Realization of Einstein-Podolsky-
Rosen-Bohm Gedankenexperiment: A New Violation of Bell’s Inequalities. Physical Review Letters,
49(2):91-93, © 1982. 1982 by the American Physical Society.

The physicists also tested a generalized version of Bell’s inequality based on four
different analyser configurations (with angles α, β, γ , δ), applicable to non-ideal exper-
iments in which perfect correlation or anti-correlation can’t be achieved. I won’t derive
this here, but it is

|C12(ϕ1) − C12(ϕ4) | + |C12(ϕ2) + C12(ϕ3) |≤ 2. (12.27)

The orientations were ϕ1 = β − α = 22 ½
◦
, ϕ2 = β − γ = −22 ½

◦
, ϕ3 = δ − γ = 22 ½

◦
,

and ϕ4 = δ − α = 67 ½
◦
. We can use the general form for C12(ϕ) given in Eq. (12.16)

to predict that

|cos 2ϕ1 − cos 2ϕ4 | + |cos 2ϕ2 + cos 2ϕ3 |≤ 2

| 1√
2

+ 1√
2
|+| 1√

2
+ 1√

2
| = 4√

2
=2

√
2 ≤ 2.

(12.28)

And we see that, once again, quantum mechanics predicts that the inequality is violated.
Aspect and his colleagues obtained the result 2.697 ± 0.015, a violation of the inequality
by 83% of the theoretical maximum (2

√
2 = 2.828).

You will note that nowhere in the above has it been necessary to introduce a
specific local hidden variable theory to compare and contrast with the predictions of
quantum mechanics. This might make you somewhat suspicious. If so, you can allay
your suspicions by taking a quick look at Appendix 8, which summarizes a very simple
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(but intuitive) local hidden variables theory. This predicts results which do not violate
Bell’s inequality.

Closing the Loopholes

Of course, this was not the end of the matter. For those physicists with deeply held realist
convictions, there just had to be something else going on. More questions were asked:
‘What if the hidden variables are somehow influenced by the way the experiment is set
up?’ This was just the first in a series of ‘loopholes’, invoked in attempts to argue that
these results didn’t necessarily rule out all possible local hidden variable theories.

Aspect himself had anticipated this first loophole, and he and his colleagues performed
further experiments to close it off. The experimental arrangement was modified to
include devices which could randomly switch the paths of the photons, directing each
of them towards analysers orientated at different angles. This prevented the photons
from ‘knowing’ in advance along which path they would be traveling, and hence through
which analyser they would eventually pass. This is equivalent to changing the relative
orientations of the two analysers while the photons are in flight. It made no difference.
Bell’s inequality was still violated.20

The problem can’t be made to go away simply by increasing the distance between the
source of the entangled particles and the detectors. Experiments have been performed
with detectors located in Bellevue and Bernex, two small Swiss villages outside Geneva
almost 11 kilometers apart.21 Subsequent experiments placed detectors in La Palma and
Tenerife in the Canary Islands, 144 kilometers apart. Bell’s inequality was still violated.22

Okay, but what if the hidden variables are still somehow sensitive even to random
choices in the experimental setup, simply because these choices are made on the same
timescale? In experiments reported in 2018, the experimental settings were determined
by the colours of photons detected from distant quasars, the active nuclei of distant
galaxies. The random choice of settings was therefore already made nearly 8 billion years
before the experiment was performed, as this is how long it took for the trigger photons
to reach the Earth. Bell’s inequality was still violated.23

There are other loopholes, and these too have been closed off in experiments involving
both entangled photons and ions. Experiments involving entangled triplets of photons
performed in 2000 ruled out all manner of locally realistic hidden variable theories
without recourse to Bell’s inequality.24

If we want to adopt a realistic interpretation, then it seems we must accept that this
reality is determinedly non-local.

Leggett’s Inequality: Crypto Non-local Hidden Variables

But can we still meet reality halfway? In these experiments, we assume that the properties
of the entangled particles are governed by some, possibly very complex, set of hidden
variables. These possess unique values that determine the quantum states of the particles
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and their subsequent interactions with the measuring devices. We further assume that the
particles are formed with a statistical distribution of these variables determined only by
the physics and not by the way the experiment is set up.

Local hidden variable theories are characterized by two further assumptions. In the
first, we assume (as did EPR) that the outcome of the measurement on particle 1 can in
no way affect the outcome of the measurement on 2, and vice versa. In the second, we
assume that the setting of the device we use to make the measurement on 1 can in no way
affect the outcome of the measurement on 2, and vice versa.

The experimental violations of Bell’s inequality show that one or other (or both) of
these assumptions is invalid. But they don’t tell us which.

In a paper published in 2003, Anthony Leggett chose to drop the setting assumption.
This means that the behaviour of the particles and the outcomes of subsequent measure-
ments is assumed to be influenced by the way the measuring devices are set up. This is
still all very spooky and highly counter-intuitive:25

nothing in our experience of physics indicates that the orientation of distant [measuring
devices] is either more or less likely to affect the outcome of an experiment than, say, the
position of the keys in the experimenter’s pocket or the time shown by the clock on the
wall.

By keeping the outcome assumption, we define a class of non-local hidden variable
theories in which the individual particles possess defined properties before the act of
measurement. What is actually measured will of course depend on the settings, and
changing these settings will somehow affect the behaviour of distant particles (hence,
‘non-local’). Leggett referred to this broad class of theories as ‘crypto’ non-local hidden
variable theories.

He went on to show that dropping the setting assumption is in itself still insufficient to
reproduce all the results of quantum mechanics. Just as Bell had done in 1964, he derived
an inequality that is valid for all classes of crypto non-local hidden variable theories but
which is predicted to be violated by quantum mechanics. At stake then was the rather
simple question of whether quantum particles have the properties we assign to them
before the act of measurement. Put another way, here was an opportunity to test whether
quantum particles have what we might want to consider as ‘real’ properties before they
are measured.

The results of experiments designed to test Leggett’s inequality were reported in
2007 and, once again, the answer is pretty unequivocal. For a specific arrangement of
the settings in these experiments, Leggett’s inequality demands a result which is less
than or equal to 3.779. Quantum mechanics predicts 3.879, a violation of less than 3%.
The experimental result was 3.8521, with an error of ± 0.0227. Leggett’s inequality
was violated.26 Several variations of experiments to test Leggett’s inequality have been
performed more recently. All confirm this result.

The debate continues. But we must acknowledge that in any realistic interpretation
in which the wavefunction is assumed to represent the real physical state of a quantum
system, the wavefunction must be non-local.
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Epilogue

A Game of Theories
The Quantum Representation of Reality

I hope that, having made it to the end, you have enjoyed the journey. I set out to do
three things. I wanted to show you that whilst quantum mechanics is mathematically
challenging, some basic knowledge and a bit of effort will carry you a long way.
I also wanted to show you how quantum mechanics was derived from careful studies
of the physics. The rather abstract quantum formalism based on state vectors in Hilbert
space was introduced only when it was deemed desirable to lend the theory greater
mathematical consistency, and to reject some of its historical metaphysical baggage.
I firmly believe that the best way to come to terms with this formalism is to first under-
stand how and why it came about. As we’ve seen, it was only partially successful. Math-
ematical consistency might have been won, but philosophical clarity was certainly lost.

Debates about the interpretation of the quantum representation continue to this day.
Many practicing scientists see such debates as rather pointless or futile. The theory
works very well, so why trouble yourself about what it means? Why not just ‘shut up
and calculate’? This brings me to my third ambition. I had hoped that by presenting
the historical development of the theory in this way, you might get the impression that
any lack of comprehension of its meaning on your part is absolutely not your fault. The
quantum-mechanical representation challenges our comprehension of what any (and all)
scientific theories are meant to be telling us about the nature of physical reality. Honestly,
it’s okay to have doubts.

The question of interpretation remains so stubborn because the choice we face is a
philosophical one. There is absolutely nothing scientifically wrong with an anti-realist
interpretation in which there is no mystery and the theory is complete. We make use of
what we know about a quantum system based on previous experiments and experience
and we code this in the wavefunction, or state vector. All we do is use the theory to
manipulate information, as a way of connecting past events to predictions of the future.
If the wavefunction is just coded information, then it isn’t physically real and there’s no
need to postulate a collapse. All that changes with the measurement is our knowledge,
and ‘This change is unproblematic,’ writes Italian theorist Carlo Rovelli, ‘for the same
reason for which my information about China changes discontinuously any time I read
an article about China in the newspaper.’1

The Quantum Cookbook. Jim Baggott, Oxford University Press (2020). © Jim Baggott.
DOI: 10.1093/oso/9780198827856.001.0001
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If, instead, we choose to pull on the loose thread, we find that we are obliged to take
the representation at face value, and interpret its concepts more realistically. The theory
then gives us all those things about the quantum world that we find utterly baffling
and, just as Einstein himself concluded, we’re obliged to accept that the theory can’t be
complete.

I thought I’d conclude by summarizing the efforts of the past 90 years, framed in the
context of the Bohr–Einstein debate.2

Bohr was right: Quantum mechanics is complete and there are no problems. If
you’re discomfited by Copenhagen, take heart. There are alternatives, such as
Rovelli’s relational interpretation and so-called information-theoretic interpreta-
tions. Though unpalatable to many with different metaphysical prejudices, there’s
absolutely nothing wrong with this conclusion.

Bohr was (mostly) right: Quantum mechanics is complete but, to make better sense,
the conventional representation needs to be interpreted in a different way. In one
approach the axioms of the theory are reworked to make quantum mechanics an
essentially probabilistic theory. In another, quantum probabilities are computed
through the use of ‘consistent histories’. In another, quantum probabilities are
interpreted subjectively, using something called Bayesian decision theory.

Einstein was right (I): Quantum mechanics can be completed by including hidden
variables, which sit at a deeper level ‘beneath’ the wavefunction and govern the
physics. As we learned in Chapter 12, certain classes of local and crypto non-
local hidden variables have now been largely ruled out through experimental
tests. Other types of non-local hidden variable theories (including so-called ‘pilot
wave’ interpretations) are hard if not impossible to distinguish experimentally from
conventional quantum mechanics. But adopting a structure based on waves and
particles means accepting the reality of ‘spooky’ action at a distance. The choice
then becomes a matter of taste.

Einstein was right (II): Quantum mechanics can be completed by introducing
a physical mechanism to account for the collapse of the wavefunction. Such
mechanisms may invoke some kind of spontaneous collapse, or they may involve
gravity (curved spacetime), or (following von Neumann and Wigner) the influence
of a conscious mind.

Einstein was right (III): But in a way that I think would have appalled him. In a
quantum measurement, all the possibilities are realized at once, but each in different
universes. This is the ‘many worlds’ interpretation, the ultimate consequence of
assuming the wavefunction is real.

The debate continues. After a thirty-year personal journey in search of the meaning
of quantum mechanics, I can happily attest to the fact I still don’t understand it. But I
think I now understand why. And, having long favoured Einstein’s philosophical position,
I now confess to some doubts.

Like the great philosopher Han Solo, I’ve got a very bad feeling about this.
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Appendix 1
Cavity Modes

We assume that the radiation trapped inside the cavity consists of electromagnetic waves with
frequency ν and wavelength λ. Many different frequencies will persist inside the cavity at
equilibrium, provided they meet the condition for standing waves. Such standing waves are called
‘cavity modes’. The function ρ(ν, T) then represents the energy-density of these modes per unit
volume per unit frequency interval.

The cavity modes derive their energy from the internal energy of the oscillators, U (ν, T), so
the volume density of this is simply U (ν, T) /V , where V is the volume of the cavity. The density
per unit frequency interval is then simply the variation of the number of cavity modes, Nm, with
frequency, or dNm/dν. Hence,

ρ(ν, T) = U (ν, T)

V

(
dNm

dν

)
. (A1.1)

We can sense-check this with a little dimensional analysis. We can deduce from Planck’s radiation
law, Eq. (1.3), that the density function ρ(ν, T) has the units Jsm−3. The energy (in J) derives from
U (ν, T). Dividing this by the volume of the cavity gives us units of m−3. Nm is simply a number,
and dNm/dν is the rate of change of this number with frequency, which has units (s−1)−1. So the
dimensions of ρ(ν, T) in Eq. (A1.1) are J(s−1)−1m−3, or joules per unit frequency interval per
cubic metre.

We begin by evaluating Nm. In one dimension (in the x-direction, say), if the length of the cavity
is l then the standing wave condition means that only wavelengths which ‘fit’ between the end walls
of the cavity will interfere constructively—see Fig. A1.1. In other words,

nxλ = 2l or nx

( c
ν

)
= 2l, so that nx = 2νl

c
, (A1.2)

ll

λ = 2lλ = 2l

λ = lλ = l 3λ = 2l3λ = 2l

Figure A1.1 The standing wave condition.
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Figure A1.2 Pythagoras’ theorem can be used to generalize the expression for the number of modes to
three dimensions.

where nx is a positive integer. In practical terms, the values for nx in Eq. (A1.2) will be very large.
For example, for a cavity length of 20 centimetres, a standing light wave with a wavelength of
580 nm (yellow) will have (roughly) nx = 690,000. The modes will also be very closely spaced,
such that we can assume that they form a continuum along the ‘nx-coordinate’. If we assume for
the moment that the cavity forms a cube, this allows us to make use of Pythagoras’ theorem to
generalize (A1.2) to three dimensions (see Fig. A1.2),

np = 2νl
c

, (A1.3)

where n2
p = n2

x + n2
y + n2

z . We will soon discover that the result for ρ(ν, T) is actually independent
of the cavity size and shape.

If the modes can be assumed to form a continuum, we can approximate Nm as the volume of a
sphere of radius np. There are two caveats. We know that light has two forms of polarization—right
circular and left circular (or, perhaps more familiarly, vertical and horizontal plane polarization).
This means there are twice the number of modes. Secondly, if np is evaluated from the centre of the
sphere, then we must exclude from consideration all negative values of nx, ny, and nz, as these make
no physical sense. This means considering only the positive octant of the sphere, or one-eighth of
the volume (see Fig. A1.3). Hence,

Nm ∼= 2
(

1
8

) (
4
3

πn3
p

)
∼= 1

3
πn3

p . (A1.4)

But we know from Eq. (A1.3) that np = 2νl/c, so

Nm ∼= 8πν3l3

3c3 . (A1.5)

Equation (A1.5) suggests that the number of modes inside the cavity will increase with increasing
frequency. This makes perfect sense—the higher the frequency, the greater the number of nodes
in the wave and so the greater the likelihood of meeting the standing wave condition. At high
frequencies the modes will get increasingly closer together.
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344
33
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Figure A1.3 If we approximate the modes as a continuum, we can determine the total number as the
positive octant of a sphere of volume with radius np.

The derivative of Nm with respect to frequency is then given by

dNm

dν
= 8πv2l3

c3 . (A1.6)

We can now insert this into Eq. (A1.1), remembering that for the moment we have assumed the
cavity is a cube, so V = l3,

ρ(ν, T) = U (ν, T)

l3
8πν2l3

c3 = 8πv2

c3 U (ν, T), (A1.7)

and we see that this result is indeed independent of cavity size and shape. This is the relation
between radiation density and oscillator energy that Planck deduced in May 1899, Eq. (1.5).
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Appendix 2
Lorentz Transformation for Energy and
Linear Momentum

Consider three reference frames with the following relationships:

S0, the rest frame;

S, a moving frame with velocity u relative to S0, with coordinates t, x, y, z and velocity
components ux, uy, uz; and

S′, a moving frame with velocity u′ relative to S0, with coordinates t′, x′, y′, z′ and velocity
components u′

x, u′
y, u′

z. S′ is also moving with velocity v relative to S.

We begin by establishing relationships between the velocity components of u and u′ and the velocity
v. From the Lorentz transformation from S to S′, Table 2.1, we have

t′ = γv

(
t − v

c2 x
)

, where γv = 1
√

1 − v2

c2

(A2.1)

x′ = γv(x − vt) (A2.2)

y′ = y (A2.3)

z′ = z. (A2.4)

For a small incremental change dx′ we can use Eq. (A2.2) to deduce

dx′ = γv(dx − vdt) or dx′ = γv(ux − v) dt, (A2.5)

where we have made use of the fact that ux = dx/dt and dx = uxdt. Likewise,

dt′ = γv

(
dt − v

c2 dx
)

or dt′ = γv

(
1 − v

c2 ux

)
dt. (A2.6)

Dividing (A2.5) by (A2.6) gives

dx′

dt′
= u′

x = ux − v
1 − vux/c2 . (A2.7)
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Similarly,

dy′ = dy = uydt and so
dy′

dt′
= u′

y = uy

γv
(
1 − vux/c2

) (A2.8)

dz′ = dz = uzdt and so
dz′

dt′
= u′

z = uz

γv
(
1 − vux/c2

) . (A2.9)

In what follows we will need to consider the Lorentz transformations from S0 to S and from S0 to
S′, and it will therefore be helpful to deduce some relationships between the corresponding Lorentz
factors. Let’s start by considering γu’:

1

γ 2
u′

= 1 − u′2

c2 = 1 −
(

u′2
x

c2 + u′2
y

c2 + u′2
z

c2

)

. (A2.10)

This can get quite complicated quite quickly, so let’s consider each of the velocity components in
turn. From (A2.7),

1 − u′2
x

c2 = 1 −
(
ux − v

)2
/c2

(
1 − vux/c2

)2 =
(
1 − vux/c2

)2 − (
ux − v

)2
/c2

(
1 − vux/c2

)2 . (A2.11)

On expanding the brackets in the numerator we get, after some rearrangement,

1 − u′2
x

c2 =
(
1 − v2/c2

) (
1 − u2

x/c2
)

(
1 − vux/c2

)2 = 1 − u2
x/c2

γ 2
v
(
1 − vux/c2

)2 . (A2.12)

Similarly,

u′2
y

c2 = uy/c2

γ 2
v
(
1 − vux/c2

)2 (A2.13)

u′2
z

c2 = uz/c2

γ 2
v
(
1 − vux/c2

)2 . (A2.14)

Subtracting (A2.13) and (A2.14) from (A2.12) then gives

1 − u′2

c2 =
(
1 − u2/c2

)

γ 2
v
(
1 − vux/c2

)2 = 1

γ 2
v γ 2

u
(
1 − vux/c2

)2 . (A2.15)

We can now invert this last expression and take the square root of both sides:

γu′ = γvγu
(
1 − vux/c2)

(A2.16)

We now have everything we need. Recall from Eqs. (4.6) and (4.9) that transforming from S0 to
S and from S0 to S′ gives

E = γum0c2 and E ′ = γu′m0c2 (A2.17)
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p = γum0u and p′ = γu′m0u′ (A2.18)

We can resolve (A2.17) into components as follows:

px = γum0ux and p′
x = γu′m0u′

x (A2.19)

py = γum0uy and p′
y = γu′m0u′

y (A2.20)

pz = γum0uz and p′
z = γu′m0u′

z. (A2.21)

From (A2.17) and (A2.16) we have

E ′ = γvγu
(
1 − vux/c2)

m0c2 = γv
(
γum0c2 − vγum0ux

)
. (A2.22)

From this last expression, (A2.17), and (A2.19), it immediately follows that

E ′ = γv(E − vpx) (A2.23)

Also, from (A2.19), (A2.16) and (A2.7) we have for p′
x

p′
x = γvγu

(
1 − vux/c2

)
m0

(
ux − v

)

(
1 − vux/c2

) = γv
(
γum0ux − γum0v

)
. (A2.24)

But we know that from (A2.19) px = γum0ux and from (A2.17) γum0 = E/c2, so

p′
x = γv

(
px − v

c2 E
)

. (A2.25)

Similarly, from (A2.20), (A2.21) and (A2.8), (A2.9) we have

p′
y = γvγu

(
1 − vux/c2

)
m0uy

γv
(
1 − vux/c2

) = γum0uy = py (A2.26)

p′
z = γvγu

(
1 − vux/c2

)
m0uz

γv
(
1 − vux/c2

) = γum0uz = pz. (A2.27)

These results are summarized on the left-hand side of Table 4.1.
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Energy Levels of the Hydrogen Atom

The radial component of the Schrödinger wave equation for the hydrogen atom is given in
Eq. (5.37):

− �
2

2me

1
r

∂2

∂r2 rRnl(r) +
( −e2

4πε0r
+ l (l + 1) �2

2mer2

)
Rnl(r) = EnRnl(r). (A3.1)

And from (5.38), the radial functions are

Rnl(r) =
√(

2
na0

)3
(n − l − 1)!
2n[(n + l)!]3 (ρn)

l e−ρn/2L2l+1
n−l−1(ρn). (A3.2)

It’s quite instructive to insert this expression for the radial function into the wave equation and
solve for the energy, En. To simplify matters, I’m going to drop the subscript notation and the
bracketed reference to the dependent variable throughout (though we mustn’t forget that they’re
there) and replace the complicated square-root normalization factor in (A3.2) with the term N .
With this notation, we can write Eq. (A3.2) as R = Nρ l e−ρ/2L. We’ll also focus only on the kinetic
energy term in (A3.1):

− �
2

2me

1
r

∂2

∂r2 rR = − �
2

2me

1
r

∂2

∂r2 rNρ l e−ρ/2L. (A3.3)

As it stands, this looks pretty complicated—we need to differentiate the product of three functions
that depend on r: ρ l , e−ρ/2, and L. But we can do a couple of things to make this a little simpler.
We recall that ρ = 2r/na0, so we can use the chain rule to turn this into a differential equation in ρ:

∂

∂r
rR = ∂

∂ρ

dρ

dr
rR = ∂

∂ρ

2
na0

rR = ∂

∂ρ
ρR (A3.4)

and

∂2

∂r2 rR = ∂

∂r

(
∂

∂r
rR

)
= ∂

∂ρ

dρ

dr

(
∂

∂ρ
ρR

)
= 2

na0

∂2

∂ρ2 ρR. (A3.5)

Equation (A3.3) now becomes

− �
2

2me

1
r

∂2

∂r2 rR = − �
2

2me

2
na0r

∂2

∂ρ2 ρR. (A3.6)
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It’s best to evaluate this expression in stages, and we begin by taking a single derivative with respect
to ρ, noting as we do that ρ times ρ l is ρ l+1. Applying the product rule, we get∗

∂

∂ρ
ρR = ∂

∂ρ

(
Nρ l+1e−ρ/2)

L = N
[(

l + 1
)
ρ l e−ρ/2 − ρ

2
ρ l e−ρ/2

]
L + (

Nρ l+1e−ρ/2)∂L
∂ρ

. (A3.7)

We can see a little better what’s happening here by gathering terms that are multiplied by
Nρ l e−ρ/2L and replacing them with R, giving

∂

∂ρ
ρR = (

l + 1
)
R − ρ

2
R + (

Nρ l+1e−ρ/2)∂L
∂ρ

. (A3.8)

You might be getting a little nervous about that last term in (A3.8) containing the differential of
the associated Laguerre polynomial, but please be reassured—I have a magic trick that will make
this complexity go away.

Unfortunately, we need to differentiate (A3.8) again, and there are now three terms to consider
rather than just one. Best to take them one term at a time, starting with the first:

∂

∂ρ

[(
l + 1

)
R

] = ∂

∂ρ

[(
l + 1

)(
Nρ l e−ρ/2)]

L = l (l + 1)

ρ
R − (l + 1)

2
R + (

l + 1
)(

Nρ l e−ρ/2)∂L
∂ρ

.

(A3.9)

Likewise for the second term,

∂

∂ρ

(ρ

2
R

)
= ∂

∂ρ

[ρ

2

(
Nρ l e−ρ/2)]

L = (l + 1)

2
R − ρ

4
R + ρ

2

(
Nρ l e−ρ/2)∂L

∂ρ
. (A3.10)

And, finally,

∂

∂ρ

[(
Nρ l+1e−ρ/2)∂L

∂ρ

]
=

{[(
l + 1

) − ρ

2

] (
Nρ l e−ρ/2)} ∂L

∂ρ
+ ρ

(
Nρ l e−ρ/2)∂2L

∂ρ2 . (A3.11)

We now subtract (A3.10) from (A3.9), add (A3.11), and gather terms to give

∂2

∂ρ2 ρR =
[

l(l + 1)

ρ
+ ρ

4
− (

l + 1
)
]

R + [
2
(
l + 1

) − ρ
] (

Nρ l e−ρ/2)∂L
∂ρ

+ ρ
(
Nρ l e−ρ/2)∂2L

∂ρ2 .

(A3.12)

Here’s the magic trick. The associated Laguerre polynomials are solutions of the associated Laguerre
equation which, in the notation used here, can be written

ρ
∂2L
∂ρ2 + [

2
(
l + 1

) − ρ
]∂L
∂ρ

+ (
n − l − 1

)
L = 0. (A3.13)

Of course, this isn’t magic. Eq. (A3.13) is an inherent property of the associated Laguerre
polynomials (and can quickly be tested by reference to the specific examples given in Table 5.2).

∗ d(uvw)/dx = w (v du/dx + u dv/dx) + uv dw/dx, where u = Nρl+1, v = e−ρ/2, and w = L.
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What is magical is that we can now replace the complicated derivative terms in (A3.12):

ρ
∂2L
∂ρ2 + [

2
(
l + 1

) − ρ
]∂L
∂ρ

= −(
n − l − 1

)
L. (A3.14)

And, of course, L, when multiplied by Nρ l e−ρ/2, returns the radial function R once more. Equation
(A3.12) then becomes

∂2

∂ρ2 ρR =
[

l (l + 1)

ρ
+ ρ

4
− (

l + 1
)
]

R − (
n − l − 1

)
R. (A3.15)

Or

∂2

∂ρ2 ρR =
[

l (l + 1)

ρ
+ ρ

4
− n

]
R. (A3.16)

We can now put this result into (A3.6):

− �
2

2me

1
r

∂2

∂r2 rR = − �
2

2me

2
na0r

[
l (l + 1)

ρ
+ ρ

4
− n

]
R. (A3.17)

We now replace ρ with 2r/na0 and multiply the terms inside the bracket by the factor 2/na0r,
giving

− �
2

2me

1
r

∂2

∂r2 rR = − �
2

2me

[
l (l + 1)

r2 + 1

n2a2
0

− 2
a0r

]

R, (A3.18)

which is Eq. (5.45) in Chapter 5. As we saw there, when inserted into the wave Eq. (A3.1), we can
cancel the radial function R. We then find that the term �

2/mea0r exactly cancels the contribution
from the Coulomb potential, −e2/4πε0r, and the term −l (l + 1) �2/2mer2 exactly cancels the
positive contribution from the angular momentum in the effective potential. We’re therefore just
left with

− �
2

2men2a2
0

= − mee4

8ε2
0h2

· 1
n2 = En, (A3.19)

in agreement with Bohr’s original formula.
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Orthogonality of the Hydrogen Atom
Wavefunctions

From Eqs. (5.41) and (5.42) we have

ψ100 = 1
√

πa3
0

e−r/a0 (A4.1)

ψ200 = 1

4
√

2πa3
0

(
2 − r

a0

)
e−r/2a0 , (A4.2)

where we have substituted for ρn. Both of these solutions are spherically symmetric, so once again
we can write

∫
ψ200ψ100dτ =

π∫

0

sin θdθ

2π∫

0

dφ

∞∫

0

ψ200ψ100dr. (A4.3)

The integrals over the angles evaluate to 4π , and so

∫
ψ200ψ100dτ = 1√

2a3
0

∞∫

0

r2
(

2 − r
a0

)
e−3r/2a0 dr. (A4.4)

This looks a little daunting, but we can rearrange it as follows:

∫
ψ200ψ100dτ = 2√

2a3
0

∞∫

0

(
r2 − r3

2a0

)
e−3r/2a0 dr. (A4.5)

Or

∫
ψ200ψ100dτ = 2√

2a3
0

⎛

⎝
∞∫

0

r2e−3r/2a0 dr −
∞∫

0

r3

2a0
e−3r/2a0 dr

⎞

⎠ . (A4.6)

The last integral in Eq. (A4.6) is of the general form of another standard integral:

∫
xnebxdx = xnebx

b
− n

b

∫
xn−1ebxdx. (A4.7)
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Substituting x = r and b = −3/2a0 gives

∞∫

0

r3

2a0
e−3r/2a0 dr =

⎡

⎣− r3e−3r/2a0

3
+

∞∫

0

r2e−3r/2a0 dr

⎤

⎦

∞

0

. (A4.8)

We can now see what happens. The integral in (A4.8) cancels the first integral in (A4.6), and we’re
left with

∫
ψ200ψ100dτ = 2

3
√

2a3
0

[
r3e−3r/2a0

]∞
0

= 0. (A4.9)

As before, when r = ∞ the exponential term declines to 0. And when r = 0, r3 = 0, so the integral
evaluates as 0.
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The Integral Cauchy-Schwarz Inequality

Consider an arbitrary complex function  and its complex conjugate ∗, for which

∫
∗dτ ≥ 0. (A5.1)

We define  such that the equality holds only when  = 0.
Suppose we express  as a linear combination of two functions f and g, such that

 = f + λg and ∗ = f ∗ + λ∗g∗, (A5.2)

where λ is a complex coefficient. If we substitute for  and ∗ in (A5.1), we get

∫
∗dτ =

∫ (
f ∗ + λ∗g∗)(f + λg

)
dτ ≥ 0. (A5.3)

Or

∫ (
f ∗f + λf ∗g + λ∗g∗f + λ∗λg∗g

)
dτ ≥ 0 (A5.4)

∫
|f |2dτ + λ

∫ (
f ∗g

)
dτ + λ∗

∫ (
g∗f

)
dτ + λ∗λ

∫
|g|2dτ ≥ 0.

We now multiply each term in (A5.4) by
∫ |g|2dτ , giving

∫
|f |2dτ ·

∫
|g|2dτ + λ

(∫ (
f ∗g

)
dτ ·

∫
|g|2dτ

)
+ λ∗

(∫ (
g∗f

)
dτ ·

∫
|g|2dτ

)
+ λ∗λ

(∫
|g|2dτ

)2

≥ 0.

(A5.5)

Now the inequality (A5.5) must hold no matter how we might choose to define the complex
coefficient, λ. So, we choose to define it as follows:

λ = −
∫

(g∗f ) dτ
∫ |g|2dτ

and λ∗ = −
∫

(f ∗g) dτ
∫ |g|2dτ

. (A5.6)

Inserting these expressions for λ and λ∗ into (A5.5) give:

∫
|f |2dτ ·

∫
|g|2dτ −

∫ (
f ∗g

)
dτ ·

∫ (
g∗f

)
dτ ≥ 0. (A5.7)
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Or

∫
|f |2dτ ·

∫
|g|2dτ ≥

∣
∣
∣
∣

∫ (
f ∗g

)
dτ

∣
∣
∣
∣

2

, (A5.8)

which is the integral form of the Cauchy–Schwarz inequality.
This inequality appears in many forms, and one of the simplest derivations is available from

simple vector algebra. If f and g are now considered as classical vectors with a common origin
and with an angle, θ , between them, then the inner product of these (or ‘dot’ product or scalar
product if you prefer) is given by

f ·g =| f ||g | cos θ . (A5.9)

It follows that

|f ·g|2 = |f |2|g|2cos2θ . (A5.10)

Or

|f |2|g|2 = |f ·g|2
cos2 θ

. (A5.11)

But cos2θ has a maximum value of 1 and so, in general,

|f |2|g|2 ≥ |f ·g|2, (A5.12)

and the equality holds for values of θ equal to 0 and integral multiples of π.
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Orbital Angular Momentum in Quantum
Mechanics

We start, as we do so often in quantum mechanics, with a reminder of the classical treatment.
Picture an object of mass m rotating in a plane around a fixed point. We express the angular
momentum L (or the ‘moment of momentum’) of the object as a vector quantity determined
from the cross product of the radial vector and the instantaneous linear momentum vector (see
Fig. A6.1):

L = r×p. (A6.1)

We decompose both r and p into components as follows,

r = xi + yj + zk

p = pxi + pyj + pzk, (A6.2)

where i, j,k are unit vectors along the x, y, z axes.
Thus, we have

L = (
xi + yj + zk

) × (
pxi + pyj + pzk

)

= xpx
(
i×i

) + xpy
(
i×j

) + xpz
(
i×k

)

+ ypx
(
j×i

) + ypy
(
j×j

) + ypz
(
j×k

)

+ zpx
(
k×i

) + zpy
(
k×j

) + zpz
(
k×k

)
. (A6.3)

L

p

r

m

Figure A6.1 The angular momentum vector L of an object of mass m rotating around a fixed point is
given by L = r×p.
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Now the scalar magnitude of the cross product of two vectors a and b is given by |a||b| sin θ ,
where θ is the angle between the vectors drawn from the same origin. Hence,

i×i = j×j = k×k = 0, (A6.4)

since in these cases θ = 0 and so sin θ = 0. It also follows that if we reverse the direction of vector
b (for example), then the magnitude of a×b is now given by |a ‖b | sin (θ + 2π) = − |a‖ b | sin θ =
−b×a. Finally, the cross product of any two unit vectors (for which θ = π , sin θ = 1) must be
equal to the third unit vector. Hence,

i×j = −j×i = k

j×k = −k×j = i

k×i = −i×k = j. (A6.5)

This allows us to re-write Eq. (A6.3) as

L = xpyk − xpzj − ypxk + ypzi + zpxj − zpyi

= (
ypz − zpy

)
i + (

zpx − xpz
)
j + (

xpy − ypx
)
k. (A6.6)

In other words, the components Lx, Ly, Lz of the angular momentum vector are given by

Lx = ypz − zpy Ly = zpx − xpz Lz = xpy − ypx (A6.7)

and L2 = L2
x + L2

y + L2
z , where L is the magnitude of the angular momentum vector L.

We can now turn these expressions for the components of the classical angular momentum into
their quantum mechanical equivalents simply by replacing the classical linear momentum px with
the operator p̂x = −i�∂/∂x, and likewise for py and pz:

L̂x = yp̂z − zp̂y L̂y = zp̂x − xp̂z L̂z = xp̂y − yp̂x. (A6.8)

From this we can swiftly deduce commutation relations as follows:

[L̂x, L̂y] = L̂xL̂y − L̂yL̂x

= (
yp̂z − zp̂y

) (
zp̂x − xp̂z

) − (
zp̂x − xp̂z

) (
yp̂z − zp̂y

)

= [
yp̂z, zp̂x

] − [
yp̂z, xp̂z

] − [
zp̂y, zp̂x

] + [
zp̂y, xp̂z

]
. (A6.9)

We can simplify this last expression for
[
L̂x, L̂y

]
by noting that

[
yp̂z, zp̂x

] = yp̂zzp̂x − zp̂xyp̂z = yp̂xp̂zz − yp̂xzp̂z = yp̂x
[
p̂z, z

]

[
yp̂z, xp̂z

] = yp̂zxp̂z − xp̂zyp̂z = yxp̂2
z − xyp̂2

z = 0
[
zp̂y, zp̂x

] = zp̂yzp̂x − zp̂xzp̂y = z2p̂yp̂x − z2p̂xp̂y = 0
[
zp̂y, xp̂z

] = zp̂yxp̂z − xp̂zzp̂y = xp̂yzp̂z − xp̂yp̂zz = xp̂y
[
z, p̂z

]
. (A6.10)
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This gives

[L̂x, L̂y] = ypx [pz, z] + pyx [z, pz]. (A6.11)

But we know that [z, pz] = i�, and [pz, z] = −i�, so

[L̂x, L̂y] = i�
(
xp̂y − yp̂x

) = i�L̂z. (A6.12)

We can obviously repeat this process for [L̂y, L̂z] and [L̂z, L̂x], or we can acknowledge that all we
need to do is cyclically permute the indices:

[L̂x, L̂y] = i�L̂z [L̂y, L̂z] = i�L̂x [L̂z, L̂x] = i�L̂y. (A6.13)

We’ll go on to consider the consequences of these commutation relations later in this Appendix.
Given the operator L̂, what then are the eigenvalues of angular momentum? The standard

textbook answer involves the introduction of so-called ‘shift operators’ and an examination of their
properties, which can be done entirely without reference to the precise nature of the wavefunctions.
However, it turns out that we actually already have everything we need for a ‘quick-and-dirty’
answer to this question.

Again, we reach back to the treatment of angular momentum in classical mechanics. From
Eq. (A6.1), the scalar magnitude of the angular momentum L is given by | r ||p | sin θ = rp = rmv
(the vectors r and p form a right angle, for which sin θ = 1, m is the mass of the rotating object,
and v is the orbital or angular velocity, measured—for example—in radians per second).

For the particular case of an orbiting electron with charge −e and mass me, an electric current I
is generated which is determined by the rate at which the charge passes a given point in the orbit,
according to I = −e/τ , where τ = 2πr/v is the orbital period. This current gives rise to a magnetic
dipole moment, of magnitude m, given by IA, where A = πr2 is the area enclosed by the orbit.
Hence,

m = IA = − ev
2πr

·πr2 = − evr
2

. (A6.14)

But for an orbiting electron, L = rmev, or rv = L/me and so

m = − e
2me

L = γeL, (A6.15)

where γe = −e/2me is called the gyromagnetic ratio.
In a situation where the classical electron moves in a circular orbit, acted on by a conservative

central force, the total energy E is conserved according to

1
2

mev2 + V (r) = E, (A6.16)
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where V (r) is the potential energy. But once again we know that L = rmev, so we can substitute
for v and re-write Eq. (A6.16) in terms of L:

L2

2mer2 + V (r) = E. (A6.17)

We’ve seen something like this before. The term L2/2mer2 is often referred to as a ‘centrifugal
potential energy’. An equivalent term appears in the Schrödinger equation for the electron in a
hydrogen atom, Eq. (5.37), which we explained as a kind of centrifugal force which tends to push
the electron outwards, resisting the attraction from the positively charged nucleus.

So, we can simply compare (A6.17) and (5.37),

L2

2mer2 = l (l + 1) �2

2mer2 , (A6.18)

in which l is the orbital angular momentum quantum number. This allows us to conclude that the
orbital angular momentum is quantized with allowed values of L given by

L = √
l (l + 1)�. (A6.19)

The corresponding eigenfunctions are of course the spherical harmonics, Y ml
l (θ , φ), which we

encountered in Chapter 5. From Eqs. (A6.18) and (5.33) we can deduce that

L̂
2 = −�

2�2 = −�
2
(

1
sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+ 1

sin2 θ

∂2

∂φ2

)
. (A6.20)

I don’t propose to prove it here, but the component operators can be similarly expressed in
spherical polar co-ordinates as follows:

L̂x = i�
(

sin φ
∂

∂θ
+ cot θ cos φ

∂

∂φ

)

L̂y = −i�
(

cos φ
∂

∂θ
− cot θ sin φ

∂

∂φ

)

L̂z = −i�
∂

∂φ
. (A6.21)

Let’s take a quick look at the action of L̂z on the functions Y ml
l (θ , φ). From Eq. (5.34) we see that

we can factor these functions into separate θ- and φ-dependent parts,

Y ml
l (θ , φ) = Nml

l �
ml
l (θ)ml (φ) , (A6.22)
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where

Nml
l =

√
(2l + 1) (l − |ml |)!

2 (l + [ml ])!
�

ml
l (θ) = P|ml |

l (cos θ) and

ml (φ) = 1√
2π

eimlφ . (A6.23)

So, we can deduce that

L̂zY ml
l (θ , φ) = −i�Nml

l �
ml
l (θ)

∂

∂φ

(
1√
2π

eimlφ

)

= −i�Nml
l �

ml
l (θ) iml

(
1√
2π

eimlφ

)

= ml�Y ml
l (θ , φ). (A6.24)

And we see that the eigenvalues of the operator for the z-component of the angular momentum,
Lz, are given by ml�.

There’s one last thing to note. The commutator
[
L̂x, L̂y

] = i�L̂z implies that whilst we can
determine the magnitude of the z-component of the orbital angular momentum (A6.24) and the
overall magnitude of the angular momentum L (A6.19), the x- and y-components are uncertain.
In fact, from (A6.13) we see that we can specify any component, but only at the cost of uncertainty

+2ħ+2ħ

LzLz

LyLy

LxLx

–2ħ–2ħ

+ħ+ħ

–ħ–ħ

00

√6ħ√6ħ

Figure A6.2 If we specify the z-component of the orbital angular momentum then the x- and
y-components are uncertain. This means that the angular momentum vector may lie anywhere on the
surface of a cone of length

√
l (l + 1)�. This is illustrated here for l = 2.
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in the other two. From Eq. (7.43) we have

σ 2
Lx

σ 2
Ly

≥
∣
∣
∣
∣
1
2

〈[
L̂x, L̂y

]〉
∣
∣
∣
∣

2

=
∣
∣
∣
∣
1
2

i�
〈
L̂z

〉
∣
∣
∣
∣

2

. (A6.25)

Or

σLxσLy ≥ 1
2
� | 〈L̂z〉 |, (A6.26)

where 〈L̂z〉 is the expectation value of L̂z.
We conclude from this that the magnitude of the angular momentum of an electron orbiting

a central nucleus is quantized according to L = √
l (l + 1)�, and that the magnitude of the

z-component is quantized according to Lz = ml�. Because the components Lx and Ly are
uncertain, we represent the angular momentum vector as a cone, orientated along the z-axis, of
length

√
l (l + 1)�. This is illustrated in Fig. A6.2 for the specific example l = 2, for which the

length is
√

6� and there are five—(2l + 1)—possible values for ml ranging from +2, +1, 0, −1,
and −2.

Note that, from (A6.15), the magnetic dipole moment in the z-direction, mz, is quantized and
given by

mz = γeLz = γeml�. (A6.27)
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Appendix 7
A Very Brief Introduction to Matrices

A matrix is a regular array of numbers, symbols, or expressions organized into rows and
columns. It provides a convenient way of manipulating a large number of individual matrix
elements simultaneously. Although Heisenberg developed a version of quantum mechanics based
on matrices (of infinite dimensions)—called matrix mechanics (see Chapter 6)—matrices appear
more broadly in quantum mechanics and are not confined to Heisenberg’s formulation.

A matrix with m rows and n columns may form a single column (n = 1), a square array (m = n),
or a rectangular array (m �= n). For example, the square 2 × 2 matrix M has two rows and two
columns,

M =
(

m11 m12
m21 m22

)
, (A7.1)

where the numbers (or symbols, or expressions) m11, etc., are the matrix elements.
The matrix M is said to be diagonal if the only non-zero elements lie on the leading diagonal,

from top left to bottom right, i.e. if m12 = m21 = 0 in Eq. (A7.1). If this is the case and if
m11 = m22 = 1, the result is the unit matrix or identity matrix, often given the symbol 1.

The trace of a matrix (symbol Tr) is the sum of the leading diagonal elements, from top left to
bottom right:

Tr(M) = Tr
(

m11 m12
m21 m22

)
= m11 + m22. (A7.2)

The transpose of M, denoted MT , is formed by swopping or transposing the off-diagonal elements:

MT =
(

m11 m21
m12 m22

)
. (A7.3)

In the event that one or more of the matrix elements of M are complex (i.e. they contain i), then
there is some interest in the complex-conjugate transpose, denoted M† (and sometimes referred
to as the ‘dagger’ of the matrix):

M† =
(

MT
)∗ =

(
m∗

11 m∗
21

m∗
12 m∗

22

)
. (A7.4)

The determinant of M is given by

det M = |M | =
∣∣∣∣
m11 m12
m21 m22

∣∣∣∣ = m11m22 − m12m21. (A7.5)
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The sum of M and another 2 × 2 matrix N is given by

M + N =
(

m11 m12
m21 m22

)
+

(
n11 n12
n21 n22

)

=
(

m11 + n11 m12 + n12
m21 + n21 m22 + n22

)
. (A7.6)

The product of M and N is given by

MN =
(

m11 m12
m21 m22

) (
n11 n12
n21 n22

)

=
(

m11n11 + m12n21 m11n12 + m12n22
m21n11 + m22n21 m21n12 + m22n22

)
, (A7.7)

and we can see immediately that M and N do not necessarily commute, since

NM =
(

n11 n12
n21 n22

) (
m11 m12
m21 m22

)

=
(

n11m11 + n12m21 n11m12 + n12m22
n21m11 + n22m21 n21m12 + n22m22

)
. (A7.8)

For example, suppose

M =
(

1 2
3 4

)
and N =

(
5 6
7 8

)
. (A7.9)

Then

MN =
(

1 2
3 4

) (
5 6
7 8

)
=

(
19 22
43 50

)
and

NM =
(

5 6
7 8

) (
1 2
3 4

)
=

(
23 34
31 46

)
. (A7.10)

Let’s finish by applying the rules of matrix multiplication to the Pauli spin matrices given in
Eq. (9.19):

σx =
(

0 1
1 0

)
σy =

(
0 −i
i 0

)
σz =

(
1 0
0 −1

)
. (A7.11)

Thus,

σxσy =
(

0 1
1 0

) (
0 −i
i 0

)
=

(
i 0
0 −i

)
= i

(
1 0
0 −1

)
= iσz. (A7.12)
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Similarly,

σyσz =
(

0 −i
i 0

) (
1 0
0 −1

)
=

(
0 i
i 0

)
= i

(
0 1
1 0

)
= iσx (A7.13)

and

σzσx =
(

1 0
0 −1

) (
0 1
1 0

)
=

(
0 1

− 1 0

)
= i

(
0 −i
i 0

)
= iσy. (A7.14)
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Appendix 8
A Simple Local Hidden Variables Theory

I propose to continue with the example in which two entangled photons are produced in opposite
states of circular polarization. In a local hidden variables extension of quantum mechanics, we
assume the existence of a physical mechanism which predetermines the linear polarization states
of photons 1 and 2. This mechanism relies on a certain variable or variables—to be defined—
and, because these are not revealed in the experiments (nor required by the standard quantum-
mechanical formalism), they are necessarily ‘hidden’. The presumption is that in its most widely
accepted formalism, quantum mechanics is not complete.

So let’s suppose that hidden within each circularly polarized photon there exists a vector which is
fixed by the physics and which dictates how the photon will interact with a polarization analyser and
(most importantly) through which linear polarization channel it will pass. Let’s further imagine
that this vector can point in any direction within a circle orthogonal to the direction of travel. We
presume that if the vector points in any direction within ±45

◦
of the (arbitrary) laboratory vertical

axis, it will pass through the vertical channel. Likewise, if the vector points in any direction within
±45

◦
of the horizontal axis, it will pass through the horizontal channel.

To conserve angular momentum, we suppose that in each of the entangled photons these vectors
are opposed. For example, if the vector for photon 1 points ‘north’ and falls within ±45

◦
of the

vertical axis, then the vector for photon 2 points ‘south’, but of course this will also fall within
±45

◦
of the vertical axis (see Fig. A8.1). We can see immediately that with this arrangement of

the analysers, we will only ever get the measurement outcomes vertical–vertical and horizontal–
horizontal, entirely consistent with Eqs. (12.9) and (12.10).

Moreover, we can determine the probabilities Pvv and Phh simply as the ratio of the areas of the
two segments (each subtended by an angle 90

◦ = 1
2π radians) to the total area of the circle,

vv

photon 1photon 1

hh

vv

photon 2photon 2

hh

Figure A8.1 In this simple hidden variable extension, each circularly polarized photon possesses a
hidden vector which predetermines its linear polarization state. In this example, the two photons both
produce vertical polarization outcomes.
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Pvv = Phh = 2× 1
2

(
π
2

)
r2

πr2 = 1
2

, (A8.1)

which is also entirely consistent with the quantum-mechanical predictions. It’s worth emphasizing
once again that in this scenario we assume that linear polarization measurements performed on
photon 1 in no way affect the outcome of any simultaneous or subsequent measurement of the
linear polarization state of photon 2, and vice versa.

The key question is: What happens in this scheme when we rotate one (or both) of the
polarization analysers? Remember that the hidden vectors are supposed to be fixed by the physics
and predetermined. Their orientation in space cannot therefore be affected by the orientations of
the analysers. Again, we don’t need elaborate mathematics to figure out what happens. As we rotate
one of the analysers clockwise (by an angle ϕ measured from the vertical), for a given orientation of
the vectors we reduce the probability of a vertical–vertical result and increase (from 0) the probability
of a vertical–horizontal result (see Fig. A8.2):

Pvv(ϕ) = 1
2

− 2× 1
2ϕr2

πr2 = 1
2

− ϕ

π
(A8.2)

and

Pvh(ϕ) = ϕ

π
. (A8.3)

vv

photon 1photon 1

(b)(b)

hh

v ′v ′

photon 2photon 2

h ′h ′

(a)(a)

ϕ

Figure A8.2 As the relative orientation of the polarization analysers is rotated as shown in (a), the
area corresponding to vertical–vertical measurement outcomes—the shaded area in (b)—is reduced by
an amount ϕ/π . The same vectors in Figure A8.1 now produce a vertical–horizontal outcome.
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Similarly,

Phv(ϕ) = ϕ

π
. (A8.4)

And

Phh(ϕ) = 1
2

− ϕ

π
. (A8.5)

It is straightforward to show that this simple hidden variables model conforms to the demands of
Bell’s inequality. From Eq. (12.23) we have

Pvh(ϕ1) + Pvh(ϕ2) ≥ Pvh(ϕ3), (A8.6)

Which, for the particular combination of angles ϕ1 = 22½
◦
(π/8), ϕ2 = 22½

◦
(π/8), and ϕ3 =

45
◦
(π/4), gives

1
8

+ 1
8

= 1
4

≥ 1
4

. (A8.7)

From (12.16), the correlation function C12(ϕ) is

C12(ϕ) = Pvv(ϕ) − Pvh(ϕ) − Phv(ϕ) + Phh(ϕ), (A8.8)

and from Eqs. (A8.2)–(A8.5) we see that this declines linearly with increasing ϕ:

C12(ϕ) = 1
2

− ϕ

π
− ϕ

π
− ϕ

π
+ 1

2
− ϕ

π

= 1 − 4ϕ

π
. (A8.9)

We see from this that the hidden variables prediction for C12(ϕ) is consistent with the quantum-
mechanical prediction cos 2ϕ only for the difference angles ϕ = 0, ϕ = π/4 (45

◦
), and ϕ =

π/2 (90
◦
), corresponding to C12(ϕ) = +1, 0, and −1. The predictions are inconsistent for all

other angles, with the greatest disagreement occurring for ϕ = π/8 (22½
◦
) and ϕ = 3π/8 (67½

◦
),

for which the hidden variables theory predicts C12(ϕ) = ½ and C12(ϕ) = −½, compared with the
quantum-mechanical predictions 1/

√
2 and −1/

√
2 (see Fig. 12.3).
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