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Preface

Introduction

We have been experiencing since the 1970s a process of “symplectization” of Sci-
ence especially since it has been realized that symplectic geometry is the natural
language of both classical mechanics in its Hamiltonian formulation, and of its
refinement, quantum mechanics. The purpose of this book is to provide core mate-
rial in the symplectic treatment of quantum mechanics, in both its semi-classical
and in its “full-blown” operator-theoretical formulation, with a special emphasis
on so-called phase-space techniques. It is also intended to be a work of reference
for the reading of more advanced texts in the rapidly expanding areas of symplec-
tic geometry and topology, where the prerequisites are too often assumed to be
“well-known” by the reader. This book will therefore be useful for both pure math-
ematicians and mathematical physicists. My dearest wish is that the somewhat
novel presentation of some well-established topics (for example the uncertainty
principle and Schrödinger’s equation) will perhaps shed some new light on the
fascinating subject of quantization and may open new perspectives for future in-
terdisciplinary research.

I have tried to present a balanced account of topics playing a central role
in the “symplectization of quantum mechanics” but of course this book in great
part represents my own tastes. Some important topics are lacking (or are only
alluded to): for instance Kirillov theory, coadjoint orbits, or spectral theory. We
will moreover almost exclusively be working in flat symplectic space: the slight
loss in generality is, from my point of view, compensated by the fact that simple
things are not hidden behind complicated “intrinsic” notation.

The reader will find the style in which this book has been written very tradi-
tional: I have been following the classical pattern “Definition–Lemma–Theorem–
Corollary”. Some readers will inevitably find this way of writing medieval practice;
it is still, in my opinion, the best way to make a mathematical text easily acces-
sible. Since this book is intended to be used in graduate courses as well as for
reference, we have included in the text carefully chosen exercises to enhance the
understanding of the concepts that are introduced. Some of these exercises should
be viewed as useful complements: the reader is encouraged to spend some time on
them (solutions of selected exercises are given at the end of the book).
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Organization

This book consists of three parts which can to a large extent be read independently
of each other:

• The first part (partly based on my monograph [61] Maslov Classes, Meta-
plectic Representation and Lagrangian Quantization) is joint work with Serge
de Gosson. It is intended to be a rigorous presentation of the basics of sym-
plectic geometry (Chapters I and II) and of its multiply-oriented extension
“q-symplectic geometry” (Chapter III); complete proofs are given, and some
new results are presented. The basic tool for the understanding and study of
q-symplectic geometry is the Arnold–Leray–Maslov (For short: ALM ) index
and its topological and combinatorial properties. In Chapter IV we study and
extend to the degenerate case diverse Lagrangian and symplectic intersection
indices with a special emphasis on the Conley–Zehnder index; the latter not
only plays an important role in the modern study of periodic Hamiltonian
orbits, but is also essential in the theory of the metaplectic group and its
applications to the study of quantum systems with chaotic classical counter-
part. A remarkable fact is that all these intersection indices are easily reduced
to one mathematical object, the ALM index.

• In the second part we begin by studying thoroughly the notion of phase of
a Lagrangian manifold (Chapter V). That notion, together with the proper-
ties of the ALM index defined in Chapter III, allows us to view quantized
Lagrangian manifolds as those on which one can define a generalized notion
of wave function. Another attractive feature of the phase of a Lagrangian
manifold is that it allows a geometric definition of the Heisenberg–Weyl op-
erators, and hence of the Heisenberg group and algebra; these are studied
in detail in Chapter VI, together with the related notions of Weyl operator
and Wigner–Moyal transform, which are the keys to quantum mechanics in
phase space. In Chapter VII we study the metaplectic group and the asso-
ciated Maslov indices, which are, surprisingly enough, related to the ALM
index in a crucial way.

• In the third and last part we begin by giving a rigorous geometrical treatment
of the uncertainty principle of quantum mechanics Chapter VIII). We show
that this principle can be expressed in terms of the notion of symplectic
capacity, which is closely related to Williamson’s diagonalization theorem
in the linear case, and to Gromov’s non-squeezing theorem in the general
case. We thereafter (Chapter IX) expose in detail the machinery of Hilbert–
Schmidt and trace-class operators, which allows us a rigorous mathematical
treatment of the fundamental notion of density matrix. Finally, in Chapter X
(and this is definitely one of the novelties compared to traditional texts) we
extend the Weyl pseudo-differential calculus to phase space, using Stone and
von Neumann’s theorem on the irreducible representations of the Heisenberg
group. This allows us to derive by a rigorous method a “Schrödinger equation
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in phase space” whose solutions are related to those of the usual Schrödinger
equation by a “wave-packet transform” generalizing the physicist’s Bargmann
transform.

For the reader’s convenience I have reviewed some classical topics in a series of
Appendices at the end of the book (Classical Lie Groups, Covering Spaces, Pseudo-
Differential Operators, Elementary Probability Theory). I hope that this arrange-
ment will help the beginner concentrate on the main text with a minimum of
distraction and without being sidetracked by technicalities.

Prerequisites

The mathematical prerequisites for reading with profit most of this book are rela-
tively modest: solid undergraduate courses in linear algebra and advanced calcu-
lus, as well as the most basic notions of topology and functional analysis (Hilbert
spaces, distribution theory) in principle suffice. Since we will be dealing with prob-
lems having their origin in some parts of modern physics, some familiarity with
the basics of classical and quantum mechanics is of course helpful.

Bibliography

A few words about the bibliography: I have done my very best to give an accurate
and comprehensive list of references. Inevitably, there are omissions; I apologize in
advance for these. Some of these omissions are due to sheer ignorance; on the other
hand this book exposes techniques and results from diverse fields of mathematics
(and mathematical physics); to give a complete account of all contributions is an
impossible task!

Enough said. The book – and the work! – is now yours.
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Notation

Our notation is as standard (and simple) as conflicting usages in the mathematical
and physical literature allow.

Number sets

R (resp. C) is the set of all real (resp. complex) numbers. We denote respectively by

N = {1, 2, . . .} and Z = {. . . ,−2,−1, 0, +1, +2, . . .}

the set of positive integers and the set of all integers.

Classical matrix groups

Let K = R or C.
M(m, K) is the algebra of all m×m matrices with entries in K.

GL(m, K) is the general linear group. It consists of all invertible matrices in
M(m, K).

SL(m, K) is the special linear group: it is the subgroup of GL(m, K) consisting
of all the matrices with determinant equal to 1.

Sym(m, K) is the vector space of all symmetric matrices in M(m, K); it has
dimension 1

2m(m + 1); Sym+(2n, R) is the subset of Sym(m, K) consisting of the
positive definite symmetric matrices.

Sp(n) = Sp(n, R) is the standard (real) symplectic group; it is the subgroup
of SL(2n, R) consisting of all matrices S such that ST JS = J where J is the
“standard symplectic matrix” defined by

J =
[

0 I
−I 0

]
.

U(n, C) is the unitary group; it consists of all U ∈ M(n, C) such that UU∗ =
U∗U = I (U∗ = ŪT is the adjoint of U).
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U(n) is the image in Sp(n) of U(n, C) by the monomorphism

A + iB �−→
[
A −B
B A

]
.

Vector calculus

The elements of Rm should be viewed as column vectors

x =

⎡⎢⎣x1

...
xn

⎤⎥⎦
when displayed; for typographic simplicity we will usually write x = (x1, . . . , xn)
in the text. The Euclidean scalar product 〈·, ·〉 and norm | · | on Rm are defined by

〈x, y〉 = xT y =
m∑

j=1

xjyj , |x| =
√
〈x, x〉.

The gradient operator in the variables x1, . . . , xn will be denoted by

∂x or

⎡⎢⎣
∂

∂x1
...
∂

∂xm

⎤⎥⎦ .

Let f and g be differentiable functions Rm −→ Rm; in matrix form the chain
rule is

∂(g ◦ f)(x) = (Df(x))T ∂f(x) (1)

where Df(x) is the Jacobian matrix of f : if f = (f1, . . . , fm) is a differentiable
mapping Rm −→ Rm, then

Df =

⎡⎢⎢⎢⎢⎣
∂f1
∂x1

∂f1
∂x2

· · · ∂f1
∂xm

∂f2
∂x1

∂f2
∂x2

· · · ∂f2
∂xm

...
...

. . .
...

∂fm

∂x1

∂fn

∂x2
· · · ∂fm

∂xm

⎤⎥⎥⎥⎥⎦ . (2)

Let y = f(x); we will indifferently use the notation

Df(x) ,
∂y

∂x
,

∂(y1, . . . , ym)
∂(x1, . . . , xm)

for the Jacobian matrix. If f is invertible, the inverse function theorem says that

D(f−1)(y) = [Df(x)]−1. (3)
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If f : Rm −→ R is a twice continuously differentiable function, its Hessian
calculated at a point x is the symmetric matrix of second derivatives

D2f(x) =

⎡⎢⎢⎢⎢⎢⎣
∂2f
∂x2

1

∂2f
∂x1∂x2

· · · ∂2f
∂x1∂xn

∂2f
∂x2∂x1

∂2f
∂x2

2
· · · ∂2f

∂x2∂xn

...
...

. . .
...

∂2f
∂xn∂x1

∂2f
∂xn∂x2

· · · ∂2f
∂x2

n

⎤⎥⎥⎥⎥⎥⎦ . (4)

Notice that the Jacobian and Hessian matrices are related by the formula

D(∂f)(x) = D2f(x). (5)

Also note the following useful formulae:

〈A∂x, ∂x〉 e− 1
2 〈Mx,x〉 = [〈MAMx, x〉 − Tr(AM)] e−

1
2 〈Mx,x〉, (6)

〈Bx, ∂x〉 e− 1
2 〈Mx,x〉 = 〈MBx, x〉 e− 1

2 〈Mx,x〉 (7)

where A, B, and M are symmetric. matrices.

Function spaces and multi-index notation

We will use “multi-index” notation: for α = (α1, . . . , αn) in Nm we set |α| =
α1 + · · ·+ αm (it is the “length” of the “multi-index” α) and

xα = xα1
1 · · · xαn

n , ∂α = ∂α1
x1
· · · ∂αn

xn
;

we will set Dα
x = i|α|∂α

x .
We denote by Ck(Rm) the vector space of k times continuously differentiable

functions Rm −→ C; k is an integer ≥ 1 or ∞. The subspace of Ck(Rm) consisting
of the compactly supported functions is denoted by Ck

0 (Rm).
S(Rn

x) is the Schwartz space of rapidly decreasing functions: Ψ ∈ S(Rn
x) if

and only if for every pair (α, β) of multi-indices there exist Kαβ > 0 such that

|xα∂β
xΨ(x)| ≤ Kαβ for all x ∈ Rn. (8)

In particular, every C∞ function on Rn vanishing outside a bounded set is in
S(Rn

x): C∞
0 (Rn

x) ⊂ S(Rn
x). Taking the best constants Kαβ in (8) we obtain a

family of semi-norms on S(Rn
x) and one shows that S(Rn

x) is then a Fréchet space,
and we have continuous inclusions

C∞
0 (Rn

x) ⊂ S(Rn
x) ⊂ L2(Rn

x).

The dual of S(Rm) (i.e., the space of tempered distributions) is denoted by
S′(Rm).
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For f ∈ S(Rm) and α > 0 we define the “α-Fourier transform” Ff of f by

Ff(y) =
(

1
2πα

)m/2
∫

e−
i
α 〈y,x〉f(x)dmx;

its inverse is
f(x) =

(
1

2πα

)m/2
∫

e
i
α 〈y,x〉Ff(y)dmy.

Also recall that if M is a real symmetric m×m matrix then∫
e−〈Mu,u〉dmu = πm/2(detM)−1/2.

Combinatorial notation

Let X be a set, k an integer ≥ 0, (G, +) an Abelian group. By definition, a (G-
valued) k-cochain on X (or just cochain when the context is clear) is a mapping

c : Xk+1 −→ G.

To every k-cochain one associates its coboundary: it is the (k + 1)-cochain ∂c
defined by

∂c(x0, . . . , xk+1) =
k+1∑
j=0

(−1)jc(x0, . . . , x̂j , . . . , xk+1), (9)

where the cap ˆ suppresses the term it covers. The operator

∂k : {k-cochains} −→ {(k + 1)-cochains}

defined by (9) is called the coboundary operator ; we will use the collective notation
∂ whenever its range is obvious. The coboundary operator satisfies the important
(but easy to prove) equality ∂2c = 0 for every cochain c. A cochain c is called
coboundary if there exists a cochain m such that c = ∂m; a cochain c is called a
cocycle if ∂c = 0; obviously every coboundary is a cocycle.



Chapter 1

Symplectic Spaces and
Lagrangian Planes

The main thrust of this chapter is to familiarize the reader with the notions of
symplectic geometry that will be used in the rest of the book. There are many good
texts on symplectic geometry, especially since the topic has become so fashionable.
To cite a few (in alphabetical order): Abraham and Marsden [1], Cannas da Silva
[21], Libermann and Marle [110], the first Chapter of McDuff and Salamon [114],
Vaisman [168]; the latter contains an interesting study of characteristic classes
intervening in symplectic geometry. Bryant’s lecture notes in [46] contains many
interesting modern topics and extensions and can be read with profit even by the
beginner. A nicely written review of symplectic geometry and of its applications
is Gotay and Isenberg’s paper [76] on the “symplectization of science”. Other
interesting reviews of symplectic geometry can be found in Weinstein [177, 178].

1.1 Symplectic Vector Spaces

We will deal exclusively with finite-dimensional real symplectic spaces. We begin
by discussing the notion of symplectic form on a vector space. Symplectic forms
allow the definition of symplectic bases, which are the analogues of orthonormal
bases in Euclidean geometry.

1.1.1 Generalities

Let E be a real vector space; its generic vector will be denoted by z. A symplectic
form (or: skew-product) on E is a mapping ω : E × E −→ R which is
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• linear in each of its components:

ω(α1z1 + α2z2, z
′) = α1ω(z1, z

′) + α2ω(z2, z
′),

ω(z, α1z
′
1 + α2z

′
2, z

′) = α1ω(z, z′1) + α2ω(z, z′2)

for all z, z′, z1, z
′
1, z2, z

′
2 in E and α1, α

′
1, α2, α

′
2 in R;

• antisymmetric (one also says skew-symmetric):

ω(z, z′) = −ω(z′, z) for all z, z′ ∈ E

(equivalently, in view of the bilinearity of ω: ω(z, z) = 0 for all z ∈ E):
• non-degenerate:

ω(z, z′) = 0 for all z ∈ E if and only if z′ = 0.

Definition 1.1. A real symplectic space is a pair (E, ω) where E is a real vector
space on R and ω a symplectic form. The dimension of (E, ω) is, by definition, the
dimension of E.

The most basic – and important – example of a finite-dimensional symplectic
space is the standard symplectic space (R2n

z , σ) where σ (the standard symplectic
form) is defined by

σ(z, z′) =
n∑

j=1

pjx
′
j − p′jxj (1.1)

when z = (x1, . . . , xn; p1, . . . , pn) and z′ = (x′
1, . . . , x

′
n; p′1, . . . , p

′
n). In particular,

when n = 1,
σ(z, z′) = − det(z, z′).

In the general case σ(z, z′) is (up to the sign) the sum of the areas of the parallel-
ograms spanned by the projections of z and z′ on the coordinate planes xj , pj.

Here is a coordinate-free variant of the standard symplectic space: set X = Rn

and define a mapping ξ : X ⊕X∗ −→ R by

ξ(z, z′) = 〈p, x′〉 − 〈p′, x〉 (1.2)

if z = (x, p), z′ = (x′, p′). That mapping is then a symplectic form on X ⊕ X∗.
Expressing z and z′ in the canonical bases of X and X∗ then identifies (R2n

z , σ) with
(X⊕X∗, ξ). While we will only deal with finite-dimensional symplectic spaces, it is
easy to check that formula (1.2) easily generalizes to the infinite-dimensional case.
Let in fact X be a real Hilbert space and X∗ its dual. Define an antisymmetric
bilinear form ξ on X ⊕ X∗ by the formula (1.2) where 〈·, ·〉 is again the duality
bracket. Then ξ is a symplectic form on X ⊕X∗.

Remark 1.2. Let Φ be the mapping E −→ E∗ which to every z ∈ E associates the
linear form Φz defined by

Φz(z′) = ω(z, z′). (1.3)



1.1. Symplectic Vector Spaces 5

The non-degeneracy of the symplectic form can be restated as follows:

ω is non-degenerate⇐⇒ Φ is a monomorphism E −→ E∗.

We will say that two symplectic spaces (E, ω) and (E′, ω′) are isomorphic if
there exists a vector space isomorphism s : E −→ E′ such that

ω′(s(z), s(z′)) = ω′(z, z′)

for all z, z′ in E; two isomorphic symplectic spaces thus have the same dimension.
We will see below that, conversely, two finite-dimensional symplectic spaces are
always isomorphic in the sense above if they have same dimension; the proof of this
property requires the notion of symplectic basis, studied in the next subsection.

Let (E1, ω1) and (E2, ω2) be two arbitrary symplectic spaces. The mapping

ω = ω1 ⊕ ω2 : E1 ⊕ E2 −→ R

defined by
ω(z1 ⊕ z2; z′1 ⊕ z′2) = ω1(z1, z

′
1) + ω2(z2, z

′
2) (1.4)

for z1 ⊕ z2, z
′
1 ⊕ z′2 ∈ E1 ⊕ E2 is obviously antisymmetric and bilinear. It is also

non-degenerate: assume that

ω(z1 ⊕ z2; z′1 ⊕ z′2) = 0 for all z′1 ⊕ z′2 ∈ E1 ⊕ E2;

then, in particular, ω1(z1, z
′
1) = ω2(z2, z

′
2) = 0 for all (z′1, z

′
2) and hence z1 = z2 =

0. The pair
(E, ω) = (E1 ⊕ E2, ω1 ⊕ ω2)

is thus a symplectic space; it is called the direct sum of (E1, ω1) and (E2, ω2).

Example 1.3. Let (R2n
z , σ) be the standard symplectic space. Then we can define

on R2n
z ⊕ R2n

z two symplectic forms σ⊕ and σ� by

σ⊕(z1, z2; z′1, z
′
2) = σ(z1, z

′
1) + σ(z2, z

′
2),

σ�(z1, z2; z′1, z
′
2) = σ(z1, z

′
1)− σ(z2, z

′
2).

The corresponding symplectic spaces are denoted (R2n
z ⊕ R2n

z , σ⊕) and (R2n
z ⊕

R2n
z , σ�).

Let us briefly discuss the notion of complex structure on a vector space; we
refer to the literature, for instance Hofer–Zehnder [91] or McDuff–Salamon [114],
where this notion is emphasized and studied in detail.

We begin by noting that the standard symplectic form σ on R2n
z can be

expressed in matrix form as

σ(z, z′) = (z′)T Jz , J =
[

0 I
−I 0

]
, (1.5)
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where 0 and i stand for the n×n zero and identity matrices. The matrix J is called
the standard symplectic matrix. Alternatively, we can view R2n

z as the complex
vector space Cn by identifying (x, p) with x + ip. The standard symplectic form
can with this convention be written as

σ(z, z′) = Im 〈z, z′〉Cn (1.6)

where 〈·, ·〉Cn is the usual (Hermitian) scalar product on Cn. Notice that multi-
plication of x + ip by i then corresponds to multiplication of (x, p) by J . These
considerations lead to the following definition:

Definition 1.4. A “complex structure” on a vector space E is any linear isomor-
phism j : E −→ E such that j2 = −I.

Since det(j2) = (−1)dim E > 0 we must have dimE = 2n so that only even-
dimensional vector spaces can have a complex structure. It turns out that the
existence of a complex structure on E identifies it with the standard symplectic
space as the following exercises show:

Exercise 1.5. Let j be a complex structure on a vector space E. Show that one
can define on E a structure of complex vector space EC by setting

(α + iβ)z = α + βjz. (1.7)

[Hint: the condition j2 = −I is necessary to ensure that u(u′z) = (uu′)z for all
u, u′ ∈ C].

Exercise 1.6. Let f be a linear mapping EC −→ EC such that f ◦ j = j ◦ f .

(i) Assume that the matrix of f in a basis BC = {e1, . . . , en} of EC is U = A+iB
(A, B real n×n matrices). Viewing f : EC −→ EC as a real endomorphism fR

shows that the matrix of fR in the basis B = {j(e1), . . . , j(en); e1, . . . , en; }
is then

U =
[
A −B
B A

]
.

(ii) Show that det fR = | det f |2.
Here is an example of a nonstandard symplectic structure. Let B be an

antisymmetric (real) n× n matrix: BT = −B and set

JB =
[ −B I
−I 0

]
.

We have

J2
B =

[
B2 − I −B

B −I

]
hence J2

B �= −I if B �= 0. We can however associate to JB the symplectic form σB

defined by
σB(z, z′) = σ(z, z′)− 〈Bx, x′〉 ; (1.8)
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this symplectic form intervenes in the study of electromagnetism (more generally
in the study of any Galilean invariant Hamiltonian system). The scalar product
−〈Bx, x′〉 is therefore sometimes called the “magnetic term”; see Guillemin and
Sternberg [85] for a thorough discussion of σB .

1.1.2 Symplectic bases

We begin by observing that the dimension of a finite-dimensional symplectic vector
is always even: choosing a scalar product 〈·, ·〉E on E, there exists an endomorphism
j of E such that ω(z, z′) = 〈j(z), z′〉E and the antisymmetry of ω is then equivalent
to jT = −j where T denotes here transposition with respect to 〈·, ·〉E ; hence

det j = (−1)dim E det jT = (−1)dim E det j.

The non-degeneracy of ω implies that det j �= 0 so that (−1)dim E = 1, hence
dimE = 2n for some integer n, as claimed.

Definition 1.7. A set B of vectors

B = {e1, . . . , en} ∪ {f1, . . . , fn}
of E is called a “symplectic basis” of (E, ω) if the conditions

ω(ei, ej) = ω(fi, fj) = 0 , ω(fi, ej) = δij for 1 ≤ i, j ≤ n (1.9)

hold (δij is the Kronecker index: δij = 1 if i = j and δij = 0 if i �= j).

We leave it to the reader to check that the conditions (1.9) automatically
ensure the linear independence of the vectors ei, fj for 1 ≤ i, j ≤ n (hence a
symplectic basis is a basis in the usual sense).

Here is a basic (and obvious) example of a symplectic basis: define vectors
e1, . . . , en and f1, . . . , fn in R2n

z by

ei = (ci, 0) , ei = (0, ci)

where (ci) is the canonical basis of Rn. (For instance, if n = 1, e1 = (1, 0) and
f1 = (0, 1).) These vectors form the canonical basis

B = {e1, . . . , en} ∪ {f1, . . . , fn}
of the standard symplectic space (R2n

z , σ); one immediately checks that they satisfy
the conditions σ(ei, ej) = 0, σ(fi, fj) = 0, and σ(fi, ej) = δij for 1 ≤ i, j ≤ n.
This basis is called the canonical symplectic basis.

Remark 1.8. It is not immediately obvious that each symplectic space has a sym-
plectic basis; that this is however true will be established in Section 1.2, where we
will in addition prove the symplectic equivalent of the Gram–Schmidt orthonor-
malization process.
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Taking for granted the existence of symplectic bases we can prove that all
symplectic vector spaces of the same finite dimension 2n are isomorphic: let (E, ω)
and (E′, ω′) have symplectic bases {ei, fj ; 1 ≤ i, j ≤ n} and {e′i, f ′

j ; 1 ≤ i, j ≤ n}
and consider the linear isomorphism s : E −→ E′ defined by the conditions s(ei) =
e′i and s(fi) = f ′

i for 1 ≤ i ≤ n. That s is symplectic is clear since we have

ω′(s(ei), s(ej)) = ω′(e′i, e
′
j) = 0,

ω′(s(fi), s(fj)) = ω′(f ′
i , f

′
j) = 0,

ω′(s(fj), s(ei)) = ω′(f ′
j , e

′
i) = δij

for 1 ≤ i, j ≤ n.

The set of all symplectic automorphisms (E, ω) −→ (E, ω) form a group
Sp(E, ω) – the symplectic group of (E, ω) – for the composition law. Indeed,
the identity is obviously symplectic, and so is the composition of two symplectic
transformations. If ω(s(z), s(z′)) = ω(z, z′) then, replacing z and z′ by s−1(z) and
s−1(z′), we have ω(z, z′) = ω(s−1(z), s−1(z′)) so that s−1 is symplectic as well.

It turns out that all symplectic groups corresponding to symplectic spaces of
the same dimension are isomorphic:

Proposition 1.9. Let (E, ω) and (E′, ω′) be two symplectic spaces of the same
dimension 2n. The symplectic groups Sp(E, ω) and Sp(E′, ω′) are isomorphic.

Proof. Let Φ be a symplectic isomorphism (E, ω) −→ (E′, ω′) and define a map-
ping fΦ : Sp(E, ω) −→ Sp(E′, ω′) by fΦ(s) = f ◦ s ◦ f−1. Clearly fΦ(ss′) =
fΦ(s)Φ(s′) hence fΦ is a group monomorphism. The condition fΦ(S) = I (the
identity in Sp(E′, ω′)) is equivalent to f ◦ s = f and hence to s = I (the identity
in Sp(E, ω)); fΦ is thus injective. It is also surjective because s = f−1 ◦ s′ ◦ f is a
solution of the equation f ◦ s ◦ f−1 = s′. �

These results show that it is no restriction to study finite-dimensional sym-
plectic geometry by singling out one particular symplectic space, for instance the
standard symplectic space, or its variants. This will be done in the next section.

Note that if B1 = {e1i, f1j ; 1 ≤ i, j ≤ n1} and B2 = {e2k, f2�; 1 ≤ k, � ≤ n2}
are symplectic bases of (E1, ω1) and (E2, ω2), then

B = {e1i ⊕ e2k, f1j ⊕ f2� : 1 ≤ i, j ≤ n1 + n2}

is a symplectic basis of (E1 ⊕ E2, ω1 ⊕ ω2).

Exercise 1.10. Construct explicitly an isomorphism

(R2n
z ⊕ R2n

z , σ⊕) −→ (R2n
z ⊕ R2n

z , σ�)

where the symplectic forms σ⊕ and σ� are defined as in Example 1.3.
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Exercise 1.11. Denote by Sp⊕(2n) and Sp�(2n) the symplectic groups of (R2n
z ⊕

R2n
z , σ⊕) and (R2n

z ⊕ R2n
z , σ�), respectively. Show that

S� ∈ Sp�(4n, R)⇐⇒ I�S� ∈ Sp⊕(4n, R)

where I� =
[
I 0
0 C

]
and C(x, p) = (x,−p).

1.1.3 Differential interpretation of σ

A differential two-form on a vector space Rm is the assignment to every x ∈ Rm

of a linear combination

βx =
∑

i<j≤m

bij(x)dxi ∧ dxj

where the bij are (usually) chosen to be C∞ functions, and the wedge product
dxi ∧ dxj is defined by

dxi ∧ dxj = dxi ⊗ dxj − dxj ⊗ dxi

where dxi : Rm −→ R is the projection on the ith coordinate. Returning to R2n
z ,

we have
dpj ∧ dxj(z, z′) = pjx

′
j − p′jxj

hence we can identify the standard symplectic form σ with the differential 2-form

dp ∧ dx =
n∑

j=1

dpj ∧ dxj = d(
n∑

j=1

pjdxj);

the differential one-form

pdx =
n∑

j=1

pjdxj

plays a fundamental role in both classical and quantum mechanics; it is sometimes
called the (reduced) action form in physics and the Liouville form in mathemat-
ics1.

Since we are in the business of differential form, let us make the following
remark: the exterior derivative of dpj ∧ dxj is

d(dpj ∧ dxj) = d(dpj) ∧ dxj + dpj ∧ d(dxj) = 0

so that we have
dσ = d(dp ∧ dx) = 0.

1Some authors call it the tautological one-form.
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The standard symplectic form is thus a closed non-degenerate 2-form on R2n
z .

This remark is the starting point of the generalization of the notion of symplectic
form to a class of manifolds: a symplectic manifold is a pair (M, ω) where M is a
differential manifold M and ω a non-degenerate closed 2-form on M . This means
that every tangent plane TzM carries a symplectic form ωz varying smoothly with
z ∈ M . As a consequence, a symplectic manifold always has even dimension (we
will not discuss the infinite-dimensional case).

One basic example of a symplectic manifold is the cotangent bundle T ∗Vn of a
manifold Vn; the symplectic form is here the “canonical 2-form” on T ∗Vn, defined
as follows: let π : T ∗Vn−→ Vn be the projection to the base and define a 1-form λ
on T ∗Vn by λz(X) = p(π∗(X)) for a tangent vector Vn to T ∗Vn at z = (z, p). The
form λ is called the “canonical 1-form” on T ∗Vn; its exterior derivative ω = dλ is
called the “canonical 2-form” on T ∗Vn and one easily checks that it indeed is a
symplectic form (in local coordinates λ = pdx and σ = dp ∧ dx). The symplectic
manifold (T ∗Vn, ω) is in a sense the most straightforward non-linear version of
the standard symplectic space (to which it reduces when Vn = Rn

x since T ∗Rn
x is

just Rn
x × (Rn

x)∗ ≡ R2n
z ). Observe that T ∗Vn never is a compact manifold.

A symplectic manifold is always orientable: the non-degeneracy of ω namely
implies that the 2n-form

ω∧n = ω ∧ · · · ∧ ω︸ ︷︷ ︸
n factors

never vanishes on M and is thus a volume form on M . We will call the exterior
power ω∧n the symplectic volume form. When M is the standard symplectic space,
then the usual volume form on R2n

z ,

Vol2n = (dp1 ∧ · · · ∧ dpn) ∧ (dx1 ∧ · · · ∧ dxn),

is related to the symplectic volume form by

Vol2n = (−1)n(n−1)/2 1
n!

σ∧n. (1.10)

Notice that, as a consequence, every cotangent bundle T ∗Vn is an oriented
manifold!

The following exercise proposes a simple example of a symplectic manifold
which is not a vector space; this example shows at the same time that an arbitrary
even-dimensional manifold need not carry a symplectic structure:

Exercise 1.12.

(i) Show that the sphere S2 equipped with the standard area form σu(z, z′) =
det(u, z, z′) is a symplectic manifold.

(ii) Show that the spheres S2n are never symplectic manifolds for n > 1.
[Hint: Hk(S2n) = 0 for k �= 0 and k �= 2n.]
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1.2 Skew-Orthogonality

All vectors in a symplectic space (E, ω) are skew-orthogonal (one also says “iso-
tropic”) in view of the antisymmetry of a symplectic form: σ(z, z′) = 0 for all
z ∈ E. The notion of length therefore does not make sense in symplectic geometry
(whereas the notion of area does). The notion “skew orthogonality” is extremely
interesting in the sense that it allows the definition of subspaces of a symplectic
space having special properties. We begin by defining the notion of a symplectic
basis, which is the equivalent of an orthonormal basis in Euclidean geometry.

1.2.1 Isotropic and Lagrangian subspaces

Let M be an arbitrary subset of a symplectic space (E, ω). The skew-orthogonal
set to M (one also says annihilator) is by definition the set

Mω = {z ∈ E : ω(z, z′) = 0, ∀z′ ∈M}.

Notice that we always have

M ⊂ N =⇒ Nω ⊂ Mω and (Mω)ω ⊂ M .

It is traditional to classify subsets M of a symplectic space (E, ω) as follows:

M ⊂ E is said to be:

• Isotropic if Mω ⊃ M : ω(z, z′) = 0 for all z, z′ ∈M ;
• Coisotropic (or: involutive) if Mω ⊂ M ;
• Lagrangian if M is both isotropic and co-isotropic: Mω = M ;
• Symplectic if M ∩Mω = 0.

Notice that the non-degeneracy of a symplectic form is equivalent to saying that,
in a symplectic space, the only vector that is skew-orthogonal to all other vectors
is 0.

The following proposition describes some straightforward but useful proper-
ties of the skew-orthogonal set of a linear subspace of a symplectic space:

Proposition 1.13.

(i) If M is a linear subspace of E, then so is Mω and

dimM + dimMω = dimE and (Mω)ω = M. (1.11)

(ii) If M1, M2 are linear subspaces of a symplectic space (E, ω), then

(M1 + M2)
ω = Mω

1 ∩Mω
2 , (M1 ∩M2)

ω = Mω
1 + Mω

2 . (1.12)
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Proof. (i) That Mω is a linear subspace of E is clear. Let Φ : E −→ E∗ be the
linear mapping (1.3); since the dimension of E is finite the non-degeneracy of ω
implies that Φ is an isomorphism. Let {e1, . . . , ek} be a basis of M ; we have

Mω =
k⋂

j=1

ker(Φ(ej))

so that Mω is defined by k independent linear equations, hence

dimMω = dimE − k = dimE − dimM

which proves the first formula (1.11). Applying that formula to the subspace
(Mω)ω we get

dim(Mω)ω = dimE − dimMω = dimM

and hence M = (Mω)ω since (Mω)ω ⊂M whether M is linear or not.

(ii) It is sufficient to prove the first equality (1.12) since the second follows by
duality, replacing M1 by Mω

1 and M2 by Mω
2 and using the first formula (1.11).

Assume that z ∈ (M1 + M2)
ω; then ω(z, z1 + z2) = 0 for all z1 ∈ M1, z2 ∈ M2.

In particular ω(z, z1) = ω(z, z2) = 0 so that we have both z ∈ Mω
1 and z ∈ Mω

2 ,
proving that (M1 + M2)

ω ⊂ Mω
1 ∩Mω

2 . If conversely z ∈Mω
1 ∩Mω

2 , then ω(z, z1) =
ω(z, z2) = 0 for all z1 ∈M1, z2 ∈M2 and hence ω(z, z′) = 0 for all z′ ∈ M1 + M2.
Thus z ∈ (M1 + M2)

ω and Mω
1 ∩Mω

2 ⊂ (M1 + M2)
ω. �

Let M be a linear subspace of (E, ω) such that M ∩ Mω = {0}; in the
terminology introduced above M is a “symplectic subset of E”.

Exercise 1.14. If M ∩Mω = {0}, then (M, ω|M ) and (Mω, ω|Mω) are complemen-
tary symplectic spaces of (E, ω):

(E, ω) = (M ⊕Mω, ω|M ⊕ ω|Mω ). (1.13)

[Hint: Mω is a linear subspace of E so it suffices to check that the restriction ω|M
is non-degenerate.]

1.2.2 The symplectic Gram–Schmidt theorem

The following result is a symplectic version of the Gram–Schmidt orthonormal-
ization process of Euclidean geometry. Because of its importance and its many
applications we give it the status of a theorem:

Theorem 1.15. Let A and B be two (possibly empty) subsets of {1, . . . , n}. For
any two subsets E = {ei : i ∈ A}, F = {fj : j ∈ B} of the symplectic space (E, ω)
(dimE = 2n), such that the elements of E and F satisfy the relations

ω(ei, ej) = ω(fi, fj) = 0 , ω(fi, ej) = δij for (i, j) ∈ A×B, (1.14)

there exists a symplectic basis B of (E, ω) containing E ∪ F .
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Proof. We will distinguish three cases.

(i) The case A = B = ∅. Choose a vector e1 �= 0 in E and let f1 be another
vector with ω(f1, e1) �= 0 (the existence of f1 follows from the non-degeneracy
of ω). These vectors are linearly independent, which proves the theorem in the
considered case when n = 1. Suppose n > 1 and let M be the subspace of E
spanned by {e1, f1} and set E1 = Mω; in view of the first formula (1.11) we have
dimM +dimE1 = 2n. Since ω(f1, e1) �= 0 we have E1∩M = 0, hence E = E1⊕M ,
and the restriction ω1 of ω to E1 is non-degenerate (because if z1 ∈ E1 is such
that ω1(z1, z) = 0 for all z ∈ E1, then z1 ∈ Eω

1 = M and hence z1 = 0); (E1, ω1) is
thus a symplectic space of dimension 2(n− 1). Repeating the construction above
n− 1 times we obtain a strictly decreasing sequence

(E, ω) ⊃ (E1, ω1) ⊃ · · · ⊃ (En−1, ωn−1)

of symplectic spaces with dim Ek = 2(n− k) and also an increasing sequence

{e1, f1} ⊂ {e1, e2; f1; f2} ⊂ · · · ⊂ {e1, . . . , en; f1, . . . , fn}
of sets of linearly independent vectors in E, each set satisfying the relations (1.14).

(ii) The case A = B �= ∅. We may assume without restricting the argument that
A = B = {1, 2, . . . , k}. Let M be the subspace spanned by {e1, . . . , ek; f1, . . . , fk}.
As in the first case we find that E = M ⊕Mω and that the restrictions ωM and
ωMω of ω to M and Mω, respectively, are symplectic forms.

Let {ek+1, . . . , en; fk+1, . . . , fn} be a symplectic basis of Mω; then

B = {e1, . . . , en; f1, . . . , fn}
is a symplectic basis of E.

(iii) The case B\A �= ∅ (or B\A �= ∅). Suppose for instance k ∈ B\A and choose
ek ∈ E such that ω(ei, ek) = 0 for i ∈ A and ω(fj , ek) = δjk for j ∈ B. Then
E ∪ F ∪ {ek} is a system of linearly independent vectors: the equality

λkek +
∑
i∈A

λiei +
∑
j∈B

µjej = 0

implies that we have

λkω(fk, ek) +
∑
i∈A

λiω(fk, ei) +
∑
j∈B

µjω(fk, ej) = λk = 0

and hence also λi = µj = 0. Repeating this procedure as many times as necessary,
we are led back to the case A = B �= ∅. �
Remark 1.16. The proof above shows that we can construct symplectic subspaces
of (E, ω) having any given even dimension 2m < dimE containing any pair of
vectors e, f such that ω(f, e) = 1. In fact, M = Span{e, f} is a two-dimensional
symplectic subspace (“symplectic plane”) of (E, ω). In the standard symplectic
space (R2n

z , σ) every plane xj , pj of “conjugate coordinates” is a symplectic plane.
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The following exercise shows that the symplectic form is essentially the stan-
dard symplectic form in any symplectic basis:

Exercise 1.17. Show that if xj , pj , x
′
j , p

′
j are the coordinates of z, z′ in any given

symplectic basis, then ω(z, z′) takes the standard form

ω(z, z′) =
n∑

j=1

pjx
′
j − p′jxj . (1.15)

(Thus showing again the “naturality” of the standard symplectic space.)

It follows from the theorem above that if (E, ω) and (E′, ω′) are two sym-
plectic spaces with the same dimension 2n, there always exists a symplectic iso-
morphism Φ : (E, ω) −→ (E′, ω′). Let in fact

B = {e1, . . . , en} ∪ {f1, . . . , fn} , B′ = {e′1, . . . , e′n} ∪ {f ′
1, . . . , f

′
n}

be symplectic bases of (E, ω) and (E′, ω′), respectively. The linear mapping Φ :
E −→ E′ defined by Φ(ej) = e′j and Φ(fj) = f ′

j (1 ≤ j ≤ n) is a symplectic
isomorphism.

This result, together with the fact that any skew-product takes the standard
form in a symplectic basis shows why it is no restriction to develop symplectic
geometry from the standard symplectic space: all symplectic spaces of a given
dimension are just isomorphic copies of (R2n

z , σ) (this is actually already apparent
from Exercise 1.17).

We end this subsection by briefly discussing the restrictions of symplectic
transformations to subspaces:

Proposition 1.18. Let (F, ω|F ) and (F ′, ω|F ′) be two symplectic subspaces of (E, ω).
If dim F = dimF ′, there exists a symplectic automorphism of (E, ω) whose restric-
tion ϕ|F is a symplectic isomorphism ϕ|F : (F, ω|F ) −→ (F ′, ω|F ′).

Proof. Assume that the common dimension of F and F ′ is 2k and let

B(k) = {e1, . . . , ek} ∪ {f1, . . . , fk} ,

B′
(k) = {e′1, . . . , e′k} ∪ {f ′

1, . . . , f
′
k}

be symplectic bases of F and F ′, respectively. In view of Theorem 1.15 we may
complete B(k) and B(k′) into full symplectic bases B and B′ of (E, ω). Define a
symplectic automorphism Φ of E by requiring that Φ(ei) = e′i and Φ(fj) = f ′

j .
The restriction ϕ = Φ|F is a symplectic isomorphism F −→ F ′. �

Let us now work in the standard symplectic space (R2n
z , σ); everything can

however be generalized to vector spaces with a symplectic form associated to a
complex structure. We leave this generalization to the reader as an exercise.

Definition 1.19. A basis of (R2n
z , σ) which is both symplectic and orthogonal (for

the scalar product 〈z, z′〉 = σ(Jz, z′)) is called an orthosymplectic basis.
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The canonical basis is trivially an orthosymplectic basis. It is easy to con-
struct orthosymplectic bases starting from an arbitrary set of vectors {e′1, . . . , e′n}
satisfying the conditions σ(e′i, e

′
j) = 0: let � be the vector space (Lagrangian

plane) spanned by these vectors; using the classical Gram–Schmidt orthonormal-
ization process we can construct an orthonormal basis {e1, . . . , en} of �. Define
now f1 = −Je1, . . . , fn = −Jen. The vectors fi are orthogonal to the vectors ej

and are mutually orthogonal because J is a rotation; in addition

σ(fi, fj) = σ(ei, ej) = 0 , σ(fi, ej) = 〈ei, ej〉 = δij ,

hence the basis
B = {e1, . . . , en} ∪ {f1, . . . , fn}

is both orthogonal and symplectic.
We leave it to the reader as an exercise to generalize this construction to any

set
{e1, . . . , ek} ∪ {f1, . . . , fm}

of normed pairwise orthogonal vectors satisfying in addition the symplectic con-
ditions σ(fi, fj) = σ(ei, ej) = 0 and σ(fi, ej) = δij .

1.3 The Lagrangian Grassmannian

Recall that a subset of (E, ω) is isotropic if ω vanishes identically on it. An isotropic
subspace � of (E, ω) having dimension n = 1

2 dimE is called a Lagrangian plane.
Equivalently, a Lagrangian plane in (E, ω) is a linear subspace of E which is both
isotropic and co-isotropic.

1.3.1 Lagrangian planes

It follows from Theorem 1.15 that there always exists a Lagrangian plane con-
taining a given isotropic subspace: let {e1, . . . , ek} be a basis of such a subspace;
complete that basis into a full symplectic basis

B = {e1, . . . , en} ∪ {f1, . . . , fn}

of (E, ω); the space spanned by {e1, . . . , en} is then a Lagrangian plane. Notice
that we have actually constructed in this way a pair (�, �′) of Lagrangian planes
such that � ∩ �′ = 0, namely

� = Span {e1, . . . , en} , �′ = Span {f1, . . . , fn} .

Since Lagrangian planes will play a recurring role in the rest of this book it
is perhaps appropriate to summarize some terminology and notation:
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Definition 1.20. The set of all Lagrangian planes in a symplectic space (E, ω) is de-
noted by Lag(E, ω) and is called the “Lagrangian Grassmannian of (E, ω)”. When
(E, ω) is the standard symplectic space (R2n

z , σ) the Lagrangian Grassmannian is
denoted by Lag(n), and we will use the notation

�X = Rn
x × 0 and �P = 0× Rn

p .

�X and �P are called the “horizontal” and “vertical” Lagrangian planes in (R2n
z , σ).

Other common notation for the Lagrangian Grassmannian is Λ(E, ω) or
Λ(n, R).

Example 1.21. Suppose n = 1; Lag(1) consists of all straight lines passing through
the origin in the symplectic plane (R2n

z ,− det).

When n > 1 the Lagrangian Grassmannian is a proper subset of the set of
all n-dimensional planes of (R2n

z , σ).
Let us study the equation of a Lagrangian plane in the standard symplectic

space.
In what follows we work in an arbitrary symplectic basis

B = {e1, . . . , en} ∪ {f1, . . . , fn}
of the standard symplectic space; the corresponding coordinates are denoted by x
and p.

Proposition 1.22. Let � be an n-dimensional linear subspace � of the standard
symplectic space (R2n

z , σ).
(i) � is a Lagrangian plane if and only if it can be represented by an equation

Xx + Pp = 0 with rank(X, P ) = n and XP T = PXT . (1.16)

(ii) Let B = {e1, . . . , en} ∪ {f1, . . . , fn} be a symplectic basis and assume that
� = Span{f1, . . . , fn}; then there exists a symmetric matrix M ∈ M(n, R)
such that the Lagrangian plane � is represented by the equation p = Mx in
the coordinates defined by B.

Proof. (i) We first remark that Xx+ Pp = 0 represents an n-dimensional space if
and only if

rank(X, P ) = rank(XT , PT )T = n. (1.17)

Assume that in addition XT P = PT X and parametrize � by setting x = PT u,
p = −XT u. It follows that if z, z′ are two vectors of �, then

σ(z, z′) =
〈−XT u, P T u′〉− 〈−XT u′, PT u

〉
= 0

so that (1.16) indeed is the equation of a Lagrangian plane. Reversing the argument
shows that if Xx + Pp = 0 represents an n-dimensional space, then the condition



1.3. The Lagrangian Grassmannian 17

σ(z, z′) = 0 for all vectors z, z′ of that space implies that we must have XP T =
PXT .

(ii) It is clear from (i) that p = Mx represents a Lagrangian plane �; it is also clear
that this plane � is transversal to Span{f1, . . . , fn}. The converse follows from the
observation that if � : Xx + Pp = 0 is transversal to Span{f1, . . . , fn}, then P
must invertible; the property follows taking M = −P−1X which is symmetric
since XP T = PXT . �

Two Lagrangian planes are said to be transversal if � ∩ �′ = 0; since dim � =
dim �′ = 1

2 dimE this is equivalent to saying that E = � ⊕ �′. For instance the
horizontal and vertical Lagrangian planes �X = Rn

x × 0 and �P = 0 × Rn
p are

obviously transversal in (R2n
z , σ).

Part (ii) of Proposition 1.22 above implies:

Corollary 1.23.

(i) An n-plane � in (R2n
z , σ) is a Lagrangian plane transversal to �P if and only

if there exists a symmetric matrix M ∈M(n, R) such that � : p = Mx.
(ii) For any n-plane � : Xx + Pp = 0 in R2n

z we have

dim(� ∩ �P ) = n− rank(P ). (1.18)

(iii) For any symplectic matrix

s =
[

A B
C D

]
the rank of B is given by the formula

rank(B) = n− dim(S�P ∩ �P ). (1.19)

Proof. (i) The condition is necessary, taking for B the canonical symplectic bases.
If conversely � is the graph of a symmetric matrix M , then it is immediate to
check that σ(z; z′) = 0 for all z ∈ �.

(ii) The intersection � ∩ �P consists of all (x, p) which satisfy both conditions
Xx + Pp = 0 and x = 0. It follows that

(x, p) ∈ � ∩ �P ⇐⇒ Pp = 0

and hence (1.18).

(iii) Formula (1.19) follows from the trivial equivalence

(x, p) ∈ S�P ∩ �P ⇐⇒ Bp = 0. �
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Theorem 1.15 allows us to construct at will pairs of transverse Lagrangian
planes: choose any pair of vectors {e1, f1} such that ω(f1, e1) = 1; in view of
Theorem 1.15 we can find a symplectic basis B = {e1, . . . , en} ∪ {f1, . . . , fn} of
(E, ω) and the spaces � = Span {e1, . . . , en} and �′ = Span {f1, . . . , fn} are then
transversal Lagrangian planes in E. Conversely:

Proposition 1.24. Suppose that �1 and �2 are two transversal Lagrangian planes in
(E, ω). If {e1, . . . , en} is a basis of �1, then there exists a basis {f1, . . . , fn} of �2

such that {e1, . . . , en; f1, . . . , fn} is a symplectic basis of (E, ω).

Proof. It suffices to proceed as in the first case of the proof of Theorem 1.15 and
to construct an increasing sequence of sets

{e1, f1} ⊂ {e1, e2; f1; f2} ⊂ · · · ⊂ {e1, . . . , en; f1, . . . , fn}

such that Span {f1, . . . , fn} = �2 and ω(fi, ej) = δij for 1 ≤ i, j ≤ n. �

Let us end this long subsection by stating a result on canonical coordinates
for a Lagrangian plane

Proposition 1.25. Let � ∈ Lag(E, ω) and B = {e1, . . . , en; f1, . . . , fn} a symplectic
basis of (E, ω). There exists I ⊂ {1, 2, . . . , n} such that the restriction to � of the
orthogonal projection PI : E −→ �I is an isomorphism � −→ �I ; �I is the La-
grangian plane generated by the vectors ei and fj for i ∈ I and j /∈ J . Denoting by
xi, pj the coordinates in the basis B, the Lagrangian plane � can thus be represented
by equations xi = 0, pj = 0 with i ∈ I and j /∈ J (“canonical coordinates”).

We omit the proof of this result here and refer to Maslov [119] or Mischenko
et al. [124]. Alternatively it can be derived from Corollary 1.23 by reducing the
proof to the case where (E, ω) is the standard symplectic space.

1.3.2 The action of Sp(n) on Lag(n)

Let us prove the following important result on the action of Sp(n) and its subgroup
U(n) on the Lagrangian Grassmannian Lag(n).

Theorem 1.26. The action of U(n) and Sp(n) on Lag(n) has the following prop-
erties:

(i) U(n) (and hence Sp(n)) acts transitively on Lag(n): for every pair (�, �′) of
Lagrangian planes there exists U ∈ U(n) such that �′ = U�.

(ii) The group Sp(n) acts transitively on the set of all pairs of transverse La-
grangian planes: if (�1, �

′
1) and (�2, �

′
2) are such that �1 ∩ �′1 = �1 ∩ �′1 = 0,

then there exits S ∈ Sp(n) such that (�2, �
′
2) = (S�1, S�′1).

Proof. (i) Let O = {e1, . . . , en} and O′ = {e′1, . . . , e′n} be orthonormal bases of �
and �′, respectively. Then B = O ∪ JO and B′ = O′ ∪ JO′ are orthosymplectic
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bases of (R2n
z , σ). There exists U ∈ O(2n) such that U(ei) = e′i and U(fi) = f ′

i

where fi = Jei, f ′
i = Je′i. We have U ∈ Sp(n) hence

U ∈ O(2n) ∩ Sp(n) = U(n)

((2.11) in Proposition 2.12).

(ii) Choose a basis {e11, . . . , e1n} of �1 and a basis {f11, . . . , f1n} of �′1 such that
{e1i, f1j}1≤i,j≤n is a symplectic basis of (R2n

z , σ). Similarly choose bases of �2 and
�′2 whose union {e2i, f2j}1≤i,j≤n is also a symplectic basis. Define a linear mapping
S : R2n

z −→ R2n
z by S(e1i) = e2i and S(f1i) = f2i for 1 ≤ i ≤ n. We have S ∈

Sp(n) and (�2, �
′
2) = (S�1, S�′1). �

We will see in the next section that the existence of an integer-valued function
measuring the relative position of triples of Lagrangian planes implies that Sp(n)
cannot act transitively on triples (and a fortiori,on k-uples, k ≥ 3) of Lagrangian
planes.

For two integers n1, n2 > 0 consider the direct sum

Sp(n1)⊕ Sp(n2) = {(S1, S2) : S1 ∈ Sp(n1), S1 ∈ Sp(n1)}
equipped with the composition law

(S1 ⊕ S2)(S′
1 ⊕ S′

2) = S1S
′
1 ⊕ S2S

′
2.

Setting n = n1 + n2, then Sp(n1)⊕ Sp(n2) acts on the Lagrangian Grassmannian
Lag(n). We have in particular a natural action

Sp(n1)⊕ Sp(n2) : Lag(n1)⊕ Lag(n2) −→ Lag(n1)⊕ Lag(n2)

where Lag(n1) ⊕ Lag(n2) is the set of all direct sums �1 ⊕ �2 with �1 ∈ Lag(n1),
�2 ∈ Lag(n2); this action is defined by the obvious formula

(S1 ⊕ S2)(�1 ⊕ �2) = S1�1 ⊕ S2�2.

Observe that Lag(n1)⊕ Lag(n2) is a subset of Lag(n):

Lag(n1)⊕ Lag(n2) ⊂ Lag(n)

since σ1 ⊕ σ2 vanishes on each �1 ⊕ �2.

1.4 The Signature of a Triple of Lagrangian Planes

In this section we introduce a very useful index which measures the relative posi-
tion of a triple of Lagrangian planes, due to Wall [174] and redefined by Kashiwara
(see Lion–Vergne [111]). Related notions are defined in Dazord [28] and Demazure
[29]. This index is a refinement of the notion of index of inertia of Leray [107] in
the sense that is defined for arbitrary triples, while Leray’s definition only works
when some transversality condition is imposed (the same restriction applies to the
index used in Guillemin–Sternberg [84]).
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1.4.1 First properties

Let us introduce the following terminology and notation: let Q be a quadratic form
on some real Euclidean space. The associated symmetric matrix M = D2Q (the
Hessian matrix of Q) has µ+ positive eigenvalues and µ− negative eigenvalues. We
will call the difference µ+−µ− the signature of the quadratic form Q and denote
it by signQ:

signQ = µ+ − µ−.

Definition 1.27. Let (�, �′, �′′) be an arbitrary triple of Lagrangian planes in a
symplectic space (E, ω). The “Wall–Kashiwara index” (or: signature) of the triple
(�, �′, �′′) is the signature of the quadratic form

Q(z, z′, z′′) = ω(z, z′) + ω(z′, z′′) + ω(z′′, z)

on �⊕ �′ ⊕ �′′. This signature is denoted by τ(�, �′, �′′).

Let us illustrate this definition in the case n = 1, with ω = − det. The
quadratic form Q is here

Q(z, z′, z′′) = − det(z, z′)− det(z′, z′′)− det(z′′, z).

Choosing � = �X = Rx × 0, �′′ = �P = 0× Rp, and �′ = �a : p = ax, we have

Q = −axx′ − p′′x′ + p′′x.

After diagonalization this quadratic form becomes

Q = Z2 − (X2 + (sign a)Y 2)

and hence, by a straightforward calculation:

τ(�X , �a, �P ) =

⎧⎨⎩ −1 if a > 0,
0 if a = 0,
+1 if a < 0

(1.20)

(this formula will be generalized to (R2n
z , σ) in Corollary 1.31). The signature

τ(�, �′, �′′) of three lines is thus 0 if any two of them coincide, −1 if the line �′

lies “between” � and �′′ (the plane being oriented in the usual way), and +1 if it
lies outside. An essential observation is that we would get the same values for an
arbitrary triple �, �′, �′′ of lines having the same relative positions as �X , �a, �P

because one can always reduce the general case to that of the triple (�X , �a, �P ), by
using a matrix with determinant 1. Thus the signature is here what one sometimes
calls the “cyclic order” of three lines. We leave it to the reader to verify that the
following formula holds:

τ(�, �′, �′′) = 2
[
θ − θ′

2π

]
anti

− 2
[
θ − θ′′

2π

]
anti

+ 2
[
θ′ − θ′′

2π

]
anti

. (1.21)
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The line � : x cos α + p sinα = 0 is here identified with θ = 2α and [·]anti is the
symmetrized integer part function, that is

[s]anti = 1
2 ([s]− [−s]) , [s] = k if k ≤ s < k + 1

(for k an integer).
Let us now return to the general case. The following properties of the signa-

ture are immediate:

• τ is Sp(E, ω)-invariant: for every S ∈ Sp(E, ω) and �, �′, �′′ ∈ (Lag(E, ω))3

we have
τ(S�, S�′, S�′′) = τ(�, �′, �′′) (1.22)

(because σ(Sz, Sz′) = σ(z, z′), and so on);

• τ is totally antisymmetric: for any permutation p of the set {1, 2, 3} we have

τ(�p(1), �p(2), �p(3)) = (−1)sgn(p)τ(�1, �2, �3) (1.23)

where sgn(p) = 0 if p is even, 1 if p is odd (this immediately follows from the
antisymmetry of σ).

• Let τ ′ and τ ′′ be the signature in Lag(E′, ω′) and Lag(E′′, ω′′) respectively,
and τ the signature in Lag(E, ω) with (E, ω) = (E′, ω′)⊕ (E′′, ω′′). Then

τ(�′1 ⊕ �′′1 , �′2 ⊕ �′′2 , �′3 ⊕ �′′3) = τ ′(�′1, �
′
2, �

′
3) + τ ′′(�′′1 , �′′2 , �′′3)

for (�′1, �
′
2, �

′
3) ∈ (Lag(E′, ω′))3 and (�′′1 , �′′2 , �′′3) ∈ (Lag(E′′, ω′′))3.

Remark 1.28. Cappell, Lee, and Miller [22] have shown the following truly remark-
able property: if (χn)n≥1 is a family of functions χn : (Lag(n))3 −→ Z satisfying
the properties above, then each χn is proportional to the Wall–Kashiwara signa-
ture τn = τ on Lag(n). Adding an appropriate normalization condition χn is then
identified with τ .

Here are two results which sometimes simplify calculations of the signature:

Proposition 1.29. Assume that � ∩ �′′ = 0, then τ(�, �′, �′′) is the signature of the
quadratic form

Q′(z′) = ω(P (�, �′′)z′, z′) = ω(z′, P (�′′, �)z′)

on �′, where P (�, �′′) is the projection onto � along �′′ and P (�′′, �) = I − P (�, �′′)
is the projection on �′′ along �.

Proof. We have

Q(z, z′, z′′) = ω(z, z′) + ω(z′, z′′) + ω(z′′, z)
= ω(z, P (�′′, �)z′) + ω(P (�, �′′)z′, z′′) + ω(z′′, z)
= ω(P (�, �′′)z′, P (�′′, �)z′)− ω(z − P (�, �′′)z′, z′′ − P (�′′, �)z′).
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Let u = z − P (�, �′′)z′, u′ = z′, u′′ = z′′ − P (�′′, �)z′; the signature of Q is then
the signature of the quadratic form

(u, u′, u′′) �−→ ω(P (�, �′′)u′, P (�′′, �)u′)− ω(u, u′′),

hence the result since the signature of the quadratic form (u, u′′) �−→ ω(u, u′′) is
obviously equal to zero. �

Proposition 1.30. Let (�, �′, �′′) be a triple of Lagrangian planes such that an � =
� ∩ �′ + � ∩ �′′. Then τ(�, �′, �′′) = 0.

Proof. Let E′ ⊂ � ∩ �′ and E′′ ⊂ � ∩ �′′ be subspaces such that � = E′ ⊕ E′′. Let

(z, z′, z′′) ∈ �× �′ × �′′

and write z = u′ + u′′, (u, u′) ∈ E′ × E′′. We have

σ(z, z′) = σ(u′ + u′′, z′) = σ(u′′, z′),
σ(z′′, z) = σ(z′′, u′ + u′′) = σ(u′′, z)

and hence
Q(z, z′, z′′) = σ(u′′, z′) + σ(z′, z′′) + σ(z′′, u′).

Since σ(u′, u′′) = 0 this is

Q(z, z′, z′′) = σ(z′ − u′, z′′ − u′′)

so that τ(�, �′, �′′) is the signature of the quadratic form (y′, y′′) �−→ σ(y′, y′′) on
�′ × �′′; this signature is equal to zero, hence the result. �

The following consequence of Proposition 1.29 generalizes formula (1.20):

Corollary 1.31. Let (E, ω) be the standard symplectic space (R2n
z , σ). Let �X =

Rn × 0, �P = 0 × Rn, and �A = {(x, Ax), x ∈ Rn}, A being a symmetric linear
mapping Rn �−→ Rn. Then

τ(�P , �A, �X) = sign(A) , τ(�X , �A, �P ) = − sign(A). (1.24)

Proof. Formulae (1.24) are equivalent in view of the antisymmetry of τ . In view
of the proposition above τ(�P , �A, �X) is the signature of the quadratic form Q′ on
�A given by

Q′(z) = σ(P (�P , �A, �X)z, P (�X , �P )z)

hence Q′(z) = 〈x, Ax〉 and the corollary follows. �
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1.4.2 The cocycle property of τ

Less obvious – but of paramount importance for the general theory of the Arnol’d–
Leray–Maslov index that we will develop in Chapter 3 – is the following “cocycle
property” of the Wall–Kashiwara signature, the first proof of which apparently
appeared in Lion–Vergne [111]; we are following the latter with a few simplifica-
tions. A precursor to τ is Leray’s index of inertia of a triple of pairwise transverse
Lagrangian planes (see de Gosson [54, 57, 61] for a detailed study and compari-
son with the signature). Some authors call the Wall–Kashiwara signature “Maslov
triple index”; it is not a very good terminology because it is misleading since it
amounts, at the end of the day, to identifying cocycles and coboundaries as we
have explained in [54, 57].

Theorem 1.32. For �1, �2, �3, �4 in Lag(E, ω) we have

τ(�1, �2, �3)− τ(�2, �3, �4) + τ(�1, �3, �4)− τ(�1, �2, �4) = 0. (1.25)

Proof. We begin by rewriting the quadratic form Q defining τ in a more tractable
form. Let �, �′, �′′ be three arbitrary Lagrangian planes and choose a symplectic
basis

B = {e1, . . . , en} ∪ {f1, . . . , fn}
of (E, ω) such that

� ∩ �0 = �′ ∩ �0 = �′′ ∩ �0 = 0

where �0 = Span{f1, . . . , fn}. Let dimE = 2n and write a vector z in the basis
B as

z =
n∑

i=1

xiei +
n∑

j=1

pjifj;

there exist symmetric matrices M, M ′, M ′′ such that

� : p = Mx , �′ : p = M ′x , �′′ : p = M ′′x

(Proposition 1.22, (ii)). The integer τ(�, �′, �′′) being a symplectic invariant, it is
the signature of the quadratic form

R(z, z′, z′′) = σ(x, Mx; x′, Mx′)+
σ(x′, M ′x′; x′′, M ′′x′′) + σ(x′′, M ′′x′′; x, Mx)

which we can rewrite after a straightforward calculation as

R(z, z′, z′′) = 1
2XT RX , X = (x, x′, x′′)

where R is the symmetric matrix

R =

⎡⎣ 0 M −M ′ M ′′ −M
M −M ′ 0 M ′ −M ′′

M ′′ −M M ′ −M ′′ 0

⎤⎦ .
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The quadratic form R has the same signature τ(�, �′, �′′) as R◦V for any invertible
matrix V ; choosing

V =

⎡⎣0 I I
I 0 I
I I 0

⎤⎦
the matrix of the quadratic form R ◦ V is

1
2V T RV =

⎡⎣M ′ −M ′′ 0 0
0 M ′′ −M 0
0 0 M −M ′

⎤⎦
and hence

τ(�, �′, �′′) = sign(M −M ′) + sign(M ′ −M ′′) + sign(M ′′ −M). (1.26)

The theorem now easily follows: writing, with obvious notation

τ(�1, �2, �3) = sign(M1 −M2) + sign(M2 −M3) + sign(M3 −M1),
τ(�2, �3, �4) = sign(M2 −M3) + sign(M3 −M4) + sign(M4 −M2),
τ(�1, �3, �4) = sign(M1 −M3) + sign(M3 −M4) + sign(M4 −M1),

we get, since sign(Mi −Mj) = − sign(Mj −Mi):

τ(�1, �2, �3)− τ(�2, �3, �4) + τ(�1, �3, �4)
= sign(M1 −M2) + sign(M2 −M4) + sign(M4 −M1)

that is
τ(�1, �2, �3)− τ(�2, �3, �4) + τ(�1, �3, �4) = τ(�1, �2, �4). �

Formula (1.25) has the following combinatorial interpretation. Let us view the
Wall–Kashiwara index as a 2-cochain on Lag(E, ω) and denote by ∂ the “cobound-
ary operator” (see (9) in the Notation section in the Preface). Then, by definition
of ∂,

∂τ(�1, �2, �3) = τ(�1, �2, �3)− τ(�2, �3, �4) + τ(�1, �3, �4)− τ(�1, �2, �4)

so that Theorem 1.32 can be restated in concise form as:

∂τ = 0, that is: τ is 2-cocycle on Lag(n).

1.4.3 Topological properties of τ

Consider three lines �, �′, �′′ through the origin in the symplectic plane. As dis-
cussed in the beginning of the section the signature τ(�, �′, �′′) determines the
relative positions of these lines. If we now move these three lines continuously, in
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such a way that their intersections do not change, the signature will remain un-
altered. The same property remains true in higher dimensions. To prove this, we
need the following elementary lemma which describes the kernel of the quadratic
form defining τ ; in order to avoid a deluge of multiple “primes” in the proof
we slightly change notation and write (�1, �2, �3) instead of (�, �′, �′′) so that the
defining quadratic form becomes

Q(z1, z2, z3) = σ(z1, z2) + σ(z2, z3) + σ(z3, z1)

with (z1, z2, z3) ∈ �1 × �2 × �3.
Recall that the kernel of a quadratic form is the kernel of the matrix of the

associated bilinear form.

Lemma 1.33. Let KerQ be the kernel of the quadratic form Q. There exists an
isomorphism

KerQ ∼= (�1 ∩ �2)× (�2 ∩ �3)× (�3 ∩ �1). (1.27)

Proof. Let A be the matrix of Q. The condition u ∈ KerQ is equivalent to

vT Au = 0 for all v ∈ �1 × �2 × �3. (1.28)

In view of the obvious identity

(u + v)A(u + v)T = vAvT

valid for every u in KerQ, formula (1.28) is equivalent to the condition:

(u + v)A(u + v)T − vAvT = 0 for all v ∈ �1 × �2 × �3 (1.29)

that is, to

Q(z1 + z
′
1, z2 + z

′
2, z3 + z

′
3)−Q(z

′
1 + z

′
2, z

′
3) (1.30)

= ω(z1, z
′
2) + ω(z2, z

′
3) + ω(z

′
1 + z2) + ω(z

′
2, z3) + ω(z

′
3, z1)

= ω(z1 − z3, z
′
2) + ω(z2 − z1, z

′
3) + ω(z3 − z2, z

′
1)

= 0.

Taking successively z
′
1 = z

′
3 = 0, z

′
1 = z

′
2 = 0, and z

′
2 = z

′
3 = 0 the equality (1.30)

then implies
ω(z1 − z3, z

′
2) = 0 for all z

′
2 ∈ �2,

ω(z2 − z1, z
′
3) = 0 for all z

′
3 ∈ �3,

ω(z3 − z2, z
′
3) = 0 for all z

′
1 ∈ �1,

hence, since �1, �2, �3 are Lagrangian planes:

(z3 − z2, z1 − z3, z2 − z1) ∈ �1 × �2 × �3.
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It follows that
(z1 + z2 − z3 = z1 + (z2 − z3) = (z1 − z3) + z2 ∈ �1 ∩ �2,
(z2 + z3 − z1 = z2 + (z3 − z1) = (z2 − z1) + z3 ∈ �2 ∩ �3,
(z3 + z1 − z2 = z3 + (z1 − z2) = (z3 − z2) + z1 ∈ �3 ∩ �1.

The restriction to KerQ of the automorphism of z3 defined by (z1, z2, z3) �−→
(z

′
1, z

′
2, z

′
3) with

z
′
1 = z1 + z2 − z3, z

′
2 = z2 + z3 − z1, z

′
3 = z3 + z1 − z2

is thus an isomorphism of KerQ onto (�1 ∩ �2)× (�2 ∩ �3)× (�3 ∩ �1). �

We are now in position to prove the main topological property of the signa-
ture. Let us introduce the following notation: if k, k′, k′′ are three integers such
that 0 ≤ k, k′, k′′ ≤ n, we define a subset Lag3

k,k′,k′′ (n) of Lag3(n) by

Lag3
k,k′,k′′(E,ω)={(�,�′,�′′) :dim(�∩�′)=k,dim(�′∩�′′)=k′,dim(�′′∩�)=k′′}.

Proposition 1.34. The Wall–Kashiwara signature has the following properties:
(i) It is locally constant on each set Lag3

k,k′,k′′(E, ω);
(ii) If the triple (�, �′, �′′) move continuously in Lag3(E, ω) in such a way that

dim � ∩ �′, dim �′ ∩ �′′ = k′, and dim �′′ ∩ � do not change, then τ(�, �′, �′′)
remains constant;

(iii) We have

τ(�, �′, �′′) = n + dim � ∩ �′ + dim �′ ∩ �′′ + dim �′′ ∩ � mod 2. (1.31)

Proof. Properties (i) and (ii) are equivalent since Lag(E, ω) (and hence also
Lag3(E, ω)) is connected. Property (iii) implies (i), and hence (ii). It is there-
fore sufficient to prove the congruence (1.31). Let A be the matrix in the proof of
Lemma 1.33. In view of the isomorphism statement (1.27) we have

rank(A) = 3n− (dim � ∩ �′ + dim �′ ∩ �′′ + dim �′′ ∩ �).

Let (τ+, τ−) be the signature of A, so that (by definition) τ(�, �′, �′′) = τ+ − τ−;
since rank(A) = τ+ + τ− we thus have

τ(�, �′, �′′) ≡ rank(A) mod 2

hence (1.31). �
Remark 1.35. Define a 1-cochain dim on Lag(n) by dim(�, �′) = dim(� ∩ �′). In
view of the obvious relation

dim�∩�′+dim�′∩�′′+dim�′′∩�≡dim�∩�′−dim�′∩�′′+dim�′′∩� mod2,

we can rewrite formula (1.31) as

τ(�, �′, �′′) ≡ ∂ dim(�, �′, �′′) , mod 2. (1.32)

For short: τ = ∂ dim, mod 2.



Chapter 2

The Symplectic Group

In this second chapter we study in some detail the symplectic group of a symplectic
space (E, ω), with a special emphasis on the standard symplectic group Sp(n),
corresponding to the case (E, ω) = (R2n

z , σ).
There exists an immense literature devoted to the symplectic group. A few

classical references from my own bookshelf are Libermann and Marle [110],
Guillemin and Sternberg [84, 85] and Abraham and Marsden [1]; also see the first
chapter in Long [113] where the reader will find an interesting study of various
normal forms. The reader who likes explicit calculations with symplectic block ma-
trices will love Kauderer’s book [101], which deals with applications of symplectic
matrices to various aspects of mathematical physics, including special relativity.
Those interested in applications to the rapidly expanding field of quantum optics
could consult with profit the very nicely written pamphlet by Arvind et al. [5].

2.1 The Standard Symplectic Group

Let us begin by working in the standard symplectic space (R2n
z , σ).

Definition 2.1. The group of all automorphisms s of (R2n
z , σ) such that

σ(sz, sz′) = σ(z, z′)

for all z, z′ ∈ R2n
z is denoted by Sp(n) and called the “standard symplectic group”

(one also frequently finds the notation Sp(2n) or Sp(2n, R) in the literature).

It follows from Proposition 1.9 that Sp(n) is isomorphic to the symplectic
group Sp(E, ω) of any 2n-dimensional symplectic space.

The notion of linear symplectic transformation can be extended to diffeomor-
phisms:
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Definition 2.2. Let (E, ω), (E′, ω′) be two symplectic vector spaces. A diffeomor-
phism f : (E, ω) −→ (E′, ω′) is called a “symplectomorphism1” if the differential
dzf is a linear symplectic mapping E −→ E′ for every z ∈ E. [In the physical
literature one often says “canonical transformation” in place of “symplectomor-
phism”.]

It follows from the chain rule that the composition g ◦ f of two symplecto-
morphisms f : (E, ω) −→ (E′, ω′) and g : (E′, ω′) −→ (E′′, ω′′) is a symplecto-
morphism (E, ω) −→ (E′′, ω′′). When

(E, ω) = (E′, ω′) = (R2n
z , σ)

a diffeomorphism f of (R2n
z , σ) is a symplectomorphism if and only if its Jacobian

matrix (calculated in any symplectic basis) is in Sp(n). Summarizing:

f is a symplectomorphism of (R2n
z , σ)

⇐⇒
Df(z) ∈ Sp(n) for every z ∈ (R2n

z , σ).

It follows directly from the chain rule D(g ◦ f)(z) = Dg(f(z)Df(z) that
the symplectomorphisms of the standard symplectic space (R2n

z , σ) form a group.
That group is denoted by Symp(n).

Definition 2.3. Let (E, ω) be a symplectic space. The group of all linear symplec-
tomorphisms of (E, ω) is denoted by Sp(E, ω) and called the “symplectic group of
(E, ω)”.

The following exercise produces infinitely many examples of linear symplec-
tomorphisms:

The notion of symplectomorphism extends in the obvious way to symplectic
manifolds: if (M, ω) and (M ′, ω′) are two such manifolds, then a diffeomorphism f :
M −→M ′ is called a symplectomorphism if it preserves the symplectic structures
on M and M ′, that is if f∗ω′ = ω where f∗ω′ (the “pull-back of ω′ by f) is
defined by

f∗ω′(z0)(Z, Z ′) = ω′(f(z0))((dz0f)Z, (dz0f)Z ′)

for every z0 ∈M and Z, Z ′ ∈ Tz0M .
If f and g are symplectomorphisms (M, ω) −→ (M ′, ω′) and (M ′, ω′) −→

(M ′′, ω′′), then g ◦ f is a symplectomorphism (M, ω) −→ (M ′′, ω′′).
The symplectomorphisms (M, ω) −→ (M, ω) obviously form a group, denoted

by Symp(M, ω), whose study is very active and far from being completed; see
[91, 114, 132]. We will study in some detail its subgroup Ham(n) later on.

1The word was reputedly coined by J.-M. Souriau.
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2.1.1 Symplectic matrices

For practical purposes it is often advantageous to work in coordinates and to
represent the elements of Sp(n) by matrices.

Recall that definition (1.1) of the standard symplectic form can be rewritten
in matrix form as

σ(z, z′) = (z′)T Jz = 〈Jz, z′〉 (2.1)

where J is the standard symplectic matrix

J =
[

0 I
−I 0

]
. (2.2)

Notice that JT = −J and J2 = −I.
Choose a symplectic basis in (R2n

z , σ); we will identify a linear mapping s :
R2n

z −→ R2n
z with its matrix S in that basis. In view of (2.1) we have

S ∈ Sp(n) ⇐⇒ ST JS = J

where ST is the transpose of S. Since

detST JS = det S2 det J = detJ

it follows that det S can, a priori, take any of the two values ±1. It turns out,
however, that

S ∈ Sp(n) =⇒ detS = 1.

There are many ways of showing this; none of them is really totally trivial. Here is
an algebraic proof making use of the notion of a Pfaffian (we will give an alternative
proof later on). Recall that to every antisymmetric matrix A one associates a
polynomial Pf(A) (“the Pfaffian of A”) in the entries of A, what has the following
properties:

Pf(ST AS) = (detS) Pf(A) , Pf(J) = 1.

Choose now A = J and S ∈ Sp(n). Since ST JS = J we have

Pf(ST JS) = detS = 1

which was to be proven.

Remark 2.4. The group Sp(n) is stable under transposition: the condition S ∈
Sp(n) is equivalent to ST JS = J ; since S−1 also is in Sp(n) we have (S−1)T JS−1 =
J ; taking the inverses of both sides of this equality we get SJ−1ST = J−1, that
is SJST = J , so that ST ∈ Sp(n). It follows that we have the equivalences

S ∈ Sp(n) ⇐⇒ ST JS = J ⇐⇒ SJST = J . (2.3)
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A symplectic basis of (R2n
z , σ) being chosen, we can always write S ∈ Sp(n)

in block-matrix form

S =
[
A B
C D

]
(2.4)

where the entries A, B, C, D are n×n matrices. The conditions (2.3) are then easily
seen, by a direct calculation, equivalent to the two following sets of equivalent
conditions2:

AT C, BT D symmetric, and AT D − CT B = I, (2.5)

ABT , CDT symmetric, and ADT −BCT = I. (2.6)

It follows from the second of these sets of conditions that the inverse of S is

S−1 =
[

DT −BT

−CT AT

]
. (2.7)

Example 2.5. Here are three useful classes of symplectic matrices: if P and L are,
respectively, a symmetric and an invertible n× n matrix, we set

VP =
[

I 0
−P I

]
, UP =

[−P I
−I 0

]
, ML =

[
L−1 0
0 LT

]
. (2.8)

The matrices VP are sometimes called “symplectic shears”.

It turns out – as we shall prove later on – that both sets

G = {J} ∪ {VP : P ∈ Sym(n, R)} ∪ {ML : L ∈ GL(n, R)}
and

G′ = {J} ∪ {UP : P ∈ Sym(n, R)} ∪ {ML : L ∈ GL(n, R)}
generate the symplectic group Sp(n).

The reader is encouraged to use conditions (2.5)–(2.6) in the two exercises
below. In the third exercise he is asked to prove that the matrices AAT + BBT

and CCT + DDT are invertible if S is symplectic.

Exercise 2.6. Show that the 2n× 2n matrix

S =
[

P I −Q
−(I − P ) P

]
is in Sp(n) if and only if P is an orthogonal projector (i.e., P 2 = P and PT = P ).

Exercise 2.7. Let X and Y be two symmetric n× n matrices, X invertible. Show
that

S =
[
X + Y X−1Y Y X−1

X−1Y X−1

]
is a symplectic matrix.

2These conditions are sometimes called the “Luneburg relations” in theoretical optics.
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Exercise 2.8. Show that if the block-matrix (2.4) is symplectic, then

(i) A + iB and C + iD are invertible. [Hint: calculate (A + iB)(BT − iAT ) and
assume that A + iB is not invertible.]

(ii) Deduce from (i) that if (2.4) is symplectic, then AAT +BBT and CCT +DDT

are invertible.

We can also form direct sums of symplectic groups. Consider for instance
(R2n1 , σ1) and (R2n2 , σ2), the standard symplectic spaces of dimension 2n1 and
2n2; let Sp(n1) and Sp(n2) be the respective symplectic groups. The direct sum
Sp(n1)⊕ Sp(n2) is the group of automorphisms of

(R2n
z , σ) = (R2n1 ⊕ R2n2 , σ1 ⊕ σ2)

defined, for z1 ∈ R2n1 and z2 ∈ R2n2 , by

(s1 ⊕ s2)(z1 ⊕ z2) = s1z1 ⊕ s2z2.

It is evidently a subgroup of Sp(n):

Sp(n1)⊕ Sp(n2) ⊂ Sp(n)

which can be expressed in terms of block-matrices as follows: let

S1 =
[
A1 B1

C1 D1

]
and S2 =

[
A2 B2

C2 D2

]
be elements of Sp(n1) and Sp(n2), respectively. Then

S1 ⊕ S2 =

⎡⎢⎢⎣
A1 0 B1 0
0 A2 0 B2

C1 0 D1 0
0 C2 0 D2

⎤⎥⎥⎦ ∈ Sp(n1 + n2). (2.9)

The mapping (S1, S2) �−→ S1 ⊕ S2 thus defined is a group monomorphism

Sp(n1)⊕ Sp(n2) −→ Sp(n).

The elements of Sp(n) are linear isomorphisms; we will sometimes also con-
sider affine symplectic isomorphisms. Let S ∈ Sp(n) and denote by T (z0) the
translation z �−→ z + z0 in R2n

z . The composed mappings

T (z0)S = ST (S−1z0) and ST (z0) = T (Sz0)S

are both symplectomorphisms, as is easily seen by calculating their Jacobians.
These transformations form a group.

Definition 2.9. The semi-direct product Sp(n)�sT (2n) of the symplectic group and
the group of translations in R2n

z is called the affine (or: inhomogeneous) symplectic
group, and is denoted by ISp(n).
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For practical calculations it is often useful to identify ISp(n) with a matrix
group:

Exercise 2.10. Show that the group of all matrices

[S, z0] ≡
[

S z0

01×2n 1

]
is isomorphic to ISp(n) (here 01×2n is the 2n-column matrix with all entries equal
to zero).

Let us now briefly discuss the eigenvalues of a symplectic matrix. It has
been known for a long time that the eigenvalues of symplectic matrices play a
fundamental role in the study of Hamiltonian periodic orbits; this is because the
stability of these orbits depends in a crucial way on the structure of the associated
linearized system. It turns out that these eigenvalues also play an essential role in
the understanding of symplectic squeezing theorems, which we study later in this
book.

Let us first prove the following result:

Proposition 2.11. Let S ∈ Sp(n).

(i) If λ is an eigenvalue of S, then so are λ̄ and 1/λ (and hence also 1/λ̄);
(ii) if the eigenvalue λ of S has multiplicity k, then so has 1/λ.
(iii) S and S−1 have the same eigenvalues.

Proof. (i) We are going to show that the characteristic polynomial PS(λ) =
det(S − λI) of S satisfies the reflexivity relation

PS(λ) = λ2nPS(1/λ); (2.10)

Property (i) will follow, since for real matrices, eigenvalues appear in conjugate
pairs. Since ST JS = J we have S = −J(ST )−1J and hence

PS(λ) = det(−J(ST )−1J − λI)

= det(−(ST )−1J + λI)
= det(−J + λS)

= λ2n det(S − λ−1I)

which is precisely (2.10).

(ii) Let P
(j)
S be the jth derivative of the polynomial PS . If λ0 has multiplicity k;

then P
(j)
S (λ0) = 0 for 0 ≤ j ≤ k − 1 and P

(k)
S (λ) �= 0. In view of (2.10) we also

have P
(j)
S (1/λ) = 0 for 0 ≤ j ≤ k − 1 and P

(k)
S (1/λ) �= 0.

Property (iii) immediately follows from (ii). �
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Notice that an immediate consequence of this result is that if ±1 is an eigen-
value of S ∈ Sp(n), then its multiplicity is necessarily even.

We will see in the next subsection (Proposition 2.13) that any positive-
definite symmetric symplectic matrix can be diagonalized using an orthogonal
transformation which is at the same time symplectic.

2.1.2 The unitary group U(n)

The complex structure associated to the standard symplectic matrix J is very
simple: it is defined by

(α + iβ)z = α + βJz

and corresponds to the trivial identification z = (x, p) ≡ x+ ip. The unitary group
U(n, C) acts in a natural way on (R2n

z , σ) (cf. Exercises 1.5 and 1.6) and that
action preserves the symplectic structure. Let us make this statement somewhat
more explicit:

Proposition 2.12. The monomorphism µ : M(n, C) −→ M(2n, R) defined by u =
A + iB �−→ µ(u) with

µ(u) =
[
A −B
B A

]
(A and B real ) identifies the unitary group U(n, C) with the subgroup

U(n) = Sp(n) ∩O(2n, R) (2.11)

of Sp(n).

Proof. In view of (2.7) the inverse of U = µ(u), u ∈ U(n, C), is

U−1 =
[

AT BT

−BT AT

]
= UT ,

hence U ∈ O(2n, R) which proves the inclusion U(n) ⊂ Sp(n)∩O(2n, R). Suppose
conversely that U ∈ Sp(n) ∩O(2n, R). Then

JU = (UT )−1J = UJ

which implies that U ∈ U(n) so that Sp(n) ∩O(2n, R) ⊂ U(n). �

We will loosely talk about U(n) as of the “unitary group” when there is no
risk of confusion; notice that it immediately follows from conditions (2.5), (2.6)
that we have the equivalences:

A + iB ∈ U(n) (2.12)
⇐⇒

AT B symmetric and AT A + BT B = I (2.13)
⇐⇒

ABT symmetric and AAT + BBT = I; (2.14)
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of course these conditions are just the same thing as the conditions

(A + iB)∗(A + iB) = (A + iB)(A + iB)∗ = I

for the matrix A + iB to be unitary.
In particular, taking B = 0 we see the matrices

R =
[
A 0
0 A

]
with AAT = AT A = I (2.15)

also are symplectic, and form a subgroup O(n) of U(n) which we identify with the
rotation group O(n, R). We thus have the chain of inclusions

O(n) ⊂ U(n) ⊂ Sp(n).

Let us end this subsection by mentioning that it is sometimes useful to iden-
tify elements of Sp(n) with complex symplectic matrices. The group Sp(n, C) is
defined, in analogy with Sp(n), by the condition

Sp(n, C) = {M ∈M(2n, C) : MT JM = J}.

Let now K be the complex matrix

K =
1√
2

[
I iI
iI I

]
∈ U(2n, C)

and consider the mapping

Sp(n) −→ Sp(n, C) , S �−→ Sc = K−1SK.

One verifies by a straightforward calculation left to the reader as an exercise that
Sc ∈ Sp(n, C). Notice that if U ∈ U(n), then

Uc =
[
U 0
0 U∗

]
.

We know from elementary linear algebra that one can diagonalize a symmet-
ric matrix using orthogonal transformations. From the properties of the eigenvalues
of a symplectic matrix follows that, when this matrix is in addition symplectic and
positive definite, this diagonalization can be achieved using a symplectic rotation:

Proposition 2.13. Let S be a positive definite and symmetric symplectic matrix.
Let λ1 ≤ · · · ≤ λn ≤ 1 be the n smallest eigenvalues of S and set

Λ = diag[λ1, . . . , λn; 1/λ1, . . . , 1/λn]. (2.16)

There exists U ∈ U(n) such that S = UT ΛU .
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Proof. Since S > 0 its eigenvalues occur in pairs (λ, 1/λ) of positive numbers
(Proposition 2.11); if λ1 ≤ · · · ≤ λn are n eigenvalues then 1/λ1, . . . , 1/λn are the
other n eigenvalues. Let now U be an orthogonal matrix such that S = UT ΛU
with, Λ being given by (2.16). We claim that U ∈ U(n). It suffices to show that
we can write U in the form

U =
[
A −B
B A

]
with

ABT = BT A , AAT + BBT = I. (2.17)

Let e1, . . . , en be n orthonormal eigenvectors of U corresponding to the eigenvalues
λ1, . . . , λn. Since SJ = JS−1 (because S is both symplectic and symmetric) we
have, for 1 ≤ k ≤ n,

SJek = JS−1ek =
1
λj

Jek,

hence ±Je1, . . . ,±Jen are the orthonormal eigenvectors of U corresponding to the
remaining n eigenvalues 1/λ1, . . . , 1/λn. Write now the 2n×n matrix (e1, . . . , en) as

[e1, . . . , en] =
[
A
B

]
where A and B are n× n matrices; we have

[−Je1, . . . ,−Jen] = −J

[
A
B

]
=

[−B
A

]
,

hence U is indeed of the type

U = [e1, . . . , en;−Je1, . . . ,−Jen] =
[
A −B
B A

]
.

The symplectic conditions (2.17) are automatically satisfied since UT U = I. �

An immediate consequence of Proposition 2.13 is that the square root of a
positive-definite symmetric symplectic matrix is also symplectic. More generally:

Corollary 2.14.

(i) For every α ∈ R there exists a unique R ∈ Sp(n), R > 0, R = RT , such that
S = Rα.

(ii) Conversely, if R ∈ Sp(n) is positive definite, then Rα ∈ Sp(n) for every
α ∈ R.

Proof. (i) Set R = UT Λ1/αU ; then Rα = UT ΛU = S.

(ii) It suffices to note that we have

Rα = (UT ΛU)α = UT ΛαU ∈ Sp(n). �
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2.1.3 The symplectic algebra

Sp(n) is a Lie group; we will call its Lie algebra the “symplectic algebra”, and
denote it by sp(n). There is a one-to-one correspondence between the elements of
sp(n) and the one-parameter groups in Sp(n). This correspondence is the starting
point of linear Hamiltonian mechanics.

Let
Φ : GL(2n, R) −→ R4n2

be the continuous mapping defined by Φ(M) = MT JM − J . Since S ∈ Sp(n)
if and only if ST JS = J we have Sp(n) = Φ−1(0) and Sp(n) is thus a closed
subgroup of GL(2n, R), hence a “classical Lie group”. The set of all real matrices
X such that the exponential exp(tX) is in Sp(n) is the Lie algebra of Sp(n); we
will call it the “symplectic algebra” and denote it by sp(n):

X ∈ sp(n)⇐⇒ St = exp(tX) ∈ Sp(n) for all t ∈ R. (2.18)

The one-parameter family (St) thus defined is a group: StSt′ = St+t′ and S−1
t =

S−t.
The following result gives an explicit description of the elements of the sym-

plectic algebra:

Proposition 2.15. Let X be a real 2n× 2n matrix.

(i) We have

X ∈ sp(n) ⇐⇒ XJ + JXT = 0 ⇐⇒ XT J + JX = 0. (2.19)

(ii) Equivalently, sp(n) consists of all block-matrices X such that

X =
[

U V
W −UT

]
with V = V T and W = WT . (2.20)

Proof. Let (St) be a differentiable one-parameter subgroup of Sp(n) and a 2n×2n
real matrix X such that St = exp(tX). Since St is symplectic we have StJ(St)T =
J , that is

exp(tX)J exp(tXT ) = J .

Differentiating both sides of this equality with respect to t and then setting t = 0
we get XJ + JXT = 0, and applying the same argument to the transpose ST

t we
get XT J +JX = 0 as well. Suppose conversely that X is such that XJ +JXT = 0
and let us show that X ∈ sp(n). For this it suffices to prove that St = exp(tX) is
in Sp(n) for every t. The condition XT J + JX = 0 is equivalent to XT = JXJ ,
hence ST

t = exp(tJXJ); since J2 = −I we have (JXJ)k = (−1)k+1JXkJ and
hence

exp(tJXJ) = −
∞∑

k=0

(−t)k

k!
(JXJ)k = −Je−tXJ .
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It follows that
ST

t JSt = (−Je−tXJ)JetX = J

so that St ∈ Sp(n) as claimed. �
Remark 2.16. The symmetric matrices of order n forming an n(n + 1)/2-dimen-
sional vector space (2.20) implies, by dimension count, that sp(n) has dimension
n(2n + 1). Since Sp(n) is connected we consequently have

dim Sp(n) = dim sp(n) = n(2n + 1). (2.21)

The following exercise proposes to determine a set of generators of the Lie
algebra sp(n):

Exercise 2.17.

(i) Let ∆jk = (δjk)1≤j,k≤n (δjk = 0 if j �= k, δjk = 1). Show that the matrices

Xjk =
[
∆jk 0
0 −∆jk

]
, Yjk =

1
2

[
0 ∆jk + ∆kj

0 0

]
,

Zjk =
1
2

[
0 0

∆jk + ∆kj 0

]
(1 ≤ j ≤ k ≤ n)

form a basis of sp(n).
(ii) Show, using (i) that every Z ∈ sp(n) can be written in the form [X, Y ] =

XY − Y X with X, Y ∈ sp(n).

One should be careful to note that the exponential mapping

exp : sp(n) −→ Sp(n)

is neither surjective nor injective. This is easily seen in the case n = 1. We claim
that

S = exp X with X ∈ sp(1) =⇒ TrS ≥ −2. (2.22)

(We are following Frankel’s argument in [43].) In view of (2.20) we have X ∈ sp(1)
if and only Tr X = 0, so that Hamilton–Cayley’s equation for X is just X2+λI = 0
where λ = detX . Expanding expX in power series it is easy to see that

exp X = cos
√

λI +
1√
λ

sin
√

λX if λ > 0,

exp X = cosh
√−λI +

1√−λ
sinh

√−λX if λ < 0.

Since Tr X = 0 we see that in the case λ > 0 we have

Tr(exp X) = 2 cos
√

λ ≥ −2

and in the case λ < 0,
Tr(exp X) = 2 cosh

√
λ ≥ 1.
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However:

Proposition 2.18. A symplectic matrix S is symmetric positive definite if and only
if S = expX with X ∈ sp(n) and X = XT . The mapping exp is a diffeomorphism

sp(n) ∩ Sym(2n, R) −→ Sp(n) ∩ Sym+(2n, R)

(Sym+(2n, R) is the set of positive definite symmetric matrices).

Proof. If X ∈ sp(n) and X = XT , then S is both symplectic and symmetric
positive definite. Assume conversely that S is symplectic and symmetric posi-
tive definite. The exponential mapping is a diffeomorphism exp : Sym(2n, R) −→
Sym+(2n, R) (the positive definite symmetric matrices) hence there exists a unique
X ∈ Sym(2n, R) such that S = exp X . Let us show that X ∈ sp(n). Since S = ST

we have SJS = J and hence S = −JS−1J . Because −J = J−1 it follows that

expX = J−1(exp(−X))J = exp(−J−1XJ)

and J−1XJ being symmetric, we conclude that X = J−1XJ , that is JX = −XJ ,
showing that X ∈ sp(n). �

We will refine the result above in Subsection 2.2.1, Proposition 2.22, by using
the Cartan decomposition theorem. This will in particular allow us to obtain a
precise formula for calculating X in terms of the logarithm of S = expX .

2.2 Factorization Results in Sp(n)

Factorization (or “decomposition”) theorems for matrices are very useful since
they often allow us to reduce lengthy or complicated calculations to simpler typ-
ical cases. In this section we study three particular factorization procedures for
symplectic matrices.

2.2.1 Polar and Cartan decomposition in Sp(n)

Any matrix M ∈ GL(m, R) can be written uniquely as M = RP (or PR) where R
is orthogonal and P positive definite: this is the classical polar decomposition the-
orem from elementary linear algebra. Let us specialize this result to the symplectic
case; we begin with a rather weak result:

Proposition 2.19. For every S ∈ Sp(n) there exists a unique U ∈ U(n) and a unique
R ∈ Sp(n), R symmetric positive definite, such that S = RU (resp. S = UR).

Proof. Set R = ST S and define U by S = (ST S)−1/2U ; since (ST S)−1/2 ∈ Sp(n)
in view of Corollary 2.14, we have U ∈ Sp(n). On the other hand

UUT = (ST S)−1/2SST (ST S)−1/2 = I
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so that we actually have

U ∈ Sp(n) ∩O(2n) = U(n).

That we can alternatively write S = UR (with different choices of U and R than
above) follows by applying the result above to ST . �

We are going to make Proposition 2.19 precise. For this we need a suitable
notion of logarithm for invertible matrices. Recall (Proposition A.2 in Appendix
A) that if K = R or C and M is an invertible m ×m matrix with entries in K,
then there exists an m×m matrix L such that M = eL.

Let us define

Log M =
∫ 0

−∞

[
(λI −M)−1 − (λ− 1)−1I

]
dλ; (2.23)

it is straightforward to check that when m = 1 and M is a scalar λ > 0 formula
(2.23) reduces to the usual logarithm Log λ.

Exercise 2.20. Show that more generally for any µ > 0 we have

Log(λI) = (Log λ)I. (2.24)

It turns out that formula (2.23) defines a bona fide logarithm for matrices
having no eigenvalues on the negative half-axis:

Proposition 2.21. Assume that M has no eigenvalues λ ≤ 0. Then

(i) Log M defined by (2.23) exists;
(ii) We have

eLog M = M , (Log M)T = Log MT

and also

Log M−1 = −LogM , Log(AMA−1) = A(Log M)A−1 (2.25)

for every invertible matrix A.

Proof. It is no restriction to assume that M = λI + N with λ > 0 (cf. the proof
of Proposition A.2 in Appendix A). Set

f(M) =
∫ 0

−∞

[
(λ−M)−1 − (λ − 1)−1I

]
dλ.

We have

(λI −M)−1 = ((λ − µ)I −N)−1 =
k0∑

j=0

(λ− µ)−k+1N j
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and hence

f(M) =
∫ 0

−∞

(
1

λ− µ
− 1

λ− 1

)
Idλ +

k0∑
k=1

(∫ 0

−∞
(λ− µ)−k−1dλ

)
Nk

that is, calculating explicitly the integrals,

f(M) = (Log µ)I +
k0∑

k=1

(−1)k+1

k
(µ−1N)k

= (Log µ)I +
k0∑

k=1

(−1)k+1

k
(µ−1M − I)k.

Direct substitution of the sum in the right-hand side in the power series for the
exponential yields the matrix µ−1M ; hence exp f(M) = M which we set out to
prove. Formulae (2.25) readily follow from definition (2.23) of the logarithm, and
so does the equality (Log M)T = Log MT . �

The following consequence of Proposition 2.21, which refines Proposition
2.18, will be instrumental in the proof of the symplectic version of Cartan’s de-
composition theorem:

Proposition 2.22. If S ∈ Sp(n) is positive definite, then X = Log S belongs to the
symplectic Lie algebra sp(n). That is, for every S ∈ Sp(n)∩ Sym+(2n, R) (the set
of symmetric positive definite symplectic matrices) we have

S = eLog S , LogS ∈ sp(n).

Proof. Since S is symplectic we have S−1 = JST J−1; taking the logarithm of
both sides of this equality, and using Proposition 2.21 together with the equality
J−1 = −J we get

X = −J(Log ST )J−1 = J(Log ST )J .

We claim that XJ + JXT = 0; the result will follow. We have

XJ = −J Log ST = (J−1(Log ST )J)J = −(Log S−1)J

hence, using the fact that Log ST = (Log S)T ,

XJ = (Log S)J = −JXT

proving our claim. �

Let us refine the results above by using Cartan’ decomposition theorem from
the theory of Lie groups (see Appendix A):

Proposition 2.23. Every S ∈ Sp(n) can be written S = UeX where U ∈ U(n) and
X = 1

2 Log(ST S) is in sp(n) ∩ Sym(2n, R).
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Proof. The symplectic matrix ST S has no negative eigenvalues, hence its loga-
rithm Log(ST S) exists and is in sp(n) in view of Proposition 2.22; it is moreover
obviously symmetric. It follows that X ∈ sp(n) and hence eX and R are both in
Sp(n). Since we also have U ∈ O(2n) in view of Cartan’s theorem, the proposition
follows since we have Sp(n) ∩O(2n) = U(n). �

A first consequence of the results above is that the symplectic group Sp(n)
is contractible to its subgroup U(n) (which, by the way, gives a new proof of the
fact that Sp(n) is connected):

Corollary 2.24.

(i) The standard symplectic group Sp(n) can be retracted to the unitary group
U(n).

(ii) The set Sp(n) ∩ Sym+(2n, R) is contractible to a point.

Proof. (i) Let t �−→ S(t), 0 ≤ t ≤ 1, be a loop in Sp(n); in view of Proposition 2.23
we can write S(t) = U(t)eX(t) where U(t) ∈ U(n) and X(t) = 1

2 Log(ST (t)S(t)).
Since t �−→ S(t) is continuous, so is t �−→ X(t) and hence also t �−→ U(t). Consider
now the continuous mapping h : [0, 1]× [0, 1] −→ Sp(n) defined by

h(t, t′) = U(t)e(1−t′)X(t) , 0 ≤ t ≤ t′ ≤ 1.

This mapping is a homotopy between the loops t �−→ h(t, 0) = S(t) and t �−→
h(t, 1) = R(t); obviously h(t, t′) ∈ Sp(n) hence (i).

Part (ii) follows, taking R(t) = 1 in the argument above. �

This result can actually be proven without invoking the consequences of
Cartan’s theorem:

Exercise 2.25. Prove that U(n) is a deformation retract of Sp(n) using symplectic
diagonalization (Proposition 2.13).

It follows from Corollary 2.24 that the fundamental group π1[Sp(n)] is iso-
morphic to π1[U(n, C)], that is to the integer group (Z, +). Let us make a precise
construction of the isomorphism π1[Sp(n)] ∼= π1[U(n, C)].

Proposition 2.26. The mapping ∆ : Sp(n) −→ S1 defined by ∆(S) = detu where
u is the image in U(n, C) of U = S(ST S)−1/2 ∈ U(n) induces an isomorphism

∆∗ : π1[Sp(n)] ∼= π1[U(n, C)]

and hence an isomorphism π1[Sp(n)] ∼= π1[S1] ≡ (Z, +).

Proof. In view of Corollary 2.24 above and its proof, any loop t �−→ S(t) =
R(t)eX(t) in Sp(n) is homotopic to the loop t �−→ R(t) in U(n). Now ST (t)S(t) =
e2X(t) (because X(t) is in sp(n) ∩ Sym(2n, R)) and hence

R(t) = S(t)(ST (t)S(t))−1/2.
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The result follows, composing ∆∗ with the isomorphism π1[U(n, C)] ∼= π1[S1]
induced by the determinant map (see Lemma 3.6 in Chapter 3, Subsection 3.1.2).

�

Let us next study two useful factorizations of symplectic matrices that will
be used several times in the rest of this book: the so-called “pre-Iwasawa fac-
torization”, reminiscent of the Iwasawa decomposition in Lie group theory, and
factorization by free symplectic matrices. The latter will play an important role
in the theory of the metaplectic group in Chapter 7.

2.2.2 The “pre-Iwasawa” factorization

We denote by St(�) the stabilizer (or: isotropy subgroup) of � ∈ Lag(n) in Sp(n): it
is the subgroup of Sp(n) consisting of all symplectic matrices S such that S� = �.

Exercise 2.27. Show that if �, �′ ∈ Lag(n), then the stabilizers St(�) and St(�′) are
conjugate subgroups of Sp(n).

Exercise 2.28. Show that the stabilizer of �P = 0 × Rn in Sp(n) consists of all
matrices S = VP ML where VP and ML are defined by (2.8). educe from this that
St(�) has two connected components.

Let us now prove:

Proposition 2.29. Every S ∈ Sp(n) can be written (uniquely) as a product S = RU
(resp. S = UR) where R ∈ St(�) and U ∈ U(n).

Proof. We begin by noting that S ∈ St(�) if and only if ST ∈ St(J�). Assume in
fact that S� = �; since ST JS = J we have (ST )−1J� = JS� = J�, hence (ST )−1 ∈
St(J�); since St(J�) is a group we also have ST ∈ St(J�). This shows that if
S ∈ St(�) then ST ∈ St(J�). In the same way ST ∈ St(J�) implies S ∈ St(�),
hence the claim. Let us now prove the statement of the proposition. Since U(n)
acts transitively on Lag(n) there exists U ∈ U(n) such that ST (J�) = UT (J�) and
hence ST = UT S1 for some S1 ∈ St(J�). By transposition we have S = RU where
R = ST

1 and hence R ∈ St(�). �

Write now S ∈ Sp(n) in the usual block-form:

S =
[
A B
C D

]
. (2.26)

Taking into account Exercise 2.28 above, it follows from Proposition 2.29 that S
can always be factored as

S =
[
I 0
P I

] [
LT 0
0 L−1

] [
X Y
−Y X

]
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where P = PT and X + iY is unitary. The following result gives explicit formulae
for the calculation of P , L, X and Y ; it shows that L can actually be chosen
symmetric:

Corollary 2.30. Let S be the symplectic matrix (2.26).

(i) S can be written, in a unique way, as the product

S =
[
I 0
P I

] [
L 0
0 L−1

] [
X Y
−Y X

]
(2.27)

where P = PT , L = LT , X and Y are given by the formulae

P = (CAT + DBT )(AAT + BBT )−1, (2.28)

L = (AAT + BBT )1/2, (2.29)

X + iY = (AAT + BBT )−1/2(A + iB). (2.30)

(ii) Equivalently:

S =
[
L 0
Q L−1

] [
X Y
−Y X

]
(2.31)

with L as in (2.29) and Q = PL that is:

Q = (CAT + DBT )(AAT + BBT )−1/2. (2.32)

Proof. Part (ii) of the corollary immediately follows from the formulae (2.27)–
(2.27). Let us prove (i). Expanding the matrix product in the right-hand side of
(2.27) we see that we must have A = LX and B = LY . These conditions, together
with the fact that X + iY is unitary, imply that

AAT + BBT = L(XXT + Y Y T )LT = LLT ,

hence det(AAT + BBT ) �= 0 (cf. Exercise 2.8). Let us choose L and X + iY as
in formulas (2.29), (2.30). The matrix L is then evidently symmetric and we have
X + iY ∈ U(n, C); to prove the corollary it thus suffices to show that[

A B
C D

] [
XT −Y T

Y T XT

] [
L−1 0
0 L

]
=

[
I 0
P I

]
(2.33)

where P is given by (2.28); we notice that the matrix P is then automatically
symmetric since the condition [

I 0
P I

]
∈ Sp(n)

is equivalent to P = PT (see the conditions (2.6) characterizing symplectic ma-
trices). Expanding the product on the left-hand side of (2.33) this amounts to
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verifying the group of equalities

CXT L−1 + DY T L−1 = (CAT + DBT )(AAT + BBT )−1,

AXT L−1 + BY T L−1 = −CY T L + DXT L = I,

−AY T L + BXT L = 0.

Now, taking formulae (2.29) and (2.30) into account,

CXT L−1 + DY T L−1 = CAT (AAT + BBT )−1 + DBT (AAT + BBT )−1,

that is
CXT L−1 + DY T L−1 = (CAT + DBT )(AAT + BBT )−1

which verifies the first equality. Similarly,

AXT L−1 + BY T L−1 = AAT (AAT + BBT )−1 + BBT (AAT + BBT )−1,

that is
AXT L−1 + BY T L−1 = I.

We also have
−CY T L + DXT L = −CBT + DAT = I

(the second equality because S is symplectic in view of condition (2.6)); finally

−AY T L + BXT L = −ABT + BAT = 0

using once again condition (2.6). �

Remark 2.31. When the symplectic matrix S in addition is symmetric, it is of the
type

S =
[

A B
BT D

]
, A = AT and D = DT

and the formulas (2.28), (2.29), (2.30) take the very simple form

P = (AB + BD)(A2 + B2)−1, (2.34)

L = (A2 + B2)1/2, (2.35)

X + iY = (A2 + B2)−1/2(A + iB). (2.36)

Exercise 2.32. Verify formulae (2.28)–(2.30) in the case n = 1, i.e., when S =[
a b
c d

]
with ad− bc = 1.
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2.2.3 Free symplectic matrices

The notion of free symplectic matrix plays a very important role in many practical
issues. For instance, it is the key to our definition of the metaplectic group. A
noticeable fact is, in addition, that every symplectic matrix can be written as the
product of exactly two free symplectic matrices.

Definition 2.33. Let � be an arbitrary Lagrangian plane in (R2n
z , σ) and S ∈ Sp(n).

We say that the matrix S is “free relatively to �” if S�∩� = 0. When � = �P = 0×Rn
p

we simply say that S is a “free symplectic matrix”.

That it suffices to consider free symplectic matrices up to conjugation follows
from the next exercise:

Exercise 2.34. Show that S ∈ Sp(n) is free relatively to � if and only if S−1
0 SS0 is

a free symplectic matrix for every S0 ∈ Sp(n) such that S0� = �P .

Writing S as a block-matrix one has:

S =
[
A B
C D

]
is free ⇐⇒ detB �= 0. (2.37)

Suppose in fact that z ∈ S�P ∩ �P ; this is equivalent to x = 0 and Bp = 0, that is
to z = 0. It follows from condition (2.37) that

S is free ⇐⇒ det
(

∂x

∂p′
(z0)

)
�= 0. (2.38)

This suggests the following extension of Definition 2.33:

Definition 2.35. Let f be a symplectomorphism of (R2n
z , σ) defined in a neighbor-

hood of some point z0. We will say that f is free at the point z0 if det(∂x/∂p′(z0)) �=
0. Equivalently: the symplectic matrix S = Df(z0) is free.

The equivalence of both conditions follows from the observation that the
Jacobian matrix

Df(z0) =

[ ∂x
∂x′ (z0) ∂x

∂p′ (z0)
∂p
∂x′ (z0) ∂p

∂p′ (z0)

]
is indeed free if and only if its upper right corner ∂x

∂p′ (z0) is invertible.

A very useful property is that every symplectic matrix is the product of two
free symplectic matrices. This is a particular case of the following very useful
result which will yield a precise factorization result for symplectic matrices, and
is in addition the key to many of the properties of the metaplectic group we will
study later on:

Proposition 2.36. For every (S, �0) ∈ Sp(n) × Lag(n) there exist two matrices
S1, S2 such that S = S1S2 and S1�0 ∩ �0 = S2�0 ∩ �0 = 0. In particular, choosing
�0 = �P , every symplectic matrix is the product of two free symplectic matrices.
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Proof. The second assertion follows from the first choosing �0 = 0 × Rn
p . Recall

that Sp(n) acts transitively on the set of all pairs (�, �′) such that �∩�′ = 0. Choose
�′ transverse to both �0 and S�. There exists S1 ∈ Sp(n) such that S1(�0, �

′) =
(�′, S�0), that is S1�0 = �′ and S�0 = S1�

′. Since Sp(n) acts transitively on Lag(n)
we can find S′

2 such that �′ = S′
2�0 and hence S�0 = S1S

′
2�0. It follows that there

exists S′′ ∈ Sp(n) such that S′′�0 = �0 and S = S1S
′
2S

′′. Set S2 = S′
2S

′′; then
S = S1S2 and we have

S1�0 ∩ �0 = �′ ∩ �0 = 0 , S2�0 ∩ �0 = S′
2�0 ∩ �0 = �′ ∩ �0 = 0.

The proposition follows. �

Another interesting property of free symplectic matrices are that they can
be “generated” by a function W defined on Rn

x × Rn
x , in the sense that:

(x, p) = S(x′, p′)⇐⇒ p = ∂xW (x, x′) and p′ = −∂x′W (x, x′). (2.39)

Suppose that

S =
[
A B
C D

]
(2.40)

is a free symplectic matrix. We claim that a generating function for S is the
quadratic form

W (x, x′) = 1
2

〈
DB−1x, x

〉− 〈
B−1x, x′〉 + 1

2

〈
B−1Ax′, x′〉 . (2.41)

In fact,

∂xW (x, x′) = DB−1x− (B−1)T x′,

∂x′W (x, x′) = −B−1x′ + B−1Ax′

and hence, solving in x and p,

x = Ax′ + Bp′ , p = Cx′ + Dp′.

Notice that the matrices DB−1 and B−1A are symmetric in view of (2.5)); in fact
if conversely W is a quadratic form of the type

W (x, x′) = 1
2 〈Px, x〉 − 〈Lx, x′〉+ 1

2 〈Qx′, x′〉 (2.42)

with P = PT , Q = QT , and det L �= 0, then the matrix

SW =

[
L−1Q L−1

PL−1Q− LT L−1P

]
(2.43)

is a free symplectic matrix whose generating function is (2.42). To see this, it
suffices to remark that we have

(x, p) = SW (x′, p′) ⇐⇒ p = Px− LT x′ and p′ = Lx−Qx′

and to solve the equations p = Px− LT x′ and p′ = Lx−Qx′ in x, p.
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If SW is a free symplectic matrix, then its inverse (SW )−1 is also a free
symplectic matrix, in fact:

(SW )−1 = SW∗ , W ∗(x, x′) = −W (x′, x). (2.44)

This follows from the observation that if

S = SW =
[
A B
C D

]
is free then its inverse

S−1
W =

[
DT −BT

−CT AT

]
(see (2.7)) is also free; it is generated by the function

W ∗(x, x′) = − 1
2

〈
AT (BT )−1x, x

〉
+

〈
(BT )−1x, x′〉− 1

2

〈
(BT )−1DT x′, x′〉

= − 1
2

〈
B−1Ax, x

〉
+

〈
B−1x′, x

〉− 1
2

〈
DB−1x′, x′〉

= −W (x′, x).

There is thus a bijective correspondence between free symplectic matrices in
Sp(n) and quadratic polynomials of the type W above. Since every such polynomial
is determined by a triple (P, L, Q), P and Q symmetric and det L �= 0, it follows
that the subset of Sp(n) consisting of all free symplectic matrices is a submanifold
of Sp(n) with dimension (n + 1)(2n− 1). In particular, Sp0(n) has codimension 1
in Sp(n).

An element of ISp(n) is free if it satisfies (2.38); let us characterize this
property in terms of generating functions:

Proposition 2.37. Let [S, z0] be an affine symplectic transformation. Then:

(i) [S, z0] is free if and only if S is free: S = SW . A free generating function of
f = T (z0) ◦ SW is the inhomogeneous quadratic polynomial

Wz0(x, x′) = W (x− x0, x
′) + 〈p0, x〉 (2.45)

(z0 = (x0, p0)) where W is a free generating function for S.
(ii) Conversely, if W is the generating function of a symplectic transformation

S, then any polynomial

Wz0(x, x′) = W (x, x′) + 〈α, x〉 + 〈α′, x′〉 (2.46)

(α, α′ ∈ Rn
x) is a generating function of an affine symplectic transformation,

the translation vector z0 = (x0, p0) being

(x0, p0) = (Bα, Da + β) (2.47)

when S =
[
A B
C D

]
.
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Proof. Let Wz0 be defined by (2.45), and set

(x′, p′) = S(x′′, p′′), (x, p) = T (z0)(x′, p′).

We have

pdx− p′dx′ = (pdx − p′′dx′′) + (p′′dx′′ − p′dx′)
= (pdx − (p− p0)d(x − x0) + dW (x′′, x′)
= d(〈p0, x〉+ W (x− x0, x

′))

which shows that Wz0 is a generating function. Finally, formula (2.47) is obtained
by a direct computation, expanding the quadratic form W (x − x0, x

′) in its vari-
ables. �
Corollary 2.38. Let f = [SW , z0] be a free affine symplectic transformation, and
set (x, p) = f(x′, p′). The function Φz0 defined by

Φz0(x, x′) = 1
2 〈p, x〉 − 1

2 〈p′, x′〉+ 1
2σ(z, z0) (2.48)

is also a free generating function for f ; in fact:

Φz0(x, x′) = Wz0(x, x′) + 1
2 〈p0, x0〉 . (2.49)

Proof. Setting (x′′, p′′) = S(x, p), the generating function W satisfies

W (x′′, x′) = 1
2 〈p′′, x′′〉 − 1

2 〈p′, x′〉)
in view of Euler’s formula for homogeneous functions. Let Φz0 be defined by for-
mula (2.48); in view of (2.45) we have

Wz0(x, x′)− Φz0(x, x′) = 1
2 〈p0, x〉 − 1

2 〈p, x0〉 − 1
2 〈p0, x0〉

which is (2.49); this proves the corollary since all generating functions of a sym-
plectic transformation are equal up to an additive constant. �

We are going to establish a few factorization results for symplectic matrices.
Recall (Example 2.5) that if P and L are, respectively, a symmetric and an

invertible n× n matrix, then

VP =
[

I 0
−P I

]
, UP =

[−P I
−I 0

]
, ML =

[
L−1 0
0 LT

]
. (2.50)

Proposition 2.39. If S is a free symplectic matrix (2.37), then

S = V−DB−1MB−1U−B−1A (2.51)

and
S = V−DB−1MB−1JV−B−1A. (2.52)
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Proof. We begin by noting that

S =
[

I 0
DB−1 I

] [
B 0
0 DB−1A− C

] [
B−1A I
−I 0

]
(2.53)

for any matrix (2.37), symplectic or not. If now S is symplectic, then the middle
factor in the right-hand side of (2.53) also is symplectic, since the first and the
third factors obviously are. Taking the condition ADT − BCT = I in (2.6) into
account, we have DB−1A− C = (BT )−1and hence[

B 0
0 DB−1A− C

]
=

[
B 0
0 (BT )−1

]
so that

S =
[

I 0
DB−1 I

] [
B 0
0 (BT )−1

] [
B−1A I
−I 0

]
. (2.54)

The factorization (2.51) follows (both DB−1 and B−1A are symmetric, as a con-
sequence of the relations BT D = DT B and BT A = AT B in (2.5)). Noting that[

B−1A I
−I 0

]
=

[
0 I
−I 0

] [
I 0

B−1A I

]
the factorization (2.52) follows as well. �

Conversely, if a matrix S can be written in the form V−P MLJV−Q, then it
is a free symplectic matrix; in fact:

S = SW =

[
L−1Q L−1

PL−1Q− LT L−1P

]
(2.55)

as is checked by a straightforward calculation.

From this result together with Proposition 2.36 follows that every element
of Sp(n) is the product of symplectic matrices of the type VP , ML and J . More
precisely:

Corollary 2.40. Each of the sets

{VP , ML, J : P = PT , det L �= 0} and {UP , ML : P = PT , detL �= 0}

generates Sp(n).

Proof. Taking �0 = 0 × Rn in Proposition 2.36 every S ∈ Sp(n) is the product of
two free symplectic matrices. It now suffices to apply Proposition 2.39. �
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Let us finally mention that the notion of free generating function extends
without any particular difficulty to the case of symplectomorphisms; this will be
useful to us when we discuss Hamilton–Jacobi theory. Suppose in fact that f is
a free symplectomorphism in some neighborhood U of a phase space point. We
then have dp ∧ dx = dp′ ∧ dx′ and this is equivalent, by Poincaré’s lemma, to the
existence of a function G ∈ C∞(R2n

z ) such that

pdx = p′dx′ + dG(x′, p′).

Assume now that Df(z′) is free for z′ ∈ U ; then the condition det(∂x/∂p′) �= 0
implies, by the implicit function theorem, that we can locally solve the equation
x = x(x′, p′) in p′, so that p′ = p′(x, x′) and hence G(x′, p′) is, for (x′, p′) ∈ U , a
function of x, x′ only: G(x′, p′) = G(x′, p′(x, x′)). Calling this function W :

W (x, x′) = G(x′, p′(x, x′))

we thus have

pdx = p′dx′ + dW (x, x′) = p′dx′ + ∂xW (x, x′)dx + ∂x′W (x, x′)dx′

which requires p = ∂xW (x, x′) and p′ = −∂x′W (x, x′) and f is hence free in U . The
proof of the converse goes along the same lines and is therefore left to the reader.
Since f is a symplectomorphism we have dp∧dx = dp′∧dx′ and this is equivalent,
by Poincaré’s lemma, to the existence of a function G ∈ C∞(R2n

z ) such that

pdx = p′dx′ + dG(x′, p′).

Assume now that Df(z′) is free for z′ ∈ U ; then the condition det(∂x/∂p′) �= 0
implies, by the implicit function theorem, that we can locally solve the equation
x = x(x′, p′) in p′, so that p′ = p′(x, x′) and hence G(x′, p′) is, for (x′, p′) ∈ U , a
function of x, x′ only: G(x′, p′) = G(x′, p′(x, x′)). Calling this function W :

W (x, x′) = G(x′, p′(x, x′))

we thus have

pdx = p′dx′ + dW (x, x′) = p′dx′ + ∂xW (x, x′)dx + ∂x′W (x, x′)dx′

which requires p = ∂xW (x, x′) and p′ = −∂x′W (x, x′) and f is hence free in U . The
proof of the converse goes along the same lines and is therefore left to the reader.

2.3 Hamiltonian Mechanics

Physically speaking, Hamiltonian mechanics is a paraphrase (and generalization!)
of Newton’s second law, popularly expressed as “force equals mass times accelera-
tion3”. The symplectic formulation of Hamiltonian mechanics can be retraced (in
embryonic form) to the work of Lagrange between 1808 and 1811; what we today
call “Hamilton’s equations” were in fact written down by Lagrange who used the

3This somewhat unfortunate formulation is due to Kirchhoff.
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letter H to denote the “Hamiltonian” to honor Huygens4 – not Hamilton, who
was still in his early childhood at that time! It is however undoubtedly Hamilton’s
great merit to have recognized the importance of these equations, and to use them
with great efficiency in the study of planetary motion, and of light propagation.

Those eager to learn how physicists use Hamiltonian mechanics are referred
to the successive editions (1950, 1980, 2002) of Goldstein’s classical treatise [53]
(the last edition with co-workers). Here are a few references for Hamiltonian me-
chanics from the symplectic viewpoint: one of the first to cover the topic in a rather
exhaustive way are the books by Abraham and Marsden [1], and Arnol’d [3]; a
very complete treatment of “symplectic mechanics” is to be found in the treatise
by Libermann and Marle [110] already mentioned in Chapter 1; it contains very
detailed discussions of some difficult topics; the same applies to Godbillon’s little
book [50]. In [64] we have given a discussion of the notion of “Maxwell Hamilto-
nian” following previous work of Souriau and others.

2.3.1 Hamiltonian flows

We will call “Hamiltonian function” (or simply “Hamiltonian”) any real function
H ∈ C∞(R2n

z × Rt) (although most of the properties we will prove remain valid
under the assumption H ∈ Ck(R2n

z ×Rt) with k ≥ 2: we leave to the reader as an
exercise in ordinary differential equations to state minimal smoothness assump-
tions for the validity of our results).

The Hamilton equations

ẋj(t) = ∂pj H(x(t), p(t), t) , ṗj(t) = −∂xjH(x(t), p(t), t) (2.56)

associated with H form a (generally non-autonomous) system of 2n differential
equations. The conditions of existence of the solutions of Hamilton’s equations,
as well as for which initial points they are defined, are determined by the theory
of ordinary differential equations (or “dynamical systems”, as it is now called).
See Abraham–Marsden [1], Ch. 1, §2.1, for a general discussion of these topics,
including the important notion of “flow box”.

The equations (2.56) can be written economically as

ż = J∂zH(z, t) (2.57)

where J is the standard symplectic matrix. Defining the Hamilton vector field by

XH = J∂zH = (∂pH,−∂xH) (2.58)

(the operator J∂z is often called the symplectic gradient), Hamilton’s equations
are equivalent to

σ(XH(z, t), ·) + dzH = 0. (2.59)
In fact, for every z′ ∈ R2n

z ,

σ(XH(z, t), z′) = −〈∂xH(z, t), x′〉 − 〈∂pH(z, t), p′〉 = −〈∂zH(z, t), z′〉
4See Lagrange’s Mécanique Analytique, Vol. I, pp. 217–226 and 267–270.
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which is the same thing as (2.59). This formula is the gate to Hamiltonian mechan-
ics on symplectic manifolds. In fact, formula (2.59) can be rewritten concisely as

iXH σ + dH = 0 (2.60)

where iXH(·,t) is the contraction operator:

iXH(·,t)σ(z)(z′) = σ(XH(z, t), z′).

The interest of formula (2.60) comes from the fact that it is intrinsic (i.e., in-
dependent of any choice of coordinates), and allows the definition of Hamilton
vector fields on symplectic manifolds: if (M, ω) is a symplectic manifold and
H ∈ C∞(M × Rt) then, by definition, the Hamiltonian vector field XH(·, t) is
the vector field defined by (2.60).

One should be careful to note that when the Hamiltonian function H is
effectively time-dependent (which is usually the case) then XH is not a “true”
vector field, but rather a family of vector fields on R2n

z depending smoothly on the
parameter t. We can however define the notion of flow associated to XH :

Definition 2.41. Let t �−→ zt be the solution of Hamilton’s equations for H passing
through a point z at time t = 0, and let fH

t be the mapping R2n
z −→ R2n

z defined
by fH

t (z) = zt. The family (fH
t ) = (fH

t )t∈R is called the “flow determined by the
Hamiltonian function H” or the “flow determined by the vector field XH”.

A caveat : the usual group property

fH
0 = I , fH

t ◦ fH
t′ = fH

t+t′ , (fH
t )−1 = fH

−t (2.61)

of flows only holds when H is time-independent; in general fH
t ◦ fH

t′ �= fH
t+t′ and

(fH
t )−1 �= fH

−t (but of course we still have the identity fH
0 = I).

For notational and expository simplicity we will implicitly assume (unless
otherwise specified) that for every z0 ∈ R2n

z there exists a unique solution t �−→ zt

of the system (2.57) passing through z0 at time t = 0. The modifications to
diverse statements when global existence (in time or space) does not hold are
rather obvious and are therefore left to the reader.

As we noted in previous subsection the flow of a time-dependent Hamiltonian
vector field is not a one-parameter group; this fact sometimes leads to technical
complications when one wants to perform certain calculations. For this reason it
is helpful to introduce two (related) notions, those of suspended Hamilton flow
and time-dependent Hamilton flow. We begin by noting that Hamilton’s equations
ż = J∂zH(z, t) can be rewritten as

d

dt
(z(t), t) = X̃H(z(t), t) (2.62)

where
X̃H = (J∂zH, 1) = (∂pH,−∂xH, 1). (2.63)
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Definition 2.42.

(i) The vector field X̃H on the “extended phase space”

R2n+1
z,t ≡ R2n

z × Rt

is called the “suspended Hamilton vector field”; its flow (f̃H
t ) is called the

“suspended Hamilton flow” determined by H .
(ii) The two-parameter family of mappings R2n

z −→ R2n
z defined by the formula

(fH
t,t′(z

′), t) = f̃H
t−t′ (z′, t′) (2.64)

is called the “time-dependent flow” determined by H .

Notice that by definition f̃H
t thus satisfies

d
dt f̃

H
t = X̃H(f̃H

t ). (2.65)

The point with introducing X̃H is that it is a true vector field on extended
phase-space the while XH is, as pointed out above, rather a family of vector
fields parametrized by t as soon as H is time-dependent. The system (2.65) being
autonomous in its own right, the mappings f̃H

t satisfy the usual group properties:

f̃H
t ◦ f̃H

t′ = f̃H
t+t′ , (f̃H

t )−1 = f̃H
−t , f̃H

0 = I. (2.66)

Notice that the time-dependent flow has the following immediate interpretation:
fH

t,t′ is the mapping R2n
z −→ R2n

z which takes the point z′ at time t′ to the point
z at time t, the motion occurring along the solution curve to Hamilton equations
ż = J∂zH(z, t) passing through these two points. Formula (2.64) is equivalent to

f̃H
t (z′, t′) = (fH

t+t′,t′(z
′), t + t′). (2.67)

Note that it immediately follows from the group properties (2.66) of the
suspended flow that we have:

fH
t,t′ = I , fH

t,t′ ◦ fH
t′,t′′ = fH

t,t′′ , (fH
t,t′)

−1 = fH
t′,t (2.68)

for all times t, t′ and t′′. When H does not depend on t we have fH
t,t′ = fH

t−t′ ; in
particular fH

t,0 = fH
t .

Let H be some (possibly time-dependent) Hamiltonian function and fH
t =

fH
t,0. We say that fH

t is a free symplectomorphism at a point z0 ∈ R2n
z if DfH

t (z0)
is a free symplectic matrix. Of course fH

t is never free at t = 0 since fH
0 is the

identity. In Proposition 2.44 we will give a necessary and sufficient condition for
the symplectomorphisms fH

t,t′ to be free. Let us first prove the following lemma,
the proof of which makes use of the notion of generating function:

Lemma 2.43. The symplectomorphism f : R2n
z −→ R2n

z is free in a neighborhood
U of z0 ∈ R2n

z if and only if Df(z′) is a free symplectic matrix for z′ ∈ U , that is,
if and only if det(∂x/∂p′) �= 0.
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Proof. Set z = f(z′); we have

Df(z′) =

⎡⎢⎣
∂x

∂x′ (z
′)

∂x

∂p′
(z′)

∂p

∂x′ (z
′)

∂p

∂p′
(z′)

⎤⎥⎦
and the symplectic matrix Df(z′) is thus free for z′ ∈ U if and only if

det
∂x

∂p′
(z′) �= 0.

We next make the following crucial observation: since f is a symplectomorphism
we have dp ∧ dx = dp′ ∧ dx′ and this is equivalent, by Poincaré’s lemma, to the
existence of a function G ∈ C∞(R2n

z ) such that

pdx = p′dx′ + dG(x′, p′).

Assume now that Df(z′) is free for z′ ∈ U ; then the condition det(∂x/∂p′) �= 0
implies, by the implicit function theorem, that we can locally solve the equation
x = x(x′, p′) in p′, so that p′ = p′(x, x′) and hence G(x′, p′) is, for (x′, p′) ∈ U , a
function of x, x′ only: G(x′, p′) = G(x′, p′(x, x′)). Calling this function W :

W (x, x′) = G(x′, p′(x, x′))

we thus have

pdx = p′dx′ + dW (x, x′) = p′dx′ + ∂xW (x, x′)dx + ∂x′W (x, x′)dx′

which requires p = ∂xW (x, x′) and p′ = −∂x′W (x, x′) and f is hence free in U .
The proof of the converse goes along the same lines and is therefore left to the
reader. �

We will use the notation Hpp, Hxp, and Hxx for the matrices of second deriva-
tives of H in the corresponding variables.

Proposition 2.44. There exists ε > 0 such that fH
t is free at z0 ∈ R2n

z for 0 <
|t− t0| ≤ ε if and only if detHpp(z0, t0) �= 0. In particular there exists ε > 0 such
that fH

t (z0) is free for 0 < |t| ≤ ε if and only if detHpp(z0, 0) �= 0.

Proof. Let t �−→ z(t) = (x(t), p(t)) be the solution to Hamilton’s equations

ẋ = ∂pH(z, t) , ṗ = −∂xH(z, t)

with initial condition z(t0) = z0. A second-order Taylor expansion in t yields

z(t) = z0 + (t− t0)XH(z0, t0) + O((t − t0)2);
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and hence
x(t) = x0 + (t− t0)∂pH(z0, t0) + O((t − t0)2).

It follows that
∂x(t)
∂p

= (t− t0)Hpp(z0, t0) + O((t − t0)2),

hence there exists ε > 0 such that ∂x(t)/∂p is invertible in [t0 − ε, t0[∩]t0, t0 + ε]
if and only if Hpp(z0, t0) is invertible; in view of Lemma 2.43 this is equivalent to
saying that fH

t is free at z0. �

Example 2.45. The result above applies when the Hamiltonian H is of the “physical
type”

H(z, t) =
n∑

j=1

1
2mj

p2
j + U(x, t)

since we have
Hpp(z0, t0) = diag[ 1

2m1
, . . . , 1

2mn
].

In this case fH
t is free for small non-zero t near each z0 where it is defined.

2.3.2 The variational equation

An essential feature of Hamiltonian flows is that they consist of symplectomor-
phisms. We are going to give an elementary proof of this property; it relies on the
fact that the mapping t �−→ DfH

t,t′(z) is, for fixed t′, the solution of a differential
equation, the variational equation, and which plays an important role in many as-
pects of Hamiltonian mechanics (in particular the study of periodic Hamiltonian
orbits, see for instance Abraham and Marsden [1]).

Proposition 2.46. For fixed z set SH
t,t′(z) = DfH

t,t′(z).

(i) The function t �−→ St,t′(z) satisfies the variational equation

d

dt
SH

t,t′(z) = JD2H(fH
t,t′(z), t)SH

t,t′(z) , SH
t,t(z) = I (2.69)

where D2H(fH
t,t′(z)) is the Hessian matrix of H calculated at fH

t,t′(z);
(ii) We have SH

t,t′(z) ∈ Sp(n) for every z and t, t′ for which it is defined, hence
fH

t,t′ is a symplectomorphism.

Proof. (i) It is sufficient to consider the case t′ = 0. Set fH
t,0 = fH

t and SH
t,t′ =

St. Taking Hamilton’s equation into account the time-derivative of the Jacobian
matrix St(z) is

d

dt
St(z) =

d

dt
(DfH

t (z)) = D

(
d

dt
fH

t (z)
)

,
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that is
d

dt
St(z) = D(XH(fH

t (z))).

Using the fact that XH = J∂zH together with the chain rule, we have

D(XH(fH
t (z))) = D(J∂zH)(fH

t (z), t)

= JD(∂zH)(fH
t (z), t)

= J(D2H)(fH
t (z), t)DfH

t (z),

hence St(z) satisfies the variational equation (2.69), proving (i).

(ii) Set St = St(z) and At = (St)T JSt; using the product rule together with (2.69)
we have

dAt

dt
=

d(St)T

dt
JSt + (St)T J

dSt

dt

= (St)T D2H(z, t)St − (St)T D2H(z, t)St

= 0.

It follows that the matrix At = (St)T JSt is constant in t, hence At(z) = A0(z) = J
so that (St)T JSt = J proving that St ∈ Sp(n). �
Exercise 2.47. Let t �−→ Xt be a C∞ mapping R −→ sp(n) and t �−→ St a solution
of the differential system

d

dt
St = XtSt , S0 = I.

Show that St ∈ Sp(n) for every t ∈ R.

Exercise 2.48. Assume that H is time-independent. Show that the fH
t are sym-

plectomorphisms using formula (2.60) together with Cartan’s homotopy formula
iXdα + d(iXα) = 0, valid for all vector fields X and differential forms α. Can you
extend the proof to include the case where H is time-dependent? [Hint: use the
suspended Hamilton vector field.]

Hamilton’s equations are covariant (i.e., they retain their form) under sym-
plectomorphisms. Let us begin by proving the following general result about vector
fields which we will use several times in this chapter. If X is a vector field and f
a diffeomorphism we denote by Y = f∗X the vector field defined by

Y (u) = D(f−1)(f(u))X(f(u)) = [Df(u)]−1X(f(u)). (2.70)

(f∗X is called the “pull-back” of the vector field X by the diffeomorphism f .)

Lemma 2.49. Let X be a vector field on Rm and (ϕX
t ) its flow. Let f be a diffeo-

morphism Rm −→ Rm. The family (ϕY
t ) of diffeomorphisms defined by

ϕY
t = f−1 ◦ ϕX

t ◦ f (2.71)

is the flow of the vector field Y = (Df)−1(X ◦ f).
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Proof. We obviously have ϕY
0 = I; in view of the chain rule

d

dt
ϕY

t (x) = D(f−1)(ϕX
t (f(x)))X(ϕX

t (f(x))

= (Df)−1(ϕY
t (x))X(f(ϕY

t (x)))

and hence d
dtϕ

Y
t (x) = Y (ϕY

t (x)) which we set out to prove. �

Specializing to the Hamiltonian case, this lemma yields:

Proposition 2.50. Let f be a symplectomorphism.

(i) We have
XH◦f (z) = [Df(z)]−1(XH ◦ f)(z). (2.72)

(ii) The flows (fH
t ) and (fH◦f

t ) are conjugate by f :

fH◦f
t = f−1 ◦ fH

t ◦ f (2.73)

and thus f∗XH = XH◦f when f is symplectic.

Proof. Let us prove (i); the assertion (ii) will follow in view of Lemma 2.49 above.
Set K = H ◦ f . By the chain rule

∂zK(z) = [Df(z)]T (∂zH)(f(z))

hence the vector field XK = J∂zK is given by

XK(z) = J [Df(z)]T ∂zH(f(z)).

Since Df(z) is symplectic we have J [Df(z)]T = [Df(z)]−1J and thus

XK(z) = [Df(z)]−1J∂zH(f(z))

which is (2.72). �
Remark 2.51. Proposition 2.50 can be restated as follows: set (x′, p′) = f(x, p)
and K = H ◦ f ; if f is a symplectomorphism then we have the equivalence

ẋ′ = ∂p′K(x′, p′) and ṗ′ = −∂x′K(x′, p′)
⇐⇒ (2.74)

ẋ = ∂pH(x, p) and ṗ = −∂xH(x, p).

Exercise 2.52.

(i) Show that the change of variables (x, p) �−→ (I, θ) defined by x =
√

2I cos θ,
p =

√
2I sin θ is symplectic.

(ii) Apply Proposition 2.50 to this change of variables to solve Hamilton’s equa-
tion for H = 1

2ω(x2 + p2).
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An interesting fact is that there is a wide class of Hamiltonian functions
whose time-dependent flows (fH

t ) consist of free symplectomorphisms if t is not
too large (and different from zero). This is the case for instance when H is of the
“physical” type

H(z, t) =
n∑

j=1

1
2mj

(pj −Aj(x, t))2 + U(x, t) (2.75)

(mj > 0, Aj and U smooth). More generally:

Lemma 2.53. There exists ε > 0 such that fH
t is free at z0 ∈ R2n

z for 0 < |t| ≤ ε
if and only if detHpp(z0, 0) �= 0, and hence, in particular, when H is of the type
(2.75).

Proof. Let t �−→ z(t) be the solution to Hamilton’s equations

ẋ = ∂pH(z, t) , ṗ = −∂xH(z, t)

with initial condition z(0) = z0. A second-order Taylor expansion at time t = 0
yields

z(t) = z0 + tXH(z0, 0) + O((t)2)

where XH = J∂zH is the Hamiltonian vector field of H ; in particular

x(t) = x0 + t∂pH(z0, 0) + O(t2)

and hence
∂x(t)
∂p

= tHpp(z0, 0) + O(t2)

where Hpp denotes the matrix of derivatives of H in the variables pj . It follows
that there exists ε > 0 such that ∂x(t)/∂p is invertible in [−ε, 0[∩]0, ε] if and only
if Hpp(z0, 0) is invertible; in view of Lemma 2.43 this is equivalent to saying that
fH

t is free at z0. �

We will use this result in Chapter 5, Subsection 5.2.2, when we discuss the
Hamilton–Jacobi equation.

2.3.3 The group Ham(n)

The group Ham(n) is the connected component of the group Symp(n) of all sym-
plectomorphisms of (R2n

z , σ). Each of its points is the value of a Hamiltonian flow
at some time t. The study of the various algebraic and topological properties of
the group Ham(n) is a very active area of current research; see Hofer and Zehnder
[91], McDuff and Salamon [114], or Polterovich [132].

We will say that a symplectomorphism f of the standard symplectic space
(R2n

z , σ) is Hamiltonian if there exists a function H ∈ C∞(R2n+1
z,t , R) and a number
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a ∈ R such that f = fH
a . Taking a = 0 it is clear that the identity is a Hamiltonian

symplectomorphism. The set of all Hamiltonian symplectomorphisms is denoted
by Ham(n). We are going to see that it is a connected and normal subgroup of
Symp(n); let us first prove a preparatory result which is interesting in its own
right:

Proposition 2.54. Let (fH
t ) and (fK

t ) be Hamiltonian flows. Then:

fH
t fK

t = fH#K
t with H#K(z, t) = H(z, t) + K((fH

t )−1(z), t), (2.76)

(fH
t )−1 = f H̄

t with H̄(z, t) = −H(fH
t (z), t). (2.77)

Proof. Let us first prove (2.76). By the product and chain rules we have

d

dt
(fH

t fK
t ) = (

d

dt
fH

t )fK
t + (DfH

t )fK
t

d

dt
fK

t = XH(fH
t fK

t ) + (DfH
t )fK

t ◦XK(fK
t )

and it thus suffices to show that

(DfH
t )fK

t ◦XK(fK
t ) = XK◦(fH

t )−1(fK
t ). (2.78)

Writing

(DfH
t )fK

t ◦XK(fK
t ) = (DfH

t )((fH
t )−1fH

t fK
t ) ◦XK((fH

t )−1fH
t fK

t )

the equality (2.78) follows from the transformation formula (2.72) in Proposition
2.50. Formula (2.77) is now an easy consequence of (2.76), noting that (fH

t f H̄
t ) is

the flow determined by the Hamiltonian

K(z, t) = H(z, t) + H̄((fH
t )−1(z), t) = 0;

fH
t f H̄

t is thus the identity, so that (fH
t )−1 = f H̄

t as claimed. �

Let us now show that Ham(n) is a group, as claimed:

Proposition 2.55. Ham(n) is a normal and connected subgroup of the group
Symp(n) of all symplectomorphisms of (R2n

z , σ).

Proof. Let us show that if f, g ∈ Ham(n) then fg−1 ∈ Ham(n). We begin by
remarking that if f = fH

a for some a �= 0, then we also have f = fHa

1 where
Ha(z, t) = aH(z, at). In fact, setting ta = at we have

dza

dt
= J∂zH

a(za, t)⇐⇒ dza

dta
= J∂zH(za, ta)

and hence fHa

t = fH
at . We may thus assume that f = fH

1 and g = fK
1 for some

Hamiltonians H and K. Now, using successively (2.76) and (2.77) we have

fg−1 = fH
1 (fK

1 )−1 = fH#K̄
1

hence fg−1 ∈ Ham(n). That Ham(n) is a normal subgroup of Symp(n) immedi-
ately follows from formula (2.73) in Proposition 2.50: if g is a symplectomorphism
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and f ∈ Ham(n) then
fH◦g
1 = g−1fH

1 g ∈ Ham(n) (2.79)

so we are done. �

The result above motivates the following definition:

Definition 2.56. The set Ham(n) of all Hamiltonian symplectomorphisms equipped
with the law fg = f ◦ g is called the group of Hamiltonian symplectomorphisms
of the standard symplectic space (R2n

z , σ).

The topology of Symp(n) is defined by specifying the convergent sequences:
we will say that limj→∞ fj = f in Symp(n) if and only if for every compact set
K in R2n

z the sequences (fj|K) and (D(fj|K)) converge uniformly towards f|K and
D(f|K), respectively. The topology of Ham(n) is the topology induced by Symp(n).

We are now going to prove a deep and beautiful result due to Banyaga [6]. It
essentially says that a path of time-one Hamiltonian symplectomorphisms passing
through the identity at time zero is itself Hamiltonian. It will follow that Ham(n)
is a connected group.

Let t �−→ ft be a path in Ham(n), defined for 0 ≤ t ≤ 1 and starting at the
identity: f0 = I. We will call such a path a one-parameter family of Hamiltonian
symplectomorphisms. Thus, each ft is equal to some symplectomorphism fHt

1 . A
striking – and not immediately obvious! – fact is that each path t �−→ ft is itself
the flow of a Hamiltonian function!

Theorem 2.57. Let (ft) be a one-parameter family in Ham(n). Then (ft) = (fH
t )

where the Hamilton function H is given by

H(z, t) = −
∫ 1

0

σ(X(uz, t)du with X = ( d
dtft) ◦ (ft)−1. (2.80)

Proof. By definition of X we have d
dtft = Xft so that all we have to do is to prove

that X is a (time-dependent) Hamiltonian field. For this it suffices to show that the
contraction iXσ of the symplectic form with X is an exact differential one-form, for
then iXσ = −dH where H is given by (2.80). The ft being symplectomorphisms,
they preserve the symplectic form σ and hence LXσ = 0. In view of Cartan’s
homotopy formula we have

LXσ = iXdσ + d(iXσ) = d(iXσ) = 0

so that iXσ is closed; by Poincaré’s lemma it is also exact. �
Exercise 2.58. Let (fH

t )0≤t≤1 and (fK
t )0≤t≤1 be two arbitrary paths in Ham(n).

The paths (fH
t fK

t )0≤t≤1 and (ft)1≤t≤1 where

ft =

{
fK
2t when 0 ≤ t ≤ 1

2 ,

fH
2t−1f

K
1 when 1

2 ≤ t ≤ 1

are homotopic with fixed endpoints.
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2.3.4 Hamiltonian periodic orbits

Let H ∈ C∞(R2n
z ) be a time-independent Hamiltonian function, and (fH

t ) the
flow determined by the associated vector field XH = J∂z .

Definition 2.59. Let z0 ∈ R2n
z ; the mapping

γ : Rt −→ R2n
z , γ(t) = fH

t (z0)

is called “(Hamiltonian) orbit through z0”.
If there exists T > 0 such that fH

t+T (z0) = fH
t (z0) for all t ∈ R, one says that

the orbit γ through z0 is “periodic with period T ”. [The smallest possible period
is called a “primitive period”.]

The following properties are obvious:

• Let γ, γ′ be two orbits of H . Then the ranges Im γ and Im γ′ are either
disjoint or identical.

• The value of H along any orbit is constant (“theorem of conservation of
energy”).

The first property follows from the uniqueness of the solutions of Hamilton’s equa-
tions, and the second from the chain rule, setting γ(t) = (x(t), p(t)):

d

dt
H(γ(t)) = 〈∂xH(γ(t)), ẋ(t)〉 + 〈∂pH(γ(t)), ṗ(t)〉

= −〈ṗ(t), ẋ(t)〉+ 〈ẋ(t), ṗ(t)〉
= 0

where we have taken into account Hamilton’s equations.
Assume now that γ is a periodic orbit through z0. We will use the notation

St(z0) = DfH
t (z0).

Definition 2.60. Let γ : t �−→ fH
t (z0) be a periodic orbit with period T . The sym-

plectic matrix ST (z0) = DfH
T (z0) is called a “monodromy matrix”. The eigenval-

ues of ST (z0) are called the “Floquet multipliers” of γ.

The following property is well known in Floquet theory:

Lemma 2.61.

(i) Let ST (z0) be the monodromy matrix of the periodic orbit γ. We have

St+T (z0) = St(z0)ST (z0) (2.81)

for all t ∈ R. In particular SNT (z0) = ST (z0)N for every integer N .
(ii) Monodromy matrices corresponding to the choice of different origins on the

periodic orbit are conjugate of each other in Sp(n), hence the Floquet multi-
pliers do not depend on the choice of origin of the periodic orbit;

(iii) Each periodic orbit has an even number > 0 of Floquet multipliers equal to 1.
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Proof. (i) The mappings fH
t form a group, hence, taking into account the equality

fH
T (z0) = z0:

fH
t+T (z0) = fH

t (fH
T (z0))

so that by the chain rule,

DfH
t+T (z0) = DfH

t (fH
T (z0))DfH

T (z0),

that is (2.81) since fH
T (z0) = z0.

(ii) Evidently the orbit through any point z(t) of the periodic orbit γ is also
periodic. We begin by noting that if z0 and z1 are points on the same orbit γ, then
there exists t0 such that z0 = fH

t0 (z1). We have

fH
t (fH

t0 (z1)) = fH
t0 (fH

t (z1))

hence, applying the chain rule of both sides of this equality,

DfH
t (fH

t0 (z1))DfH
t0 (z1) = DfH

t0 (fH
t (z1))DfH

t (z1).

Choosing t = T we have fH
t (z0) = z0 and hence

ST (fH
t0 (z1))St0(z1) = St0(z1)ST (z1),

that is, since fH
t0 (z1) = z0,

ST (z0)St0(z1) = St0(z1)ST (z1).

It follows that the monodromy matrices ST (z0) and ST (z1) are conjugate and thus
have the same eigenvalues.

(iii) We have, using the chain rule together with the relation fH
t ◦ fH

t′ = fH
t+t′ ,

d

dt′
fH

t (fH
t′ (z0))

∣∣∣∣
t′=0

= Dft(z0)XH(z0) = XH(fH
t (z0)),

hence ST0(z0)XH(z0) = XH(z0) setting t = T ; XH(z0) is thus an eigenvector of
ST (z0) with eigenvalue 1; the lemma follows the eigenvalues of a symplectic matrix
occurring in quadruples (λ, 1/λ, λ̄, 1/λ̄). �

The following theorem is essentially due to Poincaré (see Abraham and Mars-
den [1] for a proof):

Theorem 2.62. Let E0 = H(z0) be the value of H along a periodic orbit γ0. Assume
that γ0 has exactly two Floquet multipliers equal to 1. Then there exists a unique
smooth 1-parameter family (γE) of periodic orbits of E with period T parametrized
by the energy E, and each γE is isolated on the hypersurface ΣE = {z : H(z) = E}
among those periodic orbits having periods close to the period T0 of γ0 Moreover
limE→E0 T = T0.
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One shows, using “normal form” techniques that when the conditions of the
theorem above are fulfilled, the monodromy matrix of γ0 can be written as

ST (z0) = ST
0

[
U 0
0 S̃(z0)

]
S0

with S0 ∈ Sp(n), S̃(z0) ∈ Sp(n − 1) and U is of the type
[
1 β
0 1

]
for some real

number β; the 2(n− 1)× 2(n− 1) symplectic matrix S̃(z0) is called the stability
matrix of the isolated periodic orbit γ0. It plays a fundamental role not only in
the study of periodic orbits, but also in semiclassical mechanics (“Gutzwiller’s
formula” [86], A.V. Sobolev [155]). We will return to the topic when we discuss
the Conley–Zehnder index in Chapter 4.



Chapter 3

Multi-Oriented Symplectic
Geometry

Multi-oriented symplectic geometry, also called q-symplectic geometry, is a topic
which has not been studied as it deserves in the mathematical literature; see
however Leray [107], Dazord [28], de Gosson [57, 61]; also [54, 55]. The idea is the
following: one begins by observing that since symplectic matrices have determinant
1, the action of Sp(n) on a Lagrangian plane preserves the orientation of that
Lagrangian plane. Thus, ordinary symplectic geometry is not only the study of
the action

Sp(n)× Lag(n) −→ Lag(n)

but it is actually the study of the action

Sp(n)× Lag2(n) −→ Lag2(n)

where Lag2(n) is the double covering of Lag(n). More generally, q-symplectic ge-
ometry will be the study of the action

Spq(n)× Lag2q(n) −→ Lag2q(n)

where Spq(n) is the qth order covering of Sp(n) and Lag2q(n) is the 2qth order
covering of Lag(n). In the case q = 2 this action highlights the geometrical role of
the Maslov indices on the metaplectic group, which we will study in Chapter 7.

The study of q-symplectic geometry makes use of an important generalization
of the Maslov index, which we call the Arnol’d–Leray–Maslov index. That index
plays a crucial role in at least two other areas of mathematics and mathematical
physics:

• It is instrumental in giving the correct phase shifts through caustics in semi-
classical quantization (Leray [107], de Gosson [60, 61, 62, 64]) because it
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allows one to define the argument of the square root of a de Rham form on
a Lagrangian manifold;

• It allows a simple and elegant calculation of Maslov indices of both La-
grangian and symplectic paths; these indices play an essential role in the
study of “spectral flow” properties related to the theory of the Morse in-
dex (see Piccione and his collaborators [130, 131] and Booss–Bavnbek and
Wojciechowski [15]).

3.1 Souriau Mapping and Maslov Index

The locution Maslov index has become a household name in mathematics. It
is actually a collective denomination for a whole constellation of discrete-valued
functions defined on loops (or, more generally, on paths) in Lag(n) or Sp(n), and
which can be viewed as describing the number of times a given loop (or path)
intersects some particular locus in Lag(n) or Sp(n) known under the omnibus
name of “caustic”.

In this section we will only deal with the simplest notion of Maslov index,
that of loops in Lag(n), whose definition is due to Maslov and Arnol’d. We will
generalize the notion to paths in both Lag(n) and Sp(n) when we deal with semi-
classical mechanics.

There are several different (but equivalent) ways of introducing the Maslov
index on Lag(n). The simplest (especially for explicit calculation) makes use of
the fact that we can identify the Lagrangian Grassmannian Lag(n) with a set of
matrices, using the so-called “Souriau mapping”. This will provide us not only
with a simple way of defining correctly the Maslov index of Lagrangian loops,
but will also allow us to construct the “Maslov bundle” in Chapter 3 (Subsection
3.2.2).

3.1.1 The Souriau mapping

Recall that the mapping

A + iB �−→
[
A −B
B A

]
identifies U(n, C) with a subgroup U(n) of Sp(n); that subgroup consists of all

U =
[
A −B
B A

]
where A and B satisfy the conditions

AT A + BT B = I , AT B = BT A, (3.1a)

AAT + BBT = I , ABT = BAT . (3.1b)
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Also recall that the unitary group U(n, C) acts transitively on the Lagrangian
Grassmannian Lag(n) by the law u� = U� where U ∈ U(n) is associated to
u ∈ U(n, C).

We denote by W(n, C) the set of all symmetric unitary matrices:

W(n, C) =
{
w ∈ U(n, C) : w = wT

}
and by W the image of w ∈ W(n, C) in U(n) ⊂ Sp(n). The set of all such matrices
W is denoted by W(n). Applying the conditions (3.1) we thus have

W =
[
A −B
B A

]
∈ W(n) ⇐⇒

⎧⎨⎩
A2 + B2 = I,
AB = BA,

A = AT , B = BT .

Observe that neither W(n, C) or W(n) are groups: the product of two sym-
metric matrices is not in general symmetric.

Interestingly enough, the set W(n, C) is closed under the operation of taking
square roots:

Lemma 3.1. For every w ∈ W(n, C) [respectively W ∈ W(n)] there exists u ∈
W(n, C) [resp. U ∈ W(n)] such that w = u2 [respectively W = U2].

Proof. Let w = A+ iB. The condition ww∗ = I implies that AB = BA. It follows
that the symmetric matrices A and B can be diagonalized simultaneously: there
exists R ∈ O(n, R) such that G = RART and H = RBRT are diagonal. Let gj and
hj (1 ≤ j ≤ n) be the eigenvalues of G and H , respectively. Since A2 + B2 = I
we have g2

j + h2
j = 1 for every j. Choose now real numbers xj , yj such that

x2
j − y2

j = gj and 2xjyj = hj for 1 ≤ j ≤ n and let X and Y be the diagonal
matrices whose entries are these numbers xj , yj . Then (X + iY )2 = G + iH, and
u = RT (X + iY )R is such that u2 = w. �

We are now going prove that Lag(n) can be identified with W(n, C) (and
hence with W(n)). Let us begin with a preparatory remark:

Remark 3.2. Suppose that u�P = �P ; writing u = A + iB this implies B = 0,
and hence u ∈ O(n, R). This is immediately seen by noting that the condition
u�P = �P can be written in matrix form as: for every p there exists p′ such that[

A −B
B A

] [
0
p

]
=

[
0
p′

]
.

Theorem 3.3.

(i) For � ∈ Lag(n) and u ∈ U(n, C) such that � = u�P the product w = uuT only
depends on � and not on the choice of u; the correspondence � −→ uuT is
thus the mapping

w(·) : Lag(n) −→W(n, C) , w(�) = w = uuT . (3.2)
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(ii) That mapping is a bijection, and satisfies

w(u�) = uw(�)uT (3.3)

for every u ∈ U(n, C).

Proof. (i) Let us show that if two unitary matrices u and u′ are both such that
u�P = u′�P then uuT = u′(u′T ). This will prove the first statement. The condition
u�P = u′�P is equivalent to u−1u′�P = �P . In view of the preparatory remark
above, this implies that we have u−1u′ = h for some h ∈ O(n, R). Writing u′ = uh
we have

u′(u′)T = (uh)(uh)T = u(hhT )uT = uuT

since hhT = I.

(ii) Let us show that the mapping w(·) is surjective. In view of Lemma 3.1, for
every w ∈ W(n, C) there exists u ∈ W(n, C) such that w = u2 = uuT (since u is
symmetric); the Lagrangian plane � = u�P is then given by w(�) = w, hence the
surjectivity. To show that w(·) is injective it suffices to show that if uuT = u′u′T ,
then u�P = u′�P , or equivalently, that (u′)−1u ∈ O(n, R). Now, the condition
uuT = u′u′T implies that (u′)−1u = u′T (uT )−1 and hence

(u′)−1u
(
(u′)−1u

)T
= (u′)−1u

(
u′T (uT )−1

)T
= I,

that is (u′)−1u ∈ O(n, R) as claimed. There remains to prove formula (3.3). As-
sume that � = u′�P ; then u� = uu′�P and hence

w(u�) = (uu′)(uu′)T = u(u′(u′T ))uT = u′(u′T )

as claimed. �

The Souriau mapping is a very useful tool when one wants to study transver-
sality properties for Lagrangian planes; for instance

� ∩ �′ = 0 ⇐⇒ det(w(�) − w(�′)) �= 0. (3.4)

This is immediately seen by noticing that the condition det(w(�) − w(�′)) �= 0 is
equivalent to saying that w(�)(w(�′))−1 does not have +1 as an eigenvalue. The
equivalence (3.4) is in fact a particular case of the more general result. We denote
by W (�) the image of w(�) in U(n):

w(�) = X + iY ⇐⇒W (�) =
[
X −Y
Y X

]
. (3.5)

Proposition 3.4. For any two Lagrangian planes � and �′ in we have

rank(W (�)−W (�′)) = 2(n− dim(� ∩ �′)). (3.6)
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Proof. Since Sp(n) acts transitively on Lag(n) it suffices to consider the case �′ =
�P , in which case formula (3.6) reduces to

rank(w(�)− I) = 2(n− dim(� ∩ �P )).

Let w(�) = uuT where u = A + iB; then, using the relations (3.1),

w(�) − I = −2(BT B − iAT B) = −2BT (B − iA)

hence, with notation (3.5).

W (�)− I = −2
[
BT 0
0 BT

] [
B A
−A B

]
.

It follows that
rank(W (�)− I) = 2 rankB;

this is equivalent to (3.6). �

The Souriau mapping w(·) can also be expressed in terms of projection op-
erators on Lagrangian planes. Let � be a Lagrangian plane and denote by P� the
orthogonal projection in R2n

z on �:

P 2
� = P� , Ker(P�) = J� , (P�)T = P�.

We have:

Proposition 3.5. The image W (�) of w(�) in U(n) is given by

W (�) = (I − 2P�)C (3.7)

where P� is the orthogonal projection in R2n
z on � and C =

[
I 0
0 −I

]
is the “con-

jugation matrix”.

Proof. Since U(n) acts transitively on Lag(n), there exists U ∈ U(n) such that
� = U�P . Writing

U =
[
A −B
B A

]
it follows from the relations (3.1) that the vector (Ax, Bx) is orthogonal to �; one
immediately checks that the projection operator on � has matrix

P� =
[

BBT −ABT

−BAT AAT

]
and hence

(I − 2P�)C =
[
AAT −BBT −2ABT

2BAT BBT −AAT

]
,

that is:

(I − 2P�)C =
[
A −B
B A

] [
AT −BT

BT AT

]
= W (�).

�
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3.1.2 Definition of the Maslov index

We are going to use the Souriau mapping to show that π1 [Lag(n)] is isomorphic
to the integer group (Z, +); this will also allow us to define the Maslov index of a
loop in Lag(n).

Let us begin with a preliminary result, interesting by itself. It is a “folk
theorem” that the Poincaré group π1[U(n, C)] is isomorphic to the integer group
(Z, +). Let us give a detailed proof of this property; this will at the same time
give an explicit isomorphism we will use to define the Maslov index. We recall that
the special unitary group SU(n, C) is connected and simply connected (see, e.g.,
Leray [107], Ch. I, §2,3).

Lemma 3.6. The mapping π1[U(n, C)] −→ Z defined by

γ �−→ 1
2πi

∫
γ

d(det u)
detu

(3.8)

is an isomorphism, and hence π1[U(n, C)] ∼= (Z, +).

Proof. The kernel of the epimorphism u �−→ detu is SU(n, C) so that we have
a fibration U(n, C)/ SU(n, C) = S1. The homotopy sequence of that fibration
contains the exact sequence

π1[SU(n, C)] i−→ π1[U(n, C)]
f−→ π1[S1] −→ π0[SU(n, C)]

where f is induced by U(n, C)/ SU(n, C) = S1. Since SU(n, C) is both connected
and simply connected, π0[SU(n, C) and π1[SU(n, C)] are trivial, and the sequence
above reduces to

0 −→ π1[U(n, C)]
f−→ π1[S1] −→ 0

hence f is an isomorphism. The result now follows from the fact that the mapping
π1[S1] −→ Z defined by

α �−→ 1
2πi

∫
α

dz

z

is an isomorphism π1[S1] ∼= Z. �

The next result is important; it shows among other things that the funda-
mental group of the Lagrangian Grassmannian Lag(n) is isomorphic to the integer
group (Z,+); that isomorphism Lag(n)∼=(Z,+) is, by definition, the Maslov index :

Theorem 3.7.

(i) The mapping

π1 [W(n, C)] � γW �−→ 1
2πi

∫
γW

d(detw)
detw

∈ Z (3.9)

is an isomorphism π1 [W(n, C)] ∼= (Z, +).
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(ii) The composition of this isomorphism with the isomorphism π1 [Lag(n)] ∼=
π1 [W(n, C)] induced by the Souriau mapping is an isomorphism

mLag : π1 [Lag(n)] ∼= (Z, +). (3.10)

(iii) In fact π1 [Lag(n)] has a generator β such that mLag(βr) = r for every r ∈ Z.

Proof. The statement (ii) is an obvious consequence of the statement (i). Let us
prove (i). Since W(n, C) ⊂ U(n, C) It follows from Lemma 3.6 that

1
2πi

∫
γW

d(det w)
detw

∈ Z

for every γW ∈ π1 [W(n, C)] and that the homomorphism (3.9) is injective. Let us
show that this homomorphism is also surjective; it suffices for that to exhibit the
generator β in (iii). Writing (x, p) = (x1, p1; . . . ; xn, pn) the direct sum Lag(1) ⊕
· · · ⊕ Lag(1) (n terms) is a subset of Lag(n). Consider the loop β(1) : t �−→ e2πit,
0 ≤ t ≤ 1, in W (1, C) ≡ Lag(1). Set now β = β(1) ⊕ I2n−2 where I2n−2 is the
identity in W (n− 1, C). We have βr = βr

(1) ⊕ I2n−2 and

mLag(βr) =
1

2πi

∫ 1

0

d(e2πirt)
e2πirt

= r

which was to be proven. �

The isomorphism π1 [Lag(n)] ∼= (Z, +) constructed in Theorem 3.7 is pre-
cisely the Maslov index of the title of this section:

Definition 3.8.

(i) The mapping m
(n)
Lag which to every loop γ in Lag(n) associates the integer

m
(n)
Lag(γ) =

1
2πi

∮
γ

d(detw)
detw

(3.11)

is called the “Maslov index” on Lag(n); when the dimension n is understood
we denote it by mLag as in Theorem 3.7.

(ii) The loop β = β(1) ⊕ I2n−2 in Lag(n) is called the generator of π1 [Lag(n)]
whose natural image in Z is +1.

We will extend the definition of the Maslov index in Chapter 5 to loops on
Lagrangian manifolds (i.e., submanifolds of R2n

z whose tangent spaces are La-
grangian planes). This will lead us to the so-called Maslov semiclassical quantiza-
tion of these manifolds, which is a mathematically rigorous generalization of the
physicists’ “EBK quantization”. Let us study the main properties of the Maslov
index. Another much less trivial extension will be constructed in Chapter 3 under
the name of “ALM index” (ALM is an acronym for Arnol’d–Leray–Maslov); it
will lead us to the definition of quite general Lagrangian intersection indices.
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3.1.3 Properties of the Maslov index

If γ and γ′ are loops with the same origin, then we denote by γ ∗ γ′ their concate-
nation, that is the loop γ followed by the loop γ′:

γ ∗ γ′(t) =

{
γ(2t) for 0 ≤ t ≤ 1/2,

γ(2t− 1) for 1/2 ≤ t ≤ 1.

The following result characterizes the Maslov index:

Proposition 3.9. The family (m(n)
Lag)n∈N is the only family of mappings m

(n)
Lag :

Lag(n) −→ Z having the following properties:

(i) Homotopy: two loops γ and γ′ in Lag(n) are homotopic if and only if
m

(n)
Lag(γ) = m

(n)
Lag(γ

′);
(ii) Additivity under concatenation: for all loops γ and γ′ in Lag(n) with the

same origin,

m
(n)
Lag(γ ∗ γ′) = m

(n)
Lag(γ) + m

(n)
Lag(γ

′);

(iii) Normalization: the generator β of π1 [Lag(n)] has Maslov index m
(n)
Lag(β) =

+1.
(iv) Dimensional additivity: identifying Lag(n1) ⊕ Lag(n2) with a subset of

Lag(n), n = n1 + n2, we have

m
(n)
Lag(γ1 ⊕ γ2) = m

(n1)
Lag (γ1) + m

(n2)
Lag (γ2)

if γj is a loop in Lag(nj), j = 1, 2.

Proof. The additivity properties (ii) and (iv) are obvious and so is the normal-
ization property (iii) using formula (3.11). That m

(n)
Lag(γ) only depends on the

homotopy class of the loop γ is clear from the definition of the Maslov index as
being a mapping π1 [Lag(n)] −→ (Z, +) and that m

(n)
Lag(γ) = m

(n)
Lag(γ

′) implies that
γ and γ′ are homotopic follows from the injectivity of that mapping. Let us finally
prove the uniqueness of (m(n)

Lag)n∈N. Suppose there is another family of mappings

Lag(n) −→ Z having the same property; then the difference (δ(n)
Lag)n∈N has the

properties (i), (ii), (iv) and (iii) is replaced by δ
(1)
Lag(β(1)) = 0. Every loop γ in

Lag(n) being homotopic to βr for some r ∈ Z, it follows from the concatenation
property (ii) that δ

(n)
Lag(γ) = δ

(n)
Lag(β

r) = 0. �

Remark 3.10. Notice that we did not use in the proof of uniqueness in Propo-
sition 3.9 the dimensional additivity property: properties (i), (ii), and (iii) thus
characterize the Maslov index.
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3.1.4 The Maslov index on Sp(n)

Let γ : [0, 1] −→ Sp(n) be a loop of symplectic matrices: γ(t) ∈ Sp(n) and γ(0) =
γ(1). The orthogonal part of the polar decomposition γ(t) = U(t)eX(t) is given by
the formula

U(t) = γ(t)(γ(t)T γ(t))−1/2. (3.12)

Definition 3.11. The Maslov index of the symplectic loop γ is the integer

mSp(γ) = θ(1)− θ(0)

where θ is the continuous function [0, 1] −→ R defined by detu(t) = e2πiθ(t) where
u(t) is the image in U(n, C) of the matrix U(t) ∈ U(n) defined by (3.12).

Let us exhibit a particular generator of π1[Sp(n)]. (In addition to the fact
that it allows easy calculations of the Maslov index it will be useful in the study
of general symplectic intersection indices in Chapter 3).

Let us rearrange the coordinates in R2n
z and identify (x, p) with the vector

(x1, p1, . . . , xn, pn); denoting by Sp(1) the symplectic group acting on pairs (xj , pj)
the direct sum

Sp(1)⊕ Sp(1)⊕ · · · ⊕ Sp(1) (n terms)

is identified with a subgroup of Sp(n) in the obvious way. We will denote by J1

the standard 2× 2 symplectic matrix:

J1 =
[

0 1
−1 0

]
.

With the notation we have (cf. the proof of Theorem 3.7):

Proposition 3.12.

(i) The fundamental group π1[Sp(n)] is generated by the loop

α : t �−→ e2πtJ1 ⊕ In−2 , 0 ≤ t ≤ 1 (3.13)

where I2n−2 is the identity on R2n−2.
(ii) The Maslov index of any symplectic loop γ is mSp(γ) = r where the integer

r is defined by the condition: “γ is homotopic to αr”.

Proof. (i) Clearly J1 ∈ sp(1) hence α(t) ∈ Sp(n); since

e2πtJ1 =
[
cos 2πt − sin 2πt
sin 2πt cos 2πt

]
we have α(0) = α(1). Now α(t)T α(t) is the identity, hence

α(t)(α(t)T α(t))−1/2 = α(t) =
[
A(t) −B(t)
B(t) A(t)

]
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where A(t) and B(t) are the diagonal matrices

A(t) = diag[cos(2πt), 1, . . . , 1],
B(t) = diag[sin(2πt), 0, . . . , 0].

Let ∆ be the mapping Sp(n) −→ S1 defined in Proposition 2.26 above; we have

∆(α(t)) = det(A(t) + iB(t)) = e2πit (3.14)

hence t �→ ∆(α(t)) is the generator of π1[S1]. The result follows.

(ii) It suffices to show that mSp(α) = 1. But this follows from formula (3.14). �

Definition 3.13.

(i) The loop α defined by (3.13) will be called the “generator of π1[Sp(n)] whose
image in Z is +1”.

(ii) Let γ be an arbitrary loop in Sp(n); the integer r such that γ is homotopic
to αr is called the “Maslov index of γ”.

The following result is the analogue of Proposition 3.9; its proof being quite
similar it is left to the reader as an exercise:

Proposition 3.14. The family (m(n)
Sp )n∈N is the only family of mappings m

(n)
Sp :

Sp(n) −→ Z having the following properties:

(i) Homotopy: two loops γ and γ′ in Sp(n) are homotopic if and only if m
(n)
Sp (γ) =

m
(n)
Sp (γ′);

(ii) Additivity under concatenation: for all loops γ and γ′ in Sp(n) with the same
origin

m
(n)
Sp (γ ∗ γ′) = m

(n)
Sp (γ) + m

(n)
Sp (γ′);

(iii) Normalization: the generator α of π1 [Sp(n)] has Maslov index m
(n)
Sp (β) = +1.

(iv) Dimensional additivity: identifying Sp(n1)⊕ Sp(n2) with a subset of Lag(n),
n = n1 + n2 we have

m
(n)
Sp (γ1 ⊕ γ2) = m

(n1)
Sp (γ1) + m

(n2)
Sp (γ2)

if γj is a loop in Sp(nj), j = 1, 2.

3.2 The Arnol’d–Leray–Maslov Index

Following ideas of Maslov [119] and Arnol’d [4] Leray constructed in [107, 108, 109]
an index m such that

m(�∞, �′∞)−m(�∞, �′′∞) + m(�′∞, �′′∞) = Inert(�, �′, �′′)
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for all triples (�∞, �′∞, �′′∞) with pairwise transversal projections:

� ∩ �′ = �′ ∩ �′′ = �′′ ∩ � = 0. (3.15)

The integer Inert(�, �′, �′′) is the index of inertia of the triple (�, �′, �′′) (Leray [107]);
it is defined as follows: the conditions

(z, z′, z′′) ∈ �× �′ × �′′ , z + z′ + z′′ = 0

define three isomorphisms z �−→ z′, z′ �−→ z′′, z′′ �−→ z whose product is the
identity. It follows that

σ(z, z′) = σ(z′, z′′) = σ(z′′, z)

is the value of a quadratic form at z ∈ � (or z′ ∈ �′, or z′′ ∈ �′′); these quadratic
forms have the same index of inertia, denoted by Inert(�, �′, �′′).

Since Leray’s index of inertia Inert(�, �′, �′′) is defined in terms of quadratic
forms which only exist when the transversality conditions (3.15) are satisfied, it
is not immediately obvious how to extend m(�∞, �′∞) to arbitrary pairs (�∞, �′∞).
The extension presented in this chapter is due to the author; it first appeared in
[54] and was then detailed in [57]. (Dazord has constructed in [28] a similar index
using methods from algebraic topology, for a different approach see Leray [109]).
The main idea is to use the signature τ(�, �′, �′′) instead of Inert(�, �′, �′′); this idea
probably goes back to Lion and Vergne [111], albeit in a somewhat incomplete
form: see the remarks in de Gosson [54, 55]. For a very detailed study of the ALM
and related indices see the paper [22] by Cappell et al.

The theory of the Arnol’d–Leray–Maslov index – which we will call for short
the ALM index – is a beautiful generalization of the theory of the Maslov index
of Lagrangian loops. It is a very useful mathematical object, which can be used to
express various other indices: Lagrangian and symplectic path intersection indices,
and, as we will see, the Conley–Zehnder index.

3.2.1 The problem

Recall from Chapter 1 that the Wall–Kashiwara signature associates to every
triple (�, �′, �′′) of Lagrangian planes in (R2n

z , σ) an integer τ(�, �′, �′′) which is the
signature of the quadratic form

(z, z′, z′′) �−→ σ(z, z′) + σ(z′, z′′) + σ(z′′, z)

on � ⊕ �′ ⊕ �′′. Besides being antisymmetric and Sp(n)-invariant, τ is a cocycle,
that is:

τ(�1, �2, �3)− τ(�2, �3, �4) + τ(�1, �3, �4)− τ(�1, �2, �4) = 0. (3.16)

As briefly mentioned in the statement of Theorem 1.32 this property can be ex-
pressed in terms of the coboundary operator ∂ (see the section devoted to the
notations in the preface) in the abbreviated form

∂τ(�1, �2, �3, �4) = 0.
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Let us look for primitives of the cocycle τ ; by primitive we mean a “1-cochain”

µ : Lag(n)× Lag(n) −→ Z

such that
∂µ(�1, �2, �3) = τ(�1, �2, �3)

where ∂ is the usual “coboundary operator”. That primitives exist is easy to see:
for instance, for every fixed Lagrangian plane � the cochain µ� defined by

µ�(�1, �2) = τ(�, �1, �2) (3.17)

satisfies, in view of (3.16),

µ�(�1, �2)− µ�(�1, �3) + µ�(�2, �3) = τ(�, �1, �2)− τ(�, �1, �3) + τ(�, �2, �3)
= τ(�1, �2, �3)

and hence ∂µ� = τ . We however want the primitive we are looking for to satisfy,
in addition, topological properties consistent with those of the signature τ . Recall
that we showed that τ(�1, �2, �3) remains constant when the triple (�1, �2, �3) moves
continuously in such a way that the dimensions of the intersections dim(�1, �2),
dim(�1, �3), dim(�2, �3) do not change. It is therefore reasonable to demand that
the primitive µ also is locally constant on all pairs (�1, �2) such that dim(�1, �2)
is fixed. It is easy to see why the cochain (3.17) does not satisfy this property:
assume, for instance, that the pair (�1, �2) moves continuously while remaining
transversal: �1 ∩ �2 = 0. Then, τ(�, �1, �2) would – if the desired condition is
satisfied – remain constant. This is however not the case, since the signature of a
triple of Lagrangian planes changes when we change the relative positions of the
involved planes (see Subsection 1.4.1). It turns out that we will actually never be
able to find a cochain µ on Lag(n) which is both a primitive of τ and satisfies the
topological condition above: to construct such an object we have to pass to the
universal covering Lag∞(n) (“Maslov bundle”) of Lag(n).

Let π : Lag∞(n) −→ Lag(n) be the universal covering of the Lagrangian
Grassmannian Lag(n). We will write � = π(�∞).

Definition 3.15. The ALM (= Arnol’d–Leray–Maslov) index is the unique mapping

µ : (Lag∞(n))2 −→ Z

having the two following properties:

(i) µ is locally constant on the set {(�∞, �′∞) : � ∩ �′ = 0};
(ii) ∂µ : (Lag∞(n))3 −→ Z descends to (Lag(n))3 and is equal to τ :

µ(�∞, �′∞)− µ(�∞, �′′∞) + µ(�′∞, �′′∞) = τ(�, �′, �′′). (3.18)
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Notice that property (3.18) implies, together with the antisymmetry of the
signature, that if the ALM index exists then it must satisfy

µ(�∞, �′∞) = −µ(�′∞, �∞) (3.19)

for all pairs (�∞, �′∞).
Admittedly, the definition above is not very constructive. And, by the way,

why is µ (provided that it exists) unique? This question is at least easily answered.
Suppose there are two mappings µ and µ′ satisfying the same conditions as above:
for all triples (�∞, �′∞, �′′∞),

µ(�∞, �′∞)− µ(�∞, �′′∞) + µ(�′∞, �′′∞) = τ(�, �′, �′′),
µ′(�∞, �′∞)− µ′(�∞, �′′∞) + µ′(�′∞, �′′∞) = τ(�, �′, �′′).

It follows that δ = µ− µ′ is such that

δ(�∞, �′∞) = δ(�∞, �′′∞)− δ(�′∞, �′′∞); (3.20)

since µ and µ′ are locally constant on {(�∞, �′∞) : �∩ �′ = 0} the same is true of δ.
Choosing �′′ such that �′′ ∩ � = �′′ ∩ �′ = 0 we see that in fact δ is locally constant
on all of (Lag∞(n))2. Now Lag∞(n), and hence (Lag∞(n))2, is connected so that
δ is actually constant. Its constant value is

δ(�∞, �∞) = δ(�∞, �′′∞)− δ(�∞, �′′∞) = 0

hence µ = µ′ and the Arnol’d–Leray–Maslov index (if it exists) is thus indeed
unique.

We will see that the action of fundamental group of Lag(n) on Lag∞(n) is
reflected on the ALM index by the formula

µ(βr�∞, βr′
�′∞) = µ(�∞, �′∞) + 2(r − r′) (3.21)

where β is the generator of π1[Lag(n)] ∼= (Z, +) whose image in Z is +1. This
formula shows that the ALM index is effectively defined on (Lag∞(n))2 (i.e., it
is “multi-valued” on (Lag(n))2 ); it also shows why we could not expect to find a
function having similar properties on Lag(n) itself: if such a function µ′ existed,
we could “lift” it to a function on (Lag∞(n))2 in an obvious way by the formula
µ′(�∞, �′∞) = µ′(�, �′); but the uniqueness of the ALM index would then imply
that µ′ = µ which is impossible since µ′ cannot satisfy (3.21).

An important consequence of this uniqueness is the invariance of the ALM
index under the action of the universal covering group Sp∞(n) of Sp(n):

Proposition 3.16. For all (S∞, �∞, �′∞) ∈ Sp∞(n)× (Lag∞(n))2 we have

µ(S∞�∞, S∞�′∞) = µ(�∞, �′∞). (3.22)
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Proof. Set, for fixed S∞ ∈ Sp∞(n), µ′(�∞, �′∞) = µ(S∞�∞, S∞�′∞). We have

µ′(�∞, �′∞)− µ′(�∞, �′′∞) + µ′(�′∞, �′′∞) = τ(S�, S�′, S�′′)

where S ∈ Sp(n) is the projection of S∞. In view of the symplectic invariance of
the Wall–Kashiwara signature we have τ(S�, S�′, S�′′) and hence

µ′(�∞, �′∞)− µ′(�∞, �′′∞) + µ′(�′∞, �′′∞) = τ(�, �′, �′′).

Since on the other hand S�∩S�′ = 0 if and only if �∩�′ = 0, the index µ′ is locally
constant on {(�∞, �′∞) : �∩ �′ = 0} and must thus be equal to µ, that is (3.22). �

There now remains the hard part of the work, namely the explicit construc-
tion of the ALM index. Let us show how this can be done in the case n = 1.
The general case will definitely require more work. The Lagrangian Grassmannian
Lag(1) consists of all straight lines through the origin in the symplectic plane
(R2

z,− det). Let � = � and �′ = �′ be the lines with equations

x cosα + p sinα = 0 , x cosα′ + p sin α′ = 0

and identify �∞ and �′∞ with θ = 2α and θ′ = 2α′. Denoting by [r] the integer
part of r ∈ R we then have

µ(θ, θ′) =

{
2

[
θ−θ′
2π

]
+ 1 if θ − θ′ /∈ πZ,

k if θ − θ′ = kπ.
(3.23)

Introducing the antisymmetric integer part function

[r]anti =
1
2
([r]− [−r]) =

{
[r] + 1

2 if r /∈ Z,

r if r ∈ Z,

definition (3.23) can be rewritten in compact form as

µ(θ, θ′) = 2
[
θ − θ′

2π

]
anti

. (3.24)

The coboundary ∂µ is the function

∂µ(θ, θ′, θ′′) = 2
[
θ − θ′

2π

]
anti

− 2
[
θ − θ′′

2π

]
anti

+ 2
[
θ′ − θ′′

2π

]
anti

and this is precisely the signature τ(�, �′, �′′) in view of formula (1.21) in Section 1.4.
To generalize this construction to arbitrary n we need a precise “numerical”

description of the universal covering of Lag(n).
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3.2.2 The Maslov bundle

The Maslov bundle is, by definition, the universal covering manifold Lag∞(n) of
the Lagrangian Grassmannian Lag(n).

The homomorphism

π1 [U(n, C)] � γ �−→ kγ ∈ Z

defined by

kγ =
1

2πi

∫
γ

d(detu)
det u

is an isomorphism π1 [U(n, C)] ∼= (Z, +). Set now

U∞(n, C) =
{
(u, θ) : u ∈ U(n, C), detu = eiθ

}
and equip this set with the topology induced by the product U(n, C)× R. Define
a projection π∞ : U∞(n, C) −→ U(n, C) by π∞(U, θ) = W , and let the group
π1 [U(n, C)] act on U∞(n, C) by the law

γ(u, θ) = (u, θ + 2kγπ).

That action is clearly transitive, hence U∞(n, C) is the universal covering group
of U(n, C), the group structure being given by

(U, θ)(U ′, θ′) = (UU ′, θ + θ′).

Let us now identify the Maslov bundle with a subset of U∞(n, C):

Proposition 3.17. The universal covering of Lag(n) ≡ W(n, C) is the set

W∞(n, C) =
{
(w, θ) : w ∈W(n, C), det w = eiθ

}
equipped with the topology induced by U∞(n), together with the projection π∞ :
W∞(n, C) −→W(n, C) defined by π∞(w, θ) = w.

Proof. In view of Theorem 3.7 of Subsection 3.1.2 where the fundamental group
of W(n, C) is identified with (Z, +) it is sufficient to check that W∞(n, C) is
connected because it will then indeed be the universal covering of W(n, C). Let
U∞(n, C) act on W∞(n, C) via the law

(u, ϕ)(w, θ) = (uwuT , θ + 2ϕ). (3.25)

The stabilizer of (I, 0) in U∞(n) under this action is the subgroup of U∞(n)
consisting of all pairs (U, ϕ) such that UUT = I and ϕ = 0 (and hence detU = 1);
it can thus be identified with the rotation group SO(n) and hence

W∞(n, C) = U∞(n, C)/ SO(n, R).

Since U∞(n, C) is connected, so is W∞(n, C). �
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The Maslov bundle Lag∞(n) is the universal covering of the Lagrangian
Grassmannian. Quite abstractly, it is constructed as follows (the construction is
not specific of Lag∞(n), it is the way one constructs the universal covering of any
topological space: see the Appendix B). Choose a “base point” �0 in Lag(n): it is
any fixed Lagrangian plane; let � be an arbitrary element of Lag(n). Since Lag(n)
is path-connected, there exists at least one continuous path λ : [0, 1] �−→ Lag(n)
going from �0 to �: λ(0) = �0 and λ(1) = �. We say that two such paths λ and λ′

are ‘homotopic with fixed endpoints’ if one of them can be continuously deformed
into the other while keeping its origin �0 and its endpoint � fixed. Homotopy with
fixed endpoints is an equivalence relation; denote the equivalence class of the path
λ by �∞. The universal covering of Lag∞(n) is the set of all the equivalence classes
�∞ as � ranges over Lag(n); the mapping π∞ : Lag∞(n) −→ Lag(n) which to �∞
associates the endpoint � of a path λ in �∞ is called a ‘covering projection’. One
shows that it is possible to endow the set Lag∞(n) with a topology for which it is
both connected and simply connected, and such that every � ∈ Lag(n) has an open
neighborhood U� such that π−1

∞ (U�) is the disjoint union of open neighborhoods
U (1)

� , . . . ,U (k)
� , . . . of the points of π−1∞ (�), and the restriction of π∞ to each U (k)

�

is a homeomorphism U (k)
� −→ U�.

3.2.3 Explicit construction of the ALM index

Let us identify �∞ with (w, θ), w being the image of � in W(n, C) by the Souriau
mapping and detw = eiθ. We are going to prove that:

• The ALM index exists and is given by µ(�∞, �′∞) = 1
2m(�∞, �′∞), that is

µ(�∞, �′∞) =
1
π

[
θ − θ′ + i Tr log(−w(w′)−1

]
(3.26)

when � ∩ �′ �= 0;

• When �∩�′ has arbitrary dimension, one chooses �′′ such that �∩�′′ = �′∩�′′ =
0 and one then calculates µ(�∞, �′∞) using the property

µ(�∞, �′∞) = −µ(�′∞, �′′∞)− µ(�′′∞, �∞) + τ(�, �′, �′′) (3.27)

and the expressions for µ(�∞, �′′∞) and µ(�′∞, �′′∞) given by (3.26).

Exercise 3.18. Check, using the cocycle property of the signature τ , that the left-
hand side of (3.27) does not depend on the choice of �′′ such that �∩�′′ = �′∩�′′ = 0.

Let us begin by showing that µ(�∞, �′∞) defined by (3.26)–(3.27) always is
an integer:

Proposition 3.19. We have

µ(�∞, �′∞) ≡ n mod 2 when � ∩ �′ = 0; (3.28)
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more generally
µ(�∞, �′∞) ≡ n + dim(� ∩ �′) mod 2. (3.29)

Proof. Setting µ = µ(�∞, �′∞) we have

eiπµ = exp[i(θ − θ′)](exp[Tr log(−w(w′)−1])−1

= exp[i(θ − θ′)](det(−w(w′)−1])−1

= exp[i(θ − θ′)](−1)n exp[−i(θ − θ′)]
= (−1)n

hence (3.28). Formula (3.29) follows, using formula (3.27) together with the value
modulo 2 of the index τ given by formula (1.31) in Section 1.4). �

Let us now prove the main result of this subsection, namely the existence of
the ALM index:

Theorem 3.20. The ALM index µ(�∞, �′∞) exists and is calculated as follows:

(i) If � ∩ �′ = 0 then

µ(�∞, �′∞) =
1
π

[
θ − θ′ + i TrLog(−w(w′)−1

]
;

(ii) In the general case choose �′′ such that � ∩ �′′ = �′ ∩ �′′ = 0 and calculate
µ(�∞, �′∞) using the formula:

µ(�∞, �′∞) = µ(�∞, �′′∞)− µ(�′∞, �′′∞) + τ(�, �′, �′′)

[the right-hand side is independent of the choice of �′′].

Proof. It is clear that µ defined by (3.26) is locally constant on the set of all (�, �′)
such that � ∩ �′ = 0. Let us prove that

µ(�∞, �′∞)− µ(�∞, �′′∞) + µ(�′∞, �′′∞) = τ(�, �′, �′′)

when
� ∩ �′ = � ∩ �′′ = �′ ∩ �′′ = 0;

the formula will then hold in the general case as well in view of (3.27). We are going
to proceed along the lines in [84], p. 126. Since µ is locally constant on its domain. It
follows that the composed mapping S∞ �−→ µ(S∞�∞, S∞�′∞) is (for fixed (�∞, �′∞)
such that � ∩ �′ = 0) is locally constant on Sp∞(n); since Sp(n) is connected this
mapping is in fact constant so we have µ(S∞�∞, S∞�′∞) = µ(�∞, �′∞) and it is
thus sufficient to show that

µ(S∞�∞, S∞�′∞)− µ(S∞�∞, S∞�′′∞) + µ(S∞�′∞, S∞�′′∞) = τ(�, �′, �′′)

for some convenient S∞ ∈ Sp(n). Since Sp(n) acts transitively on pairs of La-
grangian planes, there exists S ∈ Sp(n) such that S(�, �′′) = (�P , �X) where
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�X = Rn × 0 and �P = 0 × Rn. The transversality condition �′ ∩ � = �′ ∩ �′′ = 0
then implies that

�′ = {(x, p) : p = Ax} = �A

for some symmetric matrix A with detA �= 0. We have thus reduced the proof to
the case (�, �′, �′′) = (�P , �A, �X) and we have to show that

µ(�P,∞, �A,∞)− µ(�P,∞, �X,∞) + µ(�A,∞, �X,∞) = τ(�P , �A, �X). (3.30)

Now, in view of formula (1.24) (Corollary 1.31, Section 1.4) we have

τ(�P , �A, �X) = sign(A) = p− q

where p (resp. q) is the number of > 0 (resp. < 0) eigenvalues of the symmetric
matrix A. Let us next calculate µ(�∞, �′′∞) = µ(�P,∞, �X,∞). Identifying Lag∞(n)
with W∞(n) there exist integers k and k′ such that

�P,∞ = (I, 2kπ) and �X,∞ = (−I, (2k′ + n)π)

and hence

µ(�P,∞, �X,∞) =
1
π

(2kπ − (2k′ + n)π + i TrLog I) = 2(k − k′)− n.

Let us now calculate µ(�P,∞, �A,∞). Recall that V−A and ML (detL �= 0) denote
the symplectic matrices defined by (2.50) in Subsection 2.2.3:

V−A =
[
I 0
A I

]
, ML =

[
L−1 0
0 LT

]
.

We begin by noting that we have �A = V−A�X hence ML�A = VA′�X , using the
intertwining formula

MLV−A = V−A′ML , A′ = LT AL.

We may thus assume, replacing �A by M−1
L �A and A by LT AL where L diagonal-

izes A, that
A = diag[+1, . . . ,+1,−1, . . . ,−1]

with p plus signs and q = n− p minus signs. Let now B = {e1, . . . , en; f1, . . . , fn}
be the canonical symplectic basis of (R2n

z , σ). The n vectors

gi =
1√
2
(ei + fi) , 1 ≤ i ≤ p,

gj =
1√
2
(ej + fj) , p + 1 ≤ j ≤ n
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(with obvious conventions if p = n or q = n) form an orthonormal basis of �A =
V−A�X . We thus have �A = U�P where

UR =
1√
2

[
A I
−I A

]
∈ U(n).

The identification of U with u = 1√
2
(A − iI) in U(n, C) identifies �A with uuT =

−iA. We have det(−iA) = iq−p, hence

�A,∞ ≡ (iA, 1
2 (q − p)π + 2rπ)

for some r ∈ Z. To calculate µ(�P,∞, �A,∞) we need to know

Log(−I(−iA)−1 = Log(−iA);

the choice of the logarithm being the one which is obtained by analytic continua-
tion from the positive axis we have

Log(−iA) = Log(−i diag[+1, . . . ,+1,−1, . . . ,−1])
= Log diag[−i, . . . ,−i, +i, . . . ,+i]

= diag[12π(−i, . . . ,−i, +i, . . . ,+i)]

(p plus signs and q minus signs) hence, by definition (3.26) of µ,

µ(�P,∞, �A,∞) =
1
π

[
2kπ − (1

2 (q − p)π + 2rπ) + i TrLog(−iA)
]

=
1
π

[
2kπ − (1

2 (q − p)π + 2rπ) + i(1
2π(q − p)i)

]
= 2(k − r) + p− q.

Similarly

µ(�A,∞, �X,∞) = −µ(�X,∞, �A,∞)

= − 1
π

[
(2k′ + n)π − (1

2 (q − p)π + 2rπ) + i TrLog(iA)
]

= 2(r − k′)− n,

hence
µ(�P,∞, �A,∞)− µ(�P,∞, �X,∞) + µ(�A,∞, �X,∞) = p− q

which ends the proof since p− q = τ(�P , �A, �X). �

In the following exercise the reader is encouraged to find an explicit expression
for the ALM index when n = 1:
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Exercise 3.21. Using the formula

Log eiϕ = i

(
ϕ− 2π

[
ϕ + π

2π

])
for ϕ /∈ πZ

calculate µ(�∞, �′∞) when n = 1.

The following consequence of the theorem above describes the action of
π1[Lag(n)] ∼= (Z, +) on the ALM index, and shows why the ALM index is an
extension of the usual Maslov index defined and studied in Chapter 5, Section 3.1:

Corollary 3.22. Let β be the generator of π1[Lag(n)] whose natural image in Z is
+1. We have

µ(βr�∞, βr′
�′∞) = µ(�∞, �′∞) + 2(r − r′) (3.31)

for all (�∞, �′∞) ∈ (Lag(n))2 and (r, r′) ∈ Z2 and hence

µ(γ�∞, �′∞)− µ(�∞, �′∞) = 2m(γ) (3.32)

for every loop γ in Lag(n) (m(γ) the Maslov index of γ).

Proof. Formula (3.32) follows from formula (3.31) since every loop γ is homotopic
to βr for some r ∈ Z. Let us first prove (3.31) when � ∩ �′ = 0. Assume that
�∞ ≡ (w, θ) and �′∞ ≡ (w′, θ′) with w, w′ ∈ W(n, C), detw = eiθ, and detw′ = eiθ′

.
Then

βr�∞ ≡ (w, θ + 2rπ) , βr′
�′∞ ≡ (w′, θ′ + 2r′π)

and hence, by definition (3.26)

µ(βr�∞, βr′
�′∞) =

1
π

[
θ + 2r − θ′ − 2r′ + i TrLog(−w(w′)−1

]
= µ(�∞, �′∞) + 2(r − r′).

The general case immediately follows using formula (3.27) and the fact that βr�∞
and βr′

�′∞ have projections � and �′ on Lag(n). �

3.3 q-Symplectic Geometry

Now we can – at last! – study the central topic of this chapter, the action of Spq(n)
on Lag2q(n). Due to the properties of the fundamental groups of Sp(n) and Lag(n)
the general case will easily follow from the case q = +∞. We begin by identifying
Lag∞(n) with Lag(n) × Z and Sp∞(n) with a subgroup of Sp(n) × Z equipped
with a particular group structure.



3.3. q-Symplectic Geometry 85

3.3.1 The identification Lag∞(n) = Lag(n)× Z

The title of this subsection is at first sight provocative: how can we identify the
Maslov bundle Lag∞(n), which is a connected manifold, with a Cartesian product
where one of the factors is a discrete space? The answer is that we will identify
Lag∞(n) and Lag(n)×Z as sets, not as topological spaces, and equip Lag(n)×Z
with the transported topology (which is of course not the product topology).

Let us justify this in detail.
We denote by ∂ dim the coboundary of the 1-cochain dim(�, �′) = dim � ∩ �′

on Lag(n). It is explicitly given by

∂ dim(�, �′, �′′) = dim � ∩ �′ − dim � ∩ �′′ + dim �′ ∩ �′′

(see definition (9) in the Preface).

Definition 3.23.

(i) The function m : Lag∞(n) −→ Z defined by

m(�∞, �′∞) =
1
2
(µ(�∞, �′∞) + n + dim � ∩ �′) (3.33)

is called the “reduced ALM index” on Lag∞(n).
(ii) The function (Lag(n))3 −→ Z defined by

Inert(�, �′, �′′) =
1
2
(τ(�, �′, �′′) + n + ∂ dim(�, �′, �′′))

where τ is the signature is called the “index of inertia” of (�, �′, �′′).

That m(�∞, �′∞) is an integer follows from the congruence (3.29) in Propo-
sition 3.19 (Subsection 3.2.3). That Inert(�, �′, �′′) also is an integer follows from
the congruence (1.31) in Proposition 1.34 (Subsection 1.4.3). These congruences,
together with the antisymmetry of the signature τ moreover imply that

m(�∞, �′∞) + m(�′∞, �∞) = n + dim � ∩ �′ (3.34)

for all (�′∞, �∞) ∈ (Lag∞(n))2.

Proposition 3.24. The reduced ALM index has the following properties:

(i) For all (�∞, �′∞, �′′∞) ∈ (Lag∞(n))3,

m(�∞, �′∞)−m(�∞, �′′∞) + m(�′∞, �′′∞) = Inert(�, �′, �′′); (3.35)

(ii) Let β be the generator of π1[Lag(n)] whose natural image in Z is +1; then

m(βr�∞, βr′
�′∞) = m(�∞, �′∞) + r − r′ (3.36)

for all (r, r′) ∈ Z2.
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Proof. Formula (3.35) is equivalent to the property (3.18) of the ALM index.
Formula (3.36) follows from (3.31) in Corollary 3.22. �
Remark 3.25. Formula (3.36) shows that the range of the mapping

(�∞, �′∞) �−→ m(�∞, �′∞)

is all of Z.

Exercise 3.26. Check that Inert(�, �′, �′′) coincides with Leray’s index of inertia
defined at the beginning of Section 3.2 when � ∩ �′ = �′ ∩ �′′ = �′′ ∩ � = 0.

Let us state and prove the main result of this subsection:

Theorem 3.27. Let �α,∞ be an arbitrary element of Lag∞(n) and define a mapping

Φα : Lag∞(n) −→ Lag(n)× Z

by the formula

Φα(�∞) = (�, m(�∞, �α,∞)) , � = πLag(�∞).

(i) The mapping Φα is a bijection whose restriction to the subset {�∞ : �∩�α = 0}
of Lag∞(n) is a homeomorphism onto {� : � ∩ �α = 0} × Z.

(ii) The set of all bijections (Φα)�α,∞ form a system of local charts of Lag∞(n)
whose transitions Φαβ = ΦαΦ−1

β are the functions

Φαβ(�, λ) = (�, λ + Inert(�, �α, �β)−m(�α,∞, �β,∞)). (3.37)

Proof. (i) Assume that Φα(�∞) = Φα(�′∞); then � = �′ and m(�∞, �α,∞) =
m(�′∞, �α,∞). Let r ∈ Z be such that �′∞ = βr�∞ (β the generator of π1[Lag(n)]);
in view of formula (3.36) we have

m(�′∞, �α,∞) = m(βr�∞, �α,∞) = m(�∞, �α,∞) + r

hence r = 0 and �′∞ = �∞, so that Φα is injective. Let us show it is surjec-
tive. For (�, k) ∈ Lag(n) × Z choose �∞ ∈ Lag∞(n) such that � = πLag(�∞). If
m(�∞, �α,∞) = k we are done. If m(�∞, �α,∞) �= k replace �∞ by βr�∞ such that
m(�∞, �α,∞) + r = k (cf. Remark 3.25). The ALM index µ is locally constant on
the set

{(�∞, �′∞) : � ∩ �′ = 0} ⊂ (Lag∞(n))2

hence so is m; it follows that the restriction of Φα to {�∞ : � ∩ �α = 0} indeed is
a homeomorphism onto its image {� : � ∩ �α = 0} × Z.
(ii) The mapping Φαβ = ΦαΦ−1

β takes (�, λ) = (�, m(�∞, �β,∞)) to (�′, λ′) =
(�, m(�∞, �α,∞)) hence

Φαβ(�∞) = (�, λ + m(�∞, �α,∞)−m(�∞, �β,∞))

which is the same thing as (3.37) in view of formula (3.35). �

We are going to perform a similar identification for the universal covering of
the symplectic group; this will allow us to exhibit precise formulas for q-symplectic
geometry.
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3.3.2 The universal covering Sp∞(n)

Recall that the ALM index is Sp∞(n)-invariant:

µ(S∞�∞, S∞�′∞) = µ(�∞, �′∞)

for all (S∞, �∞, �′∞) ∈ Sp∞(n)× Lag2
∞(n) (Proposition 3.16, Subsection 3.2.1).

Definition 3.28. Let � ∈ Lag(n); the “Maslov index” on Sp∞(n) relative to � is the
mapping µ� : Sp∞(n) −→ Z defined by

µ�(S∞) = µ(S∞�∞, �∞) (3.38)

where �∞ is an arbitrary element of Lag∞(n) with projection πLag(�∞) = �.

This definition makes sense in view of the following observation: suppose that
we change �∞ into another element �′∞ with the same projection �. Then there
exists an integer m such that �∞ = βm�′∞ and

µ(S∞�∞, �∞) = µ(S∞(βr�′∞), βr�′∞)
= µ(S∞(βr�′∞), �′∞)− 2r

= µ(βr�′∞, S−1
∞ �′∞)− 2r

= µ(�′∞, S−1
∞ �′∞) + 2r − 2r

= µ(S∞�′∞, �′∞)

where we have used successively (3.31), (3.50), again (3.31), and finally the
Sp∞(n)-invariance (3.38) of the ALM index.

Here are a few properties which immediately follow from those of the ALM
index:

• In view of property (3.29) (Proposition 3.19) of the ALM index we have

µ�(S∞) ≡ n− dim(S� ∩ �) mod 2 (3.39)

for all S∞ ∈ Sp∞(n).

• The antisymmetry (3.19) of the ALM index implies that we have

µ�(S−1
∞ ) = −µ�(S∞) , µ�(I∞) = 0 (3.40)

(I∞ the unit of Sp∞(n)).

• Let α be the generator of π1[Sp(n)] ∼= (Z, +) whose image in Z is +1; then

µ�(αrS∞) = µ�(S∞) + 4r (3.41)

for every S∞ ∈ Sp(n) and r ∈ Z: this immediately follows from formula
(3.31) for the action of π1[Lag(n)] on the ALM index.

The following properties of µ� are immediate consequences of the characteristic
properties of the ALM index:
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Proposition 3.29.

(i) For all S∞, S′
∞ in Sp∞(n),

µ�(S∞S′
∞) = µ�(S∞) + µ�(S′

∞) + τ�(S, S′) (3.42)

where τ� : (Sp(n))2 −→ Z is defined by

τ�(S, S′) = τ(�, S�, SS′�). (3.43)

(ii) The function (S∞, �, �′) �−→ µ�(S)− τ(S�, �′, �′′) is locally constant on the set

{(S∞, �, �′) : S� ∩ �′′ = � ∩ �′′ = 0} ⊂ Sp∞(n)× (Lag(n))2;

in particular µ� is locally constant on {S∞ : dim(S� ∩ �) = 0}.
(iii) We have

µ�(S∞)− µ�′(S∞) = τ(S�, �, �′)− τ(S�, S�′, �′) (3.44)

for every S∞ ∈ Sp(n) and (�, �′) ∈ (Lag(n))2.

Proof. (i) By definition of µ�,

µ�(S∞S′
∞)− µ�(S∞)− µ�(S′

∞)
= µ(S∞S′

∞�∞, �∞)− µ(S∞�∞, �∞)− µ(S′
∞�∞, �∞)

that is, using the Sp∞(n)-invariance and the antisymmetry of µ:

µ�(S∞S′
∞)− µ�(S∞)− µ�(S′

∞) = µ(S∞S′
∞�∞, �∞) + µ(�∞, S∞�∞)

− µ(S∞S′
∞�∞, S∞�∞).

In view of the cocycle property ∂µ = π∗τ of the ALM index the right-hand side
of this equality is equal to

τ(SS′�, �, S�) = τ(�, S�, SS′�) = τ�(S, S′),

hence (3.42).

Property (ii) immediately follows from the two following observations: the ALM
index is locally constant on

{(�∞, �′∞) : � ∩ �′ = 0} ⊂ (Lag(n))2

and the signature τ(�, �′, �′′) is locally constant on

{(�, �′, �′′) : � ∩ �′ = �′ ∩ �′′ = �′′ ∩ � = 0} ⊂ (Lag(n))3.

(iii) Using again the property ∂µ = π∗τ and the Sp∞(n)-invariance of µ we have

µ(S∞�∞, �∞)− µ(S∞�∞, �′∞) + µ(S∞�∞, S∞�′∞) = τ(S�, �, �′),
µ(S∞�∞, S∞�′∞)− µ(S∞�∞, �′∞) + µ(S∞�′∞, �′∞) = τ(S�, S�′, �′)

which yields (3.44) subtracting the first identity from the second. �
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The practical calculation of µ�(S∞) does not always require the determina-
tion of an ALM index; formula (3.42) can often be used with profit. Here is an
example:

Example 3.30. Assume that n = 1. Let (−I)∞ be the homotopy class of the
symplectic path t �−→ eπtJ , 0 ≤ t ≤ 1, joining I to −I in Sp(1). We have (−I)2∞ =
α (the generator of π1[Sp(n)]), hence

µ�((−I)2∞) = µ�(α) = 4.

But (3.42) implies that

µ�((−I)2∞) = 2µ�((−I)∞) + τ(�, �, �) = 2µ�((−I)∞),

hence µ�((−I)∞) = 2.

It turns out that the properties (i) and (ii) of the Maslov index µ� listed in
Proposition 3.29 characterize that index. More precisely:

Proposition 3.31. Assume that µ′
� : Sp∞(n) −→ Z is locally constant on {S∞ :

dim(S� ∩ �) = 0} and satisfies

µ�(S∞S′
∞) = µ�(S∞) + µ�(S′

∞) + τ�(S, S′) (3.45)

for all S∞, S′∞ in Sp∞(n) (S = πSp(S∞), S′ = πSp(S′∞)). Then µ′
� = µ�.

Proof. The function δ� = µ� − µ′
� satisfies

δ�(S∞S′
∞) = δ�(S∞) + δ�(S′

∞)

and is locally constant on {S∞ : dim(S� ∩ �) = 0}. In view of Proposition 2.36
of Chapter 2 every S ∈ Sp(n) can be factorized as S = S1S2 with S1�0 ∩ �0 =
S2�0 ∩ �0 = 0; since

δ�(S∞) = δ�(S1,∞) + δ�(S2,∞)

it follows that δ� is actually constant on Sp∞(n); taking S∞ = S′
∞ we thus have

δ�(S∞) = 0 for all S∞ hence µ′
� = µ�. �

Exercise 3.32. Use the uniqueness property above to prove the conjugation formula

µ�((S′)−1S∞S′) = µS′�(S∞)

where (S′)−1S∞S′ denotes the homotopy class of the path t �−→ (S′)−1S(t)S′ if
S∞ is the homotopy class of a t �−→ S(t), 0 ≤ t ≤ 1 in Sp(n).

Let us mention the following result which will be proven in Chapter 7 (Lemma
7.24) in connection with the study of the metaplectic group: assume that � = �P
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and that S, S′ are free symplectic matrices. Writing S, S′, and S′′ = SS′ in block
matrix form

S =
[
A B
C D

]
, S′ =

[
A′ B′

C′ D′

]
, S′′ =

[
A′′ B′′

C′′ D′′

]
we have det(BB′) �= 0 and

τ(�P , S�P , SS′�P ) = sign(B−1B′′(B′)−1) = τ+ − τ− (3.46)

where τ± is the number of positive (resp. negative) eigenvalues of the symmetric
matrix B−1B′′(B′)−1.

For � ∈ Lag(n) define a function m� : Sp∞(n) −→ Z by

m�(S∞) =
1
2
(µ�(S∞) + n + dim(S� ∩ �)), (3.47)

that is
m�(S∞) = m(S∞�∞, �∞)

where �∞ has projection πLag(�∞) = �. Since m(�∞, �′∞) ∈ Z for all (�∞, �′∞) ∈
(Lag∞(n))2 it follows that m�(S∞) ∈ Sp∞(n).

Definition 3.33. The mapping m� : Sp∞(n) −→ Z defined by (3.47) is called the
reduced Maslov index on Sp∞(n) relatively to � ∈ Lag(n).

The properties of the reduced Maslov index immediately follow from those
of µ�; in particular (3.41) implies that

m�(αrS∞) = m�(S∞) + 2r (3.48)

for every integer r (α being the generator of π1[Sp(n)]). An immediate consequence
of (3.48) is that the value modulo 2 of m�(S∞) only depends on the projection
S = πSp(S∞). We will denote by m�(S) the corresponding equivalence class:

m ∈ m�(S)⇐⇒ m ≡ m�(S∞) mod 2.

The following result is the symplectic equivalent of Theorem 3.27; it identifies
Sp∞(n) with a subset of Sp(n)× Z:

Theorem 3.34. For �α ∈ Lag(n) define a mapping

Ψα : Sp∞(n) −→ Sp(n)× Z

by the formula
Ψα(S∞) = (S, m�α(S∞)).

(i) The mapping Ψα is a bijection

Sp∞(n) −→ {(S, m) : S ∈ Sp(n), m ∈ m�α(S)}
whose restriction to the subset {S∞ : S�α ∩ �α = 0 } is a homeomorphism
onto

Sp�α
(n) = {(S, m) : S ∈ Sp(n), S�α ∩ �α = 0 , m ∈ m�(S)}.
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(ii) The set of all bijections (Ψα)�α form a system of local charts of Sp∞(n) whose
transitions ΨαΨ−1

β are the functions

Ψαβ(S, m) = (S, m + Inert(S�α, �α, �β)− Inert(S�α, S�β, �β).

Proof. (i) By definition of m�(S) the range of Ψα consists of all pairs (S, m)
with m ∈ m�(S). Assume that (S, m�α(S∞)) = (S′, m�α(S′

∞)); then S = S′ and
S′
∞ = αrS∞ for some r ∈ Z (cf. the proof of (i) in Theorem 3.27). In view of

(3.48) we must have r = 0 and hence S∞ = S′∞ so that Ψα is injective.

(ii) It is identical to that of the corresponding properties in Theorem 3.27 and is
therefore left to the reader as an exercise. �

The theorem above allows us to describe in a precise way the composition
law of the universal covering group Sp∞(n):

Corollary 3.35. Let �α ∈ Lag(n). Identifying Sp∞(n) with the subset

{(S, m) : S ∈ Sp(n), m ∈ m�α(S)}
of Sp(n)× Z the composition law of Sp∞(n) is given by the formula

(S, m) ∗�α (S′, m′) = (SS′, m + m′ + Inert(�α, S�α, SS′�α). (3.49)

Proof. This is obvious since we have

m�α(S∞S′
∞) = m�α(S∞) + m�α(S′

∞) + Inert(�α, S�α, SS′�α)

in view of property (3.42) of µ� and definition (3.47) of m�. �

Let us now proceed to prove the main results of this section.

3.3.3 The action of Spq(n) on Lag2q(n)

Let St(�P ) be the isotropy subgroup of �P = 0 × Rn
p in Sp(n): S ∈ St(�P ) if and

only if S ∈ Sp(n) and S�P = �P . The fibration

Sp(n)/ St(�P ) = Lag(n)

defines an isomorphism

Z ∼= π1[Sp(n)] −→ π1[Lag(n)] ∼= Z

which is multiplication by 2 on Z. It follows that the action of Sp(n) on Lag(n)
can be lifted to a transitive action of the universal covering Sp∞(n) on the Maslov
bundle Lag∞(n) such that

(αS∞)�∞ = β2(S∞�∞) = S∞(β2�∞) (3.50)

for all (S∞, �∞) ∈ Sp∞(n) × Lag∞(n); as previously α (resp. β) is the generator
of π1[Sp(n)] (resp. π1[Lag(n)]) whose natural image in Z is +1.
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The following theorem describes ∞-symplectic geometry:

Theorem 3.36. Let �α ∈ Lag(n). Identifying Sp∞(n) with the subset

{(S, m) : S ∈ Sp(n), m ∈ m�α(S)}

of Sp(n)×Z defined in Theorem 3.34 and Lag∞(n) with Lag(n)×Z as in Theorem
3.27, the action of Sp∞(n) on Lag∞(n) is given by the formula

(S, m) ·�α (�, λ) = (S�, m + λ− Inert(S�, S�α, �α)). (3.51)

Proof. We have λ=m(�∞,�α,∞) for some �∞ covering �, and m=m(S∞�α,∞,�α,∞)
for some S∞ covering S. Let us define the integer ∂ by the condition

m + λ + δ = m(S∞�∞, �α,∞),

that is
δ = m(S∞�∞, �α,∞)−m(�∞, �α,∞)−m(S∞�α,∞, �α,∞).

We have to show that
δ = − Inert(S�, S�α, �α). (3.52)

In view of the Sp∞(n)-invariance of the reduced ALM index we have
m(�∞, �α,∞) = m(S∞�∞, S∞�α,∞) and hence

δ = m(S∞�∞, �α,∞)−m(S∞�∞, S∞�α,∞)−m(S∞�α,∞, �α,∞);

on the other hand

m(S∞�α,∞, �α,∞) + m(�α,∞, S∞�α,∞) = n + dim(S�α ∩ �α)

(formula (3.34)) so that

δ = m(S∞�∞, �α,∞)−m(S∞�∞, S∞�α,∞) + m(�α,∞, S∞�α,∞)
− n− dim(S�α ∩ �α).

Using property (3.35) of m this can be rewritten

δ = Inert(S�, �α, S�α)− n− dim(S�α ∩ �α).

The equality (3.52), follows noting that by definition of the index of inertia and
the antisymmetry of τ

Inert(S�, �α, S�α)− n− dim(S�α ∩ �α) = − Inert(S�, S�α, �α). �

Recall that there is an isomorphism

Z ∼= π1[Sp(n)] −→ π1[Lag(n)] ∼= Z
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which is multiplication by 2 on Z; in fact (formula (3.50))

(αS∞)�∞ = β2(S∞�∞) = S∞(β2�∞)

for all (S∞, �∞) ∈ Sp∞(n) × Lag∞(n). Also recall that the ALM and Maslov
indices satisfy

µ(βr�∞, βr′
�′∞) = µ(�∞, �′∞) + 4(r − r′)

(formula (3.31) and
µ�(αrS∞) = µ�(S∞) + 2r

(formula (3.41) for all integers r and r′.
Let now q be an integer, q ≥ 1. We have

π1[Lag(n)] = {βk : k ∈ Z}
hence (see Appendix B)

Lagq(n) = Lag(n)/{βqk : k ∈ Z}. (3.53)

Similarly, since
π1[Sp(n)] = {αk : k ∈ Z}

we have
Spq(n) = Sp(n)/{αqk : k ∈ Z}. (3.54)

Let us now identify π1[Lag(n)] with Z; recalling that the natural homomorphism
π1[Sp(n)] −→ π1[Lag(n)] is multiplication by 2 in Z (cf. formula (3.50) π1[Sp(n)]
is then identified with 2Z. This leads us, taking (3.53) and (3.54) into account, to
the identifications

Lagq(n) ≡ Lag∞(n)/qZ , Spq(n) ≡ Sp∞(n)/2qZ. (3.55)

The ALM index on Lagq(n) is now defined as being the function

[µ]q : (Lagq(n))2 −→ Zq = Z/qZ

given by
[µ]q(�(q), �

′
(q)) = µ(�∞, �′∞) mod q

if (�∞, �′∞) ∈ (Lag∞(n))2 covers (�(q), �
′
(q)) ∈ Lagq(n))2; similarly the Maslov index

relative to � ∈ Lag(n) on Spq(n) is the function

[µ�]2q : Spq(n) −→ Z2q = Z/2qZ

defined by
[µ�]2q(S(q)) = µ�(S∞) mod 2q

if S∞ ∈ Sp∞(n) covers S(q) ∈ Spq(n).
Exactly as was the case for∞-symplectic geometry the study of q-symplectic

geometry requires the use of reduced indices :
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Definition 3.37. The reduced ALM index on Lag2q(n) is defined by

[m]2q(�(q), �′(q)) = m(�∞, �′∞) mod 2q

and the reduced Maslov index [m�]2q on Spq(n) by

[m�]2q(S(q)) = m�(S∞) mod 2q.

Let us denote by [r]2q the equivalence class modulo 2q of r ∈ Z. Corollary
3.35 and Theorem 3.36 immediately imply that:

Corollary 3.38. Let �α ∈ Lag(n) and identify Spq(n) with the subset

{(S, m) : S ∈ Sp(n), m ∈ m�α(S)}

of Sp(n)× Z2q equipped with the composition law

(S, [m]2q) ∗�α (S′, [m′]2q) = (SS′, [m + m′ + Inert(�α, S�α, SS′�α)]2q)

and Lag2q(n) with Lag(n)× Z2q. The action of Spq(n) on Lag2q(n) is then given
by the formula

(S, [m]2q) ·�α (�, [λ]2q) = (S�, [m + λ− Inert(S�, �, �α)]2q).

We have now achieved our goal which was to describe the algebraic structure
of q-symplectic geometry.

A related interesting notion, to which we will come back later, is that of
q-orientation of a Lagrangian plane. Recall that we mentioned in the beginning of
this chapter that the action of Sp(n) on Lag(n) automatically induces an action

Sp(n)× Lag2(n) −→ Lag2(n)

(“1-symplectic geometry”) since linear symplectic transformations have determi-
nant 1 and are thus preserving the orientation of Lagrangian planes. If we view
the datum of an element �(±) of Lag2(n) as the choice of an orientation of the
Lagrangian plane � ∈ Lag(n) it covers, the following definition makes sense:

Definition 3.39. Let � ∈ Lag(n). A q-orientation of � is the datum of an ele-
ment �(q) of Lag2q(n) covering �. (Every Lagrangian plane thus has exactly 2q
q-orientations).

This definition is at first sight rather artificial. It is however not a useless
extension of the notion of orientation; it will play an important role in the under-
standing of the Maslov quantization of Lagrangian manifold.

Notice that the action of Spq(n) on a q-oriented Lagrangian plane preserves
its q-orientation: this is one of the main interests of q-symplectic geometry, and
justifies a posteriori the title of this chapter.



Chapter 4

Intersection Indices
in Lag(n) and Sp(n)

In this chapter we generalize the notion of Maslov index to arbitrary paths (not
just loops) in Lag(n) and Sp(n). We will study two (related) constructions of these
“intersection indices”: the Lagrangian and symplectic “Maslov indices”, which
extend the usual notion of Maslov index for loops to arbitrary paths in Lag(n)
and Sp(n), and which are directly related to the notion of “spectral flow”, and
the Conley–Zehnder index, which plays a crucial role in Morse theory, and its
applications to mathematical physics (we will apply the latter to a precise study
of metaplectic operators in Chapter 7).

The results in the two first sections are taken from de Gosson [63] and de
Gosson and de Gosson [67]. For applications to Morse theory and to functional
analysis, see Booss–Bavnbek and Furutani [14], Javaloyes and Piccione [130], Nos-
tre Marques et al. [131]

4.1 Lagrangian Paths

A Lagrangian path is a continuous mapping Λ: [0,1]−→Sp(n); the vocation of a La-
grangian intersection index is to keep a precise account of the way that path inter-
sects a given locus (or “Maslov cycle”) in Lag(n). It can be viewed as a generaliza-
tion of the usual Maslov index in Lag(n), to which it reduces (up to the factor two)
when Λ is a loop. We begin by briefly discussing the notion of stratum in Lag(n).

4.1.1 The strata of Lag(n)

Let Mm be a m-dimensional topological manifold. A stratification of Mm is a
partition of Mm in a family {Mk

α}α∈A of connected submanifolds (“strata”) of
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dimension k ≤ m such that:

• The family {Mk
α}α∈A is a locally finite partition of Mm;

• If Mk
α ∩Mk′

α′ �= ∅ for α �= α′ then Mk
α ⊂ Mk′

α′ and k ≤ k′;

• Mk
α \Mk

α is a disjoint union of strata of dimension < k.

It turns out that to every Lagrangian plane � we can associate a natural stratifi-
cation of Lag(n):

For � ∈ Lag(n) and 0 ≤ k ≤ n set

Lag�(n, k) = {�′ ∈ Lag(n) : dim � ∩ �′ = k} .

We will call Lag�(n; k) the stratum of Lag(n) of order k, relative to the Lagrangian
plane �. Clearly

Lag�(n; k) ∩ Lag�(n; k′) = ∅ if k �= k′

and
Lag(n) = ∪0≤k≤n Lag�(n; k).

One proves (see, e.g., Trèves [164]; also see Robbin and Salamon [135]) that the sets
Lag�(n, k) form a stratification of Lag(n); moreover Lag�(n; 0) is an open subset
of Lag(n) and the sets Lag�(n; k) are, for 0 ≤ k ≤ n, connected submanifolds of
Lag(n) with codimension k(k + 1)/2.

Definition 4.1. The closed set

Σ� = Lag(n) \ Lag�(n; 0) = Lag�(n, 1)

is called the “Maslov cycle relative to �”: it is the set of Lagrangians that are not
transverse to �. When � = �P we call Σ� simply the “Maslov cycle”, and denote it
by Σ.

Let us now enunciate a system of “reasonable” axioms that should be satisfied
by a generalization of the Maslov index for loops.

4.1.2 The Lagrangian intersection index

The definition we give here is sightly more general than those of, for instance,
Robbin and Salamon [135]. We do not in particular impose from the beginning
any “dimensional additivity”; this property is however satisfied by the explicit
indices we construct in the next subsection.

Let C(Lag(n)) be the set of continuous paths Λ : [0, 1] −→ Lag(n). If Λ and
Λ′ are two consecutive paths (i.e., if Λ(1) = Λ′(0)) we shall denote by Λ ∗ Λ′ the
concatenation of Λ and Λ′, that is, the path Λ followed by the path Λ′:

Λ ∗ Λ′(t) =

{
Λ(2t) if 0 ≤ t ≤ 1

2 ,

Λ′(2t− 1) if 1
2 ≤ t ≤ 1.



4.1. Lagrangian Paths 97

We will use the notation Λo for the inverse of the path Λ:

Λo(t) = Λ(1− t) , 0 ≤ t ≤ 1.

Finally, we shall write Λ ∼ Λ′ when the paths Λ and Λ′ are homotopic with fixed
endpoints.

Definition 4.2. A “Lagrangian intersection index” is a mapping

µLag : C(Lag(n))× Lag(n) −→ Z,

(Λ, �) �−→ µLag(Λ, �)

having the following four properties:

(L1) Homotopy invariance: If the paths Λ and Λ′ have the same endpoints, then
µLag(Λ, �) = µLag(Λ′, �) if and only if Λ ∼ Λ′;

(L2) Additivity under composition: if Λ and Λ′ are two consecutive paths, then

µLag(Λ ∗ Λ′, �) = µLag(Λ, �) + µLag(Λ′, �)

for every � ∈ Lag(n);

(L3) Zero in strata: if the path Λ remains in the same stratum Lag�(n; k), then
µLag(Λ, �) is zero:

dim(Λ(t) ∩ �) = k (0 ≤ t ≤ 1) =⇒ µLag(Λ, �) = 0;

(L4) Restriction to loops: if γ is a loop in Lag(n) then

µLag(γ, �) = 2m(γ)

(m(γ) the Maslov index of γ) for every � ∈ Lag g(n).

We note in particular that the axioms (L2) and (L4) imply that an intersection
index is antisymmetric in the sense that

µLag(Λo, �) = −µLag(Λ, �). (4.1)

Indeed, by (L2) we have

µLag(Λ ∗ Λo, �) = µLag(Λ, �) + µLag(Λo, �)

and since the loop Λ ∗ Λo = γ is homotopic to a point (L4) implies that

µLag(Λ ∗ Λo, �) = 2m(γ) = 0.

The system of axioms (L1)–(L4) is in fact equivalent to the system of axioms
obtained by replacing (L1) by the apparently stronger condition (4.2) below. Let
us first define the notion of “homotopy in strata”:
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Definition 4.3. Two Lagrangian paths Λ and Λ′ are said to be “homotopic in
the strata relative to �” (denoted Λ ≈� Λ′) if there exist a continuous mapping
h : [0, 1]× [0, 1] −→ Lag(n) such that

h(t, 0) = Λ(t) , h(t, 1) = Λ′(t) for 0 ≤ t ≤ 1

and two integers k0, k1 (0 ≤ k0, k1 ≤ n) such that

h(0, s) ∈ Lag�(n; k0) and h(1, s) ∈ Lag�(n; k1) for 0 ≤ s ≤ 1.

Intuitively Λ ≈� Λ means that Λ and Λ′ are homotopic in the usual sense
and that the endpoints Λ(0) and Λ′(0) (resp. Λ(1) and Λ′(1)) remain in the same
stratum during the homotopy taking Λ to Λ′.

The intersection indices µLag have the following property that strengthens (L1):

Proposition 4.4. If the paths Λ and Λ′ are homotopic in strata relative to �, then
µLag(Λ, �) = µLag(Λ′, �):

Λ ≈� Λ′ =⇒ µLag(Λ, �) = µLag(Λ′, �). (4.2)

Proof. Suppose that Λ ≈� Λ′ and define the paths ε0 and ε1 joining Λ′(0) to
Λ(0) and Λ(1) to Λ′(1), respectively, by ε0(s) = h(0, 1 − s) and ε1(s) = h(1, s)
(0 ≤ s ≤ 1). Then Λ ∗ ε1 ∗Λ′−1 ∗ ε0 is homotopic to a point, and hence, in view of
(L2) and (L4):

µLag(Λ, �) + µLag(ε1, �) + µLag(Λ′−1, �) + µLag(ε0, �) = 0.

But, in view of (L3),
µLag(ε1, �) = µLag(ε0, �) = 0

and thus
µLag(Λ, �) + µLag(Λ′−1, �) = 0;

the conclusion now follows from the antisymmetry property (4.1). �

We will not discuss the uniqueness of an index defined by the axioms above;
the interested reader is referred to Serge de Gosson’s thesis [74] for a study of this
question.

Let us next construct explicitly a Lagrangian intersection index using the
properties of the ALM index studied in the previous chapter.

4.1.3 Explicit construction of a Lagrangian intersection index

Our approach is purely topological, and does not appeal to any differentiability
conditions for the involved paths, as opposed to the construction given in, for
instance, Robbin and Salamon [134].
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Theorem 4.5. For (Λ12, �) ∈ C(Lag(n)) × Lag(n) let us define �∞, �1,∞ and �2,∞
in the following way:

(i) �∞ is an arbitrary element of Lag∞(n) covering �;
(ii) �1,∞ is the equivalence class of an arbitrary path Λ01 ∈ C(Lag(n)) joining �0

to �1;
(iii) �2,∞ is the equivalence class of Λ02 = Λ01 ∗ Λ12 .

Then the formula

µLag(Λ12, �) = µ(�2,∞, �∞)− µ(�1,∞, �∞) (4.3)

defines an intersection index on Lag(n).

Proof. Let us first show that µLag(Λ12, �) is independent of the choice of the ele-
ment �∞ of Lag∞(n) covering �. Assume in fact that

πLag(�′∞) = πLag(�∞) = �;

then there exists r ∈ Z such that �′∞ = βr�∞ (β is as usual the generator of
π1[Lag(n)]) and hence

µ(�2,∞, �′∞) = µ(�2,∞, �∞)− 2r , µ(�1,∞, �′∞) = µ(�1,∞, �∞)− 2r

in view of property (3.31) of the ALM index; it follows that

µ(�2,∞, �′∞)− µ(�1,∞, �′1,∞) = µ(�2,∞, �∞)− µ(�1,∞, �∞).

Let us next show that µLag(Λ12, �) is also independent of the choice of Λ01 and
hence of the choice of the element �1,∞ such that πLag(�1,∞) = �1. Let us replace
Λ01 by a path Λ′

01 with same attributes and such that �′1,∞ = βr�1,∞; �2,∞ will
thus be replaced by �′2,∞ = βr�2,∞. Using again (3.31) we have

µ(�′2,∞, �∞)− µ(�′1,∞, �∞) = µ(�2,∞, �∞)− µ(�1,∞, �∞),

hence our claim. It remains to prove that the function µLag defined by (4.3) satisfies
the axioms (L1)–(L4). Axiom L1. Let us replace the path Λ12 by any path Λ′

12

homotopic (with fixed endpoints) to Λ12. Then Λ02 = Λ01 ∗ Λ12 is replaced by a
homotopic path Λ′

02 = Λ01 ∗ Λ′
12 and the homotopy class �2,∞ does not change.

Consequently, µLag(Λ′
12, �) = µLag(Λ12, �). Axiom L2. Consider two consecutive

paths Λ12 and Λ23. By definition

µLag(Λ23, �) = µ(�3,∞, �∞)− µ(�′2,∞, �∞)

where �′2,∞ is the homotopy class of an arbitrary path Λ′
02 and �3,∞ that of Λ′

02 ∗
Λ23. Let us choose Λ′

02 = Λ02. Then �′2,∞ = �2,∞ and

µLag(Λ12, �) + µLag(Λ23, �) = µ(�2,∞, �∞)− µ(�1,∞, �∞)
+ µ(�3,∞, �∞)− µ(�2,∞, �∞),
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that is
µLag(Λ12, �) + µLag(Λ23, �) = µLag(Λ13, �)

which we set out to prove. Axiom L3. Let Λ12 be a path in the stratum Lag�(n; k)
and denote by �∞(t) the equivalence class of Λ01 ∗Λ12(t) for 0 ≤ t ≤ 1. The map-
ping t �−→ �∞(t) being continuous, the composition mapping t �−→ µ(�∞(t), �∞) is
locally constant on the interval [0, 1]. It follows that it is constant on that interval
since Lag�(n; k) is connected; its value is

µ(�∞(0), �∞) = µ(�∞(1), �∞)

hence µ(Λ12, �) = 0. Axiom L4. Let γ ∈ π1[Lag(n), �0)]. In view of formula (3.32)
in Corollary 3.22 we have the equality

µLag(γ, �) = µ(γ�0,∞, �∞)− µ(�0,∞, �∞) = 2m(γ)

which concludes the proof. �

Let us now proceed to the study of symplectic intersection indices.

4.2 Symplectic Intersection Indices

The theory of symplectic intersection indices is analogue to the Lagrangian case;
in fact each theory can be deduced from the other. For the sake of clarity we
however treat the symplectic case independently. For different points of view and
deep applications to the theory of Hamiltonian periodic orbits see the monographs
by Ekeland [39] and Long [113].

4.2.1 The strata of Sp(n)

Similar definitions are easy to give for the symplectic group Sp(n). For � ∈ Lag(n)
and k an integer we call the set

Sp�(n; k) = {S ∈ Sp(n) : dimS� ∩ � = k}
the stratum of Sp(n) of order k, relative to the Lagrangian plane �. The sets
Sp�(n; k) indeed form a stratification of the Lie group Sp(n); clearly Sp�(n; k) is
empty for k < 0 or k > n, and we have

Sp�(n; 0) = St(�)

(the stabilizer of � in Sp(n)). We have of course

Sp(n) = ∪0≤k≤n Sp�(n; k).

The strata Sp�(n; k) are not in general connected:

Exercise 4.6. Show directly that Sp�(n; 0) has two connected components.

Exercise 4.7. Show that Sp�(n; k) is a submanifold of Sp(n) with codimension
k(k + 1)/2. [Hint: it is sufficient to prove this for � = �P ; then use block matrices.]
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4.2.2 Construction of a symplectic intersection index

Let us now define symplectic intersection indices. We denote by C(Sp(n)) the set
of continuous paths [0, 1] −→ Sp(n):

C(Sp(n)) = C0([0, 1], Sp(n)).

Definition 4.8. A symplectic intersection index is a mapping

µSp : C(Sp(n))× Lag(n) −→ Z,

(Σ, �) �−→ µSp(Σ, �)

satisfying the following four axioms:

(S1) Homotopy invariance: if the symplectic paths Σ and Σ′ are homotopic with
fixed endpoints, then µSp(Σ, �) = µSp(Σ′, �) for all � ∈ Lag(n).

(S2) Additivity under concatenation: if Σ and Σ′ are two consecutive symplectic
paths, then

µSp(Σ ∗ Σ′, �) = µSp(Σ, �) + µSp(Σ′, �)

for all � ∈ Lag(n).

(S3) Zero in strata: if Σ and � are such that Im(Σ�) ⊂ Lag�(n), then µSp(Σ, �) = 0.

(S4) Restriction to loops: is ψ is a loop in Sp(n), then

µSp(ψ, �) = 2m(ψ�)

for all � ∈ Lag(n); m(ψ�) is the Maslov index of the loop t �−→ ψ(t)� in
Lag(n).

The following exercise proposes a symplectic version of Proposition 4.4:

Exercise 4.9. Show that if the symplectic paths Σ and Σ′ are such that Σ� and
Σ′� are homotopic in strata relative to �, then µSp(Σ, �) = µSp(Σ′, �).

The data of an intersection index on Lag(n) is equivalent to that of an inter-
section index on Sp(n). Indeed, let µLag be an intersection index on Lag(n) and
let Σ ∈ C(Sp(n)) be a symplectic path. Then the function

C(Sp(n))× Lag(n) � (Σ, �) �−→ µ(Σ�, �) ∈ Z (4.4)

(Σ� being the path t �−→ Σ(t)�) is an intersection index on Sp(n).
Conversely, to each intersection index µSp we may associate an intersection

index µLag on Lag(n) in the following way. For each � ∈ Lag(n) we have a fibration

Sp(n) −→ Sp(n)/ St(�) = Lag(n)

(St(�) the stabilizer of � in Sp(n)), hence, every path Λ ∈ C(Lag(n)) can be lifted
to a path ΣΛ ∈ C(Sp(n)) such that Λ = ΣA�. One verifies that the mapping

µLag : C(Lag(n)) × Lag(n) −→ Z
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defined by
(Λ, �) �−→ µSp(ΣΛ, �)

is an intersection index on Lag(n).
In Theorem 4.5 we expressed a Lagrangian intersection index as the differ-

ence between two values of the ALM index. A similar result holds for symplectic
intersection indices:

Proposition 4.10. Let Σ12 ∈ C(Sp(n)) be a symplectic path joining S1 to S2 in
Sp(n). Let S1,∞ be an arbitrary element of Sp∞(n) covering S1 and S2,∞ the
homotopy class of Σ01 ∗ Σ12 (Σ01 a representative of S1,∞). The function µSp :
C(Sp(n)) −→ Z defined by

µSp(Σ12, �) = µ�(S2,∞)− µ�(S1,∞) (4.5)

is an intersection index on Sp(n).

Proof. Consider �∞ to be the homotopy class of an arbitrary path Λ joining �0

(the base point of Lag(n)∞) to �. We have

S1,∞�∞ = class [t �−→ Σ01(t)Λ(t), 0 ≤ t ≤ 1]

(where “class” means “equivalence class of”) and

S2,∞�∞ = class

[
t �−→

{
Σ01(2t)Λ(2t), 0 ≤ t ≤ 1

2

Σ12(2t− 1)Λ(2t− 1), 1
2 ≤ t ≤ 1

]

hence, using (4.4) and (4.3),

µSp(Σ12, �) = µLag(n)(Σ12�, �) = µ∞(S2,∞�∞, �∞)− µ∞(S1,∞�∞, �∞)

which is (4.5). �

Let us illustrate the notions studied above on a simple example.

4.2.3 Example: spectral flows

Here is a simple application of the constructions above. Let (A(t))0≤t≤1 be a
family of real symmetric matrices of order n depending continuously on t ∈ [0, 1].
By definition the “spectral flow” of (A(t))0≤t≤1 is the integer

SF(A(t))0≤t≤1 = signA(1)− signA(0) (4.6)

where signA(t) is the difference between the number of eigenvalues > 0 and the
number of eigenvalues < 0 of A(t).

We have the following result, which has been established in a particular
case by Duistermaat [34], and which relates the spectral flow to the notions of
Lagrangian and symplectic intersection indices:
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Proposition 4.11. Let Λ be the Lagrangian path associated to the family (A(t))0≤t≤1

by
Λ(t) = {(x, A(t)x) : x ∈ Rn} , 0 ≤ t ≤ 1. (4.7)

Then the spectral flow of (A(t))0≤t≤1 is given by

SF(A(t))0≤t≤1 = µLag(Λ, �X) (4.8)

or, equivalently
SF(A(t))0≤t≤1 = µSp(Σ, �X) (4.9)

where ΣA the symplectic path defined by

Σ(t) = V−A(t) =
[

I 0
A(t) I

]
for 0 ≤ t ≤ 1.

Proof. Formula (4.9) follows immediately from formula (4.8) observing that[
I 0

A(t) I

] [
x
0

]
=

[
x

A(t)x

]
.

To prove formula (4.8) we begin by noting that dim(Λ(t) ∩ �P ) = n for 0 ≤ t ≤ 1,
and hence

µ̄Lag(Λ, �P ) = 0 (4.10)

in view of the axiom (L3) of nullity in the strata. By definition of µLag we have,
with obvious notation,

µLag(Λ, �X) = µ(Λ(1)∞, �X,∞)− µ(Λ(0)∞, �X,∞).

In view of the property ∂µ = τ of the ALM index,

µ(Λ(t)∞, �X,∞)− µ(Λ(t)∞, �P,∞) = −µ(�X,∞, �P,∞) + τ(Λ(t), �X , �P )

for 0 ≤ t ≤ 1, and hence, taking (4.10) into account,

µLag(Λ, �X) = τ(Λ(1), �X , �P )− τ(Λ(0), �X , �P )
= τ(�P , Λ(1), �X)− (�P , Λ(1), �X).

In view of formula (1.24) in Corollary 1.31 (Subsection 1.4.1) we have

τ(�P , Λ(t), �X) = sign(A(t))

and formula (4.8) follows. �

The result above is rather trivial in the sense that the spectral flow (4.6)
depends only on the extreme values A(1) and A(0). The situation is however
far more complicated in the case of infinite-dimensional symplectic spaces and
its analysis requires elaborated functional analytical techniques (see for instance
Booss–Bavnbek and Furutani [14]).
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4.3 The Conley–Zehnder Index

Here is another type of symplectic intersection index, due to Conley and Zehnder
[25] (also see Hofer et al. [90]). We will use it in the study of the Weyl representation
of the metaplectic group in Chapter 7 (Subsection 7.4.2). It also plays an important
role in the Gutzwiller theory [86] of semiclassical quantization of classically chaotic
Hamiltonian systems and in the theory of periodic Hamiltonian orbits and related
topics (such as Morse theory and Floer homology).

4.3.1 Definition of the Conley–Zehnder index

Let Σ be a continuous path [0, 1] −→ Sp(n) such that Σ(0) = I and det(Σ(1)−I) �=
0. Loosely speaking, the Conley–Zehnder index [25, 90] counts algebraically the
number of times this path crosses the locus

Sp0(n) = {S : det(S − I) = 0}.

To give a more precise definition we need some additional notation. Let us define

Sp+(n) = {S : det(S − I) > 0},
Sp−(n) = {S : det(S − I) < 0}.

These sets partition Sp(n), and Sp+(n) and Sp−(n) are moreover arcwise con-
nected (this is proven in [25]); the symplectic matrices S+ = −I and

S− =
[
L 0
0 L−1

]
, L = diag[2,−1, . . . ,−1]

belong to Sp+(n) and Sp−(n), respectively.
Let us denote by ρ the mapping Sp(n) −→ S1 defined as follows:

S ∈ Sp(n) �−→ U = S(ST S)−1/2 ∈ U(n) �−→ detC U ∈ S1

where

detC U = det(A + iB) if U =
[
A −B
B A

]
.

We obviously have ρ(S+) = (−1)n and ρ(S−) = (−1)n−1.
We now have all we need to define the Conley–Zehnder index. Let us denote

by C±(2n, R) the space of all paths Σ : [0, 1] −→ Sp(n) with Σ(0) = I and
Σ(1) ∈ Sp±(n). Any such path can be extended into a path Σ̃ : [0, 2] −→ Sp(n)
such that Σ̃(t) ∈ Sp±(n) for 1 ≤ t ≤ 2 and Σ̃(2) = S+ or Σ̃(2) = S−. The
orthogonal part of the polar decomposition of Σ̃(t) is given by the formula

U(t) = Σ̃(t)(Σ̃(t)T Σ̃(t))−1/2
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(cf. the definition of the Maslov index on Sp(n), formula (3.12)). When t varies
from 0 to 2 the complex number detC U(t) = eiθ(t) varies from eiθ(0) = 1 to
eiθ(2) = ±1 so that θ(2) ∈ πZ.

Definition 4.12. The mapping iCZ : C±(2n, R) −→ Z defined by

iCZ(Σ) =
θ(2)
π

is called the Conley–Zehnder index on C±(2n, R).

It turns out that iCZ(Σ) is invariant under homotopy as long as the endpoint
S = Σ(1) remains in Sp±(n); in particular it does not change under homotopies
with fixed endpoints so we may view iCZ as defined on the subset

Sp∗
∞(n) = {S∞ : det(S − I) �= 0}

of the universal covering group Sp∞(n). With this convention one proves (see [90])
that the Conley–Zehnder index is the unique mapping iCZ : Sp∗

∞(n) −→ Z having
the following properties:

(CZ1) Antisymmetry: For every S∞ we have

iCZ(S−1
∞ ) = −iCZ(S∞) (4.11)

where S−1
∞ is the homotopy class of the path t �−→ S−1

t ;

(CZ2) Continuity: Let Σ be a symplectic path representing S∞ and Σ′ a path
joining S to an element S′ belonging to the same component Sp±(n) as
S. Let S′

∞ be the homotopy class of Σ ∗ Σ′. We have

iCZ(S∞) = iCZ(S′
∞); (4.12)

(CZ3) Action of π1[Sp(n)]:

iCZ(αrS∞) = iCZ(S∞) + 2r (4.13)

for every r ∈ Z.

The uniqueness of a mapping Sp∗
∞(n) −→ Z satisfying these properties is actually

rather obvious: suppose i′CZ : Sp∗
∞(n) −→ Z has the same properties and set

δ = iCZ − i′CZ. In view of (CZ3) we have δ(αrS∞) = δ(S∞) for all r ∈ Z hence
δ is defined on Sp∗(n) = Sp+(n) ∪ Sp−(n) so that δ(S∞) = δ(S) where S = S1,
the endpoint of the path t �−→ St. Property (CZ2) implies that this function
Sp∗(n) −→ Z is constant on both Sp+(n) and Sp−(n). We next observe that since
detS = 1 we have det(S−1 − I) = det(S − I) so that S and S−1 always belong
to the same set Sp+(n) or Sp−(n) if det(S − I) �= 0. Property (CZ1) then implies
that δ must be zero on both Sp+(n) or Sp−(n).
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One proves that the Conley–Zehnder in addition satisfies:

(CZ4) Normalization: Let J1 be the standard symplectic matrix in Sp(1). If
S1 is the path t −→ eπtJ1 (0 ≤ t ≤ 1) joining I to −I in Sp(1), then
iCZ,1(S1,∞) = 1 (iCZ,1 the Conley–Zehnder index on Sp(1));

(CZ5) Dimensional additivity: if S1,∞ ∈ Sp∗
∞(n1), S2,∞ ∈ Sp∗

∞(n2), n1 +n2 = n,
then

iCZ(S1,∞ ⊕ S2,∞) = iCZ,1(S1,∞) + iCZ,2(S2,∞)

where iCZ,j is the Conley–Zehnder index on Sp(nj), j = 1, 2.

These properties will actually easily follow from the properties of the extended
index we will construct. Let us first introduce a useful notion of Cayley transform
for symplectic matrices.

4.3.2 The symplectic Cayley transform

Our extension of the index iCZ requires a notion of Cayley transform for symplectic
matrices.

Definition 4.13. If S ∈ Sp(n), det(S − I) �= 0, we call the matrix

MS = 1
2J(S + I)(S − I)−1 (4.14)

the “symplectic Cayley transform of S”. Equivalently:

MS = 1
2J + J(S − I)−1. (4.15)

It is straightforward to check that MS always is a symmetric matrix: MS =
MT

S . In fact:

MT
S = − 1

2J − (ST − I)−1J = − 1
2J + (JST − J)−1,

that is, since JST = S−1J and (S−1 − I)−1 = (I − S)−1S:

MT
S = − 1

2J + (S−1J − J)−1 = − 1
2J − J(I − S)−1S.

Noting the trivial identity (I − S)−1S = −I + (I − S)−1 we finally obtain

MT
S = 1

2J − J(I − S)−1 = MS .

The symplectic Cayley transform has the following properties:

Lemma 4.14.

(i) We have
(MS + MS′)−1 = −(S′ − I)(SS′ − I)−1(S − I)J (4.16)
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and the symplectic Cayley transform of the product SS′ is (when defined )
given by the formula

MSS′ = MS + (ST − I)−1J(MS + MS′)−1J(S − I)−1. (4.17)

(ii) The symplectic Cayley transform of S and S−1 are related by

MS−1 = −MS. (4.18)

Proof. (i) We begin by noting that (4.15) implies that

MS + MS′ = J(I + (S − I)−1 + (S′ − I)−1), (4.19)

hence the identity (4.16). In fact, writing SS′ − I = S(S′ − I) + S − I, we have

(S′ − I)(SS′ − I)−1(S − I) = (S′ − I)(S(S′ − I) + S − I)−1(S − I)

= ((S − I)−1S(S′ − I)(S′ − I)−1 + (S′ − I)−1)−1

= ((S − I)−1S + (S′ − I)−1)

= I + (S − I)−1 + (S′ − I)−1;

the equality (4.16) follows in view of (4.19). Let us prove (4.17); equivalently

MS + M = MSS′ (4.20)

where M is the matrix defined by

M = (ST − I)−1J(MS + MS′)−1J(S − I)−1

that is, in view of (4.16),

M = (ST − I)−1J(S′ − I)(SS′ − I)−1.

Using the obvious relations ST = −JS−1J and (−S−1 + I)−1 = S(S − I)−1 we
have

M = (ST − I)−1J(S′ − I)(SS′ − I)−1

= −J(−S−1 + I)−1(S′ − I)(SS′ − I)−1

= −JS(S − I)−1(S′ − I)(SS′ − I)−1

that is, writing S = S − I + I,

M = −J(S′ − I)(SS′ − I)−1 − J(S − I)−1(S′ − I)(SS′ − I)−1.

Replacing MS by its value (4.15) we have

MS + M

= J(1
2I + (S − I)−1 − (S′ − I)(SS′ − I)−1 − (S − I)−1(S′ − I)(SS′ − I)−1);



108 Chapter 4. Intersection Indices in Lag(n) and Sp(n)

noting that

(S − I)−1 − (S − I)−1(S′ − I)(SS′ − I)−1

= (S − I)−1(SS′ − I − S′ + I)(SS′ − I)−1)

that is

(S − I)−1 − (S − I)−1(S′ − I)(SS′ − I)−1 = (S − I)−1(SS′ − S′)(SS′ − I)−1

= S′(SS′ − I)−1)

we get

MS + M = J(1
2I − (S′ − I)(SS′ − I)−1 + S′(SS′ − I)−1)

= J(1
2I + (SS′ − I)−1)

= MSS′

which we set out to prove.

(ii) Formula (4.18) follows from the sequence of equalities

MS−1 = 1
2J + J(S−1 − I)−1

= 1
2J − JS(S − I)−1

= 1
2J − J(S − I + I)(S − I)−1

= − 1
2J − J(S − I)−1

= −MS. �

4.3.3 Definition and properties of ν(S∞)

We define on R2n ⊕ R2n a symplectic form σ� by

σ�(z1, z2; z′1, z
′
2) = σ(z1, z

′
1)− σ(z2, z

′
2)

and denote by Sp�(2n) and Lag�(2n) the corresponding symplectic group and
Lagrangian Grassmannian. Let µ� be the Leray index on Lag�∞(2n) and µ�

L the
Maslov index on Sp�

∞(2n) relative to L ∈ Lag�(2n).
For S∞ ∈ Sp∞(n) we define

ν(S∞) =
1
2
µ�((I ⊕ S)∞∆∞, ∆∞) (4.21)

where (I ⊕ S)∞ is the homotopy class in Sp�(2n) of the path

t �−→ {(z, Stz) : z ∈ R2n} , 0 ≤ t ≤ 1
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and ∆ = {(z, z) : z ∈ R2n} the diagonal of R2n ⊕ R2n. Setting S�
t = I ⊕ St we

have S�
t ∈ Sp�(2n) hence formulae (4.21) is equivalent to

ν(S∞) =
1
2
µ�

∆(S�
∞) (4.22)

where µ�
∆ is the relative Maslov index on Sp�

∞(2n) corresponding to the choice
∆ ∈ Lag�(2n).

Note that replacing n by 2n in the congruence (3.28) (Proposition 3.19) we
have

µ�((I ⊕ S)∞∆∞, ∆∞) ≡ dim((I ⊕ S)∆ ∩∆) mod 2
≡ dim Ker(S − I) mod 2

and hence
ν(S∞) ≡ 1

2
dim Ker(S − I) mod 1.

Since the eigenvalue 1 of S has even multiplicity, ν(S∞) is thus always an integer.
The index ν has the following three important properties; the third is essential

for the calculation of the index of repeated periodic orbits (it clearly shows that
ν is not in general additive):

Proposition 4.15.

(i) For all S∞ ∈ Sp∞(n) we have

ν(S−1
∞ ) = −ν(S∞) , ν(I∞) = 0 (4.23)

(I∞ the identity of the group Sp∞(n)).
(ii) For all r ∈ Z we have

ν(αrS∞) = ν(S∞) + 2r , ν(αr) = 2r. (4.24)

(iii) Let S∞ be the homotopy class of a path Σ in Sp(n) joining the identity to
S ∈ Sp∗(n), and let S′ ∈ Sp(n) be in the same connected component Sp±(n)
as S. Then ν(S′

∞) = ν(S∞) where S′
∞ is the homotopy class in Sp(n) of the

concatenation of Σ and a path joining S to S′ in Sp0(n).

Proof. (i) Formulae (4.23) immediately follows from the equality (S�
∞)−1 = (I ⊕

S−1)∞ and the antisymmetry of µ�
∆.

(ii) The second formula (4.24) follows from the first using (4.23). To prove the
first formula (4.24) it suffices to observe that to the generator α of π1[Sp(n)]
corresponds the generator I∞⊕α of π1[Sp�(2n)]; in view of property (3.41) of the
Maslov indices it follows that

ν(αrS∞) = 1
2µ�

∆((I∞ ⊕ α)rS�
∞)

= 1
2 (µ�

∆(S�
∞) + 4r)

= ν(S∞) + 2r.
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(iii) Assume in fact that S and S′ belong to, say, Sp+(n). Let S∞ be the homotopy
class of the path Σ, and Σ′ a path joining S to S′ in Sp+(n) (we parametrize both
paths by t ∈ [0, 1]). Let Σ′

t′ be the restriction of Σ′ to the interval [0, t′], t′ ≤ t and
S∞(t′) the homotopy class of the concatenation Σ∗Σ′

t′ . We have det(S(t)−I) > 0
for all t ∈ [0, t′], hence S�

∞(t)∆∩∆ �= 0 as t varies from 0 to 1. It follows from the
fact that the µ�

∆ is locally constant on the set {S�∞ : S�∞∆∩∆ = 0} (property (ii)
in Proposition 3.29) that the function t �−→ µ�

∆(S�
∞(t)) is constant, and hence

µ�
∆(S�

∞) = µ�
∆(S�

∞(0))

= µ�
∆(S�

∞(1))

= µ�
∆(S′�

∞ )

which was to be proven. �

The following consequence of the result above shows that the indices ν and
iCZ coincide on their common domain of definition:

Corollary 4.16. The restriction of the index ν to Sp∗(n) is the Conley–Zehnder
index:

ν(S∞) = iCZ(S∞) if det(S − I) �= 0.

Proof. The restriction of ν to Sp∗(n) satisfies the properties (CZ1), (CZ2), and
(CZ3) of the Conley–Zehnder index listed in §4.3.1; we showed that these proper-
ties uniquely characterize iCZ. �

Let us prove a formula for the index of the product of two paths:

Proposition 4.17. If S∞, S′
∞, and S∞S′

∞ are such that det(S−I) �= 0, det(S′−I) �=
0, and det(SS′ − I) �= 0, then

ν(S∞S′
∞) = ν(S∞) + ν(S′

∞) + 1
2 sign(MS + MS′) (4.25)

where MS is the symplectic Cayley transform of S; in particular

ν(Sr
∞) = rν(S∞) + 1

2 (r − 1) signMS (4.26)

for every integer r.

Proof. In view of (4.22) and the product property (3.42) of the Maslov index
(Proposition 3.29) we have

ν(S∞S′
∞) = ν(S∞) + ν(S′

∞) + 1
2τ�(∆, S�∆, S�S′�∆)

= ν(S∞) + ν(S′
∞)− 1

2τ�(S�S′�∆, S�∆, ∆)

where S� = I ⊕ S, S′� = I ⊕ S′ and τ� is the signature on the symplectic space
(R2n⊕R2n, σ�). The condition det(SS′− I) �= 0 is equivalent to S�S′�∆∩∆ = 0
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hence we can apply Proposition 1.29 with � = S�S′�∆, �′ = S�∆, and �′′ = ∆.
The projection operator onto S�S′�∆ along ∆ is easily seen to be

PrS�S′�∆,∆ =

[
(I − SS′)−1 −(I − SS′)−1

SS′(I − SS′)−1 −SS′(I − SS′)−1

]
,

hence τ�(S�S′�∆, S�∆, ∆) is the signature of the quadratic form

Q(z) = σ�(PrS�S′�∆,∆(z, Sz); (z, Sz)),

that is, since σ� = σ � σ:

Q(z) = σ((I − SS′)−1(I − S)z, z))− σ(SS′(I − SS′)−1(I − S)z, Sz))

= σ((I − SS′)−1(I − S)z, z))− σ(S′(I − SS′)−1(I − S)z, z))

= σ((I − S′)(I − SS′)−1(I − S)z, z)).

In view of formula (4.16) in Lemma 4.14 we have

(I − S′)(SS′ − I)−1(I − S) = (MS + MS′)−1J,

hence
Q(z) = − 〈

(MS + MS′)−1Jz, Jz
〉

and the signature of Q is thus the same as that of the quadratic form

Q′(z) = − 〈
(MS + MS′)−1z, z

〉
,

that is − sign(MS + MS′) proving formula (4.25). Formula (4.26) follows by a
straightforward induction on the integer r. �

It is not immediately obvious that the index µγ of the periodic orbit γ is
independent of the choice of the origin of the orbit. Let us prove that this is in
fact the case:

Proposition 4.18. Let (ft) be the flow determined by a (time-independent) Hamil-
tonian function on R2n and z �= 0 such that fT (z) = z for some T > 0. Let
z′ = ft′(z) for some t′ and denote by ST (z) = DfT (z) and ST (z′) = DfT (z′) the
corresponding monodromy matrices. Let ST (z)∞ and ST (z′)∞ be the homotopy
classes of the paths t �−→ St(z) = Dft(z) and t �−→ St(z′) = Dft(z′), 0 ≤ t ≤ T .
We have ν(ST (z)∞) = ν(ST (z′)∞).

Proof. We have proven in Lemma 2.61 that monodromy matrices ST (z) and ST (z′)
are conjugate of each other. Since we will need to let t′ vary we write ST (z′) =
ST (z′, t′) so that

ST (z′, t′) = St′(z′)ST (z)St′(z′)−1.

The paths
t �−→ St(z′) and t �−→ St′(z′)St(z)St′(z′)−1
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being homotopic with fixed endpoints ST (z′, t′)∞ is also the homotopy class of the
path t �−→ St′(z′)St(z)St′(z′)−1. We thus have, by definition (4.21) of ν,

ν(ST (z′, t′)∞) =
1
2
µ�

∆t′
(S�

T (z)∞)

where we have set

∆t′ = (I ⊕ St′(z′)−1)∆ and S�
T (z)∞ = I∞ ⊕ ST (z)∞.

Consider now the mapping t′ �−→ µ�
∆t′

(S�
T (z)∞); we have

S�
T (z)∆t′ ∩∆t′ = {z : Sz = z},

hence the dimension of the intersection S�
T (z)∆t′ ∩ ∆t′ remains constant as t′

varies; in view of the topological property of the relative Maslov index the mapping
t′ �−→ µ�

∆t′
(S�

T (z)∞) is thus constant and hence

ν(ST (z′, t′)∞) = ν(ST (z′, 0)∞) = ν(ST (z)∞)

which concludes the proof. �

4.3.4 Relation between ν and µ�P

The index ν can be expressed in a simple – and useful – way in terms of the Maslov
index µ�P on Sp∞(n). The following technical result will be helpful in establishing
this relation. Recall that S ∈ Sp(n) is free if S�P ∩ �P = 0 and that this condition
is equivalent to det B �= 0 when S is identified with the matrix

S =
[
A B
C D

]
(4.27)

in the canonical basis; the set of all free symplectic matrices is dense in Sp(n).
The quadratic form W on Rn

x × Rn
x defined by

W (x, x′) = 1
2 〈Px, x〉 − 〈Lx, x′〉+ 1

2 〈Qx′, x′〉

where
P = DB−1, L = B−1, Q = B−1A (4.28)

then generates S in the sense that

(x, p) = S(x′, p′)⇐⇒ p = ∂xW (x, x′) , p′ = −∂x′W (x, x′)

(observe that P and Q are symmetric). We have:
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Lemma 4.19. Let S = SW ∈ Sp(n) be given by (4.27). We have

det(SW − I) = (−1)n detB det(B−1A + DB−1 −B−1 − (BT )−1), (4.29)

that is:
det(SW − I) = (−1)n det(L−1) det(P + Q− L− LT ).

In particular the symmetric matrix

P + Q− L− LT = DB−1 + B−1A−B−1 − (BT )−1

is invertible.

Proof. Since B is invertible we can factorize S − I as[
A− I B

C D − I

]
=

[
0 B
I D − I

] [
C − (D − I)B−1(A− I) 0

B−1(A− I) I

]
and hence

det(SW − I) = det(−B) det(C − (D − I)B−1(A− I))

= (−1)n detB det(C − (D − I)B−1(A− I)).

Since S is symplectic we have C −DB−1A = −(BT )−1 and hence

C − (D − I)B−1(A− I)) = B−1A + DB−1 −B−1 − (BT )−1;

the lemma follows. �

Let us now introduce the notion of index of concavity of a Hamiltonian
periodic orbit γ, defined for 0 ≤ t ≤ T , with γ(0) = γ(T ) = z0. As t goes from
0 to T the linearized part Dγ(t) = St(z0) goes from the identity to ST (z0) (the
monodromy matrix) in Sp(n). We assume that ST (z0) is free and that det(ST (z0)−
I) �= 0. Writing

St(z0) =
[
A(t) B(t)
C(t) D(t)

]
we thus have det B(t) �= 0 in a neighborhood [T − ε, T + ε] of the time T . The
generating function

W (x, x′, t) =
1
2
〈P (t)x, x〉 − 〈L(t)x, x′〉+

1
2
〈Q(t)x′, x′〉

(with P (t), Q(t), L(t) defined by (4.28) thus exists for T − ε ≤ t ≤ T + ε. By
definition Morse’s index of concavity [126] of the periodic orbit γ is the index of
inertia,

InertW ′′
xx = Inert(P + Q− L− LT )

of W ′′
xx, the matrix of second derivatives of the function x �−→W (x, x; T ) (we have

set P = P (T ), Q = Q(T ), L = L(T )).
Let us now prove the following essential result; recall that m� denotes the

reduced Maslov index associated to µ�:
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Proposition 4.20. Let t �−→ St be a symplectic path, 0 ≤ t ≤ 1. Let S∞ ∈ Sp∞(n) be
the homotopy class of that path and set S = S1. If det(S−I) �= 0 and S�P ∩�P = 0,
then

ν(S∞) =
1
2
(µ�P (S∞) + signW ′′

xx) = m�P (S∞)− InertW ′′
xx (4.30)

where InertW ′′
xx is the index of concavity corresponding to the endpoint S of the

path t �−→ St.

Proof. We will divide the proof in three steps. Step 1. Let L ∈ Lag�(4n). Using
successively formulae (4.22) and (3.44) we have

ν(S∞) =
1
2
(µ�

L (S�
∞) + τ�(S�∆, ∆, L)− τ�(S�∆, S�L, L)). (4.31)

Choosing in particular L = L0 = �P ⊕ �P we get

µ�
L0

(S�
∞) = µ�((I ⊕ S)∞(�P ⊕ �P ), (�P ⊕ �P ))

= µ(�P,∞, �P,∞)− µ(�P,∞, S∞�P,∞)
= −µ(�P,∞, S∞�P,∞)
= µ�P (S∞)

so that there remains to prove that

τ�(S�∆, ∆, L0)− τ�(S�∆, S�L0, L0) = −2 signW ′′
xx.

Step 2. We are going to show that

τ�(S�∆, S�L0, L0) = 0;

in view of the symplectic invariance and the antisymmetry of τ� this is equivalent
to

τ�(L0, ∆, L0, (S�)−1L0) = 0. (4.32)

We have
∆ ∩ L0 = {(0, p; 0, p) : p ∈ Rn}

and (S�)−1L0∩L0 consists of all (0, p′, S−1(0, p′′)) with S−1(0, p′′) = (0, p′); since
S (and hence S−1) is free we must have p′ = p′′ = 0 so that

(S�)−1L0 ∩ L0 = {(0, p; 0, 0) : p ∈ Rn}.
It follows that we have

L0 = ∆ ∩ L0 + (S�)−1L0 ∩ L0,

hence (4.32) in view of Proposition 1.30. Step 3. Let us finally prove that.

τ�(S�∆, ∆, L0) = −2 signW ′′
xx;
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this will complete the proof of the proposition. The condition det(S − I) �= 0 is
equivalent to S�∆ ∩∆ = 0 hence, using Proposition 1.29, the number

τ�(S�∆, ∆, L0) = −τ�(S�∆, L0, ∆)

is the signature of the quadratic form Q on L0 defined by

Q(0, p, 0, p′) = −σ�(PrS�∆,∆(0, p, 0, p′); 0, p, 0, p′)

where

PrS�∆,∆ =

[
(S − I)−1 −(S − I)−1

S(S − I)−1 −S(S − I)−1

]
is the projection on S�∆ along ∆ in R2n⊕R2n. It follows that the quadratic form
Q is given by

Q(0, p, 0, p′) = −σ�((I − S)−1(0, p′′), S(I − S)−1(0, p′′); 0, p, 0, p′)

where we have set p′′ = p− p′; by definition of σ� this is

Q(0, p, 0, p′) = −σ((I − S)−1(0, p′′), (0, p)) + σ(S(I − S)−1(0, p′′), (0, p′)).

Let now MS be the symplectic Cayley transform (4.14) of S; we have

(I − S)−1 = JMS + 1
2I , S(I − S)−1 = JMS − 1

2I

and hence

Q(0, p, 0, p′) = −σ((JMS + 1
2I)(0, p′′), (0, p)) + σ((JMS − 1

2I)(0, p′′), (0, p′))
= −σ(JMS(0, p′′), (0, p)) + σ(JMS(0, p′′), (0, p′))
= σ(JMS(0, p′′), (0, p′′))
= −〈MS(0, p′′), (0, p′′)〉 .

Let us calculate explicitly MS . Writing S in usual block-form we have

S − I =

[
0 B

I D − I

] [
C − (D − I)B−1(A− I) 0

B−1(A− I) I

]
,

that is

S − I =
[
0 B
I D − I

] [
W ′′

xx 0
B−1(A− I) I

]
where we have used the identity

C − (D − I)B−1(A− I)) = B−1A + DB−1 −B−1 − (BT )−1
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which follows from the relation C−DB−1A = −(BT )−1 (the latter is a rephrasing
of the equalities DT A − BT C = I and DT B = BT D, which follow from the fact
that ST JS = ST JS since S ∈ Sp(n)). It follows that

(S − I)−1 =

[
(W ′′

xx)−1 0
B−1(I −A)(W ′′

xx)−1 I

][
(I −D)B−1 I

B−1 0

]

=

[
(W ′′

xx)−1(I −D)B−1 (W ′′
xx)−1

B−1(I −A)(W ′′
xx)−1(I −D)B−1 + B−1 B−1(I −A)(W ′′

xx)−1

]

and hence

MS =

[
B−1(I −A)(W ′′

xx)−1(I −D)B−1 + B−1 1
2I + B−1(I −A)(W ′′

xx)−1

− 1
2I − (W ′′

xx)−1(I −D)B−1 −(W ′′
xx)−1

]

from which follows that

Q(0, p, 0, p′) =
〈
(W ′′

xx)−1p′′, p′′
〉

=
〈
(W ′′

xx)−1(p− p′), (p− p′)
〉
.

The matrix of the quadratic form Q is thus

2

[
(W ′′

xx)−1 −(W ′′
xx)−1

−(W ′′
xx)−1 (W ′′

xx)−1

]

and this matrix has signature 2 sign(W ′′
xx)−1 = 2 signW ′′

xx, proving the first equal-
ity (4.30); the second equality follows because µ�P (S∞) = 2m�P (S∞) − n since
S�P ∩ �P = 0 and the fact that W ′′

xx has rank n in view of Lemma 4.19. �

Remark 4.21. Lemma 4.19 above shows that if S is free then we have

1
π

arg det(S − I) ≡ n + arg detB + arg detW ′′
xx mod 2

≡ n− arg det B + arg detW ′′
xx mod 2.

The reduced Maslov index m�P (S∞) corresponds to a choice of arg det B modulo 4;
Proposition 4.20 thus justifies the following definition of the argument of det(S−I)
modulo 4:

1
π

arg det(S − I) ≡ n− ν(S∞) mod 4.

Let us finish with an example. Consider first the one-dimensional harmonic
oscillator with Hamiltonian function

H =
ω

2
(p2 + x2);
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all the orbits are periodic with period 2π/ω. The monodromy matrix is simply the
identity: ΣT = I where

Σt =
[

cosωt sin ωt
− sinωt cosωt

]
.

Let us calculate the corresponding index ν(Σ∞). The homotopy class of path
t �−→ Σt as t goes from 0 to T = 2π/ω is just the inverse of α, the generator of
π1[Sp(1)] hence ν(Σ∞) = −2 in view of (4.24). If we had considered r repetitions
of the orbit we would likewise have obtained ν(Σ∞) = −2r.

Consider next a two-dimensional harmonic oscillator with Hamiltonian func-
tion

H =
ωx

2
(p2

x + x2) +
ωy

2
(p2

y + y2);

we assume that the frequencies ωy, ωx are incommensurate, so that the only pe-
riodic orbits are librations along the x and y axes. Let us focus on the orbit γx

along the x axis; its prime period is T = 2π/ωx and the corresponding monodromy
matrix is

S1 =

⎡⎢⎢⎣
1 0 0 0
0 cosχ 0 sinχ
0 0 1 0
0 − sin χ 0 cosχ

⎤⎥⎥⎦ , χ = 2π
ωy

ωx
;

it is the endpoint of the symplectic path t �−→ St, 0 ≤ t ≤ 1, consisting of the
matrices

St =

⎡⎢⎢⎣
cos 2πt 0 sin 2πt 0

0 cosχt 0 sin χt
− sin 2πt 0 cos 2πt 0

0 − sinχt 0 cosχt

⎤⎥⎥⎦ .

In Gutzwiller’s trace formula [86] the sum is taken over periodic orbits, including
their repetitions; we are thus led to calculate the Conley–Zehnder index of the path
t �−→ St with 0 ≤ t ≤ r where the integer r indicates the number of repetitions
of the orbit. Let us calculate the Conley–Zehnder index ν(S̃r,∞) of this path. We
have St = Σt ⊕ S̃t where

Σt =
[

cos 2πt sin 2πt
− sin 2πt cos 2πt

]
, S̃t =

[
cosχt sin χt
− sinχt cosχt

]
;

in view of the additivity property of the relative Maslov index we thus have

ν(Sr,∞) = ν(Σr,∞) + ν(S̃r,∞)

where the first term is just
ν(Σr,∞) = −2r

in view of the calculation we made in the one-dimensional case with a different
parametrization. Let us next calculate ν(S̃r,∞). We will use formula (4.30) relat-
ing the index ν to the Maslov index via the index of concavity, so we begin by
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calculating the relative Maslov index

m�P (S̃r,∞) = m(S̃r,∞�P,∞, �P,∞).

Here is a direct argument; in more complicated cases the formulas we proved in
[68] are useful. When t goes from 0 to r the line S̃t�P describes a loop in Lag(1)
going from �P to S̃r�P . We have S̃t ∈ U(1); its image in U(1, C) is e−iχt hence the
Souriau mapping identifies S̃t�P with e−2iχt. It follows, using formula (3.26), that

m�P (S̃r,∞) =
1
2π

(−2rχ + i Log(−e−2irχ)
)

+
1
2

=
1
2π

(
−2rχ + i Log(ei(−2rχ+π))

)
+

1
2
.

The logarithm is calculated as follows: for θ �= (2k + 1)π (k ∈ Z),

Log eiθ = iθ − 2πi

[
θ + π

2π

]
and hence

Log(ei(−2rχ+π)) = −i(2rχ + π + 2π
[rχ

π

]
);

it follows that the Maslov index is

m�P (S̃r,∞) = −
[rχ

π

]
. (4.33)

To obtain ν(S̃r,∞) we note that by (4.30)

ν(S̃r,∞) = m�P (S̃1,∞)− InertW ′′
xx

where InertW ′′
xx is the concavity index corresponding to the generating function

of S̃t; the latter is

W (x, x′, t) =
1

2 sinχt
((x2 + x′2) cosχt− 2xx′),

hence W ′′
xx = − tan(χt/2). We thus have, taking (4.33) into account,

ν(S̃r,∞) = −
[rχ

π

]
− Inert

(
− tan

rχ

2

)
;

a straightforward induction on r shows that this can be rewritten more conve-
niently as

ν(S̃r,∞) = −1− 2
[rχ

2π

]
.

Summarizing, we have

ν(Sr,∞) = ν(Σr,∞) + ν(S̃r,∞)

= −2r − 1− 2
[rχ

2π

]
,
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hence the index in Gutzwiller’s formula corresponding to the rth repetition is

µx,r = −ν(Sr,∞) = 1 + 2r + 2
[rχ

2π

]
that is, by definition of χ,

µx,r = 1 + 2r + 2
[
r
ωy

ωx

]
.

Remark 4.22. The calculations above are valid when the frequencies are incom-
mensurate. If, say, ωx = ωy, the calculations are much simpler: in this case the
homotopy class of the loop t �−→ St, 0 ≤ t ≤ 1, is α−1 ⊕ α−1 and by the second
formula (4.24),

µx,r = −ν(Sr,∞) = 4r

which is zero modulo 4.



Chapter 5

Lagrangian Manifolds
and Quantization

Lagrangian manifolds are (immersed) submanifolds of the standard symplectic
space R2n

z whose tangent space at every point is a Lagrangian plane. What makes
Lagrangian manifolds interesting are that they are perfect candidates for the (semi-
classical) quantization of integrable Hamiltonian systems. Moreover, every La-
grangian manifold has a “phase”, which is defined on its universal covering; this
notion will ultimately lead us, using only classical arguments, to the Heisenberg–
Weyl operators, which are the first step towards quantum mechanics. In the next
chapter they will be used to define the notion of Weyl pseudo-differential operator.

In his Bulletin review paper1 [177] Weinstein sustains that “Everything is
a Lagrangian manifold!”. Weinstein has made a point here, because mathemati-
cally and physically interesting examples of Lagrangian manifolds abound in the
literature on both classical and quantum mechanics.

5.1 Lagrangian Manifolds and Phase

In the first subsection we state the main definitions and properties of (immersed)
Lagrangian manifolds; for more on this topic the reader is invited to consult the
existing literature (for instance Maslov [119], Mischenko et al. [124], Vaisman [168])
We thereafter proceed to study the important notion of phase of a Lagrangian
manifold, as defined by Leray [107] (also see de Gosson [59, 62, 70] for additional
results).

1It also contains an interesting review of the state of symplectic geometry in the beginning
of the 1980s.
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5.1.1 Definition and examples

All manifolds are assumed to be C∞. We begin by defining the notion of immersed
Lagrangian manifold; unless otherwise specified we will assume that all involved
manifolds are connected.

Definition 5.1. Let Vn be an n-dimensional manifold and ι : Vn −→ R2n
z an

immersion (i.e., ι is a differentiable mapping such that dι is injective at every
point). We will say that Vn is an “immersed Lagrangian manifold” if ι∗σ = 0. The
tangent space TzVn at z will be denoted �(z).

An immersed manifold Vn is thus Lagrangian if and only if we have

σ(dι(z)X(z), dι(z)X ′(z)) = 0

for every pair (X(z), X ′(z)) of tangent vectors to Vn (at every point z); in intrinsic
notation:

ι∗σ = 0

where ι∗σ is the pull-back of the symplectic form by the immersion ι : Vn −→ R2n
z .

Example 5.2. Any smooth curve in the symplectic plane (R2,− det) is a Lagrangian
manifold (every line is a Lagrangian plane in (R2,− det). The helix

x(θ) = R cos θ, x(θ) = R cos θ , θ = θ

is an immersed Lagrangian submanifold of (R2,− det).

Proposition 5.3. Let Vn be a Lagrangian submanifold of (R2n
z , σ) and f a symplec-

tomorphism R2n
z −→ R2n

z defined on a neighborhood of Vn. The manifold f(Vn)
is also Lagrangian.

Proof. It is clear that f(Vn) is a differentiable manifold since a symplectomorphism
is a diffeomorphism. The tangent plane to f(Vn) at a point f(z) is Df(z)�(z); the
result follows since Df(z) ∈ Sp(n) by definition of a symplectomorphism and us-
ing the fact that the image of a Lagrangian plane by a symplectic linear mapping
is a Lagrangian plane. �

It follows, in particular, that the image by a Lagrangian plane by a symplectic
diffeomorphism is a Lagrangian manifold.

A basic (but not generic) example of Lagrangian manifold in (R2n
z , σ) is that

of the graph of the gradient of a function:

Proposition 5.4. Let Φ ∈ C∞(U, R) where U is an open subset of Rn.

(i) The graph
Vn

Φ = {(x, ∂xΦ(x)) : x ∈ U}
is a Lagrangian submanifold of (R2n

z , σ).
(ii) The orthogonal projection on �X = Rn

x is a diffeomorphism Vn
Φ −→ U , and

thus a global chart.
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Proof. (i) It suffices to notice that an equation for the tangent space �(z0) to Vn
Φ

at z0 = (x0, p0) is
p = [D(∂xΦ)](x0)x = [D2Φ(x0)]x

where D2Φ(x0) is the Hessian matrix of Φ calculated at x0. The latter being
symmetric, �(z0) is a Lagrangian plane in view of Corollary 1.23 in Chapter 1,
Section 1.3.

Property (ii) is obvious. �

Lagrangian manifolds Vn having the property that there exists a Lagrangian
plane � such that the projection π� : Vn → � is a diffeomorphism are called exact
Lagrangian manifolds. It turns out that every Lagrangian submanifold of (R2n

z , σ)
is locally exact. Let us make this statement precise. We denote by I an arbitrary
subset of {1, 2, . . . , n} and by Ī its complement in {1, 2, . . . , n}; if I = {i1, . . . , ik}
we write xI = (xi1 , . . . , xik

) and use similar conventions for xI , pI , and pI .

Proposition 5.5. Let Vn be a submanifold of (R2n
z , σ). Vn is Lagrangian if and

only every z0 ∈ Vn has a neighborhood Uz0 in Vn defined in R2n
z by equations

xI = xI(xI , pI), pI = pI(xI , pI) such that(
∂xI

∂pI

)T

=
∂xI

∂pI

,
(

∂pI

∂xI

)T

=
∂pI

∂xI(
∂pI

∂pI

)T

= −∂xI

∂xI
.

Proof. The proof of this result relies on Proposition 1.25 on canonical coordinates
for a Lagrangian plane; since we will not use it in the rest of this chapter we omit its
proof and refer to, for instance Vaisman [168], §3.3, or Mischenko et al. [124]. �

5.1.2 The phase of a Lagrangian manifold

Consider now an arbitrary Lagrangian submanifold Vn of (R2n
z , σ) equipped with

a “base point” z0; we denote by π1[Vn] the fundamental group π1[Vn, z0]. Let us
denote by V̌n the set of all homotopy classes ž of paths γ(z0, z) starting at z0 and
ending at z, and by

π : V̌n−→ Vn

the mapping which to ž associates the endpoint z of any of its representatives
γ(z0, z). It is a classical result from elementary algebraic topology (see for instance
Seifert–Threlfall [148] or Singer–Thorpe [154]) that the set V̌n can be equipped
with a differential structure having the following properties:

• V̌n is a simply connected and connected C∞ manifold;

• π is a covering mapping: every z ∈ Vn has an open neighborhood U such
that π−1(U) is the disjoint union of a sequence of open sets Ǔ1, Ǔ2, . . . , in
V̌n and the restriction of π to each of the Ǔj is a diffeomorphism Ǔj −→ U .



126 Chapter 5. Lagrangian Manifolds and Quantization

• The tangent mapping
džπ : TžV̌n −→ TzVn

has maximal rank n at every point ž ∈ V̌n.

With that topology and projection, V̌n is the universal covering manifold of Vn.

We claim that:

Lemma 5.6. The universal covering manifold π : V̌n −→ V of a Lagrangian sub-
manifold Vn of (R2n

z , σ) is an immersed Lagrangian manifold.

Proof. Since the tangent mapping džπ has maximal rank n at every point, π is an
immersion. Set now �(ž) = TžV̌n; we have

dπ(�(ž)) = �(z) ∈ Lag(n)

hence V̌n is a Lagrangian manifold, as claimed. �

Let Vn be an exact Lagrangian submanifold of (R2n
z , σ): it is thus defined by

the equation p = ∂xΦ(x). Setting ϕ(z) = Φ(x) we obviously have

dϕ(z) = dΦ(x) = 〈∂xΦ(x), dx〉 = pdx.

We will call the function ϕ : Vn −→ R a phase of Vn. More generally:

Definition 5.7. Let ι : Vn −→ R2n
z be an immersed Lagrangian manifold. Let

λ = pdx = p1dx1 + · · ·+ pndxn

be the “action form”2 in R2n
z . Any smooth function ϕ : Vn −→ R such that

dϕ = ι∗λ

is called a “phase” of Vn.

The differential form ι∗λ on Vn is closed: since the manifold Vn is Lagrangian,
we have

dι∗(pdx) = ι∗(dp ∧ dx) = ι∗σ = 0.

In view of “Poincaré’s relative lemma” (see Vaisman [168], Weinstein [178]) the
phase is thus always locally defined on Vn; if Vn is simply connected it is even
globally defined. In the general case one immediately encounters the usual coho-
mological obstructions for the global existence of a phase. Here is a simple but
typical example:

2it is sometimes also called the “Liouville form”.
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Example 5.8. Let S1(R) : x2 +p2 = R2 be a circle in the symplectic plane. Setting
x = R cos θ and p = R sin θ the condition dϕ(z) = pdx becomes

dϕ(θ) = −R2 sin2 θdθ

which, when integrated, yields the following expression for ϕ:

ϕ(θ) =
R2

2
(cos θ sin θ − θ). (5.1)

The rub in this example comes from the fact that ϕ is not defined on the circle
itself, because ϕ(θ+2π) = ϕ(θ)−πR2 �= ϕ(θ). There is, however, a way out: we can
view ϕ(θ) as defined on the universal covering of S1(R), identified with the real
line Rθ, the projection π : Rθ −→ S1(R) being given by π(θ) = (R cos θ, R sin θ).
This trick extends without difficulty to the general case as well:

Theorem 5.9. Let π : V̌n −→ Vn be the universal covering of the Lagrangian
manifold Vn.

Proposition 5.10.

(i) There exists a differentiable function ϕ : V̌n −→ R such that

dϕ(ž) = pdx if π(ž) = z = (x, p) (5.2)

where we are writing pdx for ι∗λ;
(ii) That function is given by

ϕ(ž) =
∫

γ(z0,z)

pdx (5.3)

where γ(z0, z) is an arbitrary continuous path in Vn joining z0 to z.

Proof. It suffices to prove that the right-hand side of (5.3) only depends on the
homotopy class in Vn of the path γ(z0, z) and that dϕ(ž) = pdx. Let γ′(z0, z)
be another path joining z0 to z in Vn and homotopic to γ(z̄, z); the loop δ =
γ(z0, z)− γ′(z0, z) is thus homotopic to a point in Vn. Let h = h(s, t), 0 ≤ s, t ≤ 1
be such a homotopy: h(0, t) = δ(t), h(1, t) = 0. As s varies from 0 to 1 the loop δ
will sweep out a two-dimensional surface D with boundary δ contained in Vn. In
view of Stokes’ theorem we have∫

δ

pdx =
∫∫

D
dp ∧ dx = 0

where the last equality follows from the fact that D is a subset of a Lagrangian
manifold. It follows that ∫

γ(z0,z)

pdx =
∫

γ′(z0,z)

pdx
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hence the integral of pdx along γ(z0, z) only depends on the homotopy class in Vn

of the path joining z0 to z; it is thus a function of ž ∈ Vn. There remains to show
that the function

ϕ(ž) =
∫

γ(z0,z)

pdx (5.4)

is such that dϕ(z) = pdx. The property being local, we can assume that Vn is sim-
ply connected, so that V̌n= Vn and write ϕ(z) = ϕ(ž). Since Vn is diffeomorphic
to �(z) = TzVn in a neighborhood of z, we can reduce the proof to the case where
Vn is a Lagrangian plane �. Let Ax + Bp = 0 (AT B = BAT ) be an equation of �,
and

γ(z) : t �−→ (−BT u(t), AT u(t)) , 0 ≤ t ≤ 1

be a differentiable curve starting from 0 and ending at z = (−BT u(1), AT u(1)).
We have

ϕ(z) = −
∫ 1

0

〈
AT u(t), BT u̇(t)

〉
dt = −

∫ 1

0

〈
BAT u(t), u̇(t)

〉
dt

and hence, since BAT is symmetric:

ϕ(z) = − 1
2BAT u(1)2

that is
dϕ(z) = −BAT u(1)du(1) = pdx

which was to be proven. �
Definition 5.11. A function ϕ : V̌n −→ R such that

dϕ(ž) = pdx if π(ž) = z = (x, p)

is called “a phase” of Vn.

Notice that we can always fix a phase by imposing a given value at some
point of Vn; for instance we can choose ϕ(z0) = 0 where z0 is identified with the
(homotopy class of) the constant loop γ(z0, z).

As already observed above we are slightly abusing language by calling ϕ a
“phase of Vn” since ϕ is multi-valued on Vn. This multi-valuedness is made explicit
by studying the action of π1[Vn] on Vn, which is defined as follows: let γ be a loop
in Vn with origin the base point z0 and γ̌ ∈ π1[Vn] its homotopy class. Then γ̌ž is
the homotopy class of the loop γ followed by the path γ(z) representing ž. From
the definition of the phase ϕ follows that

ϕ(γ̌ž) = ϕ(ž) +
∮

γ

pdx. (5.5)

The phase is thus defined on Vn itself if and only if
∫

γ pdx = 0 for all loops in Vn;
this is the case if Vn is simply connected.
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Remark 5.12. Gromov has proved in [81] (also see [91]) that if Vn is a closed
Lagrangian manifold (i.e., compact and without boundary) then we cannot have∮

γ pdx = 0 for all loops γ in Vn; to construct the phase of such a manifold we thus
have to use the procedure above.

5.1.3 The local expression of a phase

Recall that a Lagrangian manifold which can be represented by an equation p =
∂xΦ(x) is called an “exact Lagrangian manifold”. It turns out that Lagrangian
manifolds are (locally) exact outside their caustic set, and this is most easily
described in terms of the phase defined above.

Definition 5.13. A point z = (x, p) of a Lagrangian manifold Vn is called a “caustic
point” if z has no neighborhood in Vn for which the restriction of the projection
(x, p) �−→ x is a diffeomorphism. The set of all caustic points of Vn is called the
“caustic” of Vn and is denoted by ΣVn .

For instance the caustic of the circle x2 + p2
x = R2 in the symplectic plane

consists of the points (±1, 0).
Of course, caustics have no intrinsic meaning, whatsoever: there are just

artefacts coming from the choice of a privileged n-dimensional plane (e.g., the
position space Rn

x) on which one projects the motion.
Let U be an open subset of Vn which contains no caustic points: U ∩ΣVn =

∅. Then the restriction χU to U of the projection χ : (x, p) �−→ x is a local
diffeomorphism of U onto its image χU (U); choosing U sufficiently small we can
thus assume that (U, χU ) is a local chart of Vn and that the fiber π−1(U) is the
disjoint union of a family of open sets Ǔ in the universal covering of Vn such that
the restriction πǓ to Ǔ of the projection π : V̌n −→ Vn is a local diffeomorphism
Ǔ −→ U . It follows that we can always assume that (Ǔ , χU ◦ πǓ ) is a local chart
of Vn.

Proposition 5.14. Let Φ be the local expression of the phase ϕ in any of the local
charts (Ǔ , χU ◦ πǓ ) such that U ∩ ΣVn = ∅:

Φ(x) = ϕ((χU ◦ πǓ )−1(x)). (5.6)

The Lagrangian submanifold U is exact and can be represented by the equation

p = ∂xΦ(x) = ∂xϕ((χU ◦ πǓ )−1(x)). (5.7)

Proof. Let us first show that the equation (5.7) remains unchanged if we replace
(Ǔ , χU ◦ πU ) by a chart (Ǔ ′, χU ′ ◦ πǓ ′ ) such that π(Ǔ ′) = π(Ǔ). There exists
γ ∈ π1[Vn] such that Ǔ ′ = γǓ hence, by (5.5), the restrictions ϕǓ ′ and ϕǓ differ
by the constant

C(γ) =
∮

γ

pdx.
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It follows that

∂xϕ((χU ′ ◦ πU ′ )−1(x)) = ∂xϕ((χU ◦ πU )−1(x))

and hence the right-hand side of the identity (5.7) does not depend on the choice
of local chart (Ǔ , χU ◦ πU ). Set now (χU ◦ πU )−1(x) = (p(x), x); we have, for
x ∈ χU ◦ πU (U),

dΦ(x) = dϕ(p(x), x) = p(x)dx

hence (5.7). �
Exercise 5.15. For S ∈ Sp(n) set (xS , pS) = S(x, p).

(i) Show that
pSdxS − xSdpS = pdx− xdp. (5.8)

(ii) Define the differentiable function ϕS : Vn −→ R by the formula

ϕS(ž) = ϕ(ž) + 1
2 (〈pS , xS〉 − 〈p, x〉). (5.9)

Show that
dϕS(ž) = pSdxS if π(ž) = (x, p). (5.10)

5.2 Hamiltonian Motions and Phase

In this section we investigate the action of Hamiltonian flows on the phase of
a Lagrangian manifold; it will lead us to the definition of the Heisenberg–Weyl
operators in Section 5.5.

We begin by studying the properties of an important integral invariant, the
Poincaré–Cartan differential form. The study of integral invariants was initiated in
a systematic way by the mathematician E. Cartan in his Leçons sur les invariants
intégraux in 1922. There are many excellent books on the topic; see for instance
Abraham–Marsden [1], Choquet-Bruhat and DeWitt–Morette [23], Libermann and
Marle [110], or Godbillon [50].

5.2.1 The Poincaré–Cartan Invariant

Let H be a Hamiltonian function (possibly time-dependent).

Definition 5.16. The Poincaré–Cartan form associated to H is the differential 1-
form

αH = pdx−Hdt (5.11)

on extended phase space R2n
z × Rt where

pdx = p1dx1 + · · ·+ pndxn

is the action form (or “Liouville form”).
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The interest of the Poincaré–Cartan form comes from the fact that it is a
relative integral invariant. This means that the contraction iX̃H

dαH of the exterior
derivative

dαH = dp ∧ dx − dH ∧ dt

of αH with the suspended Hamilton vector field

X̃H = (XH , 1) = (J∂zH, 1)

is zero:
iX̃H

dαH = 0.

There actually is a whole family of closely related invariants having the same
property. These invariants are defined, for λ ∈ R, by

α
(λ)
H = λpdx + (λ− 1)xdp−Hdt; (5.12)

of course α
(1)
H = αH . Since we have

d(λpdx + (λ− 1)xdp) = λdp ∧ dx + (λ− 1)dx ∧ dp

= λdp ∧ dx− (λ− 1)dp ∧ dx

= dp ∧ dx.

it follows that
dα

(λ)
H = dαH for every λ ∈ R.

Example 5.17. The case λ = 1/2. The corresponding form can be formally writ-
ten as

α
(1/2)
H =

1
2
σ(z, dz)−Hdt;

we will see in Chapter 10 that this form is particularly convenient in the sense
that it leads to a Schrödinger equation in phase space where the variables x and
p are placed on similar footing, very much as in Hamilton’s equations.

Let us prove the main result of this subsection, namely the relative invariance
of the forms α

(λ)
H :

Proposition 5.18. The forms α
(λ)
H defined by (5.12) satisfy, for every λ ∈ R,

dα
(λ)
H (X̃H(z, t), Ỹ (z, t)) = 0 (5.13)

for every vector Ỹ (z, t) = (Y (z, t), α(t)) in R2n
z × Rt originating at a point (z, t).

Proof. Since
dα

(λ)
H = σ − dH ∧ dt
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we have

dα
(λ)
H (X̃H(z, t), Ỹ (z, t)) =

σ(XH(x, t), Y (z, t))− (dH ∧ dt)(X̃H(z, t), Ỹ (z, t)).

Writing, for short,

X̃H(z, t) = (XH , 1) = (∂pH,−∂xH, 1),

Ỹ (z, t) = (Y, α) = (Yx, Yp, α),

we have to show that

σ(XH , Y )− (dH ∧ dt)(XH , 1; Y, α) = 0. (5.14)

By definition of σ we have

σ(XH , Y ) = −〈∂xH, Yx〉 − 〈∂pH, Yp〉 ;
on the other hand

dH ∧ dt = ∂xH(dx ∧ dt) + ∂pH(dp ∧ dt)

and
(dx ∧ dt)(XH , 1; Y, α) = α∂pH − Yx,

(dp ∧ dt)(XH , 1; Y, α) = −α∂xH − Yp,

so that

(dH ∧ dt)(XH , 1; Y, α) = −〈∂xH, Yx〉 − 〈∂pH, Yp〉 = σ(XH , Y )

which is the equality (5.14) we set out to prove. �

The relative invariance of the forms α
(λ)
H has the following important con-

sequence: let γ̃ : [0, 1] −→ R2n
z × Rt be a smooth curve in extended phase space

on which we let the suspended flow f̃H
t act; as time varies, γ̃ will sweep out a

two-dimensional surface Σt whose boundary ∂Σt consists of γ̃, f̃H
t (γ̃), and two

arcs of phase-space trajectory, γ̃0 and γ̃1: γ̃0 is the trajectory of the origin γ̃(0) of
γ̃, and γ̃1 that of its endpoint γ̃(1). We have∫

∂Σt

α
(λ)
H = 0. (5.15)

Here is a sketch of the proof (for details, and more on invariant forms in general,
see Libermann and Marle [110]). Using the multi-dimensional Stokes formula we
have ∫

∂Σt

α
(λ)
H =

∫
Σt

dα
(λ)
H =

∫
Σt

dαH .
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Since the surface Σt consists of flow lines of X̃H each pair (X̃, Ỹ ) of tangent vectors
at a point (z, t) can be written as a linear combination of two independent vectors,
and one of these vectors can be chosen as X̃H . It follows that dαH(X̃, Ỹ ) is a sum
of terms of the type dαH(X̃H , Ỹ ), which are equal to zero in view of (5.13). We
thus have ∫

Σt

dαH = 0

whence (5.15).

5.2.2 Hamilton–Jacobi theory

Here is one method that can be used (at least theoretically) to integrate Hamilton’s
equations; historically it is one of the first known resolution schemes3. For a very
interesting discussion of diverse related questions such as calculus of variations and
Bohmian mechanics see Butterfield’s paper [20]. a complete rigorous treatment is
to be found in, for instance, Abraham and Marsden [1].

Given an arbitrary Hamiltonian function H ∈ C∞(R2n+1
z,t , R) the associated

Hamilton–Jacobi equation is the (usually non-linear) partial differential equation
with unknown Φ:

∂Φ
∂t

+ H(x, ∂xΦ, t) = 0. (5.16)

The interest of this equation comes from the fact that the knowledge of a suffi-
ciently general solution Φ yields the solutions of Hamilton’s equations for H . (At
first sight it may seem strange that one replaces a system of ordinary differential
equations by a non-linear partial differential equation, but this procedure is often
the only available method; see the examples in Goldstein [53].)

Proposition 5.19. Let Φ = Φ(x, t, α) be a solution of

∂Φ
∂t

+ H(x, ∂xΦ, t) = 0 (5.17)

depending on n non-additive constants of integration α1, . . . , αn, and such that

det D2
x,αΦ(x, t, α) �= 0. (5.18)

Let β1, . . . , βn be constants; the functions t �−→ x(t) and t �−→ p(t) determined by
the implicit equations

∂αΦ(x, t, α) = β , p = ∂xΦ(x, t, α) (5.19)

are solutions of Hamilton’s equations for H.

3Butterfield [20] tells us that Whittaker reports that what we call Hamilton–Jacobi theory
was actually already developed by Pfaff and Cauchy using earlier results of Lagrange and Monge,
well before Hamilton and Jacobi’s work.
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Proof. We assume n = 1 for notational simplicity; the proof extends to the general
case without difficulty. Condition (5.18) implies, in view of the implicit function
theorem, that the equation ∂αΦ(x, t, α) = β has a unique solution x(t) for each t;
this defines a function t �−→ x(t). Inserting x(t) in the formula p = ∂xΦ(x, t, α) we
also get a function t �−→ p(t) = ∂xΦ(x(t), t, α). Let us show that t �−→ (x(t), p(t))
is a solution of Hamilton’s equations for H . Differentiating the equation (5.17)
with respect to α yields, using the chain rule,

∂2Φ
∂α∂t

+
∂H

∂p

∂2Φ
∂α∂x

= 0; (5.20)

differentiating the first equation (5.19) with respect to t yields

∂2Φ
∂x∂α

x +
∂2Φ
∂t∂α

= 0; (5.21)

subtracting (5.21) from (5.20) we get

∂2Φ
∂x∂α

(
∂H

∂p
− ẋ

)
= 0,

hence we have proven that ẋ = ∂pH since ∂2Φ/∂x∂α is assumed to be non-singular.
To show that ṗ = −∂xH we differentiate (5.17) with respect to x:

∂2Φ
∂x∂t

+
∂H

∂x
+

∂H

∂p

∂2Φ
∂x2

= 0 (5.22)

and p = ∂xΦ with respect to t:

ṗ =
∂2Φ
∂t∂x

+
∂2Φ
∂x2

ẋ. (5.23)

Inserting the value of ∂2Φ/∂x∂t given by (5.23) in (5.22) yields

∂H

∂x
+

∂2Φ
∂x2

ẋ− ∂H

∂p

∂2Φ
∂x2

+ ṗ = 0,

hence ṗ = −∂xH since ẋ = ∂pH . �

When the Hamiltonian is time-independent, the Hamilton–Jacobi equation
is separable: inserting Φ = Φ0−Et in (5.17) we get the ‘reduced Hamilton–Jacobi
equation’:

H(x, ∂xΦ0, t) = E (5.24)

which is often easier to solve in practice; the energy E can be taken as a constant
of integration.
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Exercise 5.20.

(i) Let H = 1
2mp2 be the Hamiltonian of a particle with mass m moving freely

along the x-axis. Use (5.24) to find a complete family of solutions of the
time-dependent Hamilton–Jacobi equation for H .

(ii) Do the same with the harmonic oscillator Hamiltonian H = 1
2m (p2+m2ω2x2).

It turns out that for a wide class of physically interesting Hamiltonians the
Hamilton–Jacobi equation can be explicitly solved using the notion of free gener-
ating function defined in Chapter 2, Subsection 2.2.3.

Proposition 5.21. Suppose that there exists ε such that for 0 < |t| < ε the mappings
fH

t are free symplectomorphisms when defined. The Cauchy problem

∂Φ
∂t

+ H (x, ∂xΦ, t) = 0 , Φ(x, 0) = Φ0(x) (5.25)

has a solution Φ, defined for 0 < |t| < ε, and given the formula

Φ(x, t) = Φ0(x′) + W (x, x′; t) (5.26)

where x′ is defined by the condition

(x, p) = fH
t (x′, ∂xΦ0(x′)) (5.27)

and W is the generating function

W (x, x′; t) =
∫ x,t

x′,0
pdx−Hdt

of the symplectomorphism fH
t .

Proof. As in the proof of Proposition 5.19 we assume that n = 1; the generalization
to arbitrary n is straightforward. We first note that formula (5.27) uniquely defines
x′ for small t. In fact, writing x = (x′, ∂xΦ0(x′), t) we have

dx

dx′ =
∂x

∂x′ +
∂x

∂p′
∂2Φ0

∂x′2 ;

since the limit of the Jacobian

DH
t (z′) =

[
∂x
∂x′

∂x
∂p′

∂p
∂x′

∂p
∂p′

]

is the identity as t→ 0, it follows that dx/dx′ is different from zero in some interval
[−α, α], α > 0, hence x′ −→ fH

t (x′, ∂xΦ0(x′)) is a local diffeomorphism for each
t ∈ [−α, α]. Obviously limt→0 Φ(x, t) = Φ0(x) since x′ → x as t → 0, so that the
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Cauchy condition is satisfied. To prove that Φ is a solution of Hamilton–Jacobi’s
equation one notes that

Φ(x + ∆x, t + ∆t)− Φ(x, t) =
∫

L

pdx−Hdt

where L is the line segment joining (x, p, t) to (x + ∆x, p + ∆p, t + ∆t); p and
p + ∆p are determined by the relations p = ∂xW (x, x′; t) and

p + ∆p = ∂xW (x + ∆x, x′ + ∆x′; t + ∆t)

where ∆x′ = x′(x + ∆x) − x′(x). Thus,

Φ(x + ∆x, t + ∆t)− Φ(x, t) = p∆x +
1
2
∆p∆x

−∆t

∫ 1

0

H(x + s∆x, p + s∆p, t + s∆t)ds

and hence

Φ(x, t + ∆t)− Φ(x, t)
∆t

= −
∫ 1

0

H(x, p + s∆p, t + s∆t)ds

from which follows that
∂Φ
∂t

(x, t) = −H(x, p, t) (5.28)

since ∆p → 0 when ∆t→ 0. Similarly,

Φ(x + ∆x, t)− Φ(x, t) = p∆x +
1
2
∆p∆x

and ∆p → 0 as ∆x→ 0 so that

∂Φ
∂x

(x, t) = p. (5.29)

Combining (5.28) and (5.29) shows that Φ satisfies Hamilton–Jacobi’s equation.
�

5.2.3 The Hamiltonian phase

Let Vn be a Lagrangian manifold on which a base point z0 is chosen. Let us set
Vn

t = fH
t (Vn) and zt = fH

t (z0) where (fH
t ) is the flow determined by some Hamil-

tonian H . Since Hamiltonian flows consist of symplectomorphisms each Vt is a
Lagrangian manifold (Proposition 5.3), and the function ϕt : V̌n

t −→ R defined by

ϕt(ž(t)) =
∫

γ(zt,z(t))

pdx (5.30)

(ž(t) being the homotopy class in Vn
t of a path γ(zt, z(t))) obviously is a phase of

Vn
t when zt = fH

t (z0) is chosen as base point in Vn
t . The following result relates

ϕt to the phase ϕ0 of the initial manifold Vn = Vn
0 :
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Lemma 5.22. Let ž be a point in V̌n= V̌
n

0 and ž(t) its image in V̌n
t by fH

t (i.e.,
ž(t) is the homotopy class in Vn

t of the image by fH
t of a path representing ž). We

have

ϕt(ž(t)) − ϕ(ž) =
∫ z(t)

z

αH −
∫ zt

z0

αH . (5.31)

Proof. Let Σt be the closed piecewise smooth curve

Σt = [z0, zt] + γ(zt, z(t))− [z, z(t)]− γ(z0, z)

where [z0, zt] (resp. [z, z(t)]) is the Hamiltonian trajectory joining z0 to zt (resp.
z to z(t)). In view of the property (5.15) of the Poincaré–Cartan form we have∫

Σt

αH = 0. (5.32)

Since dt = 0 along both paths γ(zt, z(t)) and γ(z0, z) we have∫
γ(zt,z(t))

αH =
∫

γ(zt,z(t))

pdx ,
∫

γ(z0,z)

αH =
∫

γ(z0,z)

pdx

and hence (5.32) is equivalent to∫
γ(z0,z)

pdx +
∫ z(t)

z

αH −
∫

γ(zt,z(t))

pdx−
∫ zt

z0

αH = 0

that is to (5.31). �

Lemma 5.22 has the following important consequence:

Proposition 5.23. Let ž ∈ V̌n
t and define ž′ ∈ V̌n by the condition ž = fH

t (ž′). The
function ϕ(·, t) : V̌n

t −→ R defined by

ϕ(ž, t) = ϕ(ž′) +
∫ z,t

z′,0
αH (5.33)

is a phase of Vn
t : for fixed t we have

dϕ(ž, t) = pdx if πt(ž) = z = (x, p) (5.34)

where πt is the projection V̌n
t −→ Vn

t .

Proof. In view of Lemma 5.22 we have

ϕ(ž, t) =
∫ zt,t

z0,0

αH +
∫

γ(zt,z)

pdx (5.35)

where αH is integrated along the arc of extended phase space trajectory leading
from z0 at time t = 0 to zt at time t and γ(zt, z) is the image in V̌n

t of a path
joining z0 to z′ in V̌n and belonging to the homotopy class ž′. Differentiating (5.35)
for fixed t we get (5.34). �
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Definition 5.24. We will call the function ϕ(·, t) : V̌n −→ R defined by (5.33),
(5.35) the “Hamiltonian phase” of Vn

t (as opposed to the phase (5.30).

Here is an interesting particular case of the result above:

Exercise 5.25. Let H be a Hamiltonian which is quadratic and homogeneous in the
position and momentum variables; its flow thus consists of symplectic matrices SH

t .

(i) Show that the Hamiltonian phase of SH
t (V) is

ϕ(ž, t) = ϕ(ž′) + 1
2 (〈pt, xt〉 − 〈p, x〉) (5.36)

where (xt, pt) = SH
t (x, p).

(ii) Explicit this condition when V is a graph: p = ∂xΦ(x) and SH
t (V) is itself a

graph.

An interesting particular case of Proposition 5.23 is when the Lagrangian
manifold Vn is invariant under the Hamiltonian flow; this situation typically oc-
curs when one has a completely integrable system and Vn = Tn is an associated
Lagrangian torus:

Corollary 5.26. Let H be a time-independent Hamiltonian, (fH
t ) its flow, and

assume that fH
t (Vn) = Vn for all t. If ž is the homotopy class in Vn of a path

γ(z0, z) and γ(z, z(t)) is the piece of Hamiltonian trajectory joining z to z(t), then

ϕ(ž, t) = ϕ(ž(t))− Et (5.37)

where E is the (constant) value of H on Vn and ž(t) the homotopy class of the
path γ(z0, z) + γ(z, z(t)) in Vn.

Proof. The trajectory s �−→ zs = fH
s (z) is a path γ(z, z(t)) in Vn joining z to

z(t), hence ∫
γ(z0,z)

pdx +
∫ z(t)

z

αH =
∫

γ(z0,z(t))

pdx− Et

where γ(z0, z(t)) = γ(z0, z) + γ(z, z(t)). The result follows since the first integral
in the right-hand side of this equality is by definition ϕ(ž(t)). �

Proposition 5.23 links the notion of phase of a Lagrangian manifold to the
standard Hamilton–Jacobi theory:

Proposition 5.27. Let z ∈ Vn have a neighborhood U in Vn projecting diffeomor-
phically on Rn

x.

(i) There exists ε > 0 such that the local expression Φ = Φ(x, t) of the phase ϕ
is defined for |t| < ε;

(ii) Φ satisfies the Hamilton–Jacobi equation

∂Φ
∂t

+ H(x, ∂xΦ) = 0

for x in the projection of U and |t| < ε.
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Proof. The first part (i) is an immediate consequence of Proposition 5.14 (the
existence of ε follows from the fact that the caustic is a closed subset of Vn). To
prove (ii) we observe that

Φ(x, t) = Φ(x′, 0) +
∫ z,t

z′,0
pdx−Hdt

in view of formula (5.33) in Proposition 5.23; now we can parametrize the arc
joining z′, 0 to z, t by x and t hence

Φ(x, t) = Φ(x′, 0) +
∫ x,t

x′,0
pdx−Hdt

which is precisely the solution of Hamilton–Jacobi’s equation with initial datum
Φ at time t = 0. �

5.3 Integrable Systems and Lagrangian Tori

Completely integrable systems (sometimes also called Liouville integrable systems)
are exceptions rather than the rule. They play however a privileged role in Hamilto-
nian mechanics, because the associated Hamilton equations are explicitly solvable
by passing to the so-called “angle-action variables”; they are also historically the
first to have been rigorously semiclassically quantized (the Keller–Maslov theory
[102, 119, 120, 124, 128] which we will discuss in the last section of this chapter).
The reason for which we introduce them in this chapter is that the phase-space
curves corresponding to the solutions of Hamilton’s equations lie on Lagrangian
manifolds of a particular type.

5.3.1 Poisson brackets

Let F and G be two continuously differentiable functions on R2n
z . By definition,

the Poisson bracket of F and G is

{F, G} =
n∑

j=1

∂F

∂xj

∂G

∂pj
− ∂F

∂pj

∂G

∂xj
(5.38)

(in some texts the opposite sign convention is chosen), that is

{F, G} = 〈∂xF, ∂pG〉 − 〈∂pF, ∂xG〉 . (5.39)

The Poisson bracket is related in an obvious way to the symplectic structure
on R2n

z : defining the Hamiltonian vector fields

XF = J∂zF , XG = J∂zG
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we have σ(XF , XG) = σ(∂zF, ∂zG) hence formula (5.39) can be rewritten for
short as

{F, G} = −σ(XF , XG). (5.40)

Exercise 5.28. Show that X{F,G} = [XF , XG] where [XF , XG] = XF XG −XGXF

is the commutator of the vector fields XF and XG.

Exercise 5.29. Hamilton’s equations can be rewritten in terms of the Poisson
bracket as

ẋj = {xj , H} , ṗj = {pj, H}.
Indeed, {xj , H} = ∂H/∂pj and {pj, H} = −∂H/∂xj.

When {F, G} = 0 we will say that the functions F and G are in involution
(one also says that they are Poisson commuting).

The Poisson bracket has the following obvious properties:

{λF, G} = λ {F, G} for λ ∈ R,

{F, G + H} = {F, G} + {F, H} ,

{F, G} = −{G, F} ,

{{F, G} , H}+ {{G, H} , F}+ {{H, F} , G} = 0;

the last formula is called “Jacobi’s identity”. All these relations are of course
immediate consequences of the definition of the Poisson bracket.

Definition 5.30. Let H and F be smooth functions on R2n
z . Viewing H as a Hamil-

tonian defining a “motion” we will say that F is a “constant of the motion” if its
Poisson commutes with H , that is if

{F, H} = 0. (5.41)

The terminology comes from the following remark: let t �−→ z(t) = (x(t), p(t))
be a solution of Hamilton’s equations ż = J∂zH(z). Then

d

dt
F (z(t)) = 〈∂xF, x〉 + 〈∂pF, ṗ〉

= 〈∂xF, ∂pH〉 − 〈∂pF, ∂xH〉
= 0

hence the function t �−→ F (z(t)) is constant “along the motion”. In particular
{H, H} = 0 hence the Hamiltonian itself is a constant of the motion: this is the
theorem of conservation of energy for time-independent Hamiltonian systems.

The notion of constant of the motion makes sense for time-dependent Hamil-
tonians as well: a constant of the motion for a time-dependent Hamiltonian H is
a function F : R2n+1 −→ R which is constant along the curves t �−→ (z(t), t) in
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extended phase space. Notice that if F is defined along t �−→ (z(t), t) then, by the
chain rule

dF

dt
=

∂F

∂t
+ {F, H} . (5.42)

Thus F : R2n+1 −→ R is a constant of the motion if and only if it satisfies
Liouville’s equation

∂F

∂t
+ {F, H} = 0. (5.43)

Since {H, H} = 0 we see that in particular the energy is a constant of the motion
if and only if ∂H/∂t = 0 that is if and only if H is time-independent.

Exercise 5.31. Let H be the one-dimensional harmonic oscillator Hamiltonian

H =
ω(t)
2

(p2 + x2)

and E(t) = H(z(t), t) the energy along a solution t �−→ z(t). In view of (5.42) we
have Ė(t) = (ω̇(t)/ω(t))E(t), hence the energy and the frequency are proportional:
E(t) = kω(t) with k = E(0)/ω(0).

For a harmonic oscillator with n degrees of freedom it is not true in general
that energy is proportional to the frequencies. Suppose however H is a Hamiltonian
of the type

H =
n∑

j=1

ωj(t)
2

(p2
j + x2

j)

and t �−→ z(t) is a solution of Hamilton’s equations for H . If there exists a real
number k such that ω(t) = kω(t′) (ω = (ω1, . . . , ωn)) for some instants t and t′,
then E(t)/ωj(t) = E(t′)/ωj(t′).

5.3.2 Angle-action variables

From now on, and until the end of this section, we will assume that all Hamilto-
nians are time-independent.

Let us begin by discussing a simple example. Consider the n-dimensional
harmonic oscillator Hamiltonian in normal form

H =
n∑

j=1

ωj

2
(p2

j + x2
j )

and define new variables (φ, I) by

xj =
√

2Ij cosφj , pj =
√

2Ij sin φj (5.44)
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for 1 ≤ j ≤ n; we assume Ij ≥ 0 and the angles φj are chosen such that 0 ≤ φj <
2π. In these new variables the Hamiltonian H takes the simple form

K(I) =
n∑

j=1

ωjIj (5.45)

(observe that K does not contain φ). The transformation f : (x, p) �−→ (φ, I) is a
symplectomorphism outside the origin of R2n

z ; it suffices to verify this in the case
n = 1. We have

φ = tan−1

(
x

p

)
, I =

1
2
(x2 + p2)

hence the Jacobian matrix of the mapping f : z = (x, p) �−→ (φ, I) is

Df(z) =
[

x
x2+p2

−p
x2+p2

p x

]
which obviously is a symplectic matrix (it has determinant equal to 1). It suffices
now to solve Hamilton’s equations

φ̇j = ∂Ij K(I) = ωj , İj = −∂φj K(I) = 0 (5.46)

for K and then to return to the original variables (x, p) using the inverse change
of variables. The equations (5.46) have the obvious solutions

φj(t) = ωjt + φj(0) , Ij(t) = Ij(0).

Inserting these values in (5.44) we get

xj(t) =
√

2Ij(0) cos(ωjt + φj(0)),

pj(t) =
√

2Ij(0) sin(ωjt + φj(0))

for 1 ≤ j ≤ n.

This example leads us quite naturally to the following general definition:

Definition 5.32. A time-independent Hamiltonian H on R2n
z is “completely inte-

grable” (for short: “integrable”) if there exists a symplectomorphism f : (x, p) �−→
(φ, I) (in general not globally defined) such that the composed function K = H ◦f
only depends explicitly on the action variables I = (I1, . . . , In):

H(z) = H(f(φ, I)) = K(I). (5.47)

The numbers ωj(I) = ωj(I1, . . . , In) defined by

ωj(I) =
∂K

∂Ij
(I) (5.48)

are called the “frequencies of the motion”.
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The Hamilton equations for K are

φ̇ = ∂IK(I) , İ = −∂φK(I); (5.49)

since ∂φK = 0, these can be explicitly solved “by quadratures”, yielding the
solutions

φj(t) = ωj(I(0))t + φ(0) , Ij(t) = Ij(0). (5.50)

The flow (fK
t ) determined by K is thus given by

fK
t (φ, I) = (ω(I)t + φ, I) , ω = (ω1, . . . , ωn); (5.51)

it is called a “Kronecker flow’; ω is the “frequency vector”.
We have already seen one example of a completely integrable Hamiltonian

system, namely the n-dimensional harmonic oscillator discussed in the beginning
of this subsection. More generally every Hamiltonian function which is a positive
definite quadratic form in the position and momentum coordinates is integrable,
and even admits global angle-action variables. Namely choose a symplectic matrix
S such that H ◦ S has the normal form

H(Sz) =
n∑

j=1

ωj

2
(p2

j + x2
j) (5.52)

(that this is possible is a consequence of Williamson’s theorem, which we will
discuss in Chapter 8). Setting (X, P ) = S(x, p) and Xj =

√
2Ij cosφj , Pj =√

2Ij sin φj , the symplectomorphism (x, p) �−→ (φj , Ij) again brings H into the
form

K =
n∑

j=1

ωjIj . (5.53)

5.3.3 Lagrangian tori

Let us now study the notion of Lagrangian torus attached to a completely inte-
grable Hamiltonian system.

Consider again the Hamiltonian (5.53); the solutions of the associated Hamil-
ton equations are

φ̇j(t) = ωjt + φ̇j(0) , Ij(t) = Ij(0) (1 ≤ j ≤ n).

Let us now state a condition ensuring us the existence of angle-action vari-
ables and invariant tori. Here is an important classical result:

Theorem 5.33. Assume that F1 = H, F2, . . . , Fn are n constants of the motion in
involution on an open dense subset of R2n

z . Set F = (F1, F2, . . . , Fn) and assume
that F−1(z0) is a compact and connected n-dimensional manifold. Then:
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(i) there exists a neighborhood V of F−1(0) in Rn, an open subset U of Rn and
a diffeomorphism

f : (R/2πZ)n × V −→ U
such that if (x, p) = f(φ, I), then

dp ∧ dx = dI ∧ dφ;

The diffeomorphism f is thus canonical.
(ii) In the (φ, I) variables the Hamiltonian becomes K(I) = H(x, p) and the mo-

tion thus takes place on an n-dimensional submanifold Vn of R2n
z such that

f(Vn) = {I0} × (R/2πZ)n.

(The motion thus takes place on a torus in (φ, I) phase space.)

The manifold F−1(z0) described in this theorem is topologically an n-dimen-
sional torus Tn = (R/2πZ)n invariant under the flow determined by the Hamilto-
nian, and hence compact. It is a Lagrangian manifold. This can be seen directly,
without reference to the angle-action variables as follows. Viewing each of the
constants of the motion Fj as a Hamiltonian function in its own right, we denote
by Xj the associated Hamiltonian vector field J∂zFj , and note that we obviously
have, since σ(z, z′) = 〈Jz, z′〉:

{Fj(z), Fk(z)} = σ(Xj(z), X
k
(z))

at every z ∈ Vn. It follows that the involution conditions {Fj , Fk} = 0 are equiv-
alent to

σ(Xj(z), X
k
(z)) = 0

for every z ∈ V . Since the functions Fj are independent, the vector fields Xj

span Vn. It follows that for all pairs Y (z), Y ′(z) of tangent vectors at z ∈ Vn, the
skew-product σ(Y (z), Y ′(z)) can be expressed as a linear combination of the terms
σ(Xj(z), X

k
(z)) and hence σ(Y (z), Y ′(z)) = 0, so that Vn is indeed a Lagrangian

manifold.
The proof of Theorem 5.33 is long and technical; it can be found for instance

in the references [1, 3, 27, 91]. The last statement in (ii) follows from formula
(5.51) due to the identification of I-coordinates modulo 2π. The action variables I
are constructed as follows: let γj form a basis for the 1-cycles on Tn and set

Ij =
1
2π

∮
γj

pjdxj

for 1 ≤ j ≤ n.
Note that Theorem 5.33 is in a sense a local statement, because it only

guarantees the existence of angle-action angles in a neighborhood of F−1(z0):
the underlying phase space in the (φ, I) variables is (R/2πZ)n × U where the
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neighborhood U is determined by the neighborhood U of F−1(z0). It turns out that
there are major obstructions for the construction of global angle-action variables
(see the discussion in [27], Appendix D.2, and the references therein).

Remark 5.34. The energy being a constant of the motion, it follows that all systems
with one degree of freedom are completely integrable.

5.4 Quantization of Lagrangian Manifolds

Physics describes the real world, and its domain of competence does this in two
modes: classical (including Hamiltonian mechanics and relativity theory), and
quantum. A classical problem (which might not be so well posed) is that of “quanti-
zation”. Quantization refers to a variety of procedures of which two of the most im-
portant are operator quantization, and semi-classical quantization. While we will
study in detail operator quantization in the forthcoming chapters, semi-classical
quantization is more than just an approximate “poor man’s quantum mechan-
ics”; it is in fact a mathematical theory, or rather a collection of mathematical
theories interesting in their own right. The number of books devoted to quantum
mechanics defies the imagination; here are a few basic sources (in alphabetical
order): Bohm [12] (from the point of view of one the great physicists of last cen-
tury), Isham [96], Merzbacher [122], Messiah [123] (a classic, very readable by
mathematicians), Park [129]. The rigorous mathematical foundations of quantum
mechanics were pioneered by von Neumann [171] and Weyl [179]; see in this con-
text the book [18] on the Schrödinger equation by Berezin and Shubin; another
valuable book is Schechter [139]. A classical historical review is Jammer’s book
[97] (very complete). I also recommend the book [48] by Giacchetta et al. which
contains an advanced treatment of up-to-date mathematical tools to be used in
studying quantum problems.

We begin by discussing the Maslov quantization rules (Arnol’d [3], Leray
[107], Maslov [119], Maslov–Fedoriuk [120]) for completely integrable Hamiltonian
systems. The idea of these rules goes back to the pioneering work of Keller [102],
elaborating on an idea of Einstein [37] (see Bergia and Navarro [8] and Gutzwiller
[86] for a historical discussion of Einstein’s idea which goes back to. . . 1917!).

5.4.1 The Keller–Maslov quantization conditions

The passage from classical to semiclassical mechanics consists in imposing se-
lection rules on the Lagrangian manifolds Vn; these rules are the Keller–Maslov
quantization conditions:

1
2π�

∮
γ

pdx− 1
4
m(γ) ∈ Z for all one-cycles γ on Vn (5.54)
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where m(γ) is the Maslov index. In the physical literature these conditions are of-
ten called the EBK (Einstein–Brillouin–Keller) quantum conditions, or the Bohr–
Sommerfeld–Maslov conditions. Since the integral of the action form pdx only
depends on the homotopy class of γ in Vn and the Maslov index is a homotopy
invariant, the same is true of conditions (5.54).

Definition 5.35. When the conditions (5.54) hold, the Lagrangian manifold Vn is
said to be “quantized” (in the sense of Keller and Maslov)

We will not justify the conditions (5.54) here; we will in fact see in Subsection
5.4.3 that they are equivalent to the existence of “waveforms” on the Lagrangian
manifold Vn. In Chapter 8 we will derive (5.54) using a topological argument
involving the notion of symplectic capacity.

Remark 5.36. Souriau [156] has proven that if the Lagrangian manifold Vn is
oriented then m(γ) is even. We will re-derive this result in the more general context
of q-oriented Lagrangian manifold in Subsection 5.4.2.

The semiclassical values of the energy corresponding to the Keller–Maslov
conditions are obtained as follows: let I = (I1, . . . , In) be the action variables cor-
responding to the basic one-cycles γ1, . . . , γn on Vn. These are defined as follows:
let γ̄1, . . . , γ̄n be the loops in Tn(R1, . . . , Rn) defined, for 0 ≤ t ≤ 2π, by

γ̄1(t) = R1(cos t, 0, . . . , 0; sin t, 0, . . . , 0),

γ̄2(t) = R2(0, cos t, . . . , 0; 0, sin t, . . . , 0),
· · · · · · · · · · · · · · · · · · · · · · ··

γ̄n(t) = Rn(0, . . . , 0, cos t; 0, . . . , 0, sin t).

The basic one-cycles γ1, . . . , γ1 of Vn are then just

γ1 = f−1(γ̄1), . . . , γn = f−1(γ̄n).

The action variables being given by

Ij =
1
2π

∮
γj

pdx , 1 ≤ j ≤ n,

the quantization conditions (5.54) imply that we must have

Ij = (Nj + 1
4m(γj))� for 1 ≤ j ≤ n, (5.55)

each Nj being an integer ≥ 0. Writing H(x, p) = K(I) the semiclassical energy
levels are then given by the formula

EN1,...,Nn = K((N1 + 1
4m(γ1))�, . . . , (Nn + 1

4m(γ1))�) (5.56)

where N1, . . . , Nn range over all non-negative integers; they correspond to the
physical “quantum states” labeled by the sequence of integers (N1, . . . , Nn).
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Remark 5.37. We do not discuss here the ambiguity that might arise in calculation
of the energy because of the non-uniqueness of the angle action coordinates; that
ambiguity actually disappears if one requires that the system under consideration
is non-degenerate, that is ∂2K(I) �= 0. (See Arnol’d [3]), Ch. 10, §52.)

Applying the Keller–Maslov quantization conditions (5.54) to a system with
quadratic Hamiltonian, or even an atom placed in a constant magnetic field, gives
the same energy levels as those predicted by quantum mechanics. However in
general these conditions only lead to approximate values of observable quantities.
This reflects the fact that they are semi-classical quantization conditions, obtained
by imposing the quantum selection rule on a Lagrangian torus, which is an object
associated to a classical system. We notice that Giacchetta et al. give in [47] a
geometric quantization scheme for completely integrable Hamiltonian systems in
the action-angle variables around an invariant torus with respect to polarizations
spanned by almost-Hamiltonian vector fields of angle variables; also see these
authors’ recent book [48].

5.4.2 The case of q-oriented Lagrangian manifolds

Recall that we defined in Chapter 3, at the end of Section 3.3 devoted to q-
symplectic geometry, the notion of a q-oriented Lagrangian plane: it is the datum
of a pair (�, [λ]2q) where � ∈ Lag(n) and [λ]2q ∈ Z2q. For instance, if q = 1, to
every � ∈ Lag(n) we can associate two pairs (�, +), (�,−) corresponding to the
choices of a “positive” and of a “negative” orientation.

Let Vn be a (connected) Lagrangian manifold; we denote by z �−→ �(z) the
continuous mapping Vn −→ Lag(n) which to every z ∈ Vn associates the tangent
plane �(z) ∈ Lag(n) to Vn at z:

�(z) = TzVn , z ∈ Vn.

The notion of q-orientation makes sense for Vn. Let

πLag2q : Lag2q(n) −→ Lag(n)

be the covering of order 2q of Lag(n).

Definition 5.38. We say that the connected Lagrangian manifold Vn is “q-oriented”
(1 ≤ q ≤ ∞) if the mapping

�(·) : Vn −→ Lag(n) , z �−→ �(z)

has a continuous lift

�2q(·) : Vn −→ Lag2q(n) , z �−→ �2q(z)

(i.e., πLag2q(�2q(z)) = �(z) for every z ∈ Vn). The datum of such a lift �2q(·) is
called a “q-orientation” of Vn.
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For instance every oriented Lagrangian manifold has exactly two 1-orienta-
tions, namely z �−→ (�(z), +) and z �−→ (�(z),−) where “+” and “−” correspond
to the positive or negative orientation of all the tangent planes.

Example 5.39. The circle S1 is oriented and hence 1-oriented. The same is true of
the n-torus Tn = (S1)n. Tn is not q-oriented if q > 1.

If the Lagrangian manifold Vn is simply connected, then it is ∞-orientable
(and hence orientable). The converse is not true: in [64], p. 175–177 we have con-
structed, in relation with the quantization of the “plane rotator”, an∞-orientable
Lagrangian manifold which is not simply connected; that manifold is the subman-
ifold of R4

x,y,px,py
defined by the equations

x2 + y2 = r2 , xpy − ypx = L0.

The following result provides us with a very useful test for deciding whether
a given Lagrangian manifold is q-oriented for some integer q (or +∞). It is also the
key to the understanding of Maslov quantization for other Lagrangian manifolds
than tori.

Theorem 5.40. A connected Lagrangian manifold Vn is q-oriented” (1 ≤ q < ∞)
if and only if the Maslov index mVn is such that

m(γ) ≡ 0 mod 2q (5.57)

for every loop γ in Vn. It is ∞-oriented if and only if m(γ) = 0 for every γ.

Proof. Choose a base point z0 in Vn and set �0 = �(z0). Let

�∗ : π1[Vn, z0] −→ π1[Lag(n), �0]

be the group homomorphism induced by the continuous �(·) : Vn −→ Lag(n). Let
�0,2q ∈ Lag2q(n) be such that πLag2q(�0,2q) = �0 and

π
Lag2q∗ : π1[Lag2q(n), �0,2q] −→ π1[Lag(n), �0]

is the homomorphism induced by πLag2q . The mapping �(·) : Vn −→ Lag(n) can
be lifted to a mapping �2q(·) : Vn −→ Lag2q(n) if and only we have the inclusion

�∗(π1[Vn, z0]) ⊂ π
Lag2q∗ (π1[Lag2q(n), �0,2q]).

Let β0 be the generator of π1[Lag(n), �0] whose image in Z is +1; we have

π1[Lag2q(n), �0,2q] = {β2kq
0 : k ∈ Z},

hence the inclusion above is equivalent to saying that for every γ ∈ π1[Vn, z0]
there exists k ∈ Z such that m(γ) = 2kq, that is (5.57). �
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Specializing to the case q = 1 we immediately recover Souriau’s result (Re-
mark 5.36):

Corollary 5.41. Assume that Vn is an orientable Lagrangian manifold; then m(γ)
is even.

Proof. Immediate since orientability is equivalent to 1-orientability. �

5.4.3 Waveforms on a Lagrangian Manifold

The machinery developed above can be used to define a notion of phase space
wavefunction for quantum systems associated to general Lagrangian manifolds,
and generalizing Leray’s [107] “Lagrangian functions”. We will only sketch the
approach here and refer to de Gosson [60, 62, 66, 64] for details.

We begin by reviewing the notion of de Rham forms and their square roots.
Let Vn be a connected manifold; we do not assume for the moment that it

is Lagrangian. In a neighborhood U ⊂ Vn of every point z of Vn there are two
orientations; using them we construct the two-sheeted oriented double covering of
Vn. Let (Uα, fα)α be a maximal atlas of Vn; for α and β such that Uα ∩ Uβ �= ∅
we define a locally constant mapping

gαβ : Uα ∩ Uβ −→ {−1, +1}

by the formula
gαβ(z) = sign(detD(fαf−1

β ))(fβ(z))

where sign u = u/|u| if u ∈ R, u �= 0. The mappings gαβ obviously satisfy the
cocycle relation

gαβ(z)gβγ(z) = gαγ(z) for z ∈ Uα ∩ Uβ ∩ Uγ

and therefore define a two-sheeted covering πo : (Vn)o −→ Vn with trivializations

Φα : (πo)−1(Uα) −→ Uα × {−1, +1}

such that
ΦαΦ−1

β (z,±1) = (z,±gαβ(z)) for z ∈ Uα ∩ Uβ.

One proves (see for instance Godbillon [51], Ch. X, §5, or Abraham et al. [2], Ch.
7) that (Vn)o is an orientable manifold and that:

• Vn is oriented if and only if (Vn)o is trivial, that is (Vn)o = Vn × {−1, +1};
• (Vn)o is connected if and only if Vn is non-orientable.

These properties motivate the following definition:
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Definition 5.42.

(i) The manifold (Vn)o is called the “two-sheeted orientable covering” of Vn.
(ii) A “de Rham form” (or: “twisted form”) on Vn is a differential form on (Vn)o.
(iii) A “de Rham (or: twisted) volume form” is a volume form on (Vn)o.

Locally, in a neighborhood U ⊂ Vn of z ∈ Vn, a de Rham form µ on Vn can
be written Orient(U)µ where Orient(U) = ±1 is an orientation of the set U and
µ a differential form on U .

From now on we again assume that Vn is a Lagrangian manifold coming
equipped with a Rham form µ. In [64], Ch. 5, §5.3, we showed that the pull-back
of µ to the universal covering π : V̌n−→ Vn can be written outside the caustic
ΣVn as

π∗µ(ž) = (−1)m(ž)π∗ρ(ž) = (−1)m(ž)ρ(z) (5.58)

where ρ is a density on Vn and

m(ž) = m(�P,∞, �∞(ž))

corresponds to a choice of �P,∞ such that πLag(�P,∞) = �P (m being the reduced
ALM index: Definition 3.23, Chapter 3.2, Section 3.3). The mapping

�∞(·) : V̌n −→ Lag∞(n) , ž −→ �∞(ž)

is a lift of the tangent mapping

�(·) : Vn −→ Lag(n) , z �−→ �(z) = TzVn.

Formula (5.58) allows us to define the square root of the pulled-back de Rham
form outside the caustic by

√
π∗µ(ž) = im(ž)√ρ(z)

where
√

ρ is a choice of half-density corresponding to the density ρ. This motivates
the following definition:

Definition 5.43. A “waveform” on V̌n is the family (Ψ�α,∞) where

Ψ�α,∞(ž) = e
i
�

ϕ(ž)imα(ž)√ρ(z)

with �α,∞ ∈ Lag∞(n) and mα(ž) = m(�α,∞, �∞(ž)), m being the reduced ALM
index.

Exercise 5.44. Show that the expressions Ψ�α and Ψ�β
corresponding to choices

�α, �β ∈ Lag(n) are related by the formula Ψ�α = imαβ(·)Ψ�β
where

mαβ(z) = m(�α,∞, �β,∞)− Inert(�α, �β, �(z)).
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Waveforms are defined on the universal covering V̌n of Vn; to use an older
terminology they are “multi-valued” on Vn. They are single-valued if and only if
Vn is a quantized Lagrangian manifold in the sense of Definition 5.35.

Proposition 5.45. The Lagrangian manifold Vn satisfies the Keller–Maslov quan-
tization conditions

1
2π�

∮
γ

pdx− 1
4
m(γ) ∈ Z (5.59)

for every γ ∈ π1[Vn, z0] (z0 an arbitrary point of V̌n) if and only if

Ψ�α(γž) = Ψ�α(ž)

for every γ, that is, if and only if Ψ�α is defined on Vn.

Proof. By definition of Ψ�α we have

Ψ�α(γž) = e
i
�

ϕ(γž)imα(γž)√µ(z).

In view of formula (5.5) in Subsection 5.1.2 we have

ϕ(γž) = ϕ(ž) +
∮

γ

pdx.

On the other hand, using property (3.36) of the reduced ALM index (Proposition
3.24, Subsection 3.3.1) and the fact that �∞(γž) = βm(γ)�∞(ž), we have

mα(γž) = m(�α,∞, �∞(γž))

= m(�α,∞, βm(γ)�∞(ž))
= m(�α,∞, �∞(ž))−m(γ),

hence Ψ�α(γž) = Ψ�α(ž) is equivalent to the quantization condition (5.59). �

The time-evolution of a waveform under the action of Hamiltonian flows is
defined as follows: let H be a Hamiltonian function (possibly time-dependent),
and (fH

t ) the flow determined by the associated Hamiltonian equations. Then

fH
t Ψ�α(ẑ) = Ψ�α(ẑ, t) (5.60)

where
Ψ�α(ẑ, t) = e

i
�

ϕ(ž,t)imα(ž,t)
√

(fH
t )∗ρ(z)

and:

• ϕ(ž, t) is the phase of the Lagrangian manifold fH
t (Vn):

ϕ(ž, t) = ϕ(ž′) +
∫ z,t

z′,0
pdx−Hdt (5.61)

with z = fH
t (z′) (formula (5.33));
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• mα(ž, t) is the integer

mα(ž, t) = m(�α,∞, St(z)∞�∞(ž)) (5.62)

where St(z)∞ is the homotopy class in Sp(n) of the symplectic path

t′ �−→ St′(z) = D(fH
t′ )(z),

0 ≤ t′ ≤ t;

• (fH
t )∗ρ is the push-forward of the density ρ by the diffeomorphism fH

t :

(fH
t )∗ρ(z)(Z1, . . . , Zn) = ρ((fH

t )−1z)(St(z)−1Z1, . . . , St(z)−1Zn)

for tangent vectors (Z1, . . . , Zn) to Vn at z.

The motion of waveforms defined above is semi-classical; see de Gosson [60, 62]
for a discussion of the relation between waveforms with approximate solutions of
Schrödinger’s equation.

5.5 Heisenberg–Weyl and Grossmann–Royer Operators

The Weyl–Heisenberg operators are the quantum-mechanical analogues of the
phase space translation operators T (z0) : z �−→ z + z0. As such, they trans-
late functions (in fact waveforms), but at the same time they change their phase.
Even though their use is quantum-mechanical, their definition only makes use of
the notion of phase of a Lagrangian manifold. In the two following subsections
we study the most elementary properties of the Heisenberg–Weyl operators; in
Subsection 5.5.3 we describe a class of related operators, whose definition appar-
ently goes back to Grossmann [82] and Royer [137] and which were exploited by
Gracia-Bondia [77]. Besides the fact that the Grossmann–Royer operators some-
times considerably simplify calculations in Weyl calculus, they have an intrinsic
interest in quantization (and dequantization) problems.

5.5.1 Definition of the Heisenberg–Weyl operators

Let za = (xa, pa) be an arbitrary point4 of the standard symplectic phase space
(R2n

z , σ). The translation operator

T (za) : z �−→ z + za

can be viewed as the time-one map of a Hamiltonian flow. Consider the Hamilto-
nian function

H(z) = σ(z, za); (5.63)
4We will use for a while the subscript a in place of 0 to avoid confusion with the basepoint of

the Lagrangian manifold.
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the associated Hamilton equations

ẋ = ∂pσ(x, p; xa, pa) , ṗ = −∂xσ(x, p; xa, pa)

reduce to the simple form ẋ = xa, ṗ = pa and the solution t �−→ z(t) passing
through a point z at time t = 0 is thus given by

z(t) = fH
t (z) = z + tza.

The translation T (za) is thus the affine symplectic mapping associating to each z
the point z(1) = fa

1 (z) where (fa
t ) denotes the flow determined by the Hamiltonian

(5.63).
The following result describes the phase of the Langrangian manifold

T (za)(Vn) = fa
1 (Vn). To simplify notation we assume that Vn is simply connected

so that it coincides with its universal covering V̌n.

Proposition 5.46. Let (fa
t ) be the flow determined by the Hamiltonian Ha(z) =

σ(z, za).

(i) The Hamiltonian phase of fa
t (Vn) is

ϕa,t(z) = ϕ(z − tza) + t 〈pa, x〉 − 1
2 t2 〈pa, xa〉 (5.64)

where z = (x, p), hence
(ii) The phase ϕa of fa

1 (Vn) = T (za)Vn is

ϕa(ž) = ϕ(z − tza) + 〈pa, x〉 − 1
2 〈pa, xa〉 . (5.65)

Proof. We have, since the energy has constant value σ(z, za) along the trajectory,

ϕa(z) = ϕ(z − tza) +
∫ t

0

〈p + (s− t)pa, xa〉 ds−
∫ t

0

σ(z, za)ds

= ϕ(z − tza) + t 〈p, xa〉 − 1
2 t2 〈pa, xa〉 − t(〈p, xa〉 − 〈pa, x〉)

= ϕ(z − tza) + t 〈pa, x〉+ 1
2 t2 〈pa, xa〉 ,

whence (5.65). �
Exercise 5.47. Let za = (xa, pa) and zb = (xb, pb) be in R2n

z . Let ϕa,b be the phase
of T (za)(T (zb)Vn) and ϕa+b that of T (za +zb)Vn. Calculate ϕa,b(z)−ϕa+b(z) and
ϕa,b(z)− ϕb,a(z).

Exercise 5.48. Compare the Hamiltonian phases of the identical Lagrangian man-
ifolds SH

t (T (za)Vn) and T (SH
t (za))Vn.

Let now ψ�α,∞ be the expression of a waveform on a Lagrangian manifold
Vn; for simplicity we assume again that Vn is simply connected, so that ψ�α,∞ is
defined on Vn itself:

Ψ�α,∞(z) = e
i
�

ϕ(z)imα(z)√ρ(z).
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In view of formulae (5.60), (5.61), (5.62) the action of the flow (f0
t ) determined

by the translation Hamiltonian (5.63) is given by

fH
t Ψ�α,∞(z) = e

i
�

ϕ(z,t)imα(z,t)√ρ(z − tza)

where mα(z, t) = mα(z) (because the Jacobian matrix of a translation is the
identity) and the Hamiltonian phase ϕ(ž, t) is given by

ϕ(z, t) = ϕ(z − tza) + t 〈pa, x〉 − 1
2 t2 〈pa, xa〉

in view of formula (5.64) in Proposition 5.46. We thus have the simple formula

fH
t Ψ�α,∞(z) = e

i
�
(t〈pa,x〉− 1

2 t2〈pa,xa〉)T (tza)Ψ�α,∞(z)

which yields, for t = 1,

fH
1 Ψ�α,∞(z) = e

i
�
(〈pa,x〉− 1

2 〈pa,xa〉)T (za)Ψ�α,∞(z) (5.66)

and motivates the following definition:

Definition 5.49. Let Ψ be an arbitrary function defined on R2n
z ; the operator T̂ (za)

defined by

T̂ (za)Ψ(z) = e
i
�
(〈pa,x〉− 1

2 〈pa,xa〉)(T (za)Ψ)(z)

is called the Weyl–Heisenberg operator associated to za = (xa, pa).

Since we obviously have

|T̂ (za)Ψ(z)| = |Ψ(z − za)|,

the Heisenberg–Weyl operators are unitary in L2(Rn
x):

||T̂ (za)Ψ||L2(R2n
z ) = ||Ψ||L2(R2n

z ) for ψ ∈ L2(R2n
z ).

We will come back to this phase-space picture of the Heisenberg–Weyl oper-
ators when we study the Schrödinger equation in phase space in Chapter 10.

5.5.2 First properties of the operators T̂ (z)

While ordinary translation operators obviously form an abelian group,

T (za)T (zb) = T (zb)T (za) = T (za + zb),

this is not true of the Weyl–Heisenberg operators, because they do not commute.
The following important result actually only reflects the properties of the Hamil-
tonian phase (cf. Exercise 5.47):
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Proposition 5.50. The Heisenberg–Weyl operators satisfy the relations

T̂ (za)T̂ (zb) = e
i
�

σ(za,zb)T̂ (zb)T̂ (za), (5.67)

T̂ (za + zb) = e−
i

2�
σ(za,zb)T̂ (za)T̂ (zb), (5.68)

for all za, zb ∈ R2n
z .

Proof. Let us prove (5.67). We have

T̂ (za)T̂ (zb) = T̂ (za)(e
i
�
(〈pb,x〉− 1

2 〈pb,xb〉)T (zb))

= e
i
�

(〈pa,x〉− 1
2 〈pa,xa〉)e

i
�
(〈pb,x−xa〉− 1

2 〈pb,xb〉)T (za + zb)

and, similarly

T̂ (zb)T̂ (za) = e
i
�

(〈pb,x〉−1
2 〈pb,xb〉)e

i
�
(〈pa,x−xb〉− 1

2 〈pa,xa〉)T (za + zb).

Defining the quantities

Φ = 〈pa, x〉 − 1
2 〈pa, xa〉+ 〈pb, x− xa〉 − 1

2 〈pb, xb〉 ,
Φ′ = 〈pb, x〉 − 1

2 〈pb, xb〉+ 〈pa, x− xb〉 − 1
2 〈pa, xa〉 ,

we have
T̂ (za)T̂ (zb) = e

i
�
(Φ−Φ′)T̂ (zb)T̂ (za)

and an immediate calculation yields

Φ− Φ′ = 〈pa, xb〉 − 〈pb, xa〉 = σ(za, zb)

which proves (5.67). Let us next prove formula (5.68). We have

T̂ (za + zb) = e
i
�
Φ′′

T (za + zb)

with
Φ′′ = 〈pa + pb, x〉 − 1

2 〈pa + pb, xa + xb〉 .
On the other hand we have seen above that

T̂ (za)T̂ (zb) = e
i
�
ΦT (za + zb)

so that
T̂ (za + zb) = e

i
�
(Φ′′−Φ)T̂ (za)T̂ (zb).

A straightforward calculation shows that

Φ′′ − Φ = 1
2 〈pb, xa〉 − 1

2 〈pa, xb〉 = − 1
2σ(za, zb),

hence formula (5.68). �
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The Heisenberg–Weyl operators are an easy bridge to quantum mechanics5

– or, at least, to Schrödinger’s equation. Consider the equation

i�
∂ψ

∂t
= σ̂(ẑ, za)ψ (5.69)

where the operator σ̂(ẑ, za) is obtained by replacing formally z = (x, p) by ẑ =
(x,−i�∂x) in σ(z, za):

σ̂(ẑ, za) = 〈−i�∂x, xa〉 − 〈pa, x〉 . (5.70)

This is the “Schrödinger equation associated via the Weyl correspondence to the
Hamiltonian function σ(z, za)” (the Weyl correspondence will be studied in detail
in Chapter 6). Formally, the solution of (5.69) is given by

ψ(x, t) = e
i
�

tσ(za,ẑ)ψ0(x) , ψ(x, 0) = ψ0(x); (5.71)

one easily checks by a direct calculation that this solution is explicitly given by
the formula

ψ(x, t) = exp
[

i
�
(t〈pa, x〉 − 1

2 t2〈pa, xa〉)
]
ψ0(x− txa) (5.72)

which we can as well rewrite as

ψ(x, t) = T̂ (tza)ψ(z). (5.73)

We will come back to this relationship between the Heisenberg–Weyl opera-
tors in the next chapter, where we will begin to let them act – in conformity with
tradition! – on functions defined on position space Rn

x , even though the definition
we have given (and which is not standard) shows that their true vocation is to act
on phase space objects (functions, or waveforms, for instance). This fact will be
exploited later in this book to construct a quantum mechanics in phase space.

5.5.3 The Grossmann–Royer operators

For z0 = (x0, p0) ∈ R2n
z and a function ψ on Rn

x we define

T̃ (z0)ψ(x) = e
2i
�
〈p0,x−x0〉ψ(2x0 − x). (5.74)

The operator T̃ (z0) is clearly linear and unitary: if ψ ∈ L2(Rn
x) then

||T̃ (z0)ψ||L2(Rn
x) = ||ψ||L2(Rn

x ).

Definition 5.51. The unitary operators T̃ (z0) on L2(Rn
x) are called the Grossmann–

Royer operators; note that T̃ (0) is just the reflection operator ψ �−→ ψ∨ where
ψ∨(x) = ψ(−x).

5Another such bridge is provided by the (related) metaplectic representation of the symplectic
group we will study in Chapter 7.
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Each of the operators T̃ (z0) can be obtained from the reflection operator
T̃ (0) using conjugation by Heisenberg–Weyl operators:

Proposition 5.52. The intertwining relation

T̃ (z0) = T̂ (z0)T̃ (0)T̂ (z0)−1 (5.75)

holds for every z0 ∈ R2n
z .

Proof. Let us establish the equivalent relation T̃ (z0)T̂ (z0) = T̂ (z0)T̃ (0). We have

T̃ (z0)T̂ (z0)ψ(x) = T̃ (z0)
[
e

i
�
(〈p0,x〉− 1

2 〈p0,x0〉)ψ(x− x0)
]

= e
2i
�
〈p0,x−x0〉e

i
�
(〈p0,2x0−x〉− 1

2 〈p0,x0〉)ψ(x0 − x)

= e
i
�
(〈p0,x〉− 1

2 〈p0,x0〉)ψ(x0 − x)

= T̂ (z0)T̃ (0)ψ(x). �

The fact that the product of two reflections is a translation has its counterpart
in terms of the Grossmann–Royer operators:

Proposition 5.53. The Grossmann–Royer operators satisfy the product formula

T̃ (za)T̃ (zb) = e−
2i
�

σ(za,zb)T̂ (2(za − zb)) (5.76)

for all za, zb ∈ R2n
z ; in particular T̃ (z) is an involution.

Proof. We have

T̃ (za)T̃ (zb)ψ(x) = T̃ (za)
[
e

2i
�
〈pb,2xa−x−xb〉ψ(2xb − x)

]
= e

2i
�
〈pa,x−xa〉e

2i
�
〈pb,x−xb〉ψ(2xb − (2xa − x))

= e
i
�
Φψ(x − 2(xa − xb))

with
Φ = 2((pa − pb)x− paxa − pbxb + 2pbxa).

On the other hand

T̂ (2(za − zb))ψ(x) = e
i
�
Φ′

ψ(x− 2(xa − xb))

with
Φ′ = 2((pa − pb)x − (pa − pb)(xa − xb)).

We have Φ− Φ′ = −2σ(za, zb), hence the result. �

Exercise 5.54. Express the product T̃ (za)T̃ (zb)T̃ (zc) in terms of the Heisenberg–
Weyl operator T̂ (za − zb + zc).

Let us now proceed to the next chapter, where the study of the Heisenberg–
Weyl operators is taken up from an algebraic point of view.



Chapter 6

Heisenberg Group
and Weyl Operators

The algebraic approach to the Heisenberg group we outline in the first section
goes back to Weyl’s work [179] on the applications of group theory to quantum
mechanics, a precursor of which is Heisenberg’s “matrix mechanics,1” which was
rigorously presented by Born and Jordan in [13]. It is remarkable that such an
ad hoc inductive argument has led to one of the most important developments in
mathematical physics, with ramifications in many areas of pure mathematics. For
explicit applications of the Heisenberg group to various problems in information
theory see Binz et al. [9, 10], Schempp [140, 141]. Gaveau et al. [45] study the
symbolic calculus on the Heisenberg group; also see the books by Folland [42] or
Stein [158] where interesting material can be found.

The second part of this chapter is devoted to the definition and study of the
notion of Weyl pseudo-differential calculus. Due to practical limitations we do not
pretend to give a full account of the Weyl pseudo-differential calculus; the inter-
ested reader is referred to the (vast) literature on the subject. Some references for
Weyl calculus I have in mind are Leray [107], Trèves [164], Wong [181]. For recent
advances and a new point of view see Unterberger’s book [167]. For modern aspects
of pseudo-differential calculus in general, including a thorough study of the fasci-
nating topic of pseudo-differential operators on manifolds with conical singularities
the reader is referred to Schulze [144, 145, 146] and Egorov and Schulze [36].

1It was during a time dubbed “Hexenmathematik” – which is German for “witch mathemat-
ics” – because of its non-commutativity, which was a quite unfamiliar feature for physicists at
that time.
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6.1 Heisenberg Group and Schrödinger Representation

Born and Jordan’s argument mentioned above went as follows: noting that Hamil-
ton’s equations can be written in terms of the Poisson brackets as

ẋj = {xj , H} , ṗj = {pj , H} , (6.1)

we choose matrices
X1, X2, . . . , Xn; P1, P2, . . . , Pn

satisfying the “canonical commutation relations”

[Xi, Xj ] = 0 , [Pi, Pj ] = 0 , [Xi, Pj ] = i�δijI. (6.2)

Assuming that the “matrix Hamiltonian”

H̃ = H(X1, . . . , Xn; P1, . . . , Pn)

is unambiguously defined, one postulates that, in analogy with (6.1), the time-
evolution of the matrices Xi, Pj is determined by the equations

Ẋj = [Xj, H̃ ] , Ṗj = [Pj , H̃ ].

It turns out that the relations (6.2), viewed as commutation relations for
operators, lead to the definition of a Lie algebra, which is called the Heisenberg
algebra in the literature. We will see that it is the Lie algebra of a group closely
related to the Heisenberg–Weyl operators defined at the end of the last chapter.

6.1.1 The Heisenberg algebra and group

The Heisenberg group is a simple mathematical object; its interest in quantization
problems comes from the fact that its Lie algebra reproduces in abstract form the
canonical commutation relations. We will see that there is a unitary representation
of the Heisenberg group in L2(Rn

x), commonly called the Schrödinger representa-
tion, which leads to an important version of pseudo-differential calculus, the Weyl
calculus. (In Chapter 10 we will study another representation of the Heisenberg
group, leading to quantum mechanics in phase space.)

Consider the textbook quantum operators X̂j , P̂j on S(R) defined, for ψ ∈
S(Rn

x), by

X̂jψ = xjψ , P̂jψ = −i�
∂ψ

∂xj
.

These operators satisfy the commutation relations [X̂i, X̂j] = [P̂i, P̂j ] = 0 and
[X̂i, P̂j ] = i�δijI, justifying the following general definition:
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Definition 6.1. A “Heisenberg algebra” is a Lie algebra hn with a basis {X̂1, . . . , X̂n;
P̂1, . . . , P̂n; T̂} satisfying the “canonical commutation relations”2

[X̂i, X̂j ] = 0 , [P̂i, P̂j ] = 0 , [X̂i, P̂j ] = δij T̂ (6.3)

[X̂i, T̂ ] = 0 , [P̂i, T̂ ] = 0

for 1 ≤ i, j ≤ n; � is a constant identified in Physics with Planck’s constant h
divided by 2π.

In the example above the operator T̂ corresponds to multiplication by i�:
T̂ψ = i�ψ; it plays the role of time.

The canonical commutation relations (6.3) are strongly reminiscent of the
formulae (1.9) defining a symplectic basis (see Subsection 1.1.2 of Chapter 1). It
is in fact easy to make the link with symplectic geometry: writing z = (x, p) and

Û =
n∑

i=1

xiX̂i + piP̂i + tT̂ , Û ′ =
n∑

i=1

x′
iX̂i + p′iP̂i + t′T̂

the relations (6.3) are immediately seen to be equivalent to

[Û , Û ′] = σ(z, z′)T̂ . (6.4)

Let us now describe the simply connected Lie group Hn corresponding to
the Lie algebra in hn. Since all Lie brackets of length superior to 2 vanish, the
Baker–Campbell–Hausdorff formula (see Appendix A) shows that if Û and Û ′ are
sufficiently close to zero, then we have

exp(Û) exp(Û ′) = exp(Û + Û ′ + 1
2 [Û , Û ′]),

that is, in view of (6.4),

exp(Û) exp(Û ′) = exp(Û + Û ′ + 1
2σ(z, z′)T̂ ). (6.5)

The exponential being a diffeomorphism of a neighborhood U of zero in hn onto
a neighborhood of the identity in Hn, we can identify Û , Û ′, for small z, z′, t, t′,
with the exponentials exp(Û) and exp(Û ′), and exp(Û) exp(Û ′) with the element
(z, t)�(z′, t) of R2n

z × Rt defined by

(z, t)�(z′, t) = (z + z′, t + t′ + 1
2σ(z, z′)). (6.6)

Clearly (0, 0) is a unit for the composition law �, and each (z, t) is invertible with
inverse (−z,−t). One verifies that the law � is associative, so it defines a group
structure on R2n

z × Rt, identifying Hn with the set R2n
z × Rt.

2Often abbreviated to “CCR” in the physical literature.
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Definition 6.2. The set R2n
z × Rt equipped with the group law

(z, t)�(z′, t) = (z + z′, t + t′ + 1
2σ(z, z′))

is called the (2n + 1)-dimensional Heisenberg group3 Hn.

At this point we remark that some authors define the Heisenberg group as
being the set R2n

z × S1 equipped with the law

(z, u)(z′, u′) = (zz′, uu′e
i
2 σ(z,z′)). (6.7)

It is immediate to check that Hn is the universal covering group of this “exponen-
tiated” version Hexp

n of Hn; since the covering groups of a Lie group all have the
same Lie algebra as the group itself, the Lie algebra of Hexp

n indeed is hn.
There is a useful identification of Hn with a subgroup Hpol

n of GL(2n+2, R).
That group (the “polarized Heisenberg group”) consists of all (2n + 2)× (2n + 2)
upper-triangular matrices of the type

M(z, t) =

⎡⎢⎢⎢⎢⎢⎣
1 p1 · · · pn t
0 1 · · · 0 x1

...
...

...
...

...
0 0 · · · 1 xn

0 0 · · · 0 1

⎤⎥⎥⎥⎥⎥⎦
(the entries of the principal diagonal are all equal to 1); we will write these matrices
for short as

M(z, t) =

⎡⎣1 pT t
0 1 x
0 0 1

⎤⎦ .

A simple calculation shows that the determinant of M(z, t) is 1 and that its in-
verse is

M(z, t)−1 =

⎡⎣1 −pT −t + 〈p, x〉
0 1 −x
0 0 1

⎤⎦ ;

moreover
M(z, t)M(z′, t′) = M(z + z′, t + t′ + 〈p, x′〉). (6.8)

Exercise 6.3.

(i) Show that the mapping φ : Hpol
n −→ Hn defined by

φ(M(z, t)) = (z, t− 1
2 〈p, x〉) (6.9)

is a group isomorphism.

3It is sometimes also called the Weyl group, especially in the physical literature.
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(ii) Show that the Lie algebra hpol
n of Hpol

n consists of all matrices

Xpol(z, t) =

⎡⎣0 pT t− 1
2 〈p, x〉

0 0 x
0 0 0

⎤⎦ .

We are next going to represent the elements of the Heisenberg group as
unitary operators acting on the Hilbert space L2(Rn

x) of square-integrable functions
on position space; doing this we will recover the Heisenberg–Weyl operators defined
at the end of the last chapter. This representation is the key to the Weyl calculus
that will be developed in Section 6.2.

6.1.2 The Schrödinger representation of Hn

Let us recall some terminology and basic facts from representation theory (see
for instance Schempp [140], Varadarajan [170], or Wallach [175]). Let G be a
topological group and H a Hilbert space. A unitary representation (T,H) of G is a
homomorphism T : G −→ U(H) where U(H) is the group of all unitary bijections
H −→ H equipped with the strong topology.

• Two unitary representations (T,H) and (T ′,H′) are equivalent if there exists
a unitary bijection U : H −→ H′ such that

U ◦ T (g) = T ′(g) ◦ U for all g ∈ G;

• The unitary representation (T,H) is irreducible if the only closed subspaces
of H which are invariant under all T (g), g ∈ G, are {0} or H itself. [One
sometimes says topologically irreducible].

A theorem of Schur (see Folland [42], Appendix B, for a proof) says that:

• The unitary representation (T,H) is irreducible if and only if all bounded
operators A : H −→ H such that

A ◦ T (g) = T (g) ◦A for all g ∈ G

are of the type λI, λ ∈ C.

Recall that the Heisenberg–Weyl operators were already defined in Chapter 5,
Subsection 5.5, by the formula

T̂ (z0)ψ(z) = e
i
�

(〈p0,x〉− 1
2 〈p0,x0〉)ψ(x− x0).

We also saw that these operators do not commute, and satisfy the commutation
relations (5.67)–(5.68), which we restate here:

T̂ (z0)T̂ (z1) = e
i
�

σ(z0,z1)T̂ (z1)T̂ (z0), (6.10)

T̂ (z0 + z1) = e−
i

2�
σ(z0,z1)T̂ (z0)T̂ (z1). (6.11)
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We will need the following classical result from harmonic analysis (see, e.g.,
Stein and Weiss [159], Chapter 1, §3):

Lemma 6.4. Let A be a bounded operator L2(Rn
x) −→L2(Rn

x). If A commutes with
the translations x �−→ x + x0, then there exists a function a ∈ L∞(Rn

x) such that
F (Aψ) = aFψ for all ψ ∈ S(Rn

x).

Proof. We will give the proof of this property in the special case where A is an
integral operator

Aψ(x) =
∫

K(x, y)ψ(y)dny

with kernel K ∈ L1(Rn
x × Rn

x) satisfying

sup
y

∫
|K(x, y)| dx ≤ C , sup

x

∫
|K(x, y)| dx ≤ C.

In view of a classical lemma of Schur (see for instance Hörmander [92], p. 74)
A is then continuous L2(Rn

x) → L2(Rn
x) and has norm ≤ C. Let T (x0) be the

translation x �−→ x + x0; the relation T (x0)A = AT (x0) is easily seen to be
equivalent to K(x− x0, y) = K(x, y + x0). For ψ, φ ∈ S(Rn

x) we have∫
Fφ(y)ψ(y)dny =

∫
φ(η)Fψ(η)dnη

where F is the usual Fourier transform

Fψ(ξ) =
(

1
2π

)n/2
∫

e−i〈ξ,x〉ψ(x)dn
x .

We have
Aψ(x)

∫
(F−1K)(x, η)Fψ(η)dnη

where F−1 is the inverse Fourier transform acting on the second variable. We can
rewrite this formula as

Aψ(x) =
(

1
2π

)n/2
∫

ei〈x,η〉a(x, η)Fψ(η)dnη

where the symbol a is given by

a(x, η) = (2π)n/2e−i〈x,η〉F−1K(x, η),

that is
a(x, η) =

∫
ei〈−x+y,η〉K(x, y)dny.

Setting y′ = −x + y this equality becomes

a(x, η) =
∫

ei〈y′,η〉K(x, y′ + x)dy′ =
∫

ei〈y′,η〉K(0, y′)dy′
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so that a is independent of x : a(x, η) = a(η). Summarizing we have shown that

Aψ(x) =
(

1
2π

)n/2
∫

ei〈x,η〉a(η)Fψ(η)dnη,

hence F (Aψ) = aFψ using the Fourier inversion formula. �

Let us now state and prove the main result of this subsection, namely the
existence of an irreducible representation of the Heisenberg group Hn compatible
(in a sense we will make precise) with the Schrödinger equation. (For different
approaches see Wallach [175], or Folland [42]; the latter gives a proof related to
the Stone–von Neumann theorem which we will discuss below); there are also
relations with Kirillov theory [175] which we do not discuss here because of lack
of space.

Theorem 6.5. The mapping T̂ (z0, t0) : Hn −→ U(L2(Rn
x)) defined by

T̂ (z0, t0)ψ(x) = e
i
�

t0 T̂ (z0)ψ(x)

is a unitary and irreducible representation of Hn.

Proof. It is clear that each operator T (z0, t0) is unitary:

||T̂ (z0, t0)ψ||L2 = ||ψ||L2 for all ψ ∈ L2(Rn
x).

On the other hand, by formula (6.11),

T̂ (z0, t0)T̂ (z1, t1) = e
i

2�
σ(z0,z1)T̂ (z0 + z1, t0 + t1),

that is
T̂ (z0, t0)T̂ (z1, t1) = T̂ (z0 + z1, t0 + t1 + 1

2σ(z0, z1)), (6.12)

hence T̂ is a continuous homomorphism Hn −→ U(L2(Rn
x)) showing that T̂ indeed

is a unitary representation of Hn. Let us now prove the non-trivial part of the
theorem, namely the irreducibility of that representation. We must show that if Â
is a bounded operator L2(Rn

x)−→L2(Rn
x) such that

Â ◦ T̂ (z0, t0) = T̂ (z0, t0) ◦ Â

for all z0 ∈ R2n
z , then Â = λI for some complex constant λ. Choosing p0 = 0 and

t0 = 0 we have in particular

Â ◦ T (x0) = T (x0) ◦ Â

where the operator T (x0) is defined by T (x0)ψ(x) = ψ(x− x0); it now suffices to
apply Lemma 6.4 above. �
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A natural question that arises at this stage is whether there are other ir-
reducible unitary representations of Hn in the Hilbert space L2(Rn

x). A famous
result, the Stone–von Neumann theorem, asserts that the Schrödinger representa-
tion of it is, up to unitary equivalences, the only irreducible representation of Hn

in that Hilbert space (we are emphasizing the word “that” because the Stone–von
Neumann theorem does not prevent us from constructing non-trivial irreducible
representations of Hn in other Hilbert spaces than L2(Rn

x). We will return to this
important question in Chapter 10 when we discuss the Schrödinger equation in
phase space; we will see that it is perfectly possible to construct (infinitely many)
representations of the Heisenberg group on closed subspaces of L2(R2n

z ).

6.2 Weyl Operators

The first mathematically rigorous treatment of the Weyl calculus is probably the
paper by Grossmann et al. [83], which was later taken up by Hörmander in [93].
Weyl calculus is often called by quantum physicists and chemists the WWMG
formalism; the acronym “WWMG” stands for Weyl–Wigner–Moyal–Groenewold,
thus doing justice to the three other major contributors, Wigner [180], Moyal [127],
and Groenewold [80], who are often forgotten in the mathematical literature. Here
are a few references for pseudo-differential calculi in general, and Weyl operators
in particular. These theories have passed through so many stages since the foun-
dational work of Kohn and Nirenberg [104] that it is impossible to even sketch a
complete bibliography for this vast subject. Two classical references are however
the treatises of Hörmander [92] or Trèves [164]; Folland also gives a very readable
short account of pseudo-differential operators in general and Weyl operators in
particular4. A detailed treatment of the Weyl calculus is Chapter III in Leray’s
book [107]; it is however written without concession for the reader and a begin-
ner might therefore find it somewhat difficult to digest. Toft [161] studies various
regularity properties of Weyl operators in various Sobolev and Besov spaces, and
applies his results to Toeplitz operators. Voros [172, 173] has given very interesting
asymptotic results related to the metaplectic group; his work certainly deserves to
be taken up. The reading of this chapter could be fruitfully complemented by that
of Wong’s [181] book (especially Chapters 4, 9, 29, 30). We also wish to draw the
reader’s attention to the deep and brilliant paper [77] by Gracia-Bondia where the
Weyl formalism is analyzed in detail from the point of view of a class of simple
operators earlier defined by Grossmann [82] and Royer [137]. This approach allows
the author to discuss in a pertinent way the problem of dequantization.

Weyl operators are of course only one possible choice for the operators arising
in quantum mechanics; our choice has been dictated by the very agreeable sym-
plectic (or rather metaplectic) covariance properties of these operators. There are

4Folland insists on putting 2π′s in the exponentials: his normalizations are typical of mathe-
maticians working in harmonic analysis, while we are using the normalizations common among
people working in partial differential equations.



6.2. Weyl Operators 167

of course other options, corresponding to different “ordering” procedures (see for
instance the treatise by Nazaikiinskii, Schulze and Sternin [128], which in addition
contains many topics we have not been able to include in this book, in particular
an up-to-date treatment of Maslov’s canonical operator method).

6.2.1 Basic definitions and properties

Let us begin by introducing a notion of Fourier transform for functions (or distri-
butions) defined on the symplectic phase space (R2n

z , σ).

Definition 6.6. Let f ∈ S(R2n
z ). The “symplectic Fourier transform” of f is the

function fσ = Fσf defined by

fσ(z0) =
(

1
2π�

)n
∫

e−
i
�

σ(z0,z)f(z)d2nz (6.13)

(σ the standard symplectic form on R2n
z ).

Let F be the usual Fourier transform on S(R2n
z ) defined, for f ∈ S(R2n

z ), by

Ff(z) =
(

1
2π�

)n
∫

e−
i
� 〈z,z′〉f(z′)d2nz′.

The symplectic Fourier transform is related to F by the obvious formula

Fσf(Jz) = Ff(z). (6.14)

Since F extends into a (unitary) operator L2(R2n
z ) −→ L2(R2n

z ) and, by duality,
into an operator S′(R2n

z ) −→ S′(R2n
z ) so does Fσ. Summarizing:

The symplectic Fourier transform Fσ is a unitary operator on L2(R2n
z )

which extends into an automorphism of the space S′(R2n
z ) of tempered

distributions.

It follows from formula (6.14) that Fσ is an involution:

F−1
σ = Fσ (or F2

σ = I). (6.15)

Exercise 6.7. Prove the formula above using the relation (6.14) and the properties
of the ordinary Fourier transform. The following symplectic covariance property
generalizes formula (6.14):

Proposition 6.8. For every S ∈ Sp(n) we have

Fσ(f ◦ S) = (Fσf) ◦ S for every S ∈ Sp(n). (6.16)

Proof. Since σ(Sz, z′) = σ(z, S−1z′) we have

Fσf(Sz) =
(

1
2π�

)n
∫

e−
i
�

σ(z,S−1z′)f(z′)d2nz′
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that is, performing the change of variable z′ = Sz′′ and taking into account the
fact that the determinant of a symplectic matrix is 1,

Fσf(Sz) =
(

1
2π�

)n
∫

e−
i
�

σ(z,z′′)f(Sz′′)| detS|d2nz′′

=
(

1
2π�

)n
∫

e−
i
�

σ(z,z′′)f(Sz′′)d2nz′′,

hence (6.16). �

Let us now define the Weyl operator associated to a symbol. We will see
below that our definition just represents the Fourier decomposition of a pseudo-
differential operator of a particular type.

Definition 6.9. Let a ∈ S(R2n
z ).

(i) The “Weyl operator associated to the symbol a” is the operator

Â : S(Rn
x) −→ S(Rn

x)

defined by

Âψ(x) =
(

1
2π�

)n
∫

aσ(z0)T̂ (z0)ψ(x)d2nz0. (6.17)

(ii) The symplectic Fourier transform aσ = Fσa of the symbol a is called the

“twisted symbol of Â”. We will write Â
Weyl←→ a or a

Weyl←→ Â (the “Weyl
correspondence”).

We will often write (6.17) in the shorter form

Â =
(

1
2π�

)n
∫

aσ(z)T̂ (z)d2nz (6.18)

where the right-hand side should be interpreted as a “Bochner integral”, i.e., an
integral with value in a Banach space.

It follows from the inversion formula (6.15) that the ordinary Weyl symbol
a and its twisted version aσ are explicitly related by the simple formulae

aσ(z) =
(

1
2π�

)n
∫

e−
i
�

σ(z,z′)a(z′)d2nz′, (6.19)

a(z) =
(

1
2π�

)n
∫

e−
i
�

σ(z,z′)aσ(z′)d2nz′. (6.20)

In view of the definition of the Heisenberg–Weyl operator T̂ (z0), definition
(6.17) of Â can be rewritten in a slightly more explicit form as

Âψ(x) =
(

1
2π�

)n
∫

aσ(z0)e
i
�
(〈p0,x〉− 1

2 〈p0,x0〉)ψ(x− x0)d2nz0. (6.21)
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This formula shows that, indeed, Âψ is well defined under the assumptions on
a and ψ made in Definition 6.9: the integrand is rapidly decreasing as |z| →
∞ so the integral is absolutely convergent. In fact, a modest amount of work
involving repeated use of Leibniz’s formula for the differentiation of products shows
that Âψ ∈ S(Rn

x), and even that Â is continuous for the topology of S(Rn
x). We

leave these trivial (but lengthy) verifications to the reader as a useful but boring
exercise, and rather focus on the question whether formula (6.17) could be given a
reasonable meaning for larger classes of symbols than S(R2n

z ), namely those having
a well-defined symplectic Fourier transform (even in the distributional sense). This
is more than an academic question, since in the applications to quantum mechanics
the symbol a represents “observables” which can be quite general functions of
position and momentum (for instance energy) that have no reason to be rapidly
decreasing at infinity.

Let us determine the Weyl symbol and the twisted symbol of the identity
operator:

Proposition 6.10. Let Î be the identity operator in S(Rn
x) and a its Weyl symbol.

We have
a(z) = 1 and aσ(z) = (2π�)nδ(z).

Proof. We obviously have

ψ(x) =
∫∫

δ(z0)ψ(x− x0)dnp0d
nx0

=
∫∫

δ(z0)T̂ (z0)ψ(x)dnp0d
nx0,

hence aσ(z) = (2π�)nδ(z) as claimed. Since on the other hand we have, in view of
the inversion formula (6.15),

a(z) = Fσaσ(z) =
∫

e−
i
�

σ(z,z′)δ(z′)d2nz′ = 1,

this proves the proposition. �

Here is another example:

Example 6.11. Let us next consider the case where the symbol is the Dirac distri-
bution δ on R2n

z . We have here aσ(z0) = (2π�)−n and hence

Âψ(x) =
(

1
2π�

)2n
∫ (∫

e
i
� 〈p0,x− 1

2 x0〉dnp0

)
ψ(x− x0)dnx0

=
(

1
2π�

)n
∫

δ(x − 1
2x0)ψ(x − x0)dnx0

=
(

1
π�

)n
ψ(−x)

so that the operator Â is, up to the factor (π�)−n, a reflection operator.
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6.2.2 Relation with ordinary pseudo-differential calculus

The two examples above show that one can indeed expect to define Weyl operators
for quite general symbols. To see how this can be done it is a good idea to look at
the kernel of the Weyl operator with symbol a ∈ S(R2n

z ). We recall the following
theorem from functional analysis (for a proof see, e.g., Trèves [165]):

Schwartz’s kernel theorem:The continuous linear transforms

Â : S(Rn
x) −→ S′(Rn

x)

are precisely the operators with kernel KÂ ∈ S′(Rn
x × Rn

x).

We will write the action of such an operator on a function ψ ∈ S(Rn
x) as

Âψ(x) =
∫

KÂ(x, y)ψ(y)dny (6.22)

where the integral should be interpreted, for fixed x, as the distributional bracket

Âψ(x) =
〈
KÂ(x, ·), ψ(·)〉 .

The following theorem shows that Weyl operators are just pseudo-differential
operators of a special kind:

Theorem 6.12. Let a ∈ S(R2n
z ) and Â

Weyl←→ a.

(i) The kernel of Â is given by

KÂ(x, y) =
(

1
2π�

)n
∫

e
i
�
〈p,x−y〉a(1

2 (x + y), p)dnp (6.23)

and hence

Âψ(x) =
(

1
2π�

)n
∫∫

e
i
�
〈p,x−y〉a(1

2 (x + y), p)ψ(y)dnpdny (6.24)

for ψ ∈ S(Rn
x).

(ii) Conversely

a(x, p) =
∫

e−
i
�
〈p,y〉KÂ(x + 1

2y, x− 1
2y)dny. (6.25)

Proof. (i) We have

Âψ(x) =
(

1
2π�

)n
∫

aσ(z0)e
i
�
(〈p0,x〉− 1

2 〈p0,x0〉)ψ(x− x0)d2nz0,

that is, setting y = x− x0:

Âψ(x) =
(

1
2π�

)n
∫∫

e
i

2�
〈p0,x+y〉aσ(x− y, p0)ψ(y)dnydnp0.
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We thus have
Âψ(x) =

∫
KÂ(x, y)ψ(y)dny

where the kernel KÂ is given by

KÂ(x, y) =
(

1
2π�

)n
∫

e
i

2�
〈p0,x+y〉aσ(x − y, p0)dnp0.

Since aσ(z) = Fa(Jz) (formula (6.14)) this can be rewritten as

KÂ(x, y) =
(

1
2π�

)n
∫

e
i

2�
〈p0,x+y〉Fa(p0, y − x)dnp0

=
(

1
2π�

)2n
∫∫

e
i

2�
〈p0,x+y〉e−

i
�

σ(x−y,p0;z
′)a(z′)dnp0d

2nz′

=
(

1
2π�

)2n
∫

e
i
�
〈p′,x−y〉

(∫
e

i
�
〈p0, 1

2 (x+y)−x′〉dnp0

)
a(z′)d2nz′

=
(

1
2π�

)n
∫

e
i
�
〈p′,x−y〉δ(1

2 (x + y)− x′)a(z′)d2nz′

=
(

1
2π�

)n
∫

e
i
�
〈p′,x−y〉a(1

2 (x + y), p′)dnp′

which is (6.23). Formula (6.24) follows.

To prove (ii) it suffices to note that (6.23) implies that

KÂ(x + 1
2y, x− 1

2y) =
(

1
2π�

)n
∫

e−
i
�
〈p,y〉a(x, p)dnp; (6.26)

fixing x, formula (6.25) follows from the Fourier inversion formula. �

Part (i) of the theorem above shows that Weyl operators can be expressed
in an amazingly simple way in terms of the Grossmann–Royer operators

T̃ (z0)ψ(x) = e
2i
�
〈p0,x−x0〉ψ(2x0 − x)

defined in Section 5.5 of Chapter 5:

Corollary 6.13. Let a ∈ S(R2n
z ) and Â

Weyl←→ a; we have

Â =
(

1
π�

)n
∫

a(z)T̃ (z)d2nz (6.27)

where the integral is interpreted in the sense of Bochner; in particular we have the
“reproducing property” (

1
π�

)n
∫

T̃ (z)d2nz = Î (6.28)

(Î the identity operator).
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Proof. Let ψ ∈ S(Rn
x); setting x′ = 1

2 (x + y) in (6.24) we get

Âψ(x) =
(

1
π�

)n
∫∫

e
2i
�
〈p,x−x′〉a(x′, p)ψ(2x′ − x)dnpdnx′

which is precisely (6.27). �

Notice that if we interpret formula (6.24) in the distributional sense we re-
cover the fact that the identity operator has symbol a = 1. In fact it suffices to
observe that in view of the Fourier inversion formula,

(
1

2π�

)n
∫∫

e
i
�
〈p,x−y〉ψ(y)dnydnp = ψ(x). (6.29)

In fact, Schwartz’s kernel theorem implies:

Corollary 6.14. For every continuous operator Â : S(Rn
x) −→ S′(Rn

x) there exists
a ∈ S′(R2n

z ) such that the kernel of Â is given by formula (6.23) interpreted in the
distributional sense:

KÂ(x, y) =
〈
e

i
�
〈·,x−y〉, a(1

2 (x + y), ·)
〉

. (6.30)

Proof. Formulae (6.23) and (6.25) in Theorem 6.12 show that the linear mapping
is an automorphism S(Rn

x) −→ S(Rn
x). It is easy to verify that this automorphism

is continuous and hence extends to an automorphism S′(Rn
x) −→ S′(Rn

x). In view
of Schwartz’s kernel theorem every continuous operator Â : S(Rn

x) −→ S′(Rn
x) can

be written as
Âψ(x) =

〈
KÂ(x, ·), ψ(·)〉

where KÂ ∈ S′(R2n
z ). The corollary follows. �

Here is one basic example, useful in quantum mechanics:

Example 6.15. Let a(z) = xjpj . Then Â is the operator

Â = 1
2 (X̂jP̂j + P̂jX̂j). (6.31)

To see this we notice that

Âψ(x) =
(

1
2π�

)n
∫∫

e
i
�
〈p,x−y〉 1

2 (xj + yj)pjψ(y)dnydnp

=
(

1
2π�

)n 1
2xj

∫∫
e

i
�
〈p,x−y〉pjψ(y)dnydnp

+
(

1
2π�

)n 1
2

∫∫
e

i
�
〈p,x−y〉pjyjψ(y)dnydnp;
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in view of the obvious equalities(
1

2π�

)n 1
2xj

∫∫
e

i
�
〈p,x−y〉pjψ(y)dnydnp = 1

2xj P̂jψ(x),(
1

2π�

)n 1
2

∫∫
e

i
�
〈p,x−y〉pjyjψ(y)dnydnp = 1

2 P̂j(xjψ)(x),

formula (6.31) follows.
Theorem 6.12 shows us the way for the definition of the Weyl correspondence

for more general symbols. For instance, we can notice that for all ψ, φ ∈ S(Rn
x) we

have 〈
Âψ, φ

〉
=

(
1

2π�

)n
∫∫∫

e
i
�
〈p,x−y〉a(1

2 (x + y), p)ψ(y)φ(x)dnydnpdnx;

this formula actually defines Âψ in the weak (= distributional) sense for a ∈
S′(Rn

x). (Wong [181] uses the Riesz–Thorin interpolation theorem to define Â

for arbitrary symbols a ∈ S′(Rn
x); in particular he defines Â for a ∈ Lp(R2n

z ),
1 ≤ p ≤ ∞; see in this context Simon [151]). We will come back to these questions
of extension in the next subsection. Let us first emphasize that one major ad-
vantage of the Weyl correspondence on traditional “classical” pseudo-differential
calculus (see Appendix C) is that if the symbol a is real, then the operator Â is
symmetric (or essentially self-adjoint). This property is of paramount importance
in applications to quantum mechanics, where one wants to associate a self-adjoint
operator to a real “observable”:

Proposition 6.16. The following properties hold:

(i) If a
Weyl←→ Â, then a

Weyl←→ Â∗.

(ii) The operator Â
Weyl←→ a is self-adjoint: Â∗ = Â if and only if a is a real symbol.

Proof. (i) The adjoint Â∗ of Â is defined by

(Â∗ψ, φ)L2(Rn
x ) = (ψ, Âφ)L2(Rn

x)

for ψ, φ ∈ S(Rn
x); this means that∫ (∫

K∗
Â
(x, y)ψ(y)dny

)
φ(x)dnx =

∫ (∫
KÂ(y, x)φ(x)dnx

)
ψ(y)dny

which is equivalent to the condition

K∗
Â
(x, y) = KÂ(y, x). (6.32)

The adjoint of Â is obtained by replacing a by its complex conjugate.
(ii) We have Â = Â∗ if and only if KÂ(x,y)=K∗

Â
(y,x), that is, by formula (6.23), to∫

e
i
�
〈p,x−y〉a(1

2 (x + y), p)dnp =
∫

e
i
�
〈p,x−y〉a(1

2 (x + y), p)dnp

which is satisfied if and only if a is real-valued. �
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6.3 Continuity and Composition

In this section we begin by stating and proving a few continuity properties of Weyl
operators; because of lack of space we limit ourselves to the cases of interest to us
in the applications to quantum mechanics. We then study in detail the composition
formula for Weyl operators.

6.3.1 Continuity properties of Weyl operators

Let us begin by the mathematically “traditional” case, and assume that the symbol
a belongs to one of the standard classes Sm

1,0 (see Appendix C for a definition of
the classes Sm

ρ,δ).

Theorem 6.17. Assume that a ∈ Sm
1,0(R

2n
z ). Then the operator A defined, for N >

m + n and ψ ∈ S(Rn
x), by

Aψ(x) =
(

1
2π�

)n
∫∫

e
i
�
〈p,x−y〉LN

y a(1
2 (x + y), p)(1 + |p|)−Nψ(y)dnydnp (6.33)

where Ly = 1 −∆y (∆y the Laplace operator in y = (y1, . . . , yn)) is a continuous

operator S(Rn
x) −→ S(Rn

x) coinciding with Â
Weyl←→ a when a ∈ S(R2n

z ).

Proof. We only sketch the proof of this well-known result here. (We are following
Wong [181].) Choose θ ∈ C∞

0 (Rn
p ) such that θ(0) = 1 and set, for ε > 0,

Âθ,εψ(x) =
(

1
2π�

)n
∫∫

e
i
�
〈p,x−y〉(a(1

2 (x + y), p)θ(εp)ψ(y)dnydnp. (6.34)

One then shows using partial integrations:

(i) that the limit limε→0 Âθ,εψ exists and is independent of the choice of θ; the
convergence is moreover uniform;

(ii) that the limit, denoted by Âψ(x) is given by the integral (6.33) where
N > m + n. �

Remark 6.18. The right-hand side of formula (6.33) is called an “oscillatory inte-
gral”, and one writes it as

Âψ(x) =
(

1
2π�

)n
∫̃∫

e
i
�
〈p,x−y〉a(1

2 (x + y), p)ψ(y)dnydnp.

One can work with oscillatory integrals very much as with ordinary integrals pro-
vided that some care is taken in their evaluation (for example, one should not in
general attempt to apply Fubini’s rule to them!).
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To limit ourselves to symbols belonging to the standard pseudo-differential
classes Sm

ρ,δ(R
2n
z ) is far too restrictive to be useful in quantum mechanics where one

is particularly interested in operators Â acting on L2(Rn
x), or at least, with dense

domain DÂ ⊂ L2(Rn
x). For instance, Hilbert–Schmidt operators play a central role

in the study of quantum-mechanical states; we will see in Chapter 9 (Theorem
9.21) that these operators are Weyl operators with symbols belonging to L2(Rn

x),
and such symbols do not generally belong to any of the classes Sm

ρ,δ(R
2n
z ).

Here is one first result which shows that Â is a bounded operator on L2(Rn
x)

provided that the Fourier transform Fa of the symbol a is integrable (in Exercise
6.20 below the Reader is invited to prove that this condition can be replaced by
the condition a ∈ L1(Rn

x)).
We denote here by Fa the Fourier transform of a with respect to the variables

z = (x, p):

Fa(ς) =
(

1
2π�

)n
∫

e−
i
�
〈z,ζ〉a(z)d2nz. (6.35)

Proposition 6.19. Assume that Fa ∈ L1(R2n
z ). For every ψ ∈ S(Rn

x) we have

||Âψ||L2(Rn
x ) ≤

(
1

2π�

)2n ||Fa||L1(Rn
x)||ψ||L2(Rn

x), (6.36)

hence Â is a continuous operator in S(R2n
z ) for the induced L2-norm, and can thus

be extended into a bounded operator L2(Rn
x) −→ L2(Rn

x).

Proof. The kernel of Â is given by

KÂ(x, y) =
(

1
2π�

)n/2
F2(1

2 (x + y), y − x)

where F2 is the Fourier transform in the p variables. By the Fourier inversion
formula we have

F2a(1
2 (x + y), y − x) =

(
1

2π�

)n/2
∫

e
i
2�

〈x+y,ξ〉F (ξ, y − x)dnξ

and hence
KÂ(x, y) =

(
1

2π�

)n
∫

e
i
2�

〈x+y,ξ〉Fa(ξ, y − x)dnξ.

It follows that ∫
|KÂ(x, y)|dnx ≤ (

1
2π�

)n
∫
|Fa(ξ, y − x)|dnξdnx,∫

|KÂ(x, y)|dny ≤ (
1

2π�

)n
∫
|Fa(ξ, y − x)|dnξdny.

Setting η = y − x we have∫
|Fa(ξ, y − x)|dnξdnx =

∫
|Fa(ξ, η)|dnξdnη,
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hence the two inequalities above can be rewritten∫
|KÂ(x, y)|dnx ≤ (

1
2π�

)n ||Fa||L1 ,∫
|KÂ(x, y)|dny ≤ (

1
2π�

)n ||Fa||L1 .

The rest of the proof of the inequality (6.36) is now similar to that of the usual
Schur lemma: setting C = (2π�)−n||Fa||L1 we have, using Cauchy–Schwarz’s in-
equality,

|Âψ(x)|2 ≤
∫
|KÂ(x, y)|dny

∫
|KÂ(x, y)||ψ(y)|2dny

≤ C

∫
|KÂ(x, y)||ψ(y)|2dny

and hence ∫
|Âψ(x)|2dx ≤ C

∫ (∫
|KÂ(x, y)|dnx

)
|ψ(y)|2dnxdny

that is ∫
|Âψ(x)|2dx ≤ C2

∫
|ψ(y)|2dny

which is precisely (6.36). The last statement of the lemma immediately follows
from the continuity of Â and the density of S(Rn

x) in L2(Rn
x). �

Exercise 6.20. By modifying in an adequate way the proof above, show that the
conclusions of Proposition 6.19 remain true if one replaces the condition Fa ∈
L1(R2n

z ) by a ∈ L1(R2n
z ).

Proposition 6.19 implies the following rather general L2-continuity result:

Corollary 6.21. If a ∈ Cn+1(R2n
z ) and ∂α

z a ∈ L1(R2n
z ) for every multi-index α ∈

N2n such that |α| ≤ n + 1, then Â
Weyl←→ a is a bounded operator on L2(Rn

x).

Proof. In view of Proposition 6.19 it suffices to check that the condition on a
implies that Fa ∈ L1(R2n

z ). Now, for every integer m > 0,

(1 + |z|2)mFa = F ((1 − �2∆m
z )a)

where ∆m
z is the mth power of the generalized Laplacian ∆z =

∑n
j=1 ∂2

xj
+ ∂2

pj
. It

follows that we have the estimate

(1 + |z|2)m|Fa(z)| ≤
∫
|(1− �2∆m

z )a(z)|d2nz < ∞

if 2m ≤ 2(n + 1), and we can then find C > 0 such that

|Fa(z)| ≤ C(1 + |z|2)−n−1

which implies that Fa ∈ L1(R2n
z ). �
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In most cases of interest one cannot expect L2-boundedness for a Weyl op-
erator Â; it is usually only defined on some domain DÂ ⊂ L2(Rn

x). An excellent
substitute for Proposition 6.19 (and its corollary) is then to look for conditions on
the symbol that ensure that Â : S(Rn

x) −→ S(Rn
x). We are going to prove below

that it is actually sufficient to assume that the symbol a and its derivatives are
growing, for |z| → ∞, slower than some polynomial to ensure S(Rn

x) continuity.
Let us define this concept precisely:

Definition 6.22. We will call a function a ∈ C∞(R2n
z ) a “polynomially bounded

symbol” if there exists real numbers m ∈ R, δ > 0, such that

|∂γ
z a(z)| ≤ Cγ(1 + |z|2) 1

2 (m+δ|γ|) (6.37)

for some Cγ > 0.

Clearly every function a ∈ S(R2n
z ) is polynomially bounded.

Theorem 6.23. Assume that a satisfies the estimates (6.37) with 0 < δ < 1.

(i) The associated Weyl operator Â is continuous S(Rn
x) −→ S(Rn

x) and Âψ(x)
is given by the iterated integral

Âψ(x) =
(

1
2π�

)n
∫ (∫

e
i
�
〈p,x−y〉a(1

2 (x + y), p)ψ(y)dny

)
dnp (6.38)

where the integral in y is O(|p|−∞).
(ii) The operator Â extends by transposition into a continuous operator S′(Rn

x)
−→ S′(Rn

x).

Proof. The statement (ii) follows from (i) since the Weyl symbol of the transpose
of Â satisfies the same estimates (6.37) as that of Â.

Let us prove (i). Setting

f(p) =
∫

e
i
�
〈p,x−y〉a(1

2 (x + y), p)ψ(y)dny (6.39)

we have, for 1 ≤ j ≤ n,

p2
jf(p) = (i�)2

∫
∂2

yj
(e

i
�
〈p,x−y〉)a(1

2 (x + y), p)ψ(y)dny

and hence

|p|2Nf(p) = (i�)2N

∫
∆N

y (e
i
�
〈p,x−y〉)a(1

2 (x + y), p)ψ(y)dny (6.40)

where ∆y =
∑n

j=1 ∂2
yj

. Using Leibniz’s rule it is easily seen that the conditions
(6.38) imply that the function y �−→ a(1

2 (x + y), p)ψ(y) and all its derivatives
vanish at infinity, hence, performing partial integrations in (6.40):

|p|2Nf(p) = (i�)2N

∫
e

i
�
〈p,x−y〉∆N

y

[
a(1

2 (x + y), p)ψ(y)
]
dny
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from which follows that we have

|p|2N |f(p)| ≤ �2N

∫
|∆N

y

[
a(1

2 (x + y), p)ψ(y)
] |dny.

Using once again Leibniz’s rule, ∆N
y

[
a(1

2 (x + y), p)ψ(y)
]

is a linear combination
of terms of the type

gαβ(z) = ∂α
y a(1

2 (x + y), p)∂β
y ψ(y) , |α|+ |β| = N

and each of these terms satisfies, by (6.38), an estimate

|gαβ(z)| ≤ Cαβ(1 + |z|2) 1
2 (m+δN)∂β

y ψ(y).

It follows that there exist constants CN , C′
N > 0 such that

|p|2N |f(p)| ≤ CN (1 + |z|2) 1
2 (m+δN)

∫
∂β

y ψ(y)dny

≤ C′
N (1 + |z|2) 1

2 (m+δN)

and hence, in particular,

|f(p)| = O(|p|m+(δ−1)N ) , |p| → ∞
for every N . If δ < 1 we have

lim
N→∞

(δ − 1)N = −∞

and hence |f(p)| = O(|p|−∞) and the integral in p in (6.38) is thus absolutely
convergent. Let us now show that Âψ ∈ S(Rn

x) when ψ ∈ S(Rn
x) (the proof of the

continuity easily follows: see the exercise below). For any multi-indices α′, β′ in Nn

the function xα′
∂β′

x Âψ(x) is, by Leibniz’s rule, a linear combination with complex
coefficients of terms of the type

Fα,β(x) =
∫

pβ

(∫
xαe

i
�
〈p,x−y〉∂β

xa(1
2 (x + y), p)ψ(y)dny

)
dnp (6.41)

with |α|+|β| = |α′|+|β′|; since xα∂β
xa is polynomially bounded with the same value

of δ as a, it follows that the integral in y is again O(|p|−∞) so that |Fα,β(x)| < ∞.
Hence xα′

∂β′
x Âψ(x) is a bounded function for every pair (α′, β′) of multi-indices,

and Âψ ∈ S(Rn
x) as claimed. �

Exercise 6.24. Finish the proof of Theorem 6.23 by showing the continuity of Â on
S(Rn

x). [Hint: notice that pβe
i
�
〈p,x−y〉 = (−i�)|β|∂β

y (e
i
�
〈p,x−y〉) and use thereafter

partial integrations in y in (6.41) to rewrite Fα,β(x) in a convenient way making
terms ∂γ

x(xλψ) appear in the integrand. Conclude using Leibniz’s rule.]
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6.3.2 Composition of Weyl operators

Assume that Â and B̂ are Weyl operators corresponding to symbols a and b
satisfying conditions of Theorem 6.23:

Âψ(x) =
(

1
2π�

)n
∫̃∫

e
i
�
〈p,x−y〉a(1

2 (x + y), p)ψ(y)dnydnp,

B̂ψ(x) =
(

1
2π�

)n
∫̃∫

e
i
�
〈p,x−y〉b(1

2 (x + y), p)ψ(y)dnydnp.

Since each of these operators sends S(Rn
x) into itself we may compose them. The

natural question which immediately arises is whether the product ÂB̂ is itself a
Weyl operator, and if it is the case, what is then its Weyl symbol? A first remark
is that:

Lemma 6.25. Assume that A and B are operators with kernels KA and KB be-
longing to S(R2n

x,y). Then the kernel KC of C = AB is in S(R2n
x,y) and is given by

the formula

KC(x, y) =
∫

KA(x, z)KB(z, y)dnz. (6.42)

Proof. In view of Cauchy–Schwarz’s inequality,

|KC(x, y)|2 ≤
(∫

|KA(x, x′)|2dnx′
) (∫

|KB(x′, y)|2dnx′
)

and hence∫
|KC(x, y)|2dnxdny ≤

∫ (∫
|KA(x, x′)|2dnx′

) (∫
|KB(x′, y)|2dnx′

)
dnxdny

which yields∫
|KC(x, y)|2dnxdny ≤

∫ (∫
|KA(x, x′)|2dnx′dnx

) (∫
|KB(x′, y)|2dnx′

)
dny,

that is ∫
|KC(x, y)|2dnxdny = ||KA||L2(R2n

x,y)||KB||L2(R2n
x,y) < ∞.

Let us next show that KC(x, y) given by (6.42) indeed is the kernel of AB. We
have, for ψ ∈ S(Rn

x),

ABψ(x) =
∫

KA(x, y)Bψ(y)dny

=
∫

KA(x, y)
(∫

KB(y, z)ψ(z)dnz

)
dny;
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since the integrands are rapidly decreasing we may apply Fubini’s theorem, which
yields

ABψ(x) =
∫ (∫

KA(x, y)KB(y, z)dny

)
ψ(z)dnz,

that is (6.42). That KC ∈ S(R2n
x,y) is immediate to check by differentiating under

the integral sign. �
Remark 6.26. Formula (6.42) remains valid under less stringent conditions than
KÂ, KB̂ ∈ S(R2n

x,y) (the “integral” can be interpreted as a distributional bracket
for fixed x and z). We will study in some detail the case where the kernels KÂ
and KB̂ are in L2(R2n

x,y) in Section 9.2 of Chapter 9.

Proposition 6.27. Let Â
Weyl←→ a and B̂

Weyl←→ b be Weyl operators. Then Ĉ = ÂB̂
has (when defined) Weyl symbol

c(z) =
(

1
4π�

)2n
∫∫

e
i
2�

σ(z′,z′′)a(z + 1
2z′)b(z − 1

2z′′)d2nz′d2nz′′. (6.43)

Proof. Assume that the Weyl symbols a, b of Â and B̂ are in S(R2n
z ). In view of

formula (6.42) for the kernel of ÂB̂, and formula (6.23) expressing the kernel in
terms of the symbol, we have

KÂB̂(x, y) =
(

1
2π�

)2n

×
∫∫∫

e
i
�
(〈x−α,ζ〉+〈α−y,ξ〉a(1

2 (x + α), ζ)b(1
2 (x + y), ξ)dnαdnζdnξ.

In view of formula (6.25), which reads in our case

c(x, p) =
∫

e−
i
�
〈p,u〉KÂB̂(x + 1

2u, x− 1
2u)dnu,

the symbol of ÂB̂ is thus

c(z) =
(

1
π�

)2n

×
∫∫∫∫

e
i
�

Qa(1
2 (x + α + 1

2u), ζ)b(1
2 (x + α− 1

2u), ξ)dnαdnζdnudnξ

where the phase Q is given by

Q = 〈x− α + 1
2u, ζ〉+ 〈α − x + 1

2u, ξ〉 − 〈u, p〉
= 〈x− α + 1

2u, ζ − p〉+ 〈α− x + 1
2u, ξ − p〉.

Setting ζ′ = ζ − p, ξ′ = ξ− p, α′ = 1
2 (α− x+ 1

2u) and u′ = 1
2 (α− x− 1

2u) we have

dnαdnζdnudnξ = 22n(dnα′dnζ′dnu′dnξ′) and Q = 2σ(u′, ξ′; α′, ζ′)
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and hence

c(z) =
(

1
π�

)2n

×
∫∫∫∫

e
2i
�

σ(u′,ξ′;α′,ζ′)a(x + α′, p + ζ′)b(x + u′, p + ξ′)dnα′dnζ′dnu′dnξ′;

formula (6.43) follows setting z′ = 2(α′, ζ′) and z′′ = −2(u′, ξ′). �
Remark 6.28. Expanding the integrand in formula (6.43) and using repeated in-
tegrations by parts one finds that one can formally write

c(z) = a(z)e
i�

2
←→
L (z) (6.44)

where
←→
L =

←−
∂T

z J
−→
∂z , the arrows indicating the direction in which the partial deriva-

tives act5. This notation is commonly used in physics.

Remark 6.29. If we view � as a variable parameter, then the symbol c of the
composed operator will generally depend on �, even if a and b do not.

We now assume that the Weyl operators

Â =
(

1
2π�

)n
∫

aσ(z)T̂ (z)d2nz , B̂ =
(

1
2π�

)n
∫

bσ(z)T̂ (z)d2nz

can be composed (this is the case for instance if aσ and bσ are in S(R2n
z )) and set

Ĉ = ÂB̂. Assuming that we can write

Ĉ =
(

1
2π�

)n
∫

cσ(z)T̂ (z)d2nz

we ask: what is cσ? The answer is given by the following theorem:

Theorem 6.30. The twisted symbol of the composed operator Ĉ = ÂB̂ is the func-
tion cσ, defined by

cσ(z) =
(

1
2π�

)n
∫

e
i
2�

σ(z,z′)aσ(z − z′)bσ(z′)d2nz′ (6.45)

or, equivalently,

cσ(z) =
(

1
2π�

)n
∫

e−
i

2�
σ(z,z′)aσ(z′)bσ(z − z′)d2nz′. (6.46)

Proof. Writing

Â =
(

1
2π�

)n
∫

aσ(z0)T̂ (z0)d2nz0 , B̂ =
(

1
2π�

)n
∫

bσ(z1)T̂ (z1)d2nz1

5Littlejohn [112] calls
←→
L the “Janus operator” (it is double-faced!)
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we have, using the equality

T̂ (z0 + z1) = e−
i

2�
σ(z0,z1)T̂ (z0)T̂ (z1)

(formula (6.11)),

T̂ (z0)B̂ =
(

1
2π�

)n
∫

bσ(z1)T̂ (z0)T̂ (z1)d2nz1

=
(

1
2π�

)n
∫

e
i

2�
σ(z0,z1)bσ(z1)T̂ (z0 + z1)d2nz1

and hence

ÂB̂ =
(

1
2π�

)2n
∫∫

e
i
2�

σ(z0,z1)aσ(z0)bσ(z1)T̂ (z0 + z1)d2nz0d
2nz1.

Setting z = z0 + z1 and z′ = z1 this can be written

ÂB̂ =
(

1
2π�

)2n
∫ (∫

e
i

2�
σ(z,z′)aσ(z − z′)bσ(z′)d2nz′

)
T̂ (z)d2nz,

hence (6.45). Formula (6.46) follows by a trivial change of variables and using the
antisymmetry of σ. �
Remark 6.31. We urge the reader to note that in the proof above we did not at
any moment use the explicit definition of the Weyl–Heisenberg operators T̂ (z),
but only the property

T̂ (z0 + z1) = e−
i

2�
σ(z0,z1)T̂ (z0)T̂ (z1)

of these operators. We will keep this remark in mind when we study, later on,
phase-space Weyl calculus.

We can express formulae (6.45) and (6.46) in a more compact way using the
notion of twisted convolution, essentially due to Grossmann et al. [83]:

Definition 6.32. Let λ be a real constant, λ �= 0. The “λ-twisted convolution
product” of two functions f, g ∈ S(R2n

z ) is the function f ∗λ g ∈ S(R2n
z ) defined by

(f ∗λ g)(z) =
∫

e
i

2λ σ(z,z′)f(z − z′)g(z′)dnz′. (6.47)

Observe that as opposed with ordinary convolution, we have in general f ∗λ

g �= g ∗λ f . In fact, it immediately follows from the definition, performing a trivial
change of variables and using the antisymmetry of the symplectic form, that

f ∗λ g = g ∗−λ f . (6.48)

Theorem 6.30 can be restated in terms of the twisted convolution as:
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Corollary 6.33. The twisted Weyl symbol of the composed operator Ĉ = ÂB̂ is
(when defined) the function

cσ =
(

1
2π�

)2n
aσ ∗−� bσ. (6.49)

Exercise 6.34. Let f, g ∈ S(R2n
z ). Show that:

Fσ(a ∗−2� b) = (Fσa) ∗−2� b = a ∗−2� Fσb, (6.50)
Fσa ∗−2� Fσb = a ∗−2� b (6.51)

where Fσ is the symplectic Fourier transform (6.13).

6.3.3 Quantization versus dequantization

As we have pointed out before, “quantization” of classical observables (which are
candidates for being pseudo-differential symbols) is not a uniquely well-defined
procedure: we have exposed so far one theory of quantization, whose character-
istic feature is that it has the property of symplectic covariance: composition of
the observable with a linear symplectic transformation corresponds, on the op-
erator level, to conjugation by a metaplectic operator. There are in fact many
other ways to quantize an observable, see for instance Nazaikiinskii et al. [128] for
other schemes which are very efficient in many cases of mathematical and physical
interest (Maxwell equations, for instance). From this point of view, the justifica-
tion of a given quantization scheme is beyond the realm of mathematics: it is the
physicist’s responsibility to decide, by confronting experiences in the “real world”,
to decide in each case which is the “good theory”. What we mathematicians can
do instead is the following: given a quantum observable ( = operator) we can try
to see whether this quantum observable originates, via some quantization scheme,
from a classical observable. In the language of pseudo-differential calculus this
amounts to asking if it is possible (within the framework of some given calculus)
to associate to an operator a well-defined (and unique) symbol. This is the prob-
lem of dequantization. We are going to answer (at least partially) that question in
the case of Weyl calculus, following Gracia-Bondia [77].

Recall that if a ∈ S(R2n
z ), the associated Weyl operator is defined by the

Bochner integral

Â =
(

1
2π�

)n
∫

aσ(z)T̂ (z)d2nz

where T̂ (z) is the Weyl–Heisenberg operator; equivalently

Â =
(

1
π�

)n
∫

a(z)T̃ (z)d2nz (6.52)

where T̃ (z) is the Grossmann–Royer operator:

T̃ (z0)ψ(x) = e
2i
�
〈p0,x−x0〉ψ(2x0 − x).
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Formula (6.52) can be written, for ψ ∈ S(Rn
x), as

Âψ =
(

1
π�

)n
〈
a(·), T̃ (·)ψ

〉
(6.53)

where 〈·, ·〉 denotes the usual distributional bracket:

〈·, ·〉 : S′(R2n
z )× S(R2n

z ) −→ C.

The problem of dequantization can now, within our framework, be stated as fol-
lows: given an operator Â : S(R2n

z ) −→ S′(R2n
z ) how can we find a satisfying

(6.53)? We are going to answer this question; let us first introduce the following
terminology: if Â is an operator with kernel K ∈ S(Rn

x × Rn
y ) we call the real

number
Tr Â =

∫
K(x, x)dnx

the trace of Â. (We will study in detail the notion of trace, and that of trace-class
operator, in Chapter 9.)

Theorem 6.35. Let a ∈ S(R2n
z ) and Â

Weyl←→ a. The trace of ÂT̃ (z) and T̃ (z)Â are
defined in the sense above, and:

(i) We have
a(z) = 2n Tr(ÂT̃ (z)) = 2n Tr(T̃ (z)Â); (6.54)

(ii) Let Â be a bounded operator. The mapping

S(R2n
z ) −→ C , b �−→ (2π�)n Tr(ÂB̂) (6.55)

coincides with a in the distributional sense.

Proof. (i) We have, for ψ ∈ S(Rn
x),

ÂT̃ (z)ψ(x) =
(

1
2π�

)n
∫∫

e
i
�
〈p,x−y〉a(1

2 (x + y), p)e
2i
�
〈p0,y−x0〉ψ(2x0 − y)dnydnp;

setting y′ = 2x0 − y the kernel of ÂT̃ (z) is thus the function

K(x, y′) =
(

1
2π�

)n
e

2i
� 〈p0,x0−y′〉

∫
e

i
� 〈p,x+y′−2x0〉a(1

2 (x− y′) + x0, p)dnp

so that
K(x, x) =

(
1

2π�

)n
e

2i
�
〈p0,x0−x〉

∫
e

2i
�
〈p,x−x0〉a(x0, p)dnp.

Integrating in x yields∫
K(x, x)dnx =

(
1

2π�

)n
∫ [∫

e
2i
�
〈p−p0,x〉dnx

]
e

2i
�
〈p0−p,x0〉a(x0, p)dnp

= 2−n

∫
δ(p− p0)e

2i
�
〈p0−p,x0〉a(x0, p)dnp

= 2−na(x0, p0)

which proves the first equality (6.54); the second is proven in the same way.
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(ii) Assume first a ∈ S(R2n
z ). We have, using (6.52),

Tr(ÂB̂) =
(

1
π�

)n Tr
[
Â

∫
b(z)T̃ (z)d2nz

]
,

that is, since Â is bounded,

Tr(ÂB̂) =
(

1
π�

)n Tr
[∫

b(z)ÂT̃ (z)d2nz

]
=

(
1

π�

)n
∫

b(z)Tr(ÂT̃ (z))d2nz

(see exercise below for the justification of the second equality). Taking into account
(6.54) this is

Tr(ÂB̂) =
(

1
2π�

)n
∫

b(z)a(z)d2nz =
(

1
2π�

)n 〈a, b〉 .

The case of a general bounded Â follows by continuity. �

Exercise 6.36. Justify the fact that Tr
[∫

b(z)ÂT̃ (z)d2nz
]

=
∫

b(z)Tr(ÂT̃ (z))d2nz.
[Hint: pass to the kernels; alternatively use Proposition 9.19 in Chapter 9.

6.4 The Wigner–Moyal Transform

In this section we study a very important device, theWigner–Moyal transform.
It was introduced by Wigner6 [180] as a device allowing one to express quantum
mechanical expectation values in the same form as the averages of classical sta-
tistical mechanics (see formula (6.70); in a footnote he however reports that he
found the expression for the transform in collaboration with Szilard. Recognition
of the fundamental relationship between the Weyl pseudo-differential calculus and
the Wigner transform probably goes back to Moyal’s paper [127] – many years be-
fore mathematicians spoke about “Weyl calculus”! There are of course many good
introductory texts for this topic; a nice review can be found in Marchiolli’s paper
[118]. The subject has experienced an intense revival of interest both in pure and
applied mathematics during the last two decades; the Wigner–Moyal transform is
also being used as an important tool in signal analysis (time-frequency analysis);
see Gröchenig [78] for a review of the state of the art. For applications to quan-
tum optics see for instance Schleich [142] or Simon et al. [153]. We will use it in
our treatment of phase-space quantum mechanics in Chapter 10 where it will be
instrumental in the derivation of the Schrödinger equation in phase space and for
the understanding of the meaning of the solutions to that equation.

6But he acknowledges previous (unpublished) work of L. Szilard.
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6.4.1 Definition and first properties

Consider, for ψ, φ ∈ S(Rn
x), the tensor product Kψ,φ = ψ ⊗ φ, that is

Kψ,φ(x, y) = ψ(x)φ(y)

and let us ask what the associated Weyl operator Âψ,φ looks like. In view of
formula (6.25) in Theorem 6.12 the symbol of that operator is

aψ,φ(x, p) =
∫

e−
i
�
〈p,y〉KÂ(x + 1

2y, x− 1
2y)dny

=
∫

e−
i
�
〈p,y〉ψ(x + 1

2y)φ(x− 1
2y)dny.

The product of this function by (2π�)−n is, by definition, the Wigner–Moyal trans-
form of the pair (ψ, φ):

Definition 6.37. Let ψ, φ ∈ S(Rn
x).

(i) The symbol of the Weyl operator with kernel (2π�)−nψ ⊗ φ is called the
“Wigner–Moyal transform” W (ψ, φ) of the pair (ψ, φ):

W (ψ, φ)(z) =
(

1
2π�

)n
∫

e−
i
�
〈p,y〉ψ(x + 1

2y)φ(x − 1
2y)dny. (6.56)

(ii) The function Wψ = W (ψ, ψ) is called the “Wigner transform”7 of ψ:

Wψ(z) =
(

1
2π�

)n
∫

e−
i
�
〈p,y〉ψ(x + 1

2y)ψ(x− 1
2y)dny. (6.57)

Remark 6.38. In some texts one uses different normalizations; for instance the
factor (2π�)−n/2 often appears instead of our (2π�)−n. Our choice is consistent
with the normalization of the symplectic Fourier transform (6.13).

The Wigner transform thus allows us to associate phase space functions to
functions defined on “configuration space” Rn

x . It is thus an object of choice for
phase space quantization techniques, allowing the passage from representation-
dependent quantum mechanics to quantum mechanics in phase space.

The Wigner–Moyal transform can be expressed in a quasi-trivial way using
the Grossmann–Royer operators

T̃ (z0)ψ(x) = e
2i
�
〈p0,x−x0〉ψ(2x0 − x) (6.58)

introduced in Subsection 5.5.3 of Chapter 5:

7It is sometimes called the “Wigner–Blokhintsev transform”.
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Proposition 6.39. The Wigner–Moyal transform of a pair (ψ, φ) of functions be-
longing to S(Rn

x) is given by

W (ψ, φ)(z) =
(

1
π�

)n (T̃ (z)ψ, φ)L2(Rn
x ) (6.59)

where T̃ (z) is the Grossmann–Royer operator associated to z; hence in particular:

Wψ(z) =
(

1
π�

)n (T̃ (z)ψ, ψ)L2(Rn
x ). (6.60)

Proof. We have

(T̃ (z0)ψ, φ)L2(Rn
x ) =

∫
e

2i
�
〈p0,x−x0〉ψ(2x0 − x)φ(x)dnx.

Setting y = 2(x0 − x) this is

(T̃ (z0)ψ, φ)L2(Rn
x) = 2−n

∫
e−

i
�
〈p0,y〉ψ(x0 + 1

2y)φ(x0 − 1
2y)dnx

= (π�)n
W (ψ, φ)(z0)

proving (6.59). �

Note that the Wigner–Moyal transform obviously exists for larger classes of
functions than those which are rapidly decreasing; in fact W (ψ, φ) is defined for
all ψ, φ ∈ L2(Rn

x), as follows from the Cauchy–Schwarz inequality

|W (ψ, φ)(z)| ≤ (
1

π�

)n ||ψ||L2(Rn
x )||φ||L2(Rn

x)

which immediately follows from formula (6.59). More generally, it can be extended
to pairs of tempered distributions; to prove this we will establish an important
formula, called the Moyal identity in the mathematical and physical literature:

Proposition 6.40. The Wigner–Moyal transform is a bilinear mapping

W : S(Rn
x)× S(Rn

x) −→ S(Rn
x)

satisfying the “Moyal identity”

(W (ψ, φ), W (ψ′, φ′))L2(R2n
z ) =

(
1

2π�

)n (ψ, ψ′)L2(Rn
x)(φ, φ′)L2(Rn

x ) (6.61)

and hence extends to a bilinear mapping S′(Rn
x)×S′(Rn

x) −→ S′(Rn
x). In particular

(Wψ, Wψ′)L2(R2n
z ) =

(
1

2π�

)n |(ψ, ψ′)L2(Rn
x )|2. (6.62)

Proof. The first statement is clear, and the last follows from (6.61) in view of the
density of S(Rn

x) in S′(Rn
x). Let us prove (6.61). Setting

(2π�)2nA = (W (ψ, φ), W (ψ′, φ′))L2(R2n
z )
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we have

A =
∫∫∫

e−
i
�〈p,y−y′〉ψ(x + 1

2y)ψ′(x + 1
2y′)

× φ(x− 1
2y)φ′(x− 1

2y′)dnydny′dnxdnp,

the integral in p is (2π�)n∂(y − y′) and hence

A = (2π�)n

∫∫
ψ(x + 1

2y)ψ′(x− 1
2y)φ(x + 1

2y)φ′(x− 1
2y)dnydny′dnx.

Setting u = x + 1
2y and v = x− 1

2y we get

A = (2π�)n

∫
ψ(u)ψ′(u)dnu

∫
φ(v)φ′(v)dnv,

whence (6.61). �

For further use, let us compute the symplectic Fourier transform

Wσ(ψ, φ) = FσW (ψ, φ)

of the Wigner–Moyal transform of the pair (ψ, φ); we will see that Wσ(ψ, φ) and
W (ψ, φ) are essentially the same, up to scaling factors:

Lemma 6.41. Let ψ, φ ∈ S(Rn
x). We have

Wσ(ψ, φ)(z) =
(

1
2π�

)n
∫

e−
i
�〈p,x′〉ψ(x′ + 1

2x)φ(x′ − 1
2x)dnx′, (6.63)

that is
Wσ(ψ, φ)(z) = 2−nW (ψ, φ)(1

2z). (6.64)

Proof. Set F = FσW (ψ, φ); by definition of Fσ and W (ψ, φ) we have

Wσ(ψ, φ)(z) =
(

1
2π�

)2n

×
∫∫∫

e−
i
�
(〈p,x′〉+〈p′,y−x〉)ψ(x′ + 1

2y)φ(x′ − 1
2y)dnp′dnx′dny,

that is, calculating the integral in p′,

Wσ(ψ, φ)(z) =
(

1
2π�

)n
∫∫

δ(x− y)e−
i
� 〈p,x′〉ψ(x′ + 1

2y)φ(x′ − 1
2y)dnx′dny

=
(

1
2π�

)n
∫∫

e−
i
� 〈p,x′〉ψ(x′ + 1

2x)φ(x′ − 1
2x)dnx′

which is (6.63). Formula (6.64) follows. �
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The Heisenberg–Weyl operators behave in a natural way with respect to the
Wigner transform:

Proposition 6.42. For every ψ ∈ L2(Rn
x) and z0 ∈ R2n

z we have

T (z0)Wψ = W (T̂ (z0)ψ). (6.65)

Proof. We have, by definition of T̂ (z0),

T̂ (z0)ψ(x) = e
i
�
(〈p0,x〉− 1

2 〈p0,x0〉)ψ(x − x0)

and hence

W (T̂ (z0)ψ) =
(

1
2π�

)n
∫

e−
i
�
〈p−p0,y〉ψ(x− x0 + 1

2y)ψ(x− x0 − 1
2y)dny

which is precisely (6.65). �

6.4.2 Wigner transform and probability

One of the best-known – and most widely discussed – properties of the Wigner–
Moyal transform is the following. It shows that the Wigner transform has features
reminding us of those of a probability distribution:

Proposition 6.43. Assume that ψ, φ ∈ L1(Rn
x) ∩ L2(Rn

x) and denote by Fψ the
�-Fourier transform of ψ. The following properties hold:

(i) We have∫
W (ψ, φ)(z)dnp = ψ(x)φ(x) and

∫
W (ψ, φ)(z)dnx = Fψ(p)Fφ(p),

(6.66)
(ii) hence, in particular∫

Wψ(z)dnp = |ψ(x)|2 and
∫

Wψ(z)dnx = |Fψ(p)|2. (6.67)

Proof. Let us prove the first formula (6.66). Noting that∫
e−

i
�
〈p,y〉dnp = (2π�)n

δ(y)

we have∫
W (ψ, φ)(z)dnp =

(
1

2π�

)n
∫ (∫

e−
i
�
〈p,y〉dnp

)
ψ(x + 1

2y)φ(x − 1
2y)dny

=
∫

δ(y)ψ(x + 1
2y)φ(x − 1

2y)dny

=
∫

δ(y)ψ(x)φ(x)dny

= ψ(x)φ(x)
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as claimed. Let us prove the second formula (6.66). Setting x′ = x + 1
2y and

x′′ = x− 1
2y in the right-hand of the equality∫

Wψ(z)dnx =
(

1
2π�

)n
∫∫

e−
i
�
〈p,y〉ψ(x + 1

2y)φ(x − 1
2y)dnydnx

we get ∫
Wψ(z)dnx =

(
1

2π�

)n
∫∫

e−
i
�
〈p,x′〉ψ(x′)e−

i
�
〈p,x′′〉φ(x′′)dnx′dnx′′

=
(

1
2π�

)n
∫

e−
i
�
〈p,x′〉ψ(x′)dnx′

∫
e−

i
�
〈p,x′′〉φ(x′′)dnx′′

= Fψ(p)Fφ(p)

and we are done. �

It immediately follows from any of the two formulae (6.67) above that∫
Wψ(z)dnz = ||ψ||2L2(Rn

x ) = ||Fψ||2L2(Rn
p ). (6.68)

If the function ψ is normalized: ||ψ||2L2(Rn
x) = 1, then so is Wψ(z):∫

Wψ(z)dnz = 1 if ||ψ||2L2(Rn
x ) = 1.

If in addition Wψ ≥ 0 it would thus be a probability density. For this reason
the Wigner transform Wψ of a normalized function is sometimes called a quasi-
probability density in the literature. In fact, we will prove in Section 8.5 of Chapter
8 (Proposition 8.47) that if ψ is a Gaussian then Wψ ≥ 0. It is however the only
case for which in general Wψ takes negative values:

Exercise 6.44. Assume that ψ ∈ S(Rn
x) is odd: ψ(−x) = −ψ(x). Show that Wψ

takes negative values [Hint: calculate Wψ(0).]

The fact that the Wigner transform is pointwise positive only for Gaussians
was proved originally by Hudson [94], whose proof was generalized and commented
by Janssen [98]. We will however see that when we average Wψ over “sufficiently
large” sets (in a sense to be defined), then we will always obtain a non-negative
function: this is the manifestation of the fact that the points of the quantum-
mechanical phase space are quantum-mechanically admissible sets.

Let us next prove a result due to Moyal and which allows us to express the
mathematical expectation of a Weyl operator in terms of the Wigner transform
and the Weyl symbol. In fact, formula (6.70) below shows that this expectation

is obtained by “averaging” the Weyl symbol a
Weyl←→ Â (viewed as a “classical

observable”) with respect to Wψ.
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Proposition 6.45. Let a
Weyl←→ Â; we have, for all ψ, φ ∈ S(Rn

x),

(Âψ, φ)L2(Rn
x ) =

∫
W (ψ, φ)(z)a(z)d2nz (6.69)

and, in particular

(Âψ, ψ)L2(Rn
x ) =

∫
Wψ(z)a(z)d2nz. (6.70)

Proof. Let us write

W =
∫

W (ψ, φ)a(z)d2nz.

By definition of W (ψ, φ) we have

W =
(

1
2π�

)n
∫∫∫

e−
i
�
〈p,y〉a(z)ψ(x + 1

2y)φ(x − 1
2y)dnydnxdnp,

that is, performing the change of variables u = x + 1
2y, v = x− 1

2y:

W =
(

1
2π�

)n
∫∫∫

e
i
�
〈p,v−u〉a(1

2 (u + v), p)ψ(u)φ(v)dnudnvdnp,

that is W = (Âψ, φ)L2(Rn
x). �

The following corollary of Proposition 6.45 is due to Moyal:

Corollary 6.46. Let a
Weyl←→ Â and ψ ∈ L2(Rn

x) be a normed function: ||ψ||L2 = 1.
The mathematical expectation value of Â in the state ψ is given by the formula

〈Â〉ψ =
∫

a(z)Wψ(z)d2nz if ||ψ||L2 = 1. (6.71)

Proof. It is an immediate consequence of formula (6.70) taking into account defi-
nition (8.1) of the mathematical expectation value. �

This result is very important, both mathematically, and from the point of
view of the statistical interpretation of quantum mechanics. It shows again that the
vocation of the Wigner transform is probabilistic, since formula (6.71) expresses
the expectation value of the operator Â in a given normalized state by averaging its
symbol against the Wigner transform of that state. This result, and the fact that
the quantities

∫
Wψ(z)dnp and

∫
Wψ(z)dnx indeed are probability densities have

led to metaphysical discussions about “negative probabilities”; see for instance
Feynman’s contribution in [88].
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6.4.3 On the range of the Wigner transform

It is clear that if we pick up an arbitrary function of z it will not in general be the
Wigner transform of some function of x. This is because the Wigner transform
is a symbol of a very particular type: the Schwartz kernel of the associated Weyl
operator is a tensor product. This of course puts strong limits on the range of
the Wigner transform. Here is another constraint: it immediately follows from the
Cauchy–Schwarz inequality that we have the bound

|W (ψ, φ)(z)| ≤ (
1

2π�

)n ||ψ||L2(Rn
x )||φ||L2(Rn

x ) (6.72)

for ψ, φ in L2(Rn
x); in particular

|Wψ(z)| ≤ (
1

2π�

)n ||ψ||2L2(Rn
x ). (6.73)

These inequalities show that a function cannot be the Wigner–Moyal or Wigner
transform of functions ψ, φ ∈ L2(Rn

x) if it is too large in some points.
Let us discuss a little bit more in detail the question of the invertibility of

the Wigner transform. We begin by noting that both ψ and eiαψ (α ∈ R) have
the same Wigner transform, as immediately follows from the definition of Wψ.
Conversely: if ψ, ψ′ ∈ S(Rn

x) then

Wψ = Wψ′ ⇐⇒ ψ = αψ′ , |α| = 1. (6.74)

Indeed, for fixed x set

f(y) = ψ(x + 1
2y)ψ(x− 1

2y),

f ′(y) = ψ′(x + 1
2y)ψ′(x− 1

2y);

the equality Wψ = Wψ′ is then equivalent to the equality of the Fourier transforms
of f and f ′ and hence

ψ(x + 1
2y)ψ(x− 1

2y) = ψ′(x + 1
2y)ψ′(x− 1

2y)

for all x, y; taking y = 0 we get |ψ|2 = |ψ′|2 which proves (6.74).
Let us now show how the Wigner transform can be inverted; this will give us

some valuable information on its range.

Proposition 6.47. Let ψ ∈ L2(Rn
x) and a ∈ Rn

x be such that ψ(a) �= 0.

(i) Then

ψ(x) =
1

ψ(a)

∫
e

i
�
〈p,x−a〉Wψ(1

2 (x + a), p)dnp. (6.75)

(ii) Conversely, a function W ∈ L2(Rn
z ) is the Wigner transform of some ψ ∈

L2(Rn
x) if and only if there exist functions A and X such that∫

e
2i
�
〈p,x−a〉W (1

2 (x + a), p)dnp = A(a)X(x). (6.76)
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(iii) When this is the case we have

ψ(x) =

∫
e

2i
�
〈p,x−a〉W (1

2 (x + a), p)dnp(∫
W (a, p)dnp

)1/2
(6.77)

for every a ∈ Rn
x such that

∫
W (a, p)dnp �= 0.

Proof. (i) For fixed x the formula

Wψ(x, p) =
(

1
2π�

)n
∫

e−
i
�
〈p,y〉ψ(x + 1

2y)ψ(x− 1
2y)dny

shows that the function p �−→ (2π�)n/2Wψ(x, p) is the Fourier transform of the
function y �−→ ψ(x + 1

2y)ψ(x− 1
2y); it follows that

ψ(x + 1
2y)ψ(x− 1

2y) =
∫

e−
i
�
〈p,y〉Wψ(x, p)dnp.

Setting y = 2(x− a) in the formula above we get

ψ(2x− a)ψ(a) =
∫

e−
2i
�
〈p,x−a〉Wψ(x, p)dnp

and (6.75) follows replacing 2x− a by x.

(ii) Assume that there exists ψ such that

ψ(x) =
1

ψ(a)

∫
e

i
�
〈p,x−a〉W (1

2 (x + a), p)dnp;

then the right-hand side must be independent of the choice of a and hence∫
e

2i
�
〈p,x−a〉W (1

2 (x + a), p)dnp = ψ(a)ψ(x)

so that (6.76) holds with A = ψ and B = ψ. Suppose that, conversely, we can find
A and B such that (6.76) holds. Setting x = a we get∫

W (a, p)dnp = A(a)X(a)

whence (6.77). �



Chapter 7

The Metaplectic Group

As we have seen, the symplectic group has connected covering groups Spq(n) of all
orders q = 1, 2, . . . ,∞. It turns out that the two-fold covering group Sp2(n) is par-
ticularly interesting in quantum mechanics, because it can be faithfully represented
by a group of unitary operators acting on L2(Rn

x) (or on L2(R2n
z )): this group is

the metaplectic group Mp(n). It is thus characterized, up to an isomorphism, by
the exactness of the sequence

0 −→ {±I} −→ Mp(n) −→ Sp(n) −→ 0.

The importance of Mp(n) in quantum mechanics not only comes from the
fact that it intervenes in various symplectic covariance properties, but also be-
cause every continuously differentiable path in Mp(n) passing through the identity
is the propagator for the Schrödinger equation associated by the Weyl correspon-
dence to a quadratic Hamiltonian (which is usually time-dependent). In that sense
the metaplectic representation of the symplectic group is the shortest and easiest
bridge between classical and quantum mechanics.

The metaplectic group has a rather long history, and is a subject of interest
both for mathematicians and physicists. The germ of the idea of the metaplectic
representation is found in van Hove [169]. It then appears in the work of Segal [147],
Shale [149] who observed that the metaplectic representation should be looked
upon as an analogue of the spin representation of the orthogonal group. Weil [176]
(in a more general setting) elaborated on Siegel’s work in number theory; also
see the work of Igusa [95] on theta functions. The theory has been subsequently
developed by many authors, for instance Buslaev [19], Maslov [119], Leray [107],
and the author [56, 58, 61]. The denomination “quadratic Fourier transform” we
are using in this book appears in Gaveau et al. [45]. For different presentations of
the metaplectic group see Folland [42] and Wallach [175]. The first to consider the
Maslov index on Mp(n) was apparently Maslov himself [119]; the general definition
we are giving here is due to the author [56, 58, 61]; we will see that it is closely
related to the ALM index studied in Chapter 3.
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7.1 Definition and Properties of Mp(n)

We begin by defining the structure of Mp(n) as a group; that it actually is a
connected two-fold covering of Sp(n) will be established in Subsection 7.1.2.

7.1.1 Quadratic Fourier transforms

We have seen in Chapter 2, Subsection 2.2.3, that the symplectic group Sp(n) is
generated by the free symplectic matrices

S =
[
A B
C D

]
∈ Sp(n) , detB �= 0.

To each such matrix we associated the generating function

W (x, x′) = 1
2

〈
DB−1x, x

〉 − 〈
B−1x, x′〉 + 1

2

〈
B−1Ax′, x′〉

and we showed that

(x, p) = S(x′, p′)⇐⇒ p = ∂xW (x, x′) , p′ = −∂x′W (x, x′).

Conversely, to every polynomial of the type

W (x, x′) = 1
2 〈Px, x〉 − 〈Lx, x′〉+ 1

2 〈Qx′, x′〉 (7.1)

with P = PT , Q = QT , and detL �= 0

we can associate a free symplectic matrix, namely

SW =

[
L−1Q L−1

PL−1Q− LT L−1P

]
. (7.2)

We now associate an operator ŜW,m to every SW by setting, for f ∈ S(Rn
x),

ŜW,mf(x) =
(

1
2πi

)n/2 ∆(W )
∫

eiW (x,x′)f(x′)dnx′; (7.3)

here arg i = π/2 and the factor ∆(W ) is defined by

∆(W ) = im
√
| detL|; (7.4)

the integer m corresponds to a choice of arg det L:

mπ ≡ arg det L mod 2π. (7.5)

Notice that we can rewrite definition (7.3) in the form

ŜW,mf(x) =
(

1
2π

)n/2 (
e−i π

4
)µ

∆(W )
∫

eiW (x,x′)f(x′)dnx′ (7.6)

where
µ = 2m− n. (7.7)
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Definition 7.1.

(i) The operator ŜW,m is called a “quadratic Fourier transform” associated to
the free symplectic matrix SW .

(ii) The class modulo 4 of the integer m is called the “Maslov index” of ŜW,m.
The quadratic Fourier transform corresponding to the choices SW = J and
m = 0 is denoted by Ĵ .

The generating function of J being simply W (x, x′) = −〈x, x′〉, it follows that

Ĵf(x) =
(

1
2πi

)n/2
∫

e−i〈x,x′〉f(x′)dnx′ = i−n/2Ff(x) (7.8)

for f ∈ S(Rn
x); F is the usual Fourier transform. It follows from the Fourier

inversion formula that the inverse Ĵ−1 of Ĵ is given by the formula

Ĵ−1f(x) =
(

i
2π

)n/2
∫

ei〈x,x′〉f(x′)dx′ = in/2F−1f(x).

Note that the identity operator cannot be represented by an operator ŜW,m

since it is not a free symplectic matrix.
Of course, if m is one choice of Maslov index, then m + 2 is another equally

good choice: to each function W formula (7.3) associates not one but two operators
ŜW,m and ŜW,m+2 = −ŜW,m (this reflects the fact that the operators ŜW,m are
elements of the two-fold covering group of Sp(n)).

Let us define operators V̂−P and M̂L,m by

V̂−P f(x) = e
i
2 〈Px,x〉f(x) , M̂L,mf(x) = im

√
| detL|f(Lx). (7.9)

We have the following useful factorization result:

Proposition 7.2. Let W be the quadratic form (7.1).

(i) We have the factorization

ŜW,m = V̂−P M̂L,mĴ V̂−Q; (7.10)

(ii) The operators ŜW,m extend to unitary operators L2(Rn
x) −→ L2(Rn

x) and the
inverse of ŜW,m is

Ŝ−1
W,m = ŜW∗,m∗ with W ∗(x, x′) = −W (x′, x) , m∗ = n−m. (7.11)

Proof. (i) By definition of Ĵ we have

Ĵf(x) = i−n/2Ff(x) =
(

1
2πi

)n/2
∫

e−i〈x,x′〉f(x′)dnx′;

the factorization (7.10) immediately follows, noting that

M̂L,mĴf(x) =
(

1
2πi

)n/2
im

√
| detL|

∫
e−i〈Lx,x′〉f(x′)dnx′.
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(ii) The operators V̂−P and M̂L,m are trivially unitary, and so is the modified
Fourier transform Ĵ ; (ii) We obviously have

(V̂−P )−1 = V̂P and (M̂L,m)−1 = M̂L−1,−m

and Ĵ−1 is given by

Ĵ−1f(x) =
(

i
2π�

)n/2
∫

e
i
�
〈x,x′〉f(x′)dnx′.

Writing
Ŝ−1

W,m = V̂QĴ−1M̂L−1,−mV̂P

and noting that

Ĵ−1M̂L−1,−mf(x) =
(

i
2π

)n/2
i−m

√
| detL−1|

∫
ei〈x,x′〉f(L−1x′)dnx′

=
(

1
2πi

)n/2
i−m+n

√
| detL|

∫
ei〈LT x,x′〉f(x′)dnx′

= M̂−LT ,n−mĴf(x),

the inversion formulas (7.11) follow. �

It follows from the proposition above that the operators ŜW,m form a sub-
set, closed under the operation of inversion, of the group U(L2(Rn

x)) of unitary
operators acting on L2(Rn

x). They thus generate a subgroup of that group.

Definition 7.3. The subgroup of U(L2(Rn
x)) generated by the quadratic Fourier

transforms ŜW,m is called the “metaplectic group Mp(n)”. The elements of Mp(n)
are called “metaplectic operators”.

Every Ŝ ∈ Mp(n) is thus, by definition, a product ŜW1,m1 · · · ŜWk,mk
of

metaplectic operators associated to free symplectic matrices.
We will use the following result which considerably simplifies many arguments

(cf. Proposition 2.36, Subsection 2.2.3, Chapter 2):

Lemma 7.4. Every Ŝ ∈ Mp(n) can be written as a product of exactly two quadratic
Fourier transforms: Ŝ = ŜW,mŜW ′,m′ . (Such a factorization is, however, never
unique: for instance I = ŜW,mŜW∗,m∗ for every generating function W .)

We will not prove this here, and refer to Leray [107], Ch. 1, or de Gosson [61].

Exercise 7.5. Show that quadratic Fourier transform ŜW,m cannot be a local oper-
ator (a local operator on S′(Rn

x) is an operator Ŝ such that Supp(Ŝf) ⊂ Supp(f)
for f ∈ S′(Rn

x)).
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7.1.2 The projection πMp : Mp(n) −→ Sp(n)

We are going to show that Mp(n) is a double covering of the symplectic group
Sp(n) and hence a faithful representation of Sp2(n).

We will denote the elements of the dual (R2n
z )∗ of R2n

z by a, b, etc. Thus
a(z) = a(x, p) is the value of the linear form a◦ at the point z = (x, p).

To every a we associate a first order linear partial differential operator A
obtained by formally replacing p in a(x, p) by Dx:

A = a(x, Dx) , Dx = −i∂x;

thus, if
a(x, p) = 〈α, x〉+ 〈β, p〉

for α = (α1, . . . , αn), β = (β1, . . . , βn) in Rn, then

A = 〈α, x〉 + 〈β, Dx〉 = 〈α, x〉 − i 〈β, ∂x〉 . (7.12)

Obviously the sum of two operators of the type above is an operator of the same
type, and so is the product of such an operator by a scalar. It follows that these
operators form a 2n-dimensional vector space, which we denote by Diff(1)(n).

The vector spaces R2n
z , (R2n

z )∗ and Diff(1)(n) are isomorphic since they all
have the same dimension 2n. The following result explicitly describes three canon-
ical isomorphisms between these spaces:

Lemma 7.6.

(i) The linear mappings

ϕ1 : R2n
z −→ (R2n

z )∗ , ϕ1 : z0 �−→ a,

ϕ2 : (R2n
z )∗ −→ Diff(1)(n) , ϕ2 : a �−→ A

where a is the unique linear form on R2n
z such that a(z) = σ(z, z0) are iso-

morphisms, hence so is their compose ϕ :

ϕ = ϕ2 ◦ ϕ1 : R2n
z −→ Diff(1)(n);

the latter associates to z0 = (x0, p0) the operator

A = ϕ(z0) = 〈p0, x〉 − 〈x0, Dx〉 .

(ii) Let [A, B] = AB −BA be the commutator of A, B ∈ Diff(1)(n); we have

[ϕ(z1), ϕ(z2)] = −iσ(z1, z2) (7.13)

for all z1, z2 ∈ R2n
z .
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Proof. (i) The vector spaces R2n
z , (R2n

z )∗, and Diff(1)(n) having the same dimen-
sion, it suffices to show that ker(ϕ1) and ker(ϕ2) are zero. Now, ϕ1(z0) = 0 is
equivalent to the condition σ(z, z0) = 0 for all z, and hence to z0 = 0 since a
symplectic form non-degenerate. If ϕ2(a) = 0 then

Af = ϕ2(a)f = 0 for all f ∈ S(Rn
x)

which implies A = 0 and thus a = 0.

(ii) Let z1 = (x1, p1), z2 = (x2, p2). We have

ϕ(z1) = 〈p1, x〉 − 〈x1, Dx〉 , ϕ(z2) = 〈p2, x〉 − 〈x2, Dx〉
and hence

[ϕ(z1), ϕ(z2)] = i(〈x1, p2〉 − 〈x2, p1〉)
which is precisely (7.13). �

We are next going to show that the metaplectic group Mp(n) acts by conju-
gation on Diff(1)(n). This will allow us to explicitly construct a covering mapping
Mp(n) −→ Sp(n).

Lemma 7.7. For z0 = (x0, p0) ∈ R2n
z define A ∈ Diff(1)(n) by

A = ϕ(z0) = 〈p0, x〉 − 〈x0, Dx〉 .

(i) Let {Ĵ, M̂L,m, V̂P } be the set of generators of Mp(n) defined in Proposition
7.2. We have:

ĴAĴ−1 = 〈−x0, x〉 − 〈p0, Dx〉 = ϕ(Jz0), (7.14)

M̂L,mA(M̂L,m)−1 =
〈
LT p0, x

〉− 〈
L−1x0, Dx

〉
= ϕ(MLz0), (7.15)

V̂P A(V̂P )−1 = 〈p0 + Px0, x〉 − 〈x0, Dx〉 = ϕ(VP z0). (7.16)

(ii) If A ∈ Diff(1)(n) and Ŝ ∈Mp(n), then ŜAŜ−1 ∈ Diff(1)(n).
(iii) For every Ŝ ∈Mp(n) the mapping

ΦŜ : Diff(1)(n) −→ Diff(1)(n) , A �−→ ŜAŜ−1

is a vector space automorphism.

Proof. (i) Using the properties of the Fourier transform, it is immediate to verify
that:

〈x0Dx, f〉 = Ĵ−1 〈x0, x〉 Ĵf , 〈p0, x〉 f = −Ĵ−1
〈
p0, DxĴ

〉
f

for f ∈ S(Rn), hence (7.14). To prove (7.15) it suffices to remark that

M̂L,m 〈p0, x〉 (M̂L,m)−1f(x) = 〈p0, Lx〉 f(x)
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and
M̂L,m 〈x0, Dx〉 (M̂L,m)−1f(x) = x0(L−1)T Dxf(x).

Let us prove formula (7.16). Recalling that by definition

V̂−P f(x) = e
i
2 〈Px,x〉f(x)

we have, since P is symmetric,

〈x0, Dx〉 V̂−P f(x) = V̂−P (〈Px0, x〉 f(x) + 〈p0, Dxf(x)〉) ,

hence
V̂P A(V̂−P f)(x) = 〈(p0 + Px0), x〉 f(x)− 〈x0, Dx〉 f(x)

which is (7.16).

Property (ii) immediately follows since Ŝ is a product of operators Ĵ , M̂L,m, V̂P .

(iii) The mapping ΦŜ is trivially a linear mapping Diff(1)(n) −→ Diff(1)(n). If
B = ŜAŜ−1 ∈ Diff(1)(n), then we have also A = Ŝ−1BŜ ∈ Diff(1)(n) since
A = Ŝ−1B(Ŝ−1)−1. It follows that ΦŜ is surjective and hence bijective. �

Since the operators Ĵ , M̂L,m, V̂P generate Mp(n) the lemma above shows
that for every Ŝ ∈ Mp(n) there exists a linear automorphism S of R2n

z such that
ΦŜ(A) = â ◦ S, that is

ΦŜ(ϕ(z0)) = ϕ(Sz0). (7.17)

Let us show that the automorphism S preserves the symplectic form. For z, z′ ∈
R2n

z we have, in view of (7.13),

σ(Sz, Sz′) = i [ϕ(Sz), ϕ(Sz′)]

= i
[
ΦŜϕ(z), ΦŜϕ(z′)

]
= i

[
Ŝϕ(z)Ŝ−1, Ŝϕ(z′)Ŝ−1

]
= iŜ [ϕ(z), ϕ(z′)] Ŝ−1

= σ(z, z′),

hence S ∈ Sp(n) as claimed.

This result allows us to define a natural projection

πMp : Mp(n) −→ Sp(n) , πMp : Ŝ �−→ S;

it is the mapping which to Ŝ ∈ Mp(n) associates the element S ∈ Sp(n) defined
by (7.17), that is

S = ϕ−1ΦŜϕ. (7.18)

That this mapping is a covering mapping follows from:
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Proposition 7.8.

(i) The mapping πMp is a continuous group epimorphism of Mp(n) onto Sp(n)
such that:

πMp(Ĵ) = J , πMp(M̂L,m) = ML , πMp(V̂P ) = VP (7.19)

and hence
πMp(ŜW,m) = SW . (7.20)

(ii) We have ker(πMp) = {−I, +I}; hence πMp : Mp(n) −→ Sp(n) is a twofold
covering of the symplectic group.

Proof. (i) Let us first show that πMp is a group homomorphism. In view of the
obvious identity ΦŜΦŜ′ = ΦŜŜ′ we have

πMp(ŜŜ′) = ϕ−1ΦŜŜ′ϕ

= (ϕ−1ΦŜϕ)(ϕ−1ΦŜ′ϕ)

= πMp(Ŝ)πMp(Ŝ′).

Let us next prove that πMp is surjective. We have seen in Chapter 2 (Corollary
2.40 of Proposition 2.39) that the matrices J, ML, and VP generate Sp(n) when
L and P range over, respectively, the invertible and symmetric real matrices of
order n. It is thus sufficient to show that formulae (7.19) hold. Now, using (7.14),
(7.15), and (7.16) we have

ϕΦĴϕ−1 = J , ϕΦ
M̂L,m

ϕ−1 = ML , ϕΦV̂P
ϕ−1 = VP ,

hence (7.19). Formula (7.20) follows since every quadratic Fourier transform ŜW,m

can be factorized as
ŜW,m = V̂−P M̂L,mĴ V̂−Q

in view of Proposition 7.2 above. To establish the continuity of the mapping πMp

we first remark that the isomorphism ϕ : R2n
z −→ Diff(1)(n) defined in Lemma 7.6

is trivially continuous, and so is its inverse. Since ΦŜŜ′ = ΦŜΦŜ′ it suffices to show
that for every A ∈ Diff(1)(n), fS(A) has A as limit when Ŝ → I in Mp(n). Now,
Mp(n) is a group of continuous automorphisms of S(Rn) hence, when Ŝ → I, then
Ŝ−1f → f for every f ∈ S(Rn), that is AŜ−1f → Af and also ŜAŜ−1f → f .

(ii) Suppose that ϕ−1ΦŜϕ = I. Then ŜAŜ−1 = A for every A ∈ Diff(1)(n) and
this is only possible if Ŝ is multiplication by a constant c with |c| = 1 (see Exercise
below); thus ker(πMp) ⊂ S1. In view of Lemma 7.4 we have Ŝ = ŜW,mŜW ′,m′

for some choice of (W, m) and (W ′, m′) hence the condition Ŝ ∈ ker(πMp) is
equivalent to

ŜW ′,m′ = c(ŜW,m)−1 = cŜW∗,m∗

which is only possible if c = ±1, hence Ŝ = ±I as claimed. �
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Exercise 7.9. Let Ŝ ∈ Mp(n). Prove that ŜAŜ−1 = A for every A ∈ Diff(1)(n) if
and only if there exists c ∈ S1 such that Ŝf = cf for all f ∈ S(Rn

x). [Hint: consider
the special cases A = 〈x0, Dx〉, A = 〈p0, x〉.]

It is useful to have a parameter-dependent version of Mp(n); in the appli-
cations to quantum mechanics that parameter is �, Planck’s constant h divided
by 2π.

The main observation is that a covering group can be “realized” in many
different ways. Instead of choosing πMp as a projection, we could as well have
chosen any other mapping Mp(n) −→ Sp(n) obtained from πMp by composing it
on the left with an inner automorphism of Mp(n), or on the right with an inner
automorphism of Sp(n), or both. The point is here that the diagram

Mp(n) F−→ Mp(n)

πMp

⏐⏐⏐⏐2
⏐⏐⏐⏐2 πMp′

Sp(n) −→
G

Sp(n)

is commutative: π′Mp ◦ F = G ◦ πMp, because for all such π′Mp we will have
Ker(π′ Mp) = {± I} and

π′Mp : Mp(n) −→ Sp(n)

will then be also be a covering mapping. We find it particularly convenient to
define a new projection as follows. Set M̂λ = M̂λI,0 for λ > 0, that is

M̂λf(x) = λn/2f(λx) , f ∈ L2(Rn
x)

and denote by Mλ the projection of M̂λ on Sp(n):

Mλ(x, p) = (λ−1x, λp).

We have M̂λ ∈ Mp(n) and Mλ ∈ Sp(n). For Ŝ ∈Mp(n) we define Ŝ� ∈Mp(n) by

Ŝ� = M̂1/
√

�
ŜM̂√

�
. (7.21)

The projection of S� on Sp(n) is then given by:

πMp(Ŝ�) = S� = M1/
√

�
SM√

�
.

We now define the new projection

πMp � : Mp(n) −→ Sp(n)

by the formula
πMp �(Ŝ�) = M√

�
(πMp(Ŝ�))M1/

√
�
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which is of course equivalent to

πMp�

(Ŝ�) = πMp(Ŝ).

Suppose for instance that Ŝ = ŜW,m; it is easily checked, using the fact that
W is homogeneous of degree 2 in (x, x′), that

Ŝ�
W,mf(x) =

(
1

2πi�

)n/2 ∆(W )
∫

e
i
�

W (x,x′)f(x′) dnx′

or, equivalently,
Ŝ�

W,m = �−n/2ŜW/�,m.

Also,

(Ŝ�
W,m)−1f(x) =

(
i

2π�

)n/2
∆(W ∗)

∫
e

i
�

W∗(x,x′)f(x′) dnx′.

The projection of Ŝ�
W,m on Sp(n) is the free matrix SW :

πMp�

(Ŝ�
W,m) = SW . (7.22)

Exercise 7.10. Show that if � and �′ are two positive numbers, then we have

Ŝ�
W,m = M√

�′/�
Ŝ�′

W,mM√
�/�′

(i.e., Mp�(n) and Mp�′
(n) are equivalent representations of the metaplectic group).

Remark 7.11. The metaplectic group Mp(n) is not an irreducible representation
of the double covering group Sp2(n) (see Folland [42], p. 194, for a proof).

In what follows we will use the following convention, notation, and terminol-
ogy which is consistent with quantum mechanics:

Notation 7.12. The projection Mp(n) −→ Sp(n) will always assumed to be the
homomorphism

πMp�

: Mp(n) −→ Sp(n)

and we will drop all the superscripts referring to �: we will write πMp for πMp�

,
ŜW,m for Ŝ�

W,m and Ŝ for Ŝ�. The functions on which these �-dependent meta-
plectic operators are applied will be denoted by Greek letters ψ, ψ′, etc.

7.1.3 Metaplectic covariance of Weyl calculus

The phase space translation operators T (z0) satisfy the intertwining formula
ST (z0)S−1 = T (Sz0) for every S ∈ Sp(n). It is perhaps not so surprising that
we have a similar formula at the operator level. Let us show that this is indeed the
case. This property, the “metaplectic covariance of Weyl pseudo-differential opera-
tors” is one of the hallmarks of the version of quantum mechanics we are studying
in this book. Recall that T̂ (z0) and T̃ (z0) are, respectively, the Heisenberg–Weyl
and Royer–Grossmann operators.
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Theorem 7.13. Let Ŝ ∈Mp(n) and S = πMp(S).

(i) We have
ŜT̂ (z0)Ŝ−1 = T̂ (Sz0) , ŜT̃ (z0)Ŝ−1 = T̃ (Sz0) (7.23)

for every z0 ∈ R2n
z .

(ii) For every Weyl operator Â
Weyl←→ a we have the correspondence

a ◦ S
Weyl←→ Ŝ−1ÂŜ. (7.24)

Proof. (i) To prove the first formula (7.23) it is sufficient to assume that Ŝ is a
quadratic Fourier transform ŜW,m since these generate Mp(n). Suppose indeed we
have shown that

T̂ (SW z0) = ŜW,mT̂ (z0)Ŝ−1
W,m. (7.25)

Writing an arbitrary element S of Mp(n) as a product SW,mSW ′,m′ we have

T̂ (Sz0) = ŜW,m(ŜW ′,m′ T̂ (z0)Ŝ−1
W ′,m′)Ŝ−1

W,m

= ŜW,mT̂ (SW ′z0)Ŝ−1
W,m

= T̂ (SW SW ′z0)

= ŜW,mŜW ′,m′ T̂ (z0)(ŜW,mŜW ′,m′)−1

= ŜT̂ (z0)Ŝ−1

and the case of a general S ∈Mp(n) follows by induction on the number of terms
(the argument above actually already proves (7.23) in view of (7.4)). Let us thus
prove (7.25); equivalently:

T̂ (z0)ŜW,m = ŜW,mT̂ (S−1
W z0). (7.26)

For ψ ∈ S(Rn
x) set

g(x) = T̂ (z0)ŜW,mψ(x).

By definition of a ŜW,m and T̂ (z0) we have

g(x) =
(

1
2πi�

)n/2 ∆(W )e−
1
2�

〈p0,x0〉
∫

e
i
�
(W (x−x0,x′)+〈p0,x〉)ψ(x′)dnx′.

In view of formula (2.45) in Proposition 2.37 (Subsection 2.2.3), the function

W0(x, x′) = W (x− x0, x
′) + 〈p0, x〉 (7.27)

is a generating function of the free affine symplectomorphism T (z0) ◦ S, hence we
have just shown that

T̂ (z0)ŜW,m = e
i

2�
〈p0,x0〉ŜW0,m (7.28)
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where ŜW0,m is one of the metaplectic operators associated to W0. Let us now set

h(x) = ŜW,mT̂ (S−1
W z0)ψ(x) and (x′

0, p
′
0) = Ŝ−1

W,m(x0, p0);

we have

h(x) =
(

1
2πi�

)n/2 ∆(W )
∫

e
i
�

W (x,x′)e−
i
2�

〈p′
0,x′

0〉e
i
�
〈p′

0,x′〉ψ(x′ − x′
0) dnx′

that is, performing the change of variables x′ �−→ x′ + x′
0 :

h(x) =
(

1
2πi�

)n/2 ∆(W )
∫

e
i
�

W (x,x′+x′
0)e

i
2�

〈p′
0,x′

0〉e
i
�
〈p′

0,x′〉ψ(x′) dnx′.

We will thus have h(x) = g(x) as claimed, if we show that

W (x, x′ + x′
0) + 1

2 〈p′0, x′
0〉+ 〈p′0, x′〉 = W0(x, x′)− 1

2 〈p0, x0〉,
that is

W (x, x′ + x′
0) + 1

2 〈p′0, x′
0〉+ 〈p′0, x′〉 = W (x− x0, x

′) + 〈p0, x〉 − 1
2 〈p0, x0〉 .

Replacing x by x + x0 this amounts to proving that

W (x + x0, x
′ + x′

0) + 1
2 〈p′0, x′

0〉+ 〈p′0, x′〉 = W (x, x′) + 1
2 〈p0, x0〉+ 〈p0, x〉 .

But this equality immediately follows from Proposition 2.37 and its Corollary 2.38.
To prove the second formula (7.23) recall (Proposition 5.52, Subsection 5.5.3 of
Chapter 5) that we have

T̃ (z0) = T̂ (z0)T̃ (0)T̂ (z0)−1.

It follows that
T̃ (Sz0) = ŜT̂ (z0)(Ŝ−1T̃ (0)Ŝ)T̂ (z0)−1Ŝ−1.

We claim that Ŝ−1T̃ (0)Ŝ = T̃ (0). It suffices of course to prove this when Ŝ = ŜW,m.
For ψ ∈ S(Rn

x) we have

T̃ (0)ŜW,mψ(x) =
(

1
2πi�

)n/2
∆(W )

∫
e

i
�

W (−x,x′)ψ(x′) dnx′

=
(

1
2πi�

)n/2 ∆(W )
∫

e
i
�

W (−x,−x′′)ψ(−x′′) dnx′

= ŜW,mT̃ (0)ψ(x)

and hence
Ŝ−1

W,mT̃ (0)ŜW,m = T̃ (0);

the second formula (7.23).



7.1. Definition and Properties of Mp(n) 207

Let us now prove part (ii) of the theorem. In view of formula (6.23) in Theorem
6.12 we have

(a ◦ S)w =
∫

aσ(Sz)T̂ (z)d2nz

where (a ◦ S)w is the Weyl operator associated to the symbol a ◦ S, that is,
performing the change of variables Sz �−→ z and taking into account the fact that
detS = 1,

(a ◦ S)w =
∫

aσ(z)T̂ (S−1z)d2nz.

By formula (7.23) in Theorem 7.13 we have Ŝ−1T̂ (z)Ŝ = T̂ (S−1z) and hence

(a ◦ S)w =
∫

aσ(z)Ŝ−1T̂ (z)Ŝd2nz = Ŝ−1

(∫
aσ(z)T̂ (z)d2nz

)
Ŝ

which is (7.24). �

As a straightforward consequence of Theorem 7.13 we obtain the so-called
metaplectic covariance formula for the Wigner–Moyal (and Wigner) transform:

Proposition 7.14. Let ψ, φ ∈ S(Rn
x) and Ŝ ∈Mp(n); we denote by S the projection

of Ŝ on Sp(n). We have

W (Ŝψ, Ŝφ)(z) = W (ψ, φ)(S−1z) (7.29)

and hence in particular

W (Ŝψ)(z) = Wψ(S−1z). (7.30)

Proof. In view of formula (6.69) in Proposition 6.45 we have, since Ŝ is unitary,∫
W (Ŝψ, Ŝφ)a(z)d2nz = (ÂŜψ, Ŝφ)L2(Rn

x) = (Ŝ−1ÂŜψ, φ)L2(Rn
x).

In view of (7.24) we have

(Ŝ−1ÂŜψ, φ)L2(Rn
x ) =

∫
W (ψ, φ)(z)(a ◦ S)(z)d2nz

=
∫

W (ψ, φ)(S−1z)a(z)d2nz,

which establishes (7.29) since ψ and φ are arbitrary; (7.30) trivially follows taking
ψ = φ. �
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7.2 The Metaplectic Algebra

Let H be some Hamiltonian function and Ĥ
Weyl←→ H the corresponding Weyl

operator. The associated Schrödinger equation is by definition

i�∂tψ = Ĥψ

where ψ is a function (or distribution) in the x, t variables. For arbitrary H this
equation is difficult to solve explicitly; it turns out, however, that when H is a
quadratic form in z, then the solutions can be expressed using metaplectic opera-
tors. To prove this remarkable fact we will have to identify the Lie algebra of the
metaplectic group.

7.2.1 Quadratic Hamiltonians

Let us begin by shortly discussing the properties of quadratic Hamiltonians. Quad-
ratic Hamiltonians intervene in many parts of classical (and quantum) mechanics,
for instance in the study of motion near equilibrium (see Cushman and Bates
[27] for a thorough study of some specific examples), or for the calculation of the
energy spectrum of an electron in a uniform magnetic field.

Let H be a homogeneous polynomial in z ∈ R2n
z and with coefficients de-

pending on t ∈ R:
H(z, t) = 1

2 〈H ′′(t)z, z〉 (7.31)

(H ′′(t) = D2
zH(z, t) is the Hessian of H); the associated Hamilton equations are

ż(t) = JH ′′(t)(z(t)). (7.32)

Recall the following notation: (SH
t,t′) is the time-dependent flow determined by H ,

that is if t �−→ z(t) is the solution of (7.32) with z(t′) = z′ then

z(t) = SH
t,t′(z

′). (7.33)

We will set SH
t,0 = SH

t . Assume that H does not depend on t; then (SH
t ) is the

one-parameter subgroup of Sp(n) given by

SH
t = etJH′′

.

Conversely, if (St) is an arbitrary one-parameter subgroup of Sp(n), then St =
etX for some X ∈ sp(n) and we have (St) = (SH

t ) where H is the quadratic
Hamiltonian

H(z) = − 1
2 〈JXz, z〉 . (7.34)

The following elementary result is useful:
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Lemma 7.15. Let H and K be two quadratic Hamiltonians associated by (7.34) to
X, Y ∈ sp(n). The Poisson bracket {H, K} is the quadratic Hamiltonian given by

{H, K}(z) = − 1
2 〈J [X, Y ]z, z〉

where [X, Y ] = XY − Y X.

Proof. We have

{H, K}(z) = −σ(XH(z), XK(z))
= −σ(Xz, Y z)
= −〈JXz, Y z〉
= − 〈

Y T JXz, z
〉
.

Now 〈
Y T JXz, z

〉
= 1

2

〈
(Y T JX −XT JY )z, z

〉
,

that is, since Y T J and XT J are symmetric,〈
Y T JXz, z

〉
= − 1

2 〈J(Y X −XY )z, z〉

whence
{H, K}(z) = 1

2 〈J(Y X −XY )z, z〉
which we set out to prove. �

7.2.2 The Schrödinger equation

The metaplectic group Mp(n) is a covering group of Sp(n); it follows from the
general theory of Lie groups that the Lie algebra mp(n) of Mp(n) is isomorphic to
sp(n) (the Lie algebra of Sp(n)). We are going to construct explicitly an isomor-
phism F : sp(n) −→ mp(n) making the diagram

mp(n) F−1−→ sp(n)
exp ↓ ↓ exp
Mp(n) −→

πMp
Sp(n)

(7.35)

commutative.
In Chapter 2, Subsection 2.1.3, we called sp(n) the “symplectic algebra”; we

will call mp(n) the “metaplectic algebra”. For an approach using the beautiful
and important notion of symplectic Clifford algebra see Crumeyrolle [26] and the
monograph by Habermann and Habermann [87].
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Theorem 7.16.

(i) The linear mapping F which to X ∈ sp(n) associates the anti-Hermitian

operator F (X) = − i
�
Ĥ where Ĥ

Weyl←→ H with H given by (7.34) is injective,
and we have

[F (X), F (X ′)] = F ([X, X ′]) (7.36)

for all X, X ′ ∈ sp(n);
(ii) The image F (sp(n)) of F is the metaplectic algebra mp(n).

Proof. It is clear that the mapping F is linear and injective. Consider the matrices

Xjk =
[
∆jk 0
0 −∆jk

]
, Yjk =

1
2

[
0 ∆jk + ∆kj

0 0

]
,

Zjk =
1
2

[
0 0

∆jk + ∆kj 0

]
(1 ≤ j ≤ k ≤ n)

with 1 the only non-vanishing entry at the jth row and kth column; these matrices
form a basis of sp(n) (see Exercise 2.17). For notational simplicity we will assume
that n = 1 and set X = X11, Y = Y11, Z = Z11:

X =
[
1 0
0 −1

]
, Y =

[
0 1
0 0

]
, Z =

[
0 0
1 0

]
;

the case of general n is studied in an exactly similar way. To the matrices X , Y ,
Z correspond via formula (7.34) the Hamiltonians

HX = px , HY = 1
2p2, HZ = − 1

2x2.

The operators ĤX = F (X), ĤY = F (Y ), ĤZ = F (Z) form a basis of the vector
space F (sp(1)); they are given by

ĤX = −i�x∂x − 1
2 i� , ĤY = − 1

2�2∂2
x , ĤZ = − 1

2x2.

Let us show that formula (7.36) holds. In view of the linearity of F it is sufficient
to check that

[ĤX , ĤX ] = Ĥ[X,Y ],

[ĤX , ĤZ ] = Ĥ[X,Z],

[ĤY , ĤZ ] = Ĥ[Y,Z].

We have thus proved that F is a Lie algebra isomorphism. To show that F (sp(1)) =
mp(1) it is thus sufficient to check that the one-parameter groups

t �−→ Ut = e−
i
�

ĤX t,

t �−→ Vt = e−
i
�

ĤY t,

t �−→Wt = e−
i
�

ĤZt
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are subgroups of Mp(1). Let ψ0 ∈ S(R) and set ψ(x, t) = Utψ0(x). The function
ψ is the unique solution of the Cauchy problem

i�∂tψ = −(i�x∂x + 1
2 i�)ψ , ψ(·, 0) = ψ0.

A straightforward calculation (using for instance the method of characteristics)
yields

ψ(x, t) = e−t/2ψ0(e−tx)

hence the group (Ut) is given by Ut = M̂L(t),0 where L(t) = e−t and we thus have
Ut ∈ Mp(1) for all t. Leaving the detailed calculations to the reader one similarly
verifies that

Vtψ0(x) =
(

1
2πi�t

)1/2 ∫
exp

[
i

2�t
(x− x′)2

]
ψ0(x′)dx′,

Wtψ0(x) = exp
(
− 1

2�
x2

)
ψ0(x),

so that Vt is a quadratic Fourier transform corresponding to the generating func-
tion W = (x−x′)2/2t and Wt is the operator V̂−tI ; in both cases we have operators
belonging to Mp(1). �

We leave it to the reader to check that the diagram (7.35) is commutative.

Exercise 7.17. Show that exp ◦F−1 = πMp ◦ exp where exp is a collective notation
for the exponential mappings mp(n) −→ Mp(n) and sp(n) −→ Sp(n) [Use the
generators of mp(n) and sp(n).]

Let us apply the result above to the Schrödinger equation associated to a
quadratic Hamiltonian (7.31). Since Mp(n) covers Sp(n) it follows from the unique
path lifting theorem from the theory of covering manifolds that we can lift the path
t �−→ SH

t,0 = SH
t in a unique way into a path t �−→ ŜH

t in Mp(n) such that ŜH
0 = I.

Let ψ0 ∈ S(Rn
x) and set

ψ(x, t) = Ŝtψ0(x).

It turns out that ψ satisfies Schrödinger’s equation

i�∂tψ = Ĥψ

where Ĥ is the Weyl operator Ĥ
Weyl←→ H . The following two exercises will be used

in the proof of this property:

Exercise 7.18. Verify that the operator Ĥ is given by

Ĥ = −�2

2
〈Hpp∂x, ∂x〉 − i� 〈Hpxx, ∂x〉+

1
2
〈Hxxx, x〉 − i

2
Tr(Hpx) (7.37)

where Tr(Hpx) is the trace of the matrix Hpx.
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Exercise 7.19. Let Ĥ
Weyl←→ H , K̂

Weyl←→ K where H and K are quadratic Hamilto-
nians (7.31). Show that

[Ĥ, K̂] = i� ̂{H, K} = −i�σ(XH , XK)

where {·, ·} is the Poisson bracket (5.38). (You might want to use the previous
Exercise.)

Let us now show that ψ = Ŝtψ0 is a solution of Schrödinger’s equation:

Corollary 7.20. Let t �−→ Ŝt be the lift to Mp(n) of the flow t �−→ SH
t . For every

ψ0 ∈ S(Rn
x) the function ψ defined by ψ(x, t) = Ŝtψ0(x) is a solution of the partial

differential equation
i�∂tψ = Ĥψ , ψ(·, 0) = ψ0

where Ĥ
Weyl←→ H.

Proof. We have

i�∂tψ = i� lim
∆t→0

[
1

∆t
(Ŝ∆t − I)

]
Ŝtψ0,

hence it suffices to show that

lim
∆t→0

[
1

∆t
(Ŝ∆t − I)

]
f = Ĥf

for every function f ∈ S(Rn
x). But this equality is an immediate consequence of

Theorem 7.16. �

For applications see M. Brown’s thesis [16] where the relation of Mp(n) with
the Bohmian approach to quantum mechanics is studied in detail, and applied to
various physical problems.

7.2.3 The action of Mp(n) on Gaussians: dynamical approach

Let us study the action of metaplectic operators on general Gaussian functions
centered at some point z0 = (x0, p0). For the calculations that will be involved we
find it convenient to write such a Gaussian in the form

ψ0(x) = e
i
�
〈p0,x−x0〉f0( 1√

�
(x− x0)) (7.38)

where f0 is a complex exponential:

f0(x) = e
i
2 〈M0,x,x〉 , M0 = MT

0 , Im M0 > 0. (7.39)

Since every Ŝ ∈ Mp(n) is the product of operators (7.9) and of Fourier
transforms, one can in principle calculate Ŝψ0 using formula (8.30) giving the
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Fourier transform of a complex Gaussian. This “frontal attack” approach (which
we encourage the reader to try!) however leads to some cumbersome calculations,
and has a tendency to hide the dynamical interpretation of the final result. We
therefore prefer to use what we have learnt about the relationship between the
metaplectic group and Schrödinger’s equation. The idea is the following: every
Ŝ ∈ Mp(n) can be joined by a path

t �−→ Ŝt ∈Mp(n) , Ŝ0 = I , Ŝ1 = Ŝ

and the function (x, t) �−→ Ŝtψz0,M0(x) is the solution of the Cauchy problem

i�
∂ψ

∂t
= Ĥψ , ψ(·, 0) = ψz0,M0 (7.40)

where Ĥ is the quadratic Hamiltonian whose flow (SH
t ) is the projection on Sp(n)

of the path t �−→ Ŝt. (This follows from the one-to-one correspondence between
one-parameter families in Sp(n) and Mp(n) established in the previous subsec-
tions.)

We will denote by Hxx, Hxp, etc. the matrices of second derivatives of H
with respect to the variables appearing in subscript; the Hessian matrix of H is
thus

H ′′ =
[
Hxx Hxp

Hpx Hpp

]
, HT

xp = Hpx.

Theorem 7.21. Let ψ0 be the Gaussian (7.38); the function ψt = Ŝtψ0 is given by
the formula

ψt(x) = e
i
�
(Φ(z0,t)+〈pt,x−xt〉)f( 1√

�
(x − xt), t) (7.41)

where t �−→ zt = (xt, pt) is the solution of Hamilton’s equations for H with initial
condition z0 = (x0, p0),

Φ(x0, p0, t) =
∫ zt,t

z0,0

pdx−Hdt′ (7.42)

is the action integral, and

f(x, t) = a(t)e
i
2 〈M(t)x,x〉

with

a(t) = exp
[
−1

2

∫ t

0

Tr(HppM)dt′
]

(7.43)

and M(t) = X(t)Y (t)−1 where the matrices X(t) and Y (t) are calculated as fol-
lows: find X0 and Y0 such that M0 = X0Y

−1
0 ; then X = X(t) and Y = Y (t) are

given by [
X
Y

]
= SH

t

[
X
Y

]
, X(0) = X0 , Y (0) = Y0 (7.44)

where (SH
t ) is the linear symplectic (time-dependent) flow determined by the quad-

ratic Hamiltonian H.
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Proof. (Cf. [128], §2.1, for computational details). Making the Ansatz

ψ(x, t) = e
i
�
(Φ(z0,t)+〈pt,x−xt〉)f( 1√

�
(x− xt), t),

one finds after insertion in equation (7.40) that Φ(z0, t) is indeed the action (7.42)
calculated along the Hamiltonian trajectory t �−→ (xt, pt) starting from (x0, p0) at
time t = 0, and that f(·, t) is given by

f(x, t) = a(t)e
i
2 〈M(t)x,x〉 , M(t)T = M(t) , Im M(t) > 0

where the functions t �−→ a(t) and t �−→ M(t) are solutions of the system of
coupled first-order differential equations

ȧ + 1
2Tr(HppM)a = 0 (7.45)

and
Ṁ + Hxx + MHpx + HxpM + MT HppM = 0 (7.46)

with initial conditions M(0) = M0, a(0) = 1. The equation (7.46) is recognized to
be a matrix Riccati equation; setting M = XY −1 we have

Ṁ = XY −1 −XY −1Ẏ X−1;

since M = MT , insertion shows that the matrices X and Y satisfy the equations

Ẋ + HxxY + HxpX = 0,

Ẏ −HpxY −HppX = 0

or, equivalently,
d

dt

[
X
Y

]
= JH ′′

[
X
Y

]
,

hence (7.44) (we leave it to the reader to check that M = XY −1 only depends
on M0). One verifies by a straightforward computation that the matrix M =
XY −1 thus obtained indeed is symmetric, and one finally solves the equation
(7.46) explicitly, which yields (7.43). �

Note that the “center” of the Gaussian ψt follows the Hamiltonian trajectory
determined by the quadratic function H ; this typical behavior, well-known in
quantum mechanics, is related to Ehrenfest’s theorem on average values (see for
instance Messiah [123], Chapter VI, for a proof and comments).

7.3 Maslov Indices on Mp(n)

This section is a little bit technical. Recall that we use the term “metaplectic
Maslov index” to mean the integer m (uniquely defined modulo 4) appearing in
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the metaplectic operators ŜW,m. Now, an arbitrary S ∈ Mp(n) is generally not
of the type ŜW,m, but as we have seen it is always the product ŜW,mŜW ′,m′ of
two such operators. While the factorization S = ŜW,mŜW ′,m′ is never unique, it
turns out that there is a conserved quantity, namely an integer modulo 4 only
depending on m + m′ and not on the way we factor the operator Ŝ. This integer
modulo 4 is the “metaplectic Maslov index” of S and is denoted by m(Ŝ). It turns
out that calculations are easier if one works with a variant of m(Ŝ) which we will
call simply “Maslov index on Mp(n)”, and which is defined in terms of the Maslov
index on Sp∞(n) studied in Chapter 3, Section 3.3.2.

Let us begin by establishing the existence of invariants associated with prod-
ucts of quadratic Fourier transforms. We will use the following shorthand notation:
we will write W = (P, L, Q) for every quadratic form

W (x, x′) = 1
2 〈Px, x〉 − 〈Lx, x′〉+ 1

2 〈Qx′, x′〉 (7.47)

with P = PT , Q = QT , and detL �= 0.

7.3.1 The Maslov index µ̂(Ŝ)

In this section we define and study in detail the Maslov index of an arbitrary
metaplectic operator Ŝ ∈ Mp(n). We will see that it can be very simply related to
the Maslov index on the universal covering group and that it is in fact identical
to the Maslov index on Spq(n) studied in Chapter 3 if we take q = 2.

Theorem 7.22. Let W = (P, L, Q) be a quadratic form (7.47).

(i) Let W ′ = (P ′, L′, Q′) and W ′′ = (P ′′, L′′, Q′′) be such that ŜW ′′,m′′ =
ŜW,mŜW ′,m (cf. Lemma 7.4), then the metaplectic Maslov indices m, m′,
and m′′ satisfy the relation

m′′ ≡ m + m′ − Inert(P ′ + Q) mod 4 (7.48)

where Inert(P ′ + Q) is the number of negative eigenvalues of the symmetric
matrix P ′ + Q;

(ii) If W ′′′ = (P ′′′, L′′′, Q′′′) is such that

ŜW,mŜW ′,m′ = ŜW ′′,m′′ ŜW ′′′,m′′′ ,

then we have

m + m′ +
1
2

sign(P ′ + Q) ≡ m′′ + m′′′ +
1
2

sign(P ′′′ + Q′′) mod 4 (7.49)

and also
rank(P ′ + Q) ≡ rank(P ′′′ + Q′′) mod 4. (7.50)
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Proof. We only sketch the proof, since it is rather long and technical. Part (i)
(formula (7.48)) is due to Leray [107], Chapter I, §1,2. Part (ii) is due to the author
[56, 58] (also see [61], Chapter 3). The idea is the following: let ψk(x) = ψ(x

√
k)

(k > 0) where ψ(x) = exp(−|x|2/2�) (any other radially symmetric element of
S(Rn

x) would do as well). Using carefully the method of stationary phase one finds
that if Ŝ = ŜW,mŜW ′,m′ , then

Ŝψk(0) ∼ C′im+m′−n/2(eiπ/4)sign(P ′+Q)k− rank(P ′+Q)/2 for k →∞

where C′ > 0 is a constant depending on W and W ′. If Ŝ = ŜW ′′,m′′ ŜW ′′′,m′′′ we
will thus have

Ŝψk(0) ∼ C′′im
′+m′′−n/2(eiπ/4)sign(P ′′′+Q′′)k− rank(P ′′′+Q′′)/2 for k →∞

for some new constant C′′ > 0 depending on W ′′ and W ′′′. This is only possible
if (7.49) and (7.50) hold. �

Definition 7.23. (i) Let ŜW,m ∈ Mp(n); we call the integer

µ̂(ŜW,m) = 2m− n (7.51)

the “Maslov index” of the quadratic Fourier transform ŜW,m.

(ii) Let Ŝ = ŜW,mŜW ′,m′ be an arbitrary element of Mp(n): the integer

µ̂(Ŝ) = µ̂(ŜW,m) + µ̂(ŜW ′,m′) + ŝign(P ′ + Q) (7.52)

(which is uniquely defined modulo 4) is called the “Maslov index of Ŝ”. [The
hats “̂” should be understood as “class modulo 4”.]

Notice that the Maslov index is well defined in view of (ii) in Theorem 7.22
which shows that µ̂(Ŝ) is indeed independent of the factorization of Ŝ in a product
of two quadratic Fourier transforms.

It turns out (not so unexpectedly!) that we can rewrite definition (7.52) in
terms of the signature of a triple of Lagrangian plane. Let us begin by proving a
technical result:

Lemma 7.24. Let SW and SW ′ be two free symplectic matrices and write

SW =
[

A B
C D

]
, SW ′ =

[
A′ B′

C′ D′

]
, SW SW ′ =

[
A′′ B′′

C′′ D′′

]
.

Let �P = 0× Rn
p . We have

τ(�P , SW �P , SW SW ′�P ) = sign(B−1B′′(B′)−1). (7.53)
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Proof. Let us first prove (7.53) in the particular case where SW ′�P = �X , that is
when SW ′ is of the type

SW ′ =
[

A′ B′

C′ 0

]
in which case B′′ = AB′. Using the Sp(n)-invariance and the antisymmetry of the
signature, we have, since SW ′�P = �X :

τ(�P , SW �P , SW SW ′�P ) = τ(�X , S−1
W �P , �P ). (7.54)

The inverse of SW being the symplectic matrix

S−1
W =

[
DT −BT

−CT AT

]
we thus have

S−1
W

[
0
p

]
=

[ −BT p
AT p

]
so the Lagrangian plane S−1

W �P has for equation Ax+Bp = 0; since B is invertible
(because SW is free) this equation can be rewritten p = −B−1Ax. Using the second
formula (1.24) (Chapter 1, Section 1.4) together with the identity (7.54) we have

τ(�P , SW �P , SW SW ′�P ) = − sign(−B−1A)

= sign(B−1(AB′)(B′)−1)

= sign(B−1B′′(B′)−1)

which proves (7.53) in the case SW ′�P = �X . The general case reduces to the
former, using the fact that the symplectic group acts transitively on all pairs of
transverse Lagrangian planes. In fact, since

SW ′�P ∩ �P = �X ∩ �P = 0

we can find S0 ∈ Sp(n) such that (�P , SW ′�P ) = S0(�P , �X), that is SW ′�P = S0�X

and S0�P = �P . It follows, using again the antisymmetry and Sp(n)-invariance of
σ that:

τ(�P , SW �P , SW SW ′�P ) = τ(�X , (SW S0)−1�P , �P )

which is (7.54) with SW replaced by SW S0. Changing SW ′ into S−1
0 SW ′ (and hence

leaving SW SW ′ unchanged) we are led back to the first case. Since S0�P = �P , S0

must be of the type

S0 =
[

L 0
P (L−1)T

]
, det(L) �= 0, P = PT ;

writing again SW in block-matrix form, the products SS0 and S−1
0 SW ′ are thus

of the type

SS0 =
[ ∗ B(LT )−1

∗ ∗
]

, S−1
0 SW ′ =

[ ∗ L−1B′

∗ ∗
]
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(the stars “*” are block-entries that are easily calculated, but that we do not need
to write down), and hence

τ(�P , SW �P , SW SW ′�P ) = sign(LT B−1B′′B′−1L) = sign(B−1B′′B′−1)

proving (7.53) in the general case. �

Remark 7.25. Formula (3.46) identifies τ(�P , S�P , SS′�P ) with the signature of
the “composition form” Q(S, S′) defined by Robbin and Salamon in [134]; the
reader will however notice that τ(�P , S�P , SS′�P ) is defined for all S, S′ ∈ Sp(n)
while Q(S, S′) is only defined for S, S′ satisfying transversality conditions.

We now have the machinery needed to express µ̂(Ŝ) in terms of the signature:

Theorem 7.26. The Maslov index µ̂ on Mp(n) has the following properties:

(i) Let Ŝ = ŜW,mŜW ′,m′ be an arbitrary element of Mp(n). We have

µ̂(Ŝ) = µ̂(ŜW,m) + µ̂(ŜW ′,m′) + τ(�P , SW �P , SW SW ′�P ). (7.55)

(ii) For all Ŝ, Ŝ′ in Mp(n) we have

µ̂(ŜŜ′) = µ̂(Ŝ) + µ̂(Ŝ′) + τ(�P , S�P , SS′�P ) (7.56)

where S, S′ are the projections of Ŝ, Ŝ′ on Sp(n).

Proof. (i) If W = (P, L, Q) and W ′ = (P ′, L′, Q′) we have

SW =

[
L−1Q L−1

PL−1Q− LT L−1P

]
,

SW ′ =

[
L′−1Q′ L′−1

P ′L′−1Q′ − L′T L′−1P ′

]

(formula (2.43) in Chapter 1, Subsection 2.2.3) and thus

SW ′′ = SW SW ′ =

[ ∗ L−1(P ′ + Q)L′−1

∗ ∗

]
.

Writing
B′′ = L−1(P ′ + Q)L′−1 = B(P ′ + Q)B′

we have P ′ + Q = B−1B′′(B′)−1 and (7.53) implies that

τ(�P , SW �P , SW SW ′�P ) = sign(P ′ + Q),

hence formula (7.55).
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(ii) (We are following de Gosson [56, 61].) Assume first that Ŝ′ = ŜW,m and let us
show that

µ̂(ŜŜW,m) = µ̂(Ŝ) + µ̂(ŜW,m) + τ(�P , S�P , SSW �P )

for every Ŝ ∈ Mp(n). Let � ∈ Lag(n) and define functions fW : Mp(n) −→ Z and
by gW,� : Mp(n) −→ Z by

fW (Ŝ) = µ̂(ŜŜW,m)− µ̂(Ŝ)− τ(�P , S�P , SSW �P ),

gW,�(Ŝ) = µ̂(Ŝ)− τ(S�P , �P , �).

In view of the cocycle property of τ we have

τ(�P , S�P , SSW �P )
= τ(�P , S�P , �)− τ(�P , SSW �P , �) + τ(S�P , SSW �P , �);

from which follows that

fW (Ŝ) = gW,�(ŜŜW,m)− gW,�(Ŝ)− τ(S�P , SSW �P , �P ).

Choose now � such that

S�P ∩ � = SSW �P ∩ � = �P ∩ � = 0;

gW,� is constant on a neighborhood of Ŝ in Mp(n); since on the other hand

S�P ∩ SSW �P = SW �P ∩ �P = 0,

the function S �−→ τ(S�P , SSW �P , �) is constant in a neighborhood of S in Sp(n)
hence fW (Ŝ) is locally constant on Mp(n) and hence constant since Mp(n) is
connected. That constant value is

fW (ŜW ′,m′) = µ̂(ŜW ′,m′ ŜW,m)− µ̂(ŜW ′,m′)
− τ(�P , SW ′�P , SW ′SW �P ),

that is
fW (ŜW ′,m′) = µ̂(ŜW,m)

proving formula (7.56) in the case Ŝ′ = ŜW,m. To prove it in the general case we
proceed as follows: writing Ŝ′ = ŜW,mŜW ′,m′ we have

µ̂(ŜŜ′) = µ̂(ŜŜW,m) + µ̂(ŜW ′,m′) + τ(�P , SSW �P , SS′�P )

= µ̂(Ŝ) + µ̂(ŜW,m) + τ(�P , S�P , SSW �P ) + µ̂(ŜW ′,m′)
+ τ(�P , SSW �P , SS′�P ).

Set
Σ = τ(�P , S�P , SSW �P ) + τ(�P , SSW �P , SS′�P );
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using successively the antisymmetry, the cocycle property, and the Sp(n)-invari-
ance, and of τ we have

Σ = τ(�P , SSW �P , SS′�P )− τ(�P , SSW �P , SS′�P )
= τ(SSW �P , SS′�P , S�P )− τ(�P , SS′�P , S�P )
= τ(SW �P , S′�P , �P ) + τ(�P , S�P , SS′�P ),

hence, noting that S′ = SW SW ′ :

µ̂(ŜŜ′) = µ̂(Ŝ) + µ̂(Ŝ′) + τ(�P , S�P , SS′�P ) mod 4

which is precisely (7.56). �

As an application let us calculate the indices of the identity and of the inverse
of a metaplectic operator:

Corollary 7.27. We have

µ̂(Î) = 0 , µ̂(Ŝ−1) = −µ̂(Ŝ). (7.57)

Proof. Let ŜW,m be an arbitrary quadratic Fourier transform; in view of (7.55) we
have

µ̂(Î) = µ̂(ŜW,mŜ−1
W,m)

= µ̂(ŜW,m) + µ̂(Ŝ−1
W,m) + τ(�P , SW �P , �P )

= µ̂(ŜW,m) + µ̂(Ŝ−1
W,m)

(the last equality because τ(�P , SW �P , �P ) = 0 by antisymmetry of the signature)
and hence, using formula (7.11),

µ̂(Î) = 2m− n + 2(n−m)− n = 0.

The second formula (7.57) follows from the first in view of (7.56) since

µ̂(Î) = µ̂(ŜŜ−1) = µ̂(Ŝ) + µ̂(Ŝ−1) + τ(�P , S�P , �P )

using the fact that τ(�P , S�P , �P ) = 0. �

7.3.2 The Maslov indices µ̂�(Ŝ)

The reader will certainly have noted that in all the formulae above a special role
is played by the Lagrangian plane �P = 0 × Rn

p . It turns out that it is possible
(and useful!) to define a Maslov index associated to an arbitrary Lagrangian plane
� ∈ Lag(n), whose properties are quite similar to those of the standard Maslov
index.
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Definition 7.28. Let � ∈ Lag(n) and S0 ∈ Sp(n) be such that � = S0�P . Let Ŝ0 be
one of the two operators in Mp(n) such that πMp(Ŝ0) = S0. The integer modulo
4 defined by

µ̂�(Ŝ) = µ̂(Ŝ−1
0 ŜŜ0) mod 4

is called the “Maslov index of Ŝ relatively to �”.

That the integer µ̂(Ŝ−1
0 ŜŜ0) is independent of the choice of Ŝ0 is clear, since

for a given S0 ∈ Sp(n) there are only two operators ±Ŝ0 with projection S0 ∈
Sp(n). Slightly more delicate is the proof that µ̂(Ŝ−1

0 ŜŜ0) does not depend on the
choice of S0 ∈ Sp(n) such that � = S0�P . To show this we proceed as in de Gosson
[56]. Assume that � = S1�P . Then S0S

−1
1 �P = �P so that R = S0S

−1
1 is in St(�P ),

the stabilizer of �P in Sp(n). Now choose R̂ ∈Mp(n) with projection R. We have,
using (7.56) together with the cocycle property and Sp(n)-invariance of τ :

µ̂(R̂−1Ŝ−1
0 ŜŜ0R̂) = µ̂(R̂−1) + µ̂(Ŝ−1

0 ŜŜ0) + µ̂(R̂)

+ τ(�P , R−1�P , R−1S−1
0 SS0�P ) + τ(�P , S−1

0 SS0�P , S−1
0 SS0R�P ),

that is, since µ̂(R̂−1) = −µ̂(R̂),

µ̂(R̂−1Ŝ−1
0 ŜŜ0R̂) = −µ̂(R̂) + µ̂(Ŝ−1

0 ŜŜ0) + µ̂(R̂)

+ τ(R�P , �P , S−1
0 SS0�P ) + τ(�P , S−1

0 SS0�P , S−1
0 SS0R�P )

= µ̂(Ŝ−1
0 ŜŜ0) + τ(�P , �P , S−1

0 SS0�P ) + τ(�P , S−1
0 SS0�P , S−1

0 SS0�P )

and hence, using the antisymmetry of τ ,

µ̂(R̂−1Ŝ−1
0 ŜŜ0R̂) = µ̂(Ŝ−1

0 ŜŜ0).

This proves that µ̂(Ŝ−1
0 ŜŜ0) only depends on Ŝ and �, as claimed, which completely

justifies Definition 7.28.
The properties of µ̂� are immediately deduced from those of µ̂ detailed in

Theorem 7.26:

Corollary 7.29. The Maslov index µ̂� on Mp(n) has the following properties:

(i) For all Ŝ, Ŝ′ in Mp(n) we have

µ̂�(ŜŜ′) = µ̂�(Ŝ) + µ̂�(Ŝ′) + τ(�, S�, SS′�) mod 4 (7.58)

where S, S′ are the projections of Ŝ, Ŝ′ on Sp(n).
(ii) We have

µ̂�(Î) = 0 and µ̂�(Ŝ−1) = −µ̂�(Ŝ).

Proof. This is an immediate consequence of the definition of µ̂� and Theorem 7.26
and Corollary 7.27. �
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The relation (7.58) clearly indicates a relationship between the Maslov index
µ̂� and the Maslov index on Sp∞(n) studied in Chapter 3, Subsection 3.3.2 (such
a relation was of course already apparent in formula (7.56) of Theorem 7.26).

Corollary 7.30. Let S∞ ∈ Sp∞(n) have projection Ŝ ∈ Mp(n). For every � ∈
Lag(n) we have

µ̂�(Ŝ) = µ�(S∞) mod 4,

that is
µ̂�(Ŝ) = [µ�]2([S]2)

where [µ�]2 is the Maslov index on Sp2(n).

Proof. This is an immediate consequence of Proposition 3.31 on the uniqueness of
a function µ� : Sp∞(n) −→ Z satisfying

µ�(S∞S′
∞) = µ�(S∞) + µ�(S′

∞) + τ(�, S�, SS′�)

(S =πSp(S∞), S′=πSp(S′∞)) and locally constant on the set {S∞ :S�∩�=0}. �

Remark 7.31. In [58] we have shown that it is possible to reconstruct the ALM
index modulo 4 using only the properties of the Maslov indices µ̂� on Mp(n).

7.4 The Weyl Symbol of a Metaplectic Operator

Metaplectic operators are perfect candidates for being treated as Weyl operators;
in this section we set out to find the symbol of Ŝ ∈ Mp(n). We will see that
this innocent program leads to quite substantial calculations where the Conley–
Zehnder index studied in Section 4.3 of Chapter 3 plays an essential role. For
convenience recall here that the Heisenberg–Weyl operators satisfy the relations

T̂ (z0)T̂ (z1) = e−
i
�

σ(z0,z1)T̂ (z1)T̂ (z0), (7.59)

T̂ (z0 + z1) = e−
i

2�
σ(z0,z1)T̂ (z0)T̂ (z1). (7.60)

We will moreover use the following Fresnel-type formula: let M be a real
symmetric m × m matrix. If det M �= 0, then the Fourier transform of u �−→
exp(i 〈Mu, u〉 /2�) is given by

(
1

2π�

)m/2
∫

e−
i
�
〈v,u〉e

i
2�

〈Mu,u〉dmu = | detM |−1/2e
iπ
4 sgn Me−

i
2� 〈M−1v,v〉 (7.61)

where sgnM , the “signature” of M , is the number of > 0 eigenvalues of M minus
the number of < 0 eigenvalues.
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7.4.1 The operators R̂ν(S)

Let MS be the symplectic Cayley transform of S ∈ Sp(n) such that det(S−I) �= 0
(Definition 4.13 in Chapter 4, Section 4.3): it is the symmetric matrix

MS =
1
2
J(S + I)(S − I)−1.

To S we associate the operator

R̂ν(S) =
(

1
2π�

)n
iν√| det(S − I)|

∫
e

i
2�

〈MSz,z〉T̂ (z)d2nz (7.62)

interpreted as a Bochner integral. We will show that provided we choose the integer
ν correctly this is the Weyl representation of ±Ŝ ∈ Mp(n) such that πMp(Ŝ) = S
(the definition of the operators (7.62) is due to Mehlig and Wilkinson [121], who
however do not make precise the integer ν). Anyhow, formula (7.62) defines a Weyl
operator with complex Gaussian twisted symbol

a(S),ν
σ (z) =

iν√| det(S − I)|e
i
2�

〈MSz,z〉. (7.63)

Assume in addition that det(S + I) �= 0. Since the symbol and twisted symbol of
a Weyl operator are symplectic Fourier transforms of each other, the symbol of
R̂ν(S) is a(S),ν = Fσa

(S),ν
σ , that is

a(S),ν(z) =
(

1
2π�

)n
iν√| det(S − I)|

∫
e−

i
�

σ(z,z′)e
i
2� 〈MSz′,z′〉d2nz′;

applying the Fresnel formula (7.61) with m = 2n we then get

a(S),ν(z) =
iν+ 1

2 sgn MS√| det(S − I)| | detMS |−1/2e
i
2� 〈JM−1

S Jz,z〉.

Since, by definition of MS ,

detMS = 2−n det(S + I) det(S − I),

we can rewrite the formula above as

a(S),ν(z) = 2n/2 iν+ 1
2 sgn MS√| det(S + I)|e

i
2� 〈JM−1

S Jz,z〉; (7.64)

beware that this formula is only valid when S has no eigenvalue ±1.

The following alternative forms of the operators R̂ν(S) are interesting:
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Lemma 7.32. Let S ∈ Sp(n) be such that det(S − I) �= 0. The operator R̂ν(S) can
be written as

R̂ν(S) =
(

1
2π�

)n

iν
√
| det(S − I)|

∫
e−

i
2�

σ(Sz,z)T̂ ((S − I)z)d2nz, (7.65)

that is, as

R̂ν(S) =
(

1
2π�

)n

iν
√
| det(S − I)|

∫
T̂ (Sz)T̂ (−z)d2nz. (7.66)

Proof. We have

1
2
J(S + I)(S − I)−1 =

1
2
J + J(S − I)−1,

hence, in view of the antisymmetry of J ,

〈MSz, z〉 =
〈
J(S − I)−1z, z

〉
= σ((S − I)−1z, z).

Performing the change of variables z �−→ (S − I)−1z we can rewrite the integral
in the right-hand side of (7.62) as∫

e
i

2�
〈MSz,z〉T̂ (z)d2nz =

∫
e

i
2�

σ(z,(S−I)z)T̂ ((S − I)z)d2nz

=
∫

e−
i
2�

σ(Sz,z)T̂ ((S − I)z)d2n,

hence (7.66). Taking into account the relation (7.60) we have

T̂ ((S − I)z) = e−
i

2�
σ(Sz,z)T̂ (Sz)T̂ (−z)

and formula (7.65) follows. �

Let us begin by studying composition and inversion for the operators R̂ν(S):

Theorem 7.33. Let S and S′ in Sp(n) be such that det(S−I) �= 0, det(S′−I) �= 0.

(i) If det(SS′ − I) �= 0, then

R̂ν(S)R̂ν(S′) = R̂ν+ν′+ 1
2 sgn M (SS′). (7.67)

(ii) The operator R̂ν(S) is invertible and its inverse is

R̂ν(S)−1 = R̂−ν(S−1). (7.68)
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Proof. (i) The twisted symbols of R̂ν(S) and R̂ν(S′) are, respectively,

aσ(z) =
iν√| det(S − I)|e

i
2�

〈MSz,z〉,

bσ(z) =
iν√| det(S′ − I)|e

i
2�

〈MS′z,z〉.

The twisted symbol cσ of the compose R̂ν(S)R̂ν(S′) is given by

cσ(z) =
(

1
2π�

)n
∫

e
i
2�

σ(z,z′)aσ(z − z′)bσ(z′)d2nz′

(formula (6.45), Theorem 6.30, Subsection 6.3.1 of Chapter 6), that is

cσ(z) = K

∫
e

i
2�

σ(z,z′)e
i

2�
Φ(z,z′)d2nz′

where the constant in front of the integral is

K =
(

1
2π�

)n
iν+ν′√| det(S − I)(S′ − I)|

and the phase Φ(z, z′) is

Φ(z, z′) = 〈MS(z − z′), z − z′〉+ 〈MS′z′, z′〉
that is

Φ(z, z′) = 〈MSz, z〉 − 2 〈MSz, z′〉+ 〈(MS + MS′)z′, z′〉 .
Observing that

σ(z, z′)− 2 〈MSz, z′〉 = 〈(J − 2MS)z, z′〉
= −2

〈
J(S − I)−1z, z′

〉
,

we have

σ(z, z′) + Φ(z, z′)

= −2
〈
J(S − I)−1z, z′

〉
+ 〈MSz, z〉+ 〈(MS + MS′)z′, z′〉

and hence

cσ(z) = Ke
i

2�
〈MSz,z〉)

∫
e−

i
� 〈J(S−I)−1z,z′〉e i

2� 〈(MS+MS′ )z′,z′〉d2nz′. (7.69)

Applying the Fresnel formula (7.61) with m = 2n and replacing K with its value
we get

cσ(z) =
(

1
2π�

)n | det[(MS + MS′)(S − I)(S′ − I)]|−1/2e
iπ
4 sgn Me

i
�
Θ(z) (7.70)
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where the phase Θ is given by

Θ(z) = 〈MSz, z〉 − 〈
(MS + MS′)−1J(S − I)−1z, J(S − I)−1z

〉
=

〈
MS + (ST − I)−1J(MS + MS′)−1J(S − I)−1z, z

〉
,

that is Θ(z) = MSS′ in view of part (ii) of Lemma 4.14 in Chapter 4, Subsection
4.3. Noting that by definition of the symplectic Cayley transform we have

MS + MS′ = J(I + (S − I)−1 + (S′ − I)−1),

it follows that

det[(MS + MS′)(S − I)(S′ − I)] = det[(S − I)(MS + MS′)(S′ − I)]
= det[(S − I)(MS + MS′)(S′ − I)]
= | det(SS′ − I)|

which concludes the proof of the first part of the proposition.

(ii) Since det(S − I) �= 0 we also have det(S−1 − I) �= 0. Formula (7.69) in the
proof of part (i) shows that the symbol of R̂ν(S)R̂−ν(S−1) is

cσ(z) = Ke
i

2�
〈MSz,z〉)

∫
e−

i
� 〈J(S−I)−1z,z′〉e i

2� 〈(MS+MS−1)z′,z′〉d2nz′

where the constant K is this time

K =
(

1
2π�

)n 1√| det(S − I)(S−1 − I)| =
(

1
2π�

)n 1
| det(S − I)

since det(S−1−I) = det(I−S). Using again Lemma 4.14 we have MS +MS−1 = 0,
hence, setting z′′ = (ST − I)−1Jz,

cσ(z) =
(

1
2π�

)n 1
| det(S − I)|e

i
2�

〈MSz,z〉
∫

e−
i
� 〈J(S−I)−1z,z′〉d2nz′

=
(

1
2π�

)n

e
i
2�

〈MSz,z〉
∫

e−
i
� 〈z,z′′〉d2nz′′.

Since by the Fourier inversion formula∫
e−

i
�〈z,z′′〉d2nz′′ = (2π�)2nδ(z),

we thus have cσ(z) = (2π�)nδ(z), and this is precisely the Weyl symbol of the
identity operator (Proposition 6.10 in Chapter 6). �

The composition formula above allows us to prove that the operators R̂ν(S)
are unitary:



7.4. The Weyl Symbol of a Metaplectic Operator 227

Corollary 7.34. Let S ∈ Sp(n) be such that det(S − I) �= 0. The operators R̂ν(S)
are unitary: R̂ν(S)∗ = R̂ν(S)−1.

Proof. In view of Proposition 6.16 (Subsection 6.2.2, Chapter 6) giving the symbol
of the adjoint of a Weyl operator is the complex conjugate of the symbol of that
operator. Since the twisted and Weyl symbol are symplectic Fourier transforms of
each other, the symbol a of R̂ν(S) is thus given by

(2π�)n a(z) =
iν√| det(S − I)|

∫
e−

i
�

σ(z,z′)e
i

2� 〈MSz′,z′〉d2nz′.

We have

(2π�)n
a(z) =

i−ν√| det(S − I)|

∫
e

i
�

σ(z,z′)e−
i

2� 〈MSz′,z′〉d2nz′.

Since MS−1 = −MS and | det(S − I)| = | det(S−1 − I)| we have

(2π�)n a(z) =
i−ν√| det(S−1 − I)|

∫
e−

i
�

σ(z,z′)e
i
2� 〈MS−1z′,z′〉d2nz′

=
i−ν√| det(S−1 − I)|

∫
e

i
�

σ(z,z′)e
i
2� 〈MS−1z′,z′〉d2nz′,

hence a(z) is the symbol of R̂ν(S)−1 and this concludes the proof. �

7.4.2 Relation with the Conley–Zehnder index

Theorem 7.33 and its corollary will allow us to prove that if we identify the integer
ν with the Conley–Zehnder index studied in Chapter 4 (Section 4.3), then the
operators R̂ν(S) are metaplectic operators. This will however require some work.
Let us begin by giving a definition:

Definition 7.35. Let Ŝ ∈Mp(n) have projection S ∈ Sp(n) such that det(S−I) �= 0
and choose S∞ ∈ Sp∞(n) covering Ŝ. The integer modulo 4 defined by

îCZ(Ŝ) ≡ iCZ(S∞) mod 4 (7.71)

is called the “Conley–Zehnder index” on Mp(n).

The Conley–Zehnder index on Mp(n) is well defined: assume in fact that S′∞
is a second element of Sp∞(n) covering Ŝ; we have S′∞ = αrS∞ for some r ∈ Z (α
the generator of π1[Sp(n)]); since Mp(n) is a double covering of Sp(n) the integer
r must be even. Recalling that

iCZ(αrS∞) = iCZ(S∞) + 2r
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(property 4.13 of the Conley–Zehnder index in Subsection 4.3.1, Chapter 4) the
left-hand side of (7.71) only depends on Ŝ and not on the element of Sp∞(n)
covering it.

Let S and S′ in Sp(n) be such that det(S − I) �= 0. Let Ŝ and Ŝ′ in Mp(n)
have projections S and S′: πMp(Ŝ) = S and πMp(Ŝ′) = S′ (there are two possible
choices in each case). Recall now that we have shown in Chapter 4 (Proposition
4.17, Section 4.3) that

iCZ(S∞S′
∞) = iCZ(S∞) + iCZ(S′

∞) +
1
2

signMS

hence, taking classes modulo 4,

iCZ(ŜŜ′) = iCZ(Ŝ) + iCZ(Ŝ) +
1
2

signMS .

Choosing ν = iCZ(Ŝ), ν′ = iCZ(Ŝ′) formula (7.67) becomes

R̂iCZ(Ŝ)(S)R̂iCZ(Ŝ′)(S
′) = R̂iCZ(ŜŜ′)(SS′) (7.72)

which suggests that the operators R̂iCZ(Ŝ)(S) generate a true (two-sheeted) unitary
representation of the symplectic group, that is the metaplectic group. Formula
(7.72) is however not sufficient for this claim, because the R̂iCZ(Ŝ)(S) have only
been defined for det(S− I) �= 0. What we must do is to show that these operators
generate a group, and that this group is indeed the metaplectic group Mp(n).

Let us recall the following notation, used in Section 4.3 of Chapter 4: if W
is a quadratic form

W (x, x′) = 1
2 〈Px, x〉 − 〈Lx, x′〉+ 1

2 〈Qx′, x′〉

(P = PT , Q = QT , detL �= 0), we denote by WS the Hessian matrix of the
function x �−→W (x, x):

WS = P + Q− L− LT , (7.73)

that is
WS = DB−1 + B−1A−B−1 − (BT )−1 (7.74)

when S =
[
A B
C D

]
is the free symplectic matrix generated by W . Also recall that

det(S − I) = (−1)n det B det(B−1A + DB−1 −B−1 − (BT )−1) (7.75)

= (−1)n det L−1 det(P + Q− L− LT )

(Lemma 4.19 of Subsection 4.3.4 in Chapter 4).
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Proposition 7.36. Let ŜW,m ∈ Mp(n) be a quadratic Fourier transform with pro-
jection S = SW .

(i) We have R̂ν(SW ) = ŜW,m provided that

ν ≡ iCZ(Ŝ) mod 4. (7.76)

(ii) When this is the case we have

arg det(S − I) ≡ (iCZ(Ŝ)− n)π mod 2π. (7.77)

Proof. (i) Let δ ∈ S′(Rn) be the Dirac distribution centered at x = 0; setting

CW,ν =
(

1
2π�

)n
iν√| det(S − I)|

we have, by definition of R̂ν(S),

R̂ν(S)δ(x) = CW,ν

∫
e

i
2�

〈MSz0,z0〉e
i
�
(〈p0,x〉− 1

2 〈p0,x0〉)δ(x− x0)d2nz0

= CW,ν

∫
e

i
2�

〈MS(x,p0),(x,p0)〉e
i
2�

〈p,x〉δ(x− x0)d2nz0,

hence, setting x = 0,

R̂ν(S)δ(0) = CW,ν

∫
e

i
2�

〈MS(0,p0),(0,p0)〉δ(−x0)d2nz0,

that is, since
∫

δ(−x0)dnx0 = 1,

R̂ν(S)δ(0) =
(

1
2π�

)n
iν√| det(S − I)|

∫
e

i
2�

〈MS(0,p0),(0,p0)〉dnp0. (7.78)

Let us next calculate the scalar product

〈MS(0, p0), (0, p0)〉 = σ((S − I)−10, p0), (0, p0)).

The relation (x, p) = (S − I)−1(0, p0) is equivalent to S(x, p) = (x, p + p0), that
is to

p + p0 = ∂xW (x, x) and p = −∂x′W (x, x).

These relations yield, after a few calculations,

x = (P + Q− L− LT )−1p0 ; p = (L−Q)(P + Q− L− LT )−1p0

and hence
〈MS(0, p0), (0, p0)〉 = − 〈

W−1
S p0, p0

〉
(7.79)
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where WS is the symmetric matrix (7.73). Applying Fresnel’s formula (7.61) to
(7.78) we get(

1
2π�

)n
∫

e
i

2�
〈MS(0,p0),(0,p0)〉dnp0 = e−

iπ
4 sgn WS | detWS |1/2;

observing that in view of formula (7.75) we have

1√| det(SW − I)| = | detL|1/2| detWS |−1/2,

we obtain
R̂ν(SW )δ(0) =

(
1

2π�

)n
iνe−

iπ
4 sgn WS | det L|1/2.

Now, by definition of ŜW,m,

ŜW,mδ(0) =
(

1
2πi�

)n
im

√
| detL|

∫
e

i
�

W (0,x′)δ(x′)dnx′

=
(

1
2π�

)n
im−n/2

√
| detL|

and hence
iνe−

iπ
4 sgn WS = im−n/2.

It follows that we have

ν − 1
2 sgn WS ≡ m− 1

2n mod 4

which is equivalent to formula (7.76) since WS has rank n.

(ii) In view of formula (7.75) we have

arg det(S − I) = nπ + arg det B + arg detWS mod 2π.

Taking into account the obvious relations

arg det B ≡ m�P (Ŝ) mod 2π,

arg det WS ≡ π InertWS mod 2π,

formula (7.77) follows. �

Recall from Chapter 7 that every Ŝ ∈ Mp(n) can be written (in infinitely
many ways) as a product Ŝ = ŜW,mŜW ′,m′ . We are going to show that ŜW,m and
ŜW ′,m′ always can be chosen such that det(ŜW,m−I) �= 0 and det(ŜW ′,m′−I) �= 0.

Corollary 7.37. The operators R̂ν(SW ) generate Mp(n). In fact, every Ŝ ∈Mp(n)
can be written as a product

Ŝ = R̂ν(SW )R̂ν′(SW ′) (7.80)

where det(SW − I) �= 0, det(SW ′ − I) �= 0.
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Proof. Recall that the quadratic Fourier transforms ŜW,m generate Mp(n); in fact
every Ŝ ∈ Mp(n) can be written in the form Ŝ = ŜW,mŜW ′,m′ . In view of Propo-
sition 7.36 it thus suffices to show that W and W ′ can be chosen so that SW =
πMp(ŜW,m) and SW ′ = πMp(ŜW ′,m) satisfy det(SW − I) �= 0, det(SW ′ − I) �= 0.
That the R̂ν(SW ) generate Mp(n) follows from formula (7.80) since Let us write
Ŝ = ŜW,mŜW ′,m′ and apply the factorization (2.51) to each of the factors; writing
W = (P, L, Q), W ′ = (P ′, L′, Q′) we have

Ŝ = V̂−P M̂L,mĴ V̂−(P ′+Q)M̂L′,m′ Ĵ V̂−Q′ . (7.81)

We claim that ŜW,m and ŜW ′,m′ can be chosen in such a way that det(SW −I) �= 0
and det(SW ′ − I) �= 0, that is,

det(P + Q− L− LT ) �= 0 and det(P ′ + Q′ − L′ − L′T ) �= 0;

this will prove the assertion. We first remark that the right-hand side of (7.81)
obviously does not change if we replace P ′ by P ′ + λI and Q by Q − λI where
λ ∈ R. Choose now λ such that it is not an eigenvalue of P + Q−L−LT and −λ
is not an eigenvalue of P ′ + Q′ − L′ − L′T ; then

det(P + Q− λI − L− LT ) �= 0,

det(P ′ + λI + Q′ − L− LT ) �= 0

and we have Ŝ = ŜW1,m1 ŜW ′
1,m′

1
with

W1(x, x′) =
1
2
〈Px, x〉 − 〈Lx, x′〉+

1
2
〈(Q− λI)x′, x′〉,

W ′
1(x, x′) =

1
2
〈(P ′ + λI)x, x〉 − 〈L′x, x′〉+

1
2
〈Q′x′, x′〉;

this concludes the proof. �

So far, so good. But we haven’t told the whole story yet: there remains to prove
that every Ŝ ∈ Mp(n) such that det(S− I) �= 0 can be written in the form R̂ν(S).

Proposition 7.38. For every Ŝ ∈ Mp(n) such that det(S − I) �= 0, we have Ŝ =
R̂ν(S)(S) with

ν(S) = ν + ν′ + 1
2 sgn(M + M ′). (7.82)

Proof. Let us write Ŝ = R̂ν(SW )R̂ν′(SW ′). A straightforward calculation using
the composition formula for Weyl operators (6.45) in Theorem 6.30 of Chapter 6,
together with the Fresnel integral (7.61), shows that we have

Ŝ =
(

1
2π�

)n iν+ν′+ 1
2 sgn(M+M ′)√| det(SW − I)(SW ′ − I)(M + M ′)|

∫
e

i
2�

〈Nz,z〉T̂ (z)d2nz (7.83)
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where M and M ′ correspond to SW and SW ′ by

M =
1
2
J(SW + I)(SW − I)−1,

M ′ =
1
2
J(SW ′ + I)(SW ′ − I)−1

and N is given by

N = M − (M + 1
2J)(M + M ′)−1(M − 1

2J).

We claim that

det(SW − I)(SW ′ − I)(M + M ′) = det(S − I) (7.84)

(hence M + M ′ is indeed invertible), and

N = 1
2J(S + I)(S − I)−1 = MS. (7.85)

The first of these identities is easy to check by a direct calculation: by definition
of M and M ′ we have, since det J = 1,

det(SW − I)(SW ′ − I)(M + M ′) = det(SW − I)(I + (SW − I)−1

+ (SW − I)−1)(SW ′ − I)

that is
det(SW − I)(SW ′ − I)(M + M ′) = det(SW SW ′ − I)

which is precisely (7.84). Formula (7.85) is at first sight more cumbersome; there
is however an easy way out: assume that Ŝ = ŜW ′′,m′′ ; we know that we must
have in this case

N = 1
2J(SW SW ′ + I)(SW SW ′ − I)−1

and this algebraic identity then holds for all S = SW SW ′ since the free symplectic
matrices are dense in Sp(n). Thus,

Ŝ =
(

1
2π�

)n
iν+ν′+ 1

2 sgn(M+M ′)√| det(S − I)|

∫
e

i
2�

〈MSz,z〉T̂ (z)d2nz

and to conclude the proof there remains to prove that

ν(S)π = (ν + ν′ + 1
2 sgn(M + M ′))π

is effectively one of the two possible choices for arg det(S − I). We have

(ν + ν′ + 1
2 sgn(M + M ′))π

= − arg det(SW − I)− arg det(SW ′ − I) + 1
2π sgn(M + M ′);
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we next note that if R is any real invertible 2n × 2n symmetric matrix with q
negative eigenvalues, we have arg detR = qπ mod 2π and 1

2 sgnR = 2n − q and
hence

arg det R = 1
2π sgn R mod 2π.

It follows, taking (7.84) into account, that

(ν + ν′ + 1
2 sgn(M + M ′))π = arg det(S − I) mod 2π

which concludes the proof. �
Exercise 7.39. Prove in detail the equality (7.83) used in the proof of Proposition
7.38.



Chapter 8

The Uncertainty Principle

This chapter is devoted to one of the most important, basic, and at the same
time characteristic features of quantum mechanics, the uncertainty principle. That
principle can be stated in its crudest (and perhaps most well-known) form as

∆Xj∆Pj ≥ 1
2� , j = 1, 2, . . . , n,

where ∆Xj and ∆Pj are the standard deviations associated to the position and
momentum random variables X = (X1, . . . , Xn) and P = (P1, . . . , Pn). The idea
goes back to Heisenberg’s 1927 Zeitschrift für Physik paper [89]; but while Heisen-
berg used a thought experiment to arrive at the formula δqδp = h/2π, the modern
and more accurate form above was rigorously proven by Robertson [136]. The
sharp form

(∆Xj)2ψ(∆Pj)2ψ ≥ 1
4 Cov(Xj , Pj)ψ + 1

4�2

of the uncertainty principle we will use in this chapter (Proposition 8.8) was proven
by Schrödinger [143] in 1930. We refer to Jammer’s book [97] (especially Chapter
7) for a very detailed discussion of the history of the uncertainty relations, and of
their philosophical implications.

We will give a purely geometric interpretation of the sharp uncertainty prin-
ciple and relate that principle to the notion of linear symplectic capacity intro-
duced in Chapter 2, Subsection 8.3.3. We will then use this interpretation to
construct a quantum-mechanical phase space whose elements are no longer points
z = (x, p), but rather a class of particular ellipsoids we have called “quantum
blobs” in [65, 66, 69], and relate these to Wigner transforms of Gaussians (de Gos-
son [71, 72]). The fact that topological notions such as symplectic capacities could
play a pivotal role in quantization has been realized only recently (see for instance
Dragoman [32] for a system of axioms for quantum mechanics where quantum
blobs intervene; also Elskens and Escande [38] and Giacchetta et al. [48]).

We begin by reviewing the notions of states and observables. For a very
readable detailed analysis of these concepts see Dubin et al. [33].
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8.1 States and Observables

In this section we introduce some basic concepts and terminology from classical
and quantum mechanics; we will return to the discussion in Chapter 9.

Both classical and quantum mechanics are “observable-state” systems; what
an observable or a state in quantum mechanics should really be is varying from
author to author: to paraphrase Quintus Horatius Fallcus (65–8 BC):

Grammatici certant et adhuc sub judice lis est.1

The definitions of states and observables we will give in the subsequent sub-
sections are far from being the only possible (nor perhaps the most used); for other
points of view see Mackey [115, 116, 117]; Hermann’s appendix to Wallach’s book
[175] also contains a valuable discussion of the topic.

8.1.1 Classical mechanics

A classical physical system (C) consists of a finite number of point-like particles; we
assume that the positions and momenta of these particles are exactly known; they
can thus be collectively identified (at a given time t) by a point z of R2n

z (or, more
generally, of some symplectic manifold), hereafter called the phase-space of (C).
Such a point is called a pure state; the integer n is called the number of degrees of
freedom of (C). In its most naive acceptation a classical observable is a function on
the phase space (or on the extended time-dependent phase space), whose choice
is limited by whatever condition of regularity is required by the physics of the
problem. If the forces are regular enough, the time evolution of (C) is governed
by a privileged observable, the Hamiltonian function, whose value at (z, t) is, by
definition, the energy. In practice it is convenient to extend the notion of state,
and that of observable (see Dubin et al. [44]):

Definition 8.1.

(i) A (classical) observable is a function a ∈ C∞(R2n
z );

(ii) A (classical) state is a normalized positive distribution ρ ∈ E ′(R2n
z ): 〈ρ, a〉 ≥ 0

for every a ≥ 0 and 〈ρ, 1〉 = 1.
(iii) A pure state is a Dirac distribution δ(z − z0); a state which is not pure is

called a “mixed state”.

The set of all states clearly is a convex set: if ρ and ρ′ are two states, then
αρ + (1 − α)ρ′ is also a state for 0 ≤ α ≤ 1.

Standard examples of mixed states are provided by probability densities:
assume that ρ is a compactly supported integrable function on R2n

z such that
ρ ≥ 0 and with integral equal to 1. It is an element of E ′(R2n

z ) and we have

〈ρ, a〉 =
∫

ρ(z)a(z)d2nz ≥ 0 , 〈ρ, 1〉 =
∫

ρ(z)d2nz = 1

1“Scholars dispute, and the case is still before the courts”.



8.2. The Quantum Mechanical Covariance Matrix 239

so that ρ is indeed a state. More general states which are genuinely compactly
supported distributions occur naturally in statistical mechanics; here is one basic
example:

Example 8.2. The “microcanonical Gibbs state”. Let H be a time-dependent
Hamiltonian function and assume that the energy shell ΣE : H(z) = E has com-
pact smooth boundary. The microcanonical state is defined by

ρmicro(z) =
1

Σ(E, V )
δ(H(z)− E)

where the normalization constant Σ(E, V ) is given by

Σ(E, V ) =
∫

δ(H(z)− E)d2nz.

Obviously Supp ρmicro ⊂ ΣE .

Other examples of classical states are presented from a very elementary point
of view in Dubin et al. [33].

8.1.2 Quantum mechanics

As we said in the introduction to this chapter, we make ours, with Mackey [117],
the point of view that quantum mechanics is a refinement of Hamiltonian mechan-
ics. In other words, for us quantum mechanics is the “better theory” which falsifies
(in the Popperian sense) classical mechanics. This implies that instead of focusing
on “correspondence rules” associating to a classical observable a quantum opera-
tor, we postulate that self-adjoint operators on Hilbert spaces are, by definition,
the observables of quantum mechanics.

In traditional quantum mechanics, a pure state of a quantum system (Q) is
an element of a Hilbert space H. The usual choice in standard quantum mechanics
isH =L2(Rn

x), but we will see later on that this choice is absolutely not compelling,
and that L2(Rn

x) can be replaced by a particular closed subspace of L2(R2n
z ) using a

“wave-packet transform”, leading to quantum mechanics in phase space. Quantum
observables are self-adjoint operators on the Hilbert spaceH. These operators need
not be bounded; for instance multiplication by xj is not a bounded operator if
H =L2(Rn

x); see for instance [139] for a general discussion of operators intervening
in quantum mechanics.

8.2 The Quantum Mechanical Covariance Matrix

Quantum mechanics is (at least in its applications) a statistical theory. The notion
of covariance matrix is a useful device, both from a theoretical and practical point
of view. It turns out, as we will see, that the uncertainty principle can be restated
in a very elegant and concise form in terms of this matrix.
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8.2.1 Covariance matrices

We refer to Appendix D for the basics of probability theory that are being used
in this section.

Definition 8.3. Let Z = (Z1, . . . , Zm) be a random variable on Rm. The symmetric
m×m matrix Σ = (Cov(Zj , Zk))1≤j,k≤m is called the “covariance matrix” of the
vector-valued random variable Z = (Z1, . . . , Zm).

The correlation coefficients ρjk = ρ(Zj, Zk) are equal to 1 when j = k, hence
the principal diagonal of the covariance matrix consists of the variances (∆Zj)2.

Example 8.4. For instance, in the case m = 2, writing Z = (X, P ):

Σ =
[
(∆X)2 ∆

∆ (∆P )2

]
, ∆ = Cov(X, P ).

This example is a particular case of the following situation: consider the
random vector

Z = (X1, . . . , Xn; P1, . . . , Pn)

where Xj : Rn
x −→ R and Pj : Rn

p −→ R; denoting by ΣXX and ΣPP the covariance
matrices of X = (X1, . . . , Xn) and P = (P1, . . . , Pn), and by

ΣXP = (Cov(Xj , Pk))1≤j,k≤n

the covariance matrix Σ of Z is the symmetric matrix

Σ =
[
ΣXX ΣXP

ΣPX ΣPP

]
with ΣPX = ΣT

XP .

Remark 8.5. The functions Xj and Pk are usually interpreted, as the notation is
intended to suggest, as the random variables corresponding to measurements of
the position and momentum coordinates xj and pk.

8.2.2 The uncertainty principle

Let Â be a self-adjoint operator on L2(Rn
x) and ψ ∈ L2(Rn

x), ψ �= 0. Since the
arguments below are of a quite general character we do not assume here that Â is
a Weyl operator, nor even that it is a bounded operator on L2(Rn

x).

Definition 8.6. The mathematical expectation (or: average value) of Â in the state
ψ is by definition the real number

〈Â〉ψ =
(Âψ, ψ)L2(Rn

x )

(ψ, ψ)L2(Rn
x )

.
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Since we obviously have

〈Â〉αψ = 〈Â〉ψ if α ∈ C\{0}

we may replace ψ by ψ/||ψ||L2 in the definition of 〈Â〉ψ so that it is no restriction
to assume that ψ is normalized to unity:

〈Â〉ψ = (Âψ, ψ)L2(Rn
x ) if ||ψ||L2(Rn

x ) = 1. (8.1)

This shows that what counts in practice is actually the “ray” {αψ : α �= 0, α ∈ C}:
the replacement of ψ by αψ in formula (8.1) has no effect, whatsoever, on the
mathematical expectation: the “true” state space of quantum mechanics is actually
a projective space. The definition of 〈Â〉ψ is motivated by the following argument:
assume that the spectrum of Â is discrete, and consists of real numbers λj , j ∈ N

(recall that Â is assumed to be self-adjoint); let (ψj)j∈N be the corresponding
orthonormal basis of eigenfunctions of Â. A basic axiom of quantum mechanics is
that the probability of obtaining the value λj for the observable Â when measuring
it in the normalized state ψ is

Prψ(λ = λj) = |(ψ, ψj)L2(Rn
x )|2.

The mathematical expectation of the observable Â in the state ψ is in this case

〈Â〉ψ =
∞∑

j=1

λj |(ψ, ψj)L2(Rn
x)|2 = (Âψ, ψ)L2(Rn

x )

which is of course consistent with formula (8.1).

Definition 8.7. Let Â be an observable;

(i) If Â2 also is an observable and ψ is a quantum state, then

(∆Â)2ψ = 〈Â2〉ψ − 〈Â〉2ψ

is called the “variance of Â in the state ψ”; its positive square root (∆Â)ψ

is called “standard deviation”.

(ii) If B̂ is a second observable with the same property, then

Cov(Â, B)ψ = 1
2 〈ÂB̂ + B̂Â〉ψ

is the “covariance” of the pair (Â, B̂) in the state ψ.

The following result relates commutation relations between operators to
quantum uncertainty:
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Proposition 8.8. If the variances and covariances of two self-adjoint operators Â
and B̂ exist and satisfy the commutation relation

[Â, B̂] = ÂB̂ − B̂Â = i�I,

then the following inequality holds:

(∆Â)2ψ(∆B̂)2ψ ≥ 1
4 Cov(Â, B̂)ψ + 1

4�2. (8.2)

Proof. It is no restriction to take ||ψ||L2 = 1. It is also sufficient to assume that
〈Â〉ψ = 〈B̂〉ψ = 0 because the general case is reduced to the case 〈Â〉ψ = 〈B̂〉ψ = 0
applying the result to the operators Â−〈Â〉ψI and B̂−〈B̂〉ψI. The proof of (8.2)
is thus reduced to the proof of the inequality

〈Â2〉ψ〈B̂2〉ψ ≥ 1
4 Cov(Â, B̂)ψ + 1

4�2 (8.3)

when 〈Â〉ψ = 〈B̂〉ψ = 0. We have, since Â is self-adjoint,

〈Â2〉ψ = (Â2ψ, ψ)L2(Rn
x ) = ||Âψ||2L2(Rn

x ),

〈B̂2〉ψ = (B̂2ψ, ψ)L2(Rn
x ) = ||B̂ψ||2L2(Rn

x ),

hence, using Cauchy–Schwarz’s inequality:

〈Â2〉ψ〈B̂2〉ψ ≥ |(Âψ, B̂ψ)L2(Rn
x )|2 = |(ÂB̂ψ, ψ)L2(Rn

x )|2.
Noting that

ÂB̂ = 1
2 (ÂB̂ + B̂Â) + 1

2 [Â, B̂] = 1
2 (ÂB̂ + B̂Â) + i�

2 Id

and ||ψ||L2 = 1 this can be rewritten as

〈Â2〉ψ〈B̂2〉ψ ≥ |12 (ÂB̂ + B̂Â)ψ, ψ)|L2(Rn
x ) + i�

2 |2;

since (ÂB̂ + B̂Â)ψ, ψ)L2(Rn
x ) is real, (8.3) follows. �

The following consequence of this result is immediate:

Corollary 8.9. Let X̂j be the operator of multiplication by xj and P̂j = −i�∂/∂xj.
We have

(∆Xj)2ψ(∆Pj)2ψ ≥ 1
4 Cov(Xj , Pj)ψ + 1

4�2 (8.4)

and, in particular, (∆Xj)ψ(∆Pj)ψ ≥ 1
2�.

A caveat : in the corollary above none of the operators X̂j , P̂j are bounded
on L2(Rn

x). It turns out that this is a quite general feature, as is shown by the
following argument of Winter and Wielandt (see Theorem 4.11 in the book [33]
by Dubin et al.): let H be an arbitrary Hilbert space and assume that X̂ and P̂
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are such that [X̂, P̂ ] = i�. Then X̂ or P̂ is unbounded. Assume in fact that P̂ is
bounded. A straightforward induction argument shows that for every integer k we
have [X̂, P̂ k+1] = i�(k + 1)P̂ k and hence

�(k + 1)||P̂ k||H ≤ 2||X̂||H||P̂ k||H
so that

�(k + 1) ≤ 2||X̂||H||P̂ ||H;

since this inequality holds for every k the operator X̂ can thus not be bounded.
From now on we will always assume that Â is the Weyl operator with symbol

a, defined for ψ ∈ S(Rn
x) by

Âψ(x) =
(

1
2π�

)n
∫∫

e
i
�
〈p,x−y〉a(1

2 (x + y), p)ψ(y)dnydnp.

We claim that the “uncertainty principle” (8.2) is invariant under the action
of the symplectic group Sp(n). Let us glorify this important statement by giving
it the status of a theorem:

Theorem 8.10. Assume that the Weyl operators Â
Weyl←→ a and B̂

Weyl←→ b satisfy the
uncertainty relations (8.2). Let S ∈ Sp(n) and let ÂS

Weyl←→ a ◦ S−1 and B̂S
Weyl←→

b ◦ S−1.

(i) We have
(∆ÂS)2

Ŝψ
(∆B̂S)2

Ŝψ
≥ 1

4 Cov(Â, B̂)ψ − 1
4 [Â, B̂]2ψ (8.5)

for every Ŝ ∈ Mp(n) with π(Ŝ) = S.

(ii) In particular

(∆X̂j)2Ŝψ
(∆P̂j)2Ŝψ

≥ 1
4 Cov(X̂j , P̂j)ψ + 1

4�2. (8.6)

Proof. Using the metaplectic covariance property (7.24) in Theorem 7.13 we have

〈ÂS〉2Ŝψ
=

∫
|ŜÂψ(x)|2dnx = ||ŜÂψ||2L2 ,

hence, since Ŝ is a unitary operator:

〈ÂS〉Ŝψ = ||Âψ||2L2 = 〈Â〉2ψ.

Writing similar relations for 〈BS〉ψ , 〈A2
S〉ψ and 〈B2

S〉ψ formulae (8.5) and (8.6)
follow. �

We will use this result in the forthcoming subsections to restate the un-
certainty principle in a geometric form. Let us first explain what we mean by a
“quantum mechanically admissible covariance matrix”.
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8.3 Symplectic Spectrum and Williamson’s Theorem

The message of Williamson’s theorem is that one can diagonalize any positive
definite symmetric matrix M using a symplectic matrix, and that the diagonal
matrix has the very simple form

D =
[
Λσ 0
0 Λσ

]
where the diagonal elements of Λσ are the moduli of the eigenvalues of JM . This
is a truly remarkable result which will allow us to construct a precise phase space
quantum mechanics in the ensuing chapters. One can without exaggeration say
that this theorem carries the germs of the recent developments of symplectic topol-
ogy; it leads immediately to a proof of Gromov’s famous non-squeezing theorem
in the linear case and has many applications both in mathematics and physics.
Williamson proved this result in 1963 and it has been rediscovered several times
since that – with different proofs.

8.3.1 Williamson normal form

Let M be a real m ×m symmetric matrix: M = MT . Elementary linear algebra
tells us that all the eigenvalues λ1, λ2, . . . , λm of M are real, and that M can be
diagonalized using an orthogonal transformation: M = RT DR with R ∈ O(m)
and D = diag[λ1, λ2, . . . , λnm]. Williamson’s theorem provides us with the sym-
plectic variant of this result. It says that every symmetric and positive definite
matrix M can be diagonalized using symplectic matrices, and this in a very par-
ticular way. Because of its importance in everything that will follow, let us describe
Williamson’s diagonalization procedure in detail.

Theorem 8.11. Let M be a positive-definite symmetric real 2n× 2n matrix.

(i) There exists S ∈ Sp(n) such that

ST MS =
[
Λ 0
0 Λ

]
, Λ diagonal, (8.7)

the diagonal entries λj of Λ being defined by the condition

±iλj is an eigenvalue of JM−1. (8.8)

(ii) The sequence λ1, . . . , λn does not depend, up to a reordering of its terms, on
the choice of S diagonalizing M .

Proof. (Cf. Folland [42], Ch.4.) (i) A quick examination of the simple case M = I
shows that the eigenvalues are ±i, so that it is a good idea to work in the space
C2n and to look for complex eigenvalues and vectors for JM . Let us denote by
〈·, ·〉M the scalar product associated with M , that is 〈z, z′〉M = 〈Mz, z〉. Since
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both 〈·, ·〉M and the symplectic form are non-degenerate we can find a unique
invertible matrix K of order 2n such that

〈z, Kz′〉M = σ(z, z′)

for all z, z′; that matrix satisfies

KT M = J = −MK.

Since the skew-product is antisymmetric we must have K = −KM where KM =
−M−1KT M is the transpose of K with respect to 〈·, ·〉M ; it follows that the
eigenvalues of K = −M−1J are of the type ±iλj, λj > 0, and so are those of
JM−1. The corresponding eigenvectors occurring in conjugate pairs e′j ± if ′

j, we
thus obtain a 〈·, ·〉M -orthonormal basis {e′i, f ′

j}1≤i,j≤n of R2n
z such that Ke′i = λif

′
i

and Kf ′
j = −λje

′
j . Notice that it follows from these relations that

K2e′i = −λ2
i e

′
i , K2f ′

j = −λ2
jf

′
j

and that the vectors of the basis {e′i, f ′
j}1≤i,j≤n satisfy the relations

σ(e′i, e
′
j) = 〈e′i, Ke′j〉M = λj〈e′i, f ′

j〉M = 0,

σ(f ′
i , f

′
j) = 〈f ′

i , Kf ′
j〉M = −λj〈f ′

i , e
′
j〉M = 0,

σ(f ′
i , e

′
j) = 〈f ′

i , Ke′j〉M = λi〈e′i, f ′
j〉M = −λiδij .

Setting ei = λ
−1/2
i e′i and fj = λ

−1/2
j f ′

j , the basis {ei, fj}1≤i,j≤n is symplec-
tic. Let S be the element of Sp(n) mapping the canonical symplectic basis to
{ei, fj}1≤i,j≤n. The 〈·, ·〉M -orthogonality of {ei, fj}1≤i,j≤n implies (8.7) with Λ =
diag[λ1, . . . , λn]. To prove the uniqueness statement (ii) it suffices to show that if
there exists S ∈ Sp(n) such that ST LS = L′ with L = diag[Λ, Λ], L′ = diag[Λ′, Λ′],
then Λ = Λ′. Since S is symplectic we have ST JS = J and hence ST LS = L′ is
equivalent to S−1JLS = JL′ from which follows that JL and JL′ have the same
eigenvalues. These eigenvalues are precisely the complex numbers ±i/λj. �

The diagonalizing matrix S in the theorem above has no reason to be unique.
However:

Proposition 8.12. Assume that S and S′ are two elements of Sp(n) such that

M = (S′)T DS′ = ST DS

where D is the Williamson diagonal form of M . Then S(S′)−1 ∈ U(n).

Proof. Set U = S(S′)−1; we have UT DU = D. We are going to show that UJ =
JU ; the lemma will follow. Setting R = D1/2UD−1/2 we have

RT R = D−1/2(UT DU)D−1/2 = D−1/2DD−1/2 = I
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hence R ∈ O(2n). Since J commutes with each power of D we have, since JU =
(UT )−1J ,

JR = D1/2JUD−1/2 = D1/2(UT )−1JD−1/2

= D1/2(UT )−1D−1/2J = (RT )−1J,

hence R ∈ Sp(n)∩O(2n) so that JR = RJ . Now U = D−1/2RD1/2 and therefore

JU = JD−1/2RD1/2 = D−1/2JRD1/2

= D−1/2RJD1/2 = D−1/2RD1/2J

= UJ

which was to be proven. �

8.3.2 The symplectic spectrum

Let M be a positive-definite and symmetric real matrix: M > 0. We have seen
above that the eigenvalues of JM are of the type ±iλσ,j with λσ,j > 0. We will
always order the positive numbers λσ,j as a decreasing sequence:

λσ,1 ≥ λσ,2 ≥ · · · ≥ λσ,n > 0. (8.9)

Definition 8.13. With the ordering convention above (λσ,1, . . . , λσ,n) is called the
“symplectic spectrum of M and is denoted by Specσ(M):

Specσ(M) = (λσ,1, . . . , λσ,n)

Here are two important properties of the symplectic spectrum:

Proposition 8.14. Let Specσ(M) = (λσ,1, . . . , λσ,n) be the symplectic spectrum of
M.

(i) Specσ(M) is a symplectic invariant:

Specσ(ST MS) = Specσ(M) for every S ∈ Sp(n); (8.10)

(ii) the sequence (λ−1
σ,n, . . . , λ−1

σ,1) is the symplectic spectrum of M−1:

Specσ(M−1) = (Specσ(M))−1. (8.11)

Proof. (i) is an immediate consequence of the definition of Specσ(M).

(ii) The eigenvalues of JM are the same as those of M1/2JM1/2; the eigenvalues
of JM−1 are those of M−1/2JM−1/2. Now

M−1/2JM−1/2 = −(M1/2JM1/2)−1,

hence the eigenvalues of JM and JM−1 are obtained from each other by the
transformation t �−→ −1/t. The result follows since the symplectic spectra are
obtained by taking the moduli of these eigenvalues. �
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Here is a result allowing us to compare the symplectic spectra of two positive
definite symmetric matrices. It is important, because it is an algebraic version
of Gromov’s non-squeezing theorem [81] in the linear case. We are following the
lines of Giedke et al. [49]; for a proof using a variational argument see Hofer
and Zehnder [91]. (Hörmander [92], §21.5, gives a detailed classification of general
quadratic forms on symplectic space; also see the listing due to Galin in Arnol’d
[3], Appendix 6.)

Theorem 8.15. Let M and M ′ be two symmetric positive definite matrices of same
dimension. We have

M ≤ M ′ =⇒ Specσ(M) ≤ Specσ(M ′). (8.12)

Proof. When two matrices A and B have the same eigenvalues we will write A  B.
When those of A are smaller than or equal to those of B (for a common ordering)
we will write A ≤ B. Notice that when A or B is invertible we have AB  BA.
With this notation, the statement is equivalent to

M ≤M ′ =⇒ (JM ′)2 ≤ (JM)2

since the eigenvalues of JM and JM ′ occur in pairs ±iλ, ±iλ′ with λ and λ′

real. The relation M ≤ M ′ is equivalent to zT Mz ≤ zT M ′z for every z ∈ R2n
z .

Replacing z by successively (JM1/2)z and (JM ′1/2)z in zT Mz ≤ zT M ′z we thus
have, taking into account the fact that JT = −J , that is, since JT = −J ,

M1/2JM ′JM1/2 ≤ M1/2JMJM1/2, (8.13)

M ′1/2JM ′JM ′1/2 ≤ M ′1/2JMJM ′1/2. (8.14)

Noting that we have

M1/2JM ′JM1/2  MJM ′J,

M ′1/2JMJM ′1/2  M ′JMJ  MJM ′J,

we can rewrite the relations (8.13) and (8.14) as

MJM ′ ≤ JM1/2JM ′JM1/2,

M ′1/2JM ′JM ′1/2 ≤ MJM ′J

and hence, by transitivity

M ′1/2JM ′JM ′1/2 ≤ M1/2JMJM1/2. (8.15)

Since we have

M1/2JMJM1/2  (MJ)2 , M ′1/2JM ′JM ′1/2  (M ′J)2

the relation (8.15) is equivalent to (M ′J)2 ≤ (MJ)2, which was to be proven. �
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Let M be a positive-definite and symmetric real matrix 2n× 2n; we denote
by M the ellipsoid in R2n

z defined by the condition 〈Mz, z〉 ≤ 1:

M : 〈Mz, z〉 ≤ 1.

In view of Williamson’s theorem there exist S ∈ Sp(n) such that ST MS = D
with D = diag[Λ, Λ] and that Λ = diag[λ1,σ, . . . , λn,σ] where (λ1,σ , . . . , λn,σ) is the
symplectic spectrum of M . It follows that

S−1(M) :
n∑

j=1

λj,σ(x2
j + p2

j) ≤ 1.

Definition 8.16. The number Rσ(M) = 1/
√

λ1,σ is called the symplectic radius of
the phase-space ellipsoid M; cσ(M) = πR2

σ = π/λ1,σ is its symplectic area.

The properties of the symplectic area are summarized in the following result,
whose “hard” part follows from Theorem 8.15:

Corollary 8.17. Let M and M′ be two ellipsoids in (R2n
z , σ).

(i) If M ⊂ M′ then cσ(M) ≤cσ(M′);
(ii) For every S ∈ Sp(n) we have cσ(S(M)) = cσ(M);
(iii) For every λ > 0 we have cσ(λM) = λ2cσ(M).

Proof. (i) Assume that M : 〈Mz, z〉 ≤ 1 and M′ : 〈M ′z, z〉 ≤ 1. If M ⊂ M′ then
M ≥ M ′ and hence Specσ(M) ≥ Specσ(M ′) in view of the implication (8.12) in
Theorem 8.15; in particular λ1,σ ≤ λ′

1,σ.

Let us prove (ii). We have S(M) : 〈M ′z, z〉 ≤ 1 with S′ = (S−1)T MS−1 and M ′

thus have the same symplectic spectrum as M in view of Proposition 8.14, (i).

Property (iii) is obvious. �

In the next subsection we generalize the notion of symplectic radius and area
to arbitrary subsets of phase space.

8.3.3 The notion of symplectic capacity

Let us now denote B(R) the phase-space ball |z| ≤ R and by Zj(R) the phase-
space cylinder with radius R based on the conjugate coordinate plane xj , pj :

Zj(R) : x2
j + p2

j ≤ R2.

Since we have
Zj(R) : 〈Mz, z〉 ≤ 1

where the matrix M is diagonal and only has two entries different from zero, we
can view Zj(R) as a degenerate ellipsoid with symplectic radius R. This obser-
vation motivates the following definition; recall that Symp(n) is the group of all
symplectomorphisms of the standard symplectic space (R2n

z , σ).
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Definition 8.18. A “symplectic capacity” on (R2n
z , σ) is a mapping c which to every

subset Ω of R2n
z associates a number clin(Ω) ≥ 0, or ∞, and having the following

properties:

(i) c(Ω) ≤ c(Ω′) if Ω ⊂ Ω′;

(ii) c(f(Ω)) = c(Ω) for every f ∈ Symp(n);

(iii) c(λΩ) = λ2c(Ω) for every λ ∈ R;

(iv) c(B(R)) = c(Zj(R)) = πR2.

When the properties (i)–(iv) above only hold for affine symplectomorphisms f ∈
ISp(n), we say that c is a “linear symplectic capacity” and we write c = clin.

While the construction of general symplectic capacities is very difficult (the
existence of any symplectic capacity is equivalent to Gromov’s non-squeezing the-
orem [81] as we will see below), it is reasonably easy to exhibit linear symplectic
capacities; we encourage the reader to work out in detail the two following exercises
(if the need is urgent, a proof can be found in [114] or [91]):

Exercise 8.19. For Ω ⊂ R2n
z set

clin(Ω) = sup
f∈ISp(n)

{πR2 : f(B2n(R)) ⊂ Ω}, (8.16)

clin(Ω) = inf
f∈ISp(n)

{πR2 : f(Ω) ⊂ Zj(R)}. (8.17)

Show that clin and clin are linear symplectic capacities.

The linear symplectic capacity clin defined in the exercise above can be inter-
preted as follows: for every Ω ⊂ R2n

z the number clin(Ω) (which can be +∞) is the
supremum of all the πR2 of phase space balls B(R) that can be “stuffed” inside
Ω using elements of Sp(n) and translations; similarly clin(Ω) is the infimum of all
πR2 such that a cylinder Zj(R) can contain the deformation of Ω by elements of
Sp(n) and translations. It turns out that clin and clin are respectively the smallest
and largest linear symplectic capacities:

Exercise 8.20. Let clin(Ω) and clin(Ω) be defined by (8.16) and (8.17). Show that
every linear symplectic capacity clin on (R2n

z , σ) is such that

clin(Ω) ≤ clin(Ω) ≤ clin(Ω)

for every Ω ⊂ R2n
z .

We have several times mentioned Gromov’s non-squeezing theorem in this
chapter. It is time now to state it. Let us first define

Definition 8.21. Let Ω be an arbitary subset of R2n
z . Let Rσ be the supremum of

the set
{R : ∃f ∈ Symp(n) such that f(B(R)) ⊂ Ω}.

The number cG(Ω) = πR2
σ is called “symplectic area” (or “Gromov width”) of Ω.
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For r > 0 let
Zj(r) = {z = (x, p) : x2

j + p2
j ≤ r2}

be a cylinder with radius R based on the xj , pj plane.

Theorem 8.22 (Gromov [81]). We have cG(Ω) = πR2
σ; equivalently: there exists

a symplectomorphism f of R2n
z such that f(B2n(z0, R)) ⊂ Zj(r) if and only if

R ≤ r.

(The sufficiency of the condition R ≤ r is trivial since if R ≤ r, then the translation
z �−→ z − z0 sends B2n(z0, R) to any cylinder Zj(r).)

All known proofs of this theorem are notoriously difficult; Gromov used
pseudo-holomorphic tools to establish it; in addition he showed in his paper [81]
that many results from complex Kähler geometry remain true in symplectic geom-
etry; his work was continued by several authors and is today a very active branch
of topology.

As pointed out above, Gromov’s theorem and the existence of one single
symplectic capacity are equivalent. Let us prove that Gromov’s theorem implies
that the symplectic area cG indeed is a symplectic capacity:

Corollary 8.23. Let Ω ⊂ R2n
z and let Rσ be the supremum of the set

{R : ∃f ∈ Symp(n) such that f(B(R)) ⊂ Ω}.

The formulae cG(Ω) = πR2
σ if Rσ < ∞, cG(Ω) =∞ if Rσ =∞, define a symplectic

capacity on (R2n
z , σ).

Proof. Let us show that the axioms (i)–(iv) of Definition 8.18 are verified by cG.

Axiom (i) (that is cG(Ω) ≤ cG(Ω′) if Ω ⊂ Ω′) is trivially verified since a symplec-
tomorphism sending B(R) to Ω′ also sends B(R) to any set Ω′ containing Ω.

Axiom (ii) requires that cG(f(Ω)) = cG(Ω) for every symplectomorphism f ; to
prove that this is true, let g ∈ Symp(n) be such that g(B(R)) ⊂ Ω; then (f ◦
g)(B(R)) ⊂ f(Ω) for every f ∈ Symp(n) hence cG(f(Ω)) ≥ cG(Ω). To prove
the opposite inequality we note that replacing Ω by f−1(Ω) leads to cG(Ω)) ≥
cG(f−1(Ω)); since f is arbitrary we have in fact cG(Ω)) ≥ cG(f(Ω)) for every
f ∈ Symp(n).

Axiom (iii), which says that one must have cG(λΩ) = λ2cG(Ω) for all λ ∈ R,
is trivially satisfied if f is linear (cf. Exercise 8.19). To prove it holds true in
the general case as well, first note that it is no restriction to assume λ �= 0 and
define, for f : R2n

z −→ R2n
z , a mapping fλ by fλ(z) = λf(λ−1z). It is clear that

fλ is a symplectomorphism if and only f is. The condition f(B(R)) ⊂ Ω being
equivalent to λ−1fλ(λB(R)) ⊂ Ω, that is to fλ(B(λR)) ⊂ λΩ, it follows that
cG(λΩ) = π(λRσ)2 = λ2cG(Ω).

Let us finally prove that Axiom (iv) is verified by cG(Ω). The equality cG(B(R)) =
πR2 is obvious: every ball B(r) with R′ ≤ R is sent into B(R) by the identity
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and if R′ ≥ R there exists no f ∈ Symp(n) such that f(B(R′)) ⊂ B(R) be-
cause symplectomorphisms are volume-preserving. There remains to show that
cG(Zj(R)) = πR2; it is at this point – and only at this point! – we will use
Gromov’s theorem. If R′ ≤ R then the identity sends B(R′) in Zj(R) hence
cG(Zj(R)) ≤ πR2. Assume that cG(Zj(R)) > πR2; then there exists a ball B(R′)
with R′ > R and a symplectomorphism f such that f(B(R′)) ⊂ Zj(R) and this
would violate Gromov’s theorem. �

The reader is invited to show that, conversely, the existence of a symplectic
capacity implies Gromov’s theorem:

Exercise 8.24. Assume that you have constructed a symplectic capacity c on
(R2n

z , σ). Use the properties of c to prove Gromov’s Theorem 8.22.

The number Rσ defined by cG(Ω) = πR2
σ is called the symplectic radius

of Ω; that this terminology is consistent with that introduced in Definition 8.16
above follows from the fact that all symplectic capacities (linear or not) agree on
ellipsoids. Let us prove this important property:

Proposition 8.25. Let M : 〈Mz, z〉 ≤ 1 be an ellipsoid in R2n
z and c an arbi-

trary linear symplectic capacity on (R2n
z , σ). Let λ1,σ ≥ λ2,σ ≥ · · · ≥ λn,σ be the

symplectic spectrum of the symmetric matrix M . We have

c(M) =
π

λn,σ
= clin(M) (8.18)

where clin is any linear symplectic capacity.

Proof. Let us choose S ∈ Sp(n) such that the matrix ST MS = D is in Williamson
normal form; S−1(M) is thus the ellipsoid

n∑
j=1

λj,σ(x2
j + p2

j) ≤ 1. (8.19)

Since c(S−1(M)) = c(M) it is sufficient to assume that the ellipsoid M is repre-
sented by (8.19). In view of the double inequality

λn,σ(x2
n + p2

n) ≤
n∑

j=1

λj,σ(x2
j + p2

j) ≤ λn,σ

n∑
j=1

(x2
j + p2

j) (8.20)

we have
B(λ−1/2

n,σ ) ⊂ M ⊂Z(λ−1/2
n,σ ),

hence, using the monotonicity axiom (i) for symplectic capacities,

c(B(λ−1/2
n,σ )) ⊂ c(M) ⊂ (Z(λ−1/2

n,σ )).

The first equality in formula (8.18) now follows from Gromov’s Theorem 8.22;
the second equality is obvious since we have put M in normal form using a linear
symplectomorphism. �
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8.3.4 Admissible covariance matrices

From now on we assume that

Σ =
[
ΣXX ΣXP

ΣPX ΣPP

]
, ΣPX = ΣT

XP (8.21)

is a real, symmetric, and positive definite 2n × 2n matrix. Observe that since
JT = −J the matrix Σ + i�

2J is Hermitian:

(Σ + i�
2J)∗ = Σ− i�

2JT = Σ + i�
2J .

It follows, in particular, that all the eigenvalues of Σ + i�
2J are real.

The following Definition 8.26 of quantum mechanically admissible covariance
matrices is due to Simon et al. [152]:

Definition 8.26. We will say that a real symmetric 2n× 2n matrix Σ is “quantum
mechanically admissible” (or, for short: “admissible”) if it satisfies the condition

Σ + i�
2J is positive semi-definite. (8.22)

The property for a covariance matrix to be admissible is invariant under
linear symplectic transformations: the equality ST JS = J implies that

SΣST + i�
2J = S(Σ + i�

2J)ST

and the Hermitian matrix SΣST + i�
2J is thus semi-definite positive if and only

Σ + i�
2J is.
We are going to restate the quantum admissibility condition (8.22) in terms

of the symplectic spectrum of Σ, i.e., in terms of the eigenvalues ±iλσ,j, λσ,j > 0
of JΣ. The result is the starting point of our phase space quantization scheme.

Proposition 8.27. The matrix Σ > 0 is quantum mechanically admissible if and
only if the moduli λσ,j of the eigenvalues of JΣ are ≥ 1

2�, that is, if and only if
the symplectic spectrum of Σ satisfies

Specσ(Σ) ≥ (1
2�, 1

2�, . . . , 1
2�).

Proof. Let us choose S ∈ Sp(n) such that ST ΣS = D is in Williamson diagonal
form. In view of the discussion above the condition Σ + i�

2J ≥ 0 is equivalent
to D + i�

2J ≥ 0. The characteristic polynomial P(λ) of D + i�
2J ≥ 0 is P(λ) =

P1(λ) · · · Pn(λ) where

Pj(λ) = λ2 − 2λσ,jλ + λ2
σ,j − 1

4�2

and (λσ,1, . . . , λσ,n) is the symplectic spectrum of Σ. The eigenvalues of D + i�
2J

are thus the numbers λj = λσ,j ± �
2 ≥ 0; the condition Σ + i�

2J ≥ 0 means that
λj ≥ 0 for j = 1, . . . , n and is thus equivalent to λσ,j ≥ 1

2� for j = 1, . . . , n. �
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Let us illustrate this characterization of admissibility in the case n = 1:

Example 8.28. Consider the 2 × 2 matrix from Example 8.4. The characteristic
polynomial of JΣ is

P(λ) = λ2 − (∆2 − (∆X)2(∆P )2)).

Since Σ > 0 its roots λσ,1, λσ,2 must be purely imaginary, hence the condition that
|λσ,1| ≥ �

2 and |λσ,2| ≥ �
2 is equivalent to the inequality

(∆X)2(∆P )2 ≥ ∆2 + 1
4�2. (8.23)

This example shows that when n = 1 the condition of quantum admissibility
defined above is equivalent to the inequality (8.23); the latter implies the “house-
hold” version ∆X∆P ≥ 1

2� of the uncertainty principle, but is not equivalent to
it. It turns out that it is actually (8.23) which is the true uncertainty principle of
quantum mechanics, and not the weaker textbook inequality ∆X∆P ≥ 1

2�.
This observation is actually true in arbitrary phase space dimension 2n. More

precisely, if the covariance matrix Σ is quantum mechanically admissible, then

(∆Xj)2(∆Pj)2 ≥ ∆2
j + 1

4�2 (8.24)

for j = 1, 2, . . . , n. We leave the proof of this property as an exercise:

Exercise 8.29. Prove that if Σ is a quantum-mechanically admissible covariance
matrix, then the inequalities (8.24) hold. [Hint: For every ε > 0 the Hermitian
matrix Σε = Σ + εI + 1

2 i�J is definite positive, hence every principal minor of Σε

is positive.]

8.4 Wigner Ellipsoids

In this section we take a crucial step by rewriting the uncertainty principle in a
simple geometric form, using the notion of symplectic capacity.

8.4.1 Phase space ellipsoids

We begin by noting that the datum of a real symmetric positive definite matrix
is equivalent to that of a definite quadratic form, that is, ultimately, to that of an
ellipsoid. This remark justifies the following definition:

Definition 8.30. Let Σ be a quantum-mechanically admissible covariance matrix
associated to a random variable Z such that 〈Z〉 = z̄. We will call the subset

WΣ : 1
2 〈Σ−1(z − z̄), z − z̄〉 ≤ 1 (8.25)

of R2n
z the “Wigner ellipsoid” associated to Z. (Beware the factor 1/2 in the

left-hand side!) We will say that WΣ is a “centered Wigner ellipsoid” if z̄ = 0.
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Here is a trivial example, which is nevertheless useful to keep in mind:

Example 8.31. Consider the bivariate normal probability density

ρ(x, p) =
1

2πσxσp
exp

[
− 1

2

(
x2

σ2
x

+ p2

σ2
p

)]
.

To ρ we associate the Wigner ellipsoid

1
2

(
x2

σ2
x

+ p2

σ2
p

)
≤ 1.

The following criterion easily follows from Definition 8.26 of an admissible
ellipsoid:

Lemma 8.32. Let M : 〈M(z − z̄), z − z̄〉 ≤ 1 be an ellipsoid in (R2n
z , σ). M is a

Wigner ellipsoid if and only if the symplectic spectrum (µσ,1, . . . , µσ,n) of M is
such that µσ,j ≤ � for j = 1, . . . , n:

Specσ(M) ≤ (�, �, . . . , �).

Proof. Define a symmetric positive-definite matrix Σ by M = 1
2Σ−1. Let

(λ1,σ, . . . , λ1,σ) be the symplectic spectrum of Σ; then (λ−1
1,σ, . . . , λ−1

1,σ) is that
of Σ−1 (see Proposition 8.14) hence the symplectic spectrum of M is

(µσ,1, . . . , µσ,n) = (1
2λ−1

1,σ, . . . , 1
2λ−1

1,σ).

The matrix Σ is admissible if and only if λj,σ ≥ 1
2� for every j and this is equivalent

to the conditions µσ,j ≤ � for every j. �

We are going to see that Wigner ellipsoids have quite remarkable properties;
in particular they will allow us to give a purely geometrical statement of the
uncertainty principle. We will for instance prove that:

An ellipsoid in R2n
z is a Wigner ellipsoid if and only if its intersection

with any affine symplectic plane passing through its center has area at
least 1

2h.

Let us begin by reviewing some very basic facts about matrices and ellipsoids.
Recall that a Hermitian matrix M is positive-definite (M > 0) if the two following
equivalent conditions are satisfied:

• 〈Mz, z〉 > 0 for every z �= 0;
• Every eigenvalue of M is > 0.

Similarly, M is semi-definite positive (M ≥ 0) if these two conditions hold with >
replaced by ≥. When M −M ′ > 0 (resp. M −M ′ ≥ 0) we will write M > M ′ or
M ′ < M (resp. M ≥ M ′ or M ′ ≤ M).
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Let M : 〈Mz, z〉 ≤ 1 and M′ : 〈M ′z, z〉 ≤ 1 be two concentric ellipsoids. We
obviously have

M ⊂ M′ ⇐⇒ M ≥ M ′.

If M and M′ no longer are concentric it is trivially false that M ≥ M ′ implies
M ⊂ M′. The converse however remains true:

Lemma 8.33. Let M : 〈M(z − z̄), z − z̄〉 ≤ 1 and M′ : 〈M ′(z − z̄′), z − z̄′〉 ≤ 1 be
two ellipsoids. If M ⊂ M′, then M ≥ M ′ and we can translate M so that it becomes
an ellipsoid M′′ contained in and concentric with M′.

Proof. The statement being invariant under a translation of both ellipsoids by a
same vector it is no restriction to assume that z̄′ = 0. The inclusion M ⊂ M′ is
equivalent to the inequality

〈M(z − z̄), z − z̄〉 ≥ 〈M ′z, z〉
for all z, that is to

〈(M −M ′)z, z〉 ≥ 2 〈Mz, z̄〉 − 〈Mz̄, z̄〉 (8.26)

for all z. Suppose that we do not have M ≥ M ′. Then there exists z0 �= 0 such
that 〈(M −M ′)z0, z0〉 < 0. The inequality (8.26) implies that we have

λ2 〈(M −M ′)z0, z0〉 ≥ 2λ 〈Mz0, z̄〉 − 〈Mz̄, z̄〉 ,
for every λ ∈ R; dividing both sides of this inequality by λ2 and letting thereafter
λ → ∞ we get 〈(M −M ′)z0, z0〉 ≥ 0 which is only possible if z0 = 0. This
contradiction shows that M ≥M ′, as claimed. The second statement in the lemma
immediately follows. �

8.4.2 Wigner ellipsoids and quantum blobs

The image of an ellipsoid by an invertible linear transformation is still an ellipsoid.
Particularly interesting are the ellipsoids obtained by deforming a ball in (R2n

z , σ)
using elements of Sp(n).

We will denote by B2n(z0, R) the closed ball in R2n
z with center z0 and radius

R; when the ball is centered at the origin, i.e., when z0 = 0, we will simply write
B2n(R).

Definition 8.34.

(i) A “symplectic ball” B2n in (R2n
z , σ) is the image of a ball B2n(z0, R) by some

S ∈ Sp(n); we will say that R is the radius of B2n and Sz0 its center.
(ii) A “quantum blob” Q2n is any symplectic ball with radius

√
� : Q2n = S(B2n(z0,

√
�)).

We will drop any reference to the dimension when no confusion can arise, and
drop the superscript 2n and write B(z0, R), B, Q instead of B(z0, R), B2n, Q2n.
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The definition of a symplectic ball can evidently be written as

B2n = S(B2n(z0, R)) = T (Sz0)S(B2n(R))

for some S ∈ Sp(n) and z0 ∈ R2n
z ; T (Sz0) is the translation z �−→ z+Sz0. That is:

A symplectic ball with radius R in (R2n, σ) is the image of B2n(R) by
an element of the affine symplectic group ISp(n).

For instance, since the elements of Sp(1) are just the area preserving linear au-
tomorphisms of R2, a symplectic ball (respectively, a quantum blob) in the plane
is just any phase plane ellipse with area πR2 (respectively 1

2h). For arbitrary n
we note that since symplectomorphisms are volume-preserving (they have deter-
minant equal to 1) the volume of a quantum blob is just the volume of the ball
B2n(

√
�). Since

Vol B2n(R) =
πn

n!
R2n,

the volume of a quantum blob is thus

Vol Q2n =
(π�)n

n!
=

h2n

2nn!
. (8.27)

(It is thus smaller than that of the cubic “quantum cells” used in statistical me-
chanics by a factor of n!2n.)

Lemma 8.35. An ellipsoid M : 〈Mz, z〉 ≤ 1 in R2n
z is a symplectic ball with radius

one if and only M ∈ Sp(n) and we then have M = S(B(1)) with M = (SST )−1.

Proof. Assume that M = S(B(1). Then M is the set of all z ∈ R2n
z such that〈

S−1z, S−1z
〉 ≤ 1 hence M = (S−1)T S−1 is a symmetric definite-positive symplec-

tic matrix. Assume conversely that M ∈ Sp(n). Since M > 0 we also have M−1 > 0
and there exists S ∈ Sp(n) such that M−1 = SST . Hence M :

〈
S−1z, S−1z

〉 ≤ 1
is just S(B(1). �

Another very useful observation is that we do not need all symplectic matrices
to produce all symplectic balls:

Lemma 8.36. For every centered symplectic ball B2n = S(B2n(R)) there exist
unique real symmetric n × n matrices L (detL �= 0) and Q such that B2n =
S0(B2n(R)) and

S0 =
[
L 0
Q L−1

]
∈ Sp(n). (8.28)

Proof. In view of Corollary 2.30 in Chapter 2, Subsection 2.2.2 we can factorize
S ∈ Sp(n) as S = S0U where U ∈ U(n) and S0 is of the type (8.28). The claim
follows since U(B2n(R)) = B2n(R). (That L and Q are uniquely defined is clear
for if S0(B2n(R)) = S′

0(B
2n(R)) then S0(S′

0)
−1 ∈ U(n) and S′

0 can only be of the
type (8.28) if it is identical to S0.) �
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The proof above shows that every symplectic ball (and hence every quantum
blob) can be obtained from a ball with the same radius by first performing a
symplectic rotation which takes it into another ball, and by thereafter applying
two successive symplectic transformations of the simple types

ML−1 =
[
L 0
0 L−1

]
, VP =

[
I 0
−P 0

]
(L = LT , P = PT );

the first of these transformations is essentially a symplectic rescaling of the coor-
dinates, and the second a “symplectic shear”.

One of the main interests of quantum blobs comes from the following property
which shows that, if we cut a quantum blob by an affine symplectic plane, we will
always obtain an ellipse with area exactly 1

2h. Assuredly, this property is not really
intuitive: if we cut an arbitrary ellipsoid in Rm by 2-planes, we will always get
elliptic sections, but these do not usually have the same areas! Here is a direct
elementary proof. It is of course sufficient to assume that the ball is centered at 0.

Proposition 8.37. The intersection of B = S(B(R)) with a symplectic plane P is
an ellipse with area πR2. Hence the intersection of a quantum blob with any affine
symplectic plane has area at most 1

2h (and equal to 1
2h if that plane passes through

the center of that blob).

Proof. We have B ∩ P = S|P′(B(R) ∩ P′) where S|P′ is the restriction of S to the
symplectic plane P = S−1(P). The intersection B(R)∩P′ is a circle with area πR2

and S|P′ is a symplectic isomorphism P′ −→ P, and is hence area preserving. The
area of the ellipse B ∩ P is thus πR2 as claimed. �

This property is actually a particular case of a more general result, which
shows that the intersection of a symplectic ball with any symplectic subspace is a
symplectic ball of this subspace. We will prove this in detail below (Theorem 8.41).

We urge the reader to notice that the assumption that we are cutting
S(B2n(R)) with symplectic planes is essential. The following exercise provides
a counterexample which shows that the conclusion of Proposition 8.37 is falsified
if we intersect S(B2n(R)) with a plane that is not symplectic.

Exercise 8.38. Assume n = 2 and take S = diag[λ1, λ2, 1/λ1, 1/λ2] with λ1 > 0,
λ2 > 0, and λ1 �= λ2. Show that S is symplectic, but that the intersection of
S(B4(R)) with the x2, p1 plane (which is not conjugate) does not have area πR2.

The assumption that S is symplectic is also essential in Proposition 8.37:

Exercise 8.39. Assume that we swap the two last diagonal entries of the matrix S
in the exercise above so that it becomes S′ = diag[λ1, λ2, 1/λ2, 1/λ1].

(i) Show that S′ is not symplectic;
(ii) show that the section S′(B2n(R)) by the symplectic x2, p2 plane does not

have area πR2.
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From Proposition 8.37 we deduce the following important characterizations
of Wigner ellipsoids:

Theorem 8.40. Let M : 〈M(z − z̄), z − z̄〉 ≤ 1 be an ellipsoid in R2n
z . The three

following statements are equivalent:

(i) M is a Wigner ellipsoid WΣ;
(ii) M contains a quantum blob Q;
(iii) There exists S ∈ Sp(n) such that M ≤ �ST S.

Proof. It is no restriction to assume that the ellipsoid M is centered at z0 = 0.

Let us prove the implication (i) =⇒ (ii). In view of Lemma 8.32 the symplectic
spectrum (µσ,1, . . . , µσ,n) of M is such that µσ,j ≤ � for 1 ≤ j ≤ n; setting
R2

j = 1/µσ,j this means that there exists S ∈ Sp(n) such that

S−1(M) :
n∑

j=1

µσ,j(x2
j + p2

j) ≤ 1,

hence S−1(M) contains the ball B(µ−1/2
σ,n ); since µ

−1/2
σ,n ≥ √� it contains a fortiori

B(
√

�) and hence M ⊃ S(B(
√

�).

Let us next prove that (ii) =⇒ (iii). Assume that M contains a quantum blob
Q; In view of Lemma 8.33 we may assume that this quantum blob has the same
center as M, that is Q = S(B(

√
�)). By definition, we can find S′ ∈ Sp(n) such

that Q = S′(B(
√

�)); we have z ∈ Q if and only if〈
(S′T )−1(S′)−1z, z

〉 ≤ �

so the inclusion S′(B(
√

�)) ⊂ M is equivalent to the inequality

1
�

〈
(S′T )−1(S′)−1z, z

〉 ≤ 〈Mz, z〉 for every z

and hence to (S′T )−1(S′)−1 ≤M ; set now S = (S′)−1.

There remains to prove that (iii) =⇒(i). Recall from Lemma 8.32 that M is a
Wigner ellipsoid if and only if the eigenvalues ±iµσ,j (µσ,j > 0) of JM are such
that µσ,j ≤ �. Suppose that M ≤ �ST S, then by Theorem 8.15 of Chapter we
have µσ,j ≤ λσ,j where the ±iλσ,j (λσ,j > 0) are the eigenvalues of J(�ST S) = �J .
The latter being ±i� we have µσ,j ≤ �. �

8.4.3 Wigner ellipsoids of subsystems

Physically the phase space R2n
z corresponds to a system with “n degrees of free-

dom”. For instance, if we are dealing with N particles moving without constraints
in three-dimensional physical space we would take n = 3N . Often one is not in-
terested in the total system, but only in a part thereof: we are then working with
a subsystem having a smaller number of freedoms; we postulate that the phase
space of that subsystem is R2k

z for some k < n.
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We begin by proving the following extension of Proposition 8.37:

Theorem 8.41. Let B2n = S(B2n(R)) be a symplectic ball and (F, σ|F) a 2k-dim-
ensional symplectic subspace of (R2n

z , σ).

(i) There exists SF ∈ Sp(F, σ|F) such that B2n ∩ F = SF(B2k(R)) where B2k(R)
is the ball with radius R in F centered at 0.

(ii) Conversely if B2k = SF(B2k(R)) for some SF ∈ Sp(F, σ|F), then there exists
S ∈ Sp(n) such that B2k = F ∩ S(B2n(R)).

Proof. (i) Let B and B′ be orthosymplectic bases of (R2n
z , σ) such that the subsets

BF = {e1, . . . , ek; f1, . . . , fk} , BF′ = {e′1, . . . , e′k; f ′
1, .., f

′
k}

are bases of F and F′ = S−1(F), respectively and define U ∈ U(n) by the conditions
U(e′i) = ei, U(f ′

j) = fj for 1 ≤ i, j ≤ n; clearly U|F′ : (F′, σ|F′) −→ (F, σ|F). Let
S|F′ be the restriction of S to F′. We claim that

SF = S|F′ ◦ U ∈ Sp(F, σ|F)

is such that SF(B2k(R) = B2n ∩ F. We have, since U−1(B2n(R) = B2n(R),

B2n ∩ F = S|F′(B2n(R) ∩ F′)

= (S|F′ ◦ U)(U−1(B2n(R))

= SF(B2n(R))

as claimed.

(ii) Assume conversely that there exists SF ∈ Sp(F, σ|F) such that

B2k = SF(B2k(R)).

Define S ∈ Sp(n) by the conditions S = S|F and S(z) = z for z /∈ F. We have

SF(B2k(R)) = SF(B2k(R) ∩ F) = SF(B2n(R) ∩ F)

that is, since SF(F) = F,

SF(B2k(R)) = S(B2n(R)) ∩ F. �

An ellipsoid M of R2n
z containing a Wigner ellipsoid WΣ is itself a Wigner

ellipsoid: this is an obvious consequence of the definition, for if S(B2n(z0,
√

�)) ⊂
WΣ then S(B2n(z0,

√
�)) ⊂ M. (Notice that this property does not even require

that M and WΣ be concentric in view of Lemma 8.33).
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More generally:

Proposition 8.42. Let M : 〈Mz, z〉 ≤ 1 be an ellipsoid in R2n
z .

(i) If M is a Wigner ellipsoid WΣ, then M ∩ F for every symplectic subspace
(F, σ|F) of (R2n

z , σ).
(ii) Let (F1, σ1), . . . , (Fm, σm) (σj = σ|Fj

for j = 1, . . . , m) be symplectic sub-
spaces of (R2n

z , σ) such that

(F1, σ1)⊕ · · · ⊕ (Fm, σm) = (R2n
z , σ).

M is a Wigner ellipsoid if and only if each M ∩ Fj is a Wigner ellipsoid in
(Fj , σj) for 1 ≤ j ≤ m.

Proof. (i) In view of Theorem 8.40 above WΣ contains a quantum blob Q hence
WΣ ∩ F contains the set Q ∩ F which is a quantum blob in WΣ ∩ F by Theorem
8.41. A new use of Theorem 8.40 implies that WΣ ∩ F is a Wigner ellipsoid in F.
(ii) The case m = 1 is trivial and it is sufficient to give the proof for m = 2, the
general case following by an immediate induction on the number of terms in the
direct sum. Writing

(R2n
z , σ) = (F1, σ1)⊕ (F2, σ2)

with dim F1 = 2n1 and dim F2 = 2n2, we thus assume that WΣ ∩F1 and WΣ ∩ F2

are Wigner ellipsoids in F1 and F2 respectively. Let us prove that WΣ contains a
quantum blob Q2n, and is thus a Wigner ellipsoid. In view of Theorem 8.40 we
can find S1 ∈ Sp(F1, σ1) and S2 ∈ Sp(F2, σ2) such that

Q2n1 = S1(B2n1(
√

�)) ⊂ WΣ ∩ F1

and
Q2n2 = S2(B2n2 (

√
�)) ⊂ WΣ ∩ F2.

Set now S = S1⊕ S2 and Q2n = S(B2n(
√

�)). We claim that Q2n ⊂ WΣ; this will
prove (ii). Let z ∈ Q2n, that is |Sz|2 ≤ �; writing z = z1 + z2 with z1 ∈ F1 and
z2 ∈ F2 we have |S1z1|2 + |S2z2|2 ≤ �, hence

z1 ∈ Q2n1 ⊂ WΣ ∩ F1 , z2 ∈ Q2n2 ⊂ WΣ ∩ F2

so that
z ∈ (WΣ ∩ F1) + (WΣ ∩ F2) ⊂ WΣ

and Q2n ⊂ WΣ as claimed. �

The following consequence of Proposition 8.42 is immediate:

Corollary 8.43.

(i) An ellipsoid M : 〈Mz, z〉 ≤ 1 in (R2n
z , σ) is a Wigner ellipsoid if and only if

there exists symplectic planes P1, . . . , Pn with Pi ∩ Pj = 0 for i �= j such that
the area of M ∩ Pj is at least 1

2h for each j.
(ii) If this condition is satisfied, then the area of M ∩ P is at least 1

2h for every
symplectic plane in (R2n

z , σ).



8.4. Wigner Ellipsoids 261

Proof. The conditions Pi ∩Pj = 0 for i �= j are equivalent to R2n
z = P1⊕ · · · ⊕Pn;

it now suffices to apply Proposition 8.42 and to remark that an ellipse in Pj with
area ≥ 1

2h is trivially a Wigner ellipsoid. �

This corollary shows that if one wants to check whether an ellipsoid M :
〈Mz, z〉 ≤ 1 is a Wigner ellipsoid, it suffices to cut it with the n conjugate coordi-
nate planes xj , pj. The property obviously extends to the case of general ellipsoids

M : 〈M(z − z̄), (z − z̄)〉 ≤ 1

replacing the symplectic planes P1, . . . , Pn by affine symplectic planes through z̄.

8.4.4 Uncertainty and symplectic capacity

The reader has certainly been very pleased to learn that one can express the
uncertainty inequalities

(∆Xj)2(∆Pj)2 ≥ Cov(Xj , Pj)2 + 1
4�2

very concisely by a statement on the covariance matrix: these relations are equiva-
lent to Σ+ i�

2J ≥ 0. We are going to do even better, and express these inequalities
in a very concise form using the notion of symplectic capacity introduced in Sub-
section 8.3.3.

Theorem 8.44. An ellipsoid M in R2n
z is a Wigner ellipsoid if and only if

c(M) ≥ 1
2h (8.29)

for every symplectic capacity c on R2n
z .

Proof. In view of Proposition 8.25, condition (8.29) is equivalent to the inequality
c̄(MΣ) ≥ 1

2h. But this is, in turn, equivalent to saying that there exists a quantum
blob Q2n = S(B2n(z0,

√
�) contained in M. �

The case where we have equality in (8.29) deserves some very special atten-
tion. When n = 1 the equality c(MΣ) = 1

2h means that the area of the Wigner
ellipse associated to the covariance matrix is exactly 1

2h and we thus have equality
in the Heisenberg uncertainty relation:

(∆x)2(∆p)2 = ∆2 + 1
4�2.

We are going to see that the limiting case c(MΣ) = 1
2h has a quite interesting

property.

Proposition 8.45. A Wigner ellipsoid WΣ for which c(WΣ) = 1
2h contains a unique

quantum blob Q2n.
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Proof. It is no restriction to assume that WΣ is a centered ellipsoid in normal
form; relabeling if necessary the symplectic coordinates, the condition c(WΣ) = 1

2
means that WΣ is the set of all points (x, p) such that

1
�
(x2

1 + p2
1) +

∑
2≤j≤n

1
R2

j

(x2
j + p2

j) ≤ 1

with R2
j ≥ �. Assume that there exists a quantum blob Q2n = S(B2n(z0,

√
�)

contained in M. It follows from Corollary 8.43 that we must then have z0 = 0.
Let S, S′ ∈ Sp(n) and z0 ∈ R2n

z be such that S(B2n(
√

�)) ⊂ WΣ and
S′(B2n(

√
�)) ⊂ WΣ. In view of Proposition 8.12 we then have S(S′)−1 ∈ U(n)

hence S(B2n(
√

�)) = S′(B2n(
√

�). �

Let us end this subsection by shortly discussing the notion of joint quan-
tum probability. Some quantum physicists contend that there is no true collective
(“joint”) probability density for pairs of conjugate observables, say X̂ and P̂ when
n = 1. It is in fact possible to construct infinitely many density probabilities ρ
having arbitrary densities ρX and ρP as marginal probability densities, as the
following exercise shows:

Exercise 8.46. Suppose n = 1 and let ρX and ρP be defined as above and set

ρ(z) = ρX(x)ρP (p)(1− f(u(x), v(p)))

where f is an arbitrary function and

u(x) =
∫ x

−∞
ρX(x′)dx′ , v(p) =

∫ p

−∞
ρP (p′)dp′.

Show that ρ is a probability density on R2
z whose marginal probability densities

are ρX and ρP . Extend this result to any n.

We will see in Chapter 10, when we study the phase-space Schrödinger equa-
tion, that one actually can associate to a normalized state ψ a quantum phase
space probability density whose marginal densities are precisely |ψ|2 and |Fψ|2 in
the limit � → 0.

8.5 Gaussian States

Among all states of a quantum system, Gaussian states are certainly among the
most interesting, and this not only because they are easy to calculate with: in
addition to the fact that Gaussian states play a pivotal role in many parts of
quantum mechanics (e.g. quantum optics) they will allow us to connect the notions
of quantum blobs and Wigner ellipsoid to the density operator machinery.

Schrödinger introduced the notion of coherent states (but the name was
coined by Glauber) in 1926 as the states of the quantized harmonic oscillator
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that minimized the uncertainty relations. Lisiecki [105] gives a very interesting
survey of coherent state representations.

We will use the following classical result about the Fourier transform of a
complex Gaussian:

Let M be a symmetric complex m×m matrix such that Re M > 0. We have(
1

2π�

)m/2
∫

e−
i
�
〈u,v〉e−

1
2�

〈Mv,v〉dmv = (det M)−1/2e−
1
2�

〈M−1u,u〉 (8.30)

where (detM)−1/2 is given by the formula

(det M)−1/2 = λ
−1/2
1 · · · λ−1/2

m ,

the numbers λ
−1/2
1 , . . . , λ

−1/2
m being the square roots with positive real parts of

the eigenvalues λ−1
1 , . . . , λ−1

m of M−1.
Formula (8.30) can be easily proven using the standard Gauss integral∫ ∞

−∞
e−x2/2dx =

√
2π

and diagonalizing of M .

8.5.1 The Wigner transform of a Gaussian

Let us in fact explicitly calculate the Wigner transform

Wψ(z) =
(

1
2π�

)n
∫

e−
i
�
〈p,y〉ψ(x + 1

2y)ψ(x− 1
2y)dny

of a Gaussian of the type

ψ(x) = e−
1
2�

〈(X+iY )x,x〉 (8.31)

where X and Y are real symmetric n× n matrices, X > 0.

Proposition 8.47. Let ψ be the Gaussian (8.31). Then:

(i) The Wigner transform Wψ is the phase space Gaussian

Wψ(z) =
(

1
π�

)n/2 (detX)−1/2e−
1
�
〈Gz,z〉 (8.32)

where G is the symmetric matrix

G =
[
X + Y X−1Y Y X−1

X−1Y X−1

]
. (8.33)

(ii) The matrix G is in addition positive definite and symplectic; in fact G = ST S
where

S =
[

X1/2 0
X−1/2Y X−1/2

]
∈ Sp(n). (8.34)
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Proof. Set M = X + iY . By definition of the Wigner transform we have

Wψ(z) =
(

1
2π�

)n
∫

e−
i
�
〈p,y〉e−

1
2�

F (x,y)dny

where

F (x, y) = 〈M(x + 1
2y), x + 1

2y〉+ 〈M(x− 1
2y), x− 1

2y〉
= 2〈Xx, x〉+ 2i〈Y x, y〉+ 1

2 〈Xy, y〉

and hence

Wψ(z) =
(

1
2π�

)n
e−

1
�
〈Xx,x〉

∫
e−

i
�
〈p+Y x,y〉e−

1
4�

〈Xy,y〉dny.

In view of formula (8.30) above we have∫
e−

i
�
〈p+Y x,y〉e−

1
4�

〈Xy,y〉dny = (2π�)n/2
[
det(1

2X)
]−1/2

× exp
[− 1

�
〈X−1(p + Y x), p + Y x〉]

and hence

Wψ(z) =
(

1
π�

)n/2 (det X)−1/2e−
1
�
〈Gz,z〉

where
〈Gz, z〉 = 〈(X + Y X−1)x, x〉 + 2〈X−1Y x, p〉+ 〈X−1p, p〉;

this proves part (i) of the proposition. The symmetry of G is of course obvious.

Property (ii) immediately follows since[
X + Y X−1Y Y X−1

X−1Y X−1

]
=

[
X1/2 Y X−1/2

0 X−1/2

] [
X1/2 0

X−1/2Y X−1/2

]
and

S =
[

X1/2 0
X−1/2Y X−1/2

]
obviously is symplectic. �

The function (8.31) is not normalized; in fact a straightforward calculation
(using for instance formula (8.30)) shows that

||ψ||L2(Rn
x ) =

∫
|ψ(x)|2dnx =

(
detX
(π�)n

)−1/2

. (8.35)
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Corollary 8.48. The Wigner transform of the normalized Gaussian

ψ0(x) =
(

det X
(π�)n

)1/4

exp
[− 1

2�
〈(X + iY )x, x〉] (8.36)

is given by the formula

Wψ0(z) =
(

1
π�

)n
e−

1
�
〈Gz,z〉 (8.37)

where G is the symplectic matrix (8.33).

Proof. This immediately follows from Proposition 8.47 and formula (8.35). �

It follows, as announced in Chapter 6, that the Wigner transform of a Gaus-
sian always is a positive function. It is noticeable that, conversely, if ψ is a function
such that Wψ ≥ 0, then ψ must be a Gaussian, of the type ψ(x) = C exp [−Q(x)]
where C is a complex number and Q a positive definite quadratic form (this is a
well-known result going back to Hudson [94]).

Exercise 8.49. Verify that we have
∫

Wψ0(z)d2nz = 1 when ψ0 is the normalized
Gaussian (8.36).

8.5.2 Gaussians and quantum blobs

There is a fundamental relationship between Gaussians and quantum blobs. Let
us introduce some notation.

We will denote by Gauss0(n) the set of all centered and normalized Gaussians
(8.31) and by Blob0(n) the set of all quantum blobs centered at z0 = 0.

Recall from Chapter 2, Subsection 2.2.2, that every symplectic matrix can
be factored as S = S0R where

S0 =
[
L 0
Q L−1

]
and R =

[
U V
−V U

]
(8.38)

the blocks L, Q, U and V being given by

L = (AAT + BBT )1/2, (8.39)

U + iV = (AAT + BBT )−1/2(A + iB), (8.40)

Q = (CAT + DBT )(AAT + BBT )−1/2. (8.41)

Theorem 8.50. The mapping Q(·) which to every centered Gaussian ψ associates
the quantum blob Q(ψ) = S(B2n(

√
�)) where S is defined by (8.34) is a bijection.

Proof. In view of Lemma 8.36 every quantum blob Q = S(B(
√

�)) can be written,
in a unique way as Q = S0(B2n(

√
�)) where S0 is given by formula (8.38). Set now

X = L2 and Y = LQ. Since S0 is symplectic we must have LQ = QL hence both X
and Y are symmetric. This shows that Q = Q(ψ) where ψ is the Gaussian (8.31).
The mapping Q(·) is thus surjective. It is also injective because S0 is uniquely
determined by Q by the already quoted Lemma 8.36. �
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The extension of Theorem 8.50 to the case of Gaussians with an arbitrary
center is straightforward.

A remarkable consequence of these results is that we can associate in a canon-
ical manner a “companion Gaussian state” to every quantum mechanically admis-
sible ellipsoid with minimum capacity 1

2h:

Corollary 8.51. Let B be an admissible ellipsoid with c(B) = 1
2h. Then there exists

a unique ψB ∈ Gauss0(n) such that

WψB(z) =
(

1
π�

)n
e−

1
�
〈Gz,z〉 , G = ST S (8.42)

where S ∈ Sp(n) is any symplectic matrix such that S(B(
√

�)) ⊂ B.

Proof. We must check that the right-hand side of (8.42) is independent of the
choice of the symplectic matrix S putting M in the Williamson diagonal form. Let
S and S′ be two such choices; in view of Proposition 8.12 there exists U ∈ U(n)
such that S = US′ and hence

〈ST Sz, z〉 = 〈S′T UT US′z, z〉 = 〈S′T S′z, z〉

whence the result. �

8.5.3 Averaging over quantum blobs

An important question in any pseudo-differential calculus is that of the pos-
itivity of operators: an operator Â : S(Rn

x) −→ S′(Rn
x) is positive: Â ≥ 0 if

(Âψ, ψ)L2(Rn
x ) ≥ 0 for all ψ ∈ S(Rn

x) (the L2-scalar product is interpreted in the

sense of distributions and should be viewed as the distributional bracket
〈
Âψ, ψ

〉
).

It turns out that the Weyl correspondence a
Weyl←→ Â does not preserve positivity

in the sense that the condition a ≥ 0 does not ensure Â ≥ 0, and conversely. Here
is a simple example in the case n = 1:

Example 8.52. Let H = 1
2 (p2 + x2) and Ĥ = 1

2 (−�2∂2
x + x2) be the associated

Weyl operator. The functions ψN (x) = hN (x/
√

�)e−x2/2
√

� (hN the Nth Hermite
function) form a complete orthonormal system and the corresponding eigenvalues
are λN = (N + 1

2 )�. Set now a = H − 1
2�; then ÂψN = N�ψN hence Â ≥ 0; but

a is not a positive function.

We will see that this fact is not a weakness of Weyl calculus but rather a
manifestation of the uncertainty principle, which can be alleviated by averaging the
symbol a over a quantum blob in a sense to be defined. Let us however mention that
if a ≥ 0 and belongs to some of the standard pseudo-differential classes Sm

ρ,δ(R
2n
z )

with 0 ≤ δ < ρ ≤ 1, then one proves that Â is the sum of a positive operator with
positive symbol in Sm

ρ,δ(R
2n
z ) and of an operator with symbol in S

m−(ρ−δ)
ρ,δ (R2n

z )
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(see Folland [42], Chapter 2, §6; for related results see Fefferman and Phong [41]
and the references therein).

The possible non-positivity of the Weyl operator associated to a positive sym-
bol is of course related to the generic non-positivity of the Wigner transform: recall
(formula (6.70) in Proposition 6.45, Chapter 6) that the mathematical expectation
of Â in a (normalized) state ψ is, when defined, given by the formula

〈Â〉ψ =
∫

Wψ(z)a(z)d2nz.

It has been known since de Bruijn [17] that the “average” Wψ ∗ ΦR over a
Gaussian ΦR(z) = e−|z|2/R2

satisfies

Wψ ∗ ΦR ≥ 0 if R2 = � , Wψ ∗ ΦR > 0 if R2 > �; (8.43)

this actually follows from a positivity result for convolutions of Wigner transforms:

Proposition 8.53. Let ψ, φ ∈ S(Rn
x). We have Wψ ∗Wφ ≥ 0; more precisely

Wψ ∗Wφ = (2π�)n |Wσ(ψ, φ∨)|2 ≥ 0 (8.44)

where φ∨(x) = φ(−x) and Wσ(ψ, φ∨) is the symplectic Fourier transform of
Wσ(ψ, φ∨).

Proof. Observing that Wφ∨ = (Wφ)∨ we have

Wψ ∗Wφ(z) =
∫

Wψ(z − z′)Wφ(z′)d2nz′

=
∫

Wψ(z + z′)Wφ(−z′)d2nz′

=
∫

T (−z)Wψ(z′)Wφ∨(z′)d2nz′

that is, since T (−z)Wψ = W (T̂ (−z)ψ),

Wψ ∗Wφ(z) =
∫

W (T̂ (−z)ψ)(z′)Wφ∨(z′)d2nz′.

In view of the Moyal identity we thus have

Wψ ∗Wφ(z) =
(

1
2π�

)n |(T̂ (−z)ψ, φ∨)L2(Rn
x)|2 ≥ 0.

Let us prove the identity (8.44). By definition of T̂ (−z)ψ we have

(T̂ (−z)ψ, φ∨)L2(Rn
x ) =

∫
e

i
�
(−〈p,x′〉− 1

2 〈p,x〉)ψ(x′ + x)φ∨(x′)dnx′.
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Setting x′ = y − 1
2x this is

(T̂ (−z)ψ, φ∨)L2(Rn
x ) =

∫
e−

i
�
〈p,y〉ψ(y + 1

2x)φ∨(y − 1
2x)dnx′

which is precisely y − 1
2x in view of Lemma 6.41 in Section 6.4, Chapter 6. �

Let us extend de Bruijn’s result (8.43) to arbitrary Gaussians. To any sym-
metric 2n× 2n matrix Σ > 0 we associate the normalized Gaussian ρΣ defined by

ρΣ(z) =
(

1
2π�

)n (detΣ)−1/2e−
1
2� 〈Σ−1z,z〉.

A straightforward calculation shows that ρΣ has integral 1 (and is hence a proba-
bility density); computing the Fourier transform of ρΣ ∗ ρΣ′ using formula (8.30)
one moreover easily verifies that

ρΣ ∗ ρΣ′ = ρΣ+Σ′ (8.45)

(see Appendix D).

Proposition 8.54. Let Σ be a covariance matrix and MΣ the associated ellipsoid.

(i) If there exists S ∈ Sp(n) such that MΣ = S(B(
√

�)) (and hence c(MΣ) = 1
2h)

then Wψ ∗ ρΣ ≥ 0.
(ii) If c(MΣ) > 1

2h, then Wψ ∗ ρΣ > 0.

Proof. (i) The condition MΣ = S(B(
√

�)) is equivalent to Σ = 1
�
ST S and hence

there exists a Gaussian ψX,Y ∈ L2(Rn
x) such that ρΣ = WψX,Y . It follows from

(8.44) that we have
Wψ ∗ ρΣ = Wψ ∗WψX,Y ≥ 0

which proves the assertion.

(ii) If c(MΣ) > 1
2h, then there exists S ∈ Sp(n) such that MΣ contains MΣ0 =

S(B(
√

�)) as a proper subset; it follows that Σ− Σ0 > 0 and hence

Wψ ∗ ρΣ = (Wψ ∗ ρΣ0) ∗ ρΣ−Σ0 > 0

which was to be proven. �

Using Proposition 8.54 we can prove a positivity result for the average of Weyl
operators with positive symbol. This result is actually no more than a predictable
generalization of calculations that can be found elsewhere (a good summary being
[42]); it however very clearly shows that phase space “coarse graining” by ellipsoids
with symplectic capacity ≥ 1

2� (and in particular by quantum blobs) eliminates
positivity difficulties appearing in Weyl calculus: we are going to see that the
Gaussian average of a symbol a ≥ 0 over an ellipsoid with symplectic capacity
≥ 1

2� always leads to a positive operator :
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Corollary 8.55. Assume that a ≥ 0. If c(MΣ) ≥ 1
2h, then the operator ÂΣ

Weyl←→
a ∗ ρΣ satisfies

(ÂΣψ, ψ)L2(Rn
x ) ≥ 0

for all ψ ∈ S(Rn
x).

Proof. In view of formula (6.71) (Subsection 6.4.2, Chapter 6) we have

(ÂΣψ, ψ)L2(Rn
x ) =

∫
(a ∗ ρΣ)(z)Wψ(z)d2nz,

hence, taking into account the fact that ρΣ is an even function,

(ÂΣψ, ψ)L2(Rn
x ) =

∫∫
a(u)ρΣ(z − u)Wψ(z)dnudnz

=
∫

a(u)
(∫

ρΣ(u − z)Wψ(z)dnz

)
dnu

=
∫

a(u)(ρΣ ∗Wψ)(u)dnu.

In view of Proposition 8.54 we have Wψ ∗ ρΣ ≥ 0, hence the result. �

Let us illustrate this result on a simple and (hopefully) suggestive example.
Consider the harmonic oscillator Hamiltonian

H(z) =
1

2m
(p2 + m2ω2x2) , m > 0, ω > 0

(with n = 1) and choose for ρΣ the Gaussian

ρσ(z) =
1

2πσ2
e−

1
2σ2 (x2+p2).

Set Hσ = H ∗ ρσ; a straightforward calculation yields the sharp lower bound

Hσ(z) = H(z) +
σ2

2m
(1 + mω2) ≥ H(z) + σ2ω.

Assume that the ellipsoid (x2 +p2)/2σ2 ≤ 1 is admissible; this is equivalent to the
condition σ2 ≥ 1

2� and hence Hσ(z) ≥ 1
2�ω: we have thus recovered the ground

state energy of the one-dimensional harmonic oscillator. We leave it to the reader
to check that we would still get the same result if we had used a more general
Gaussian ρΣ instead of ρσ. We leave it to the reader to generalize this result to a
quadratic Hamiltonian by using Williamson’s symplectic diagonalization theorem.



Chapter 9

The Density Operator

One of the traditional approaches to quantum mechanics, common to most in-
troductory textbooks, starts with a discussion of de Broglie’s matter waves, and
then proceeds to exhibit the wave equation governing their evolution, which is
Schrödinger’s equation. We prefer an algebraic approach, based on the Heisenberg
group and its representations. Here is why. Schrödinger’s equation

i�
∂ψ

∂t
= Ĥψ

describes the evolution of the matter wave ψ in terms of a self-adjoint operator Ĥ
associated to a Hamiltonian function by some “quantization rule”. For instance,
when H is of the physical type “kinetic energy + potential” one replaces the
momentum coordinates pj by the differential operator −i�∂/∂xj and to let the
position coordinates xj stand as they are. Now, if we believe – and we have every
reason to do so – that quantum mechanics supersedes classical mechanics as be-
ing the “better theory”, we are in trouble from a logical point of view, and risk
inconsistencies. This is because if we view quantum mechanics as the quest for an
algorithm for attaching a self-adjoint operator to a function (or “symbol”, to use
the terminology of the theory of pseudo-differential operators) we are at risk of
overlooking several facts (see Mackey’s review article [117])). For instance:

• It has long been known by scientists working in foundational questions that
the modern formulation of quantum mechanics1 rules out a large number of
classical Hamiltonians;

• There are features of quantum mechanics (e.g., spin) which are not preserved
in the classical limit. We therefore postulate, with Mackey [116, 117], that
classical mechanics is only what quantum mechanics looks like under cer-
tain limiting conditions, that is, that quantum mechanics is a refinement of

1I am referring here to the so-called “von Neumann formulation”.
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Hamiltonian mechanics (this is, by the way, the point of view of the “de-
formation quantization” of Bayen et al. [7], which is an autonomous theory
originating in Moyal’s trailblazer [127]).

For all these reasons it is worth trying to construct quantum mechanics ex nihilo
without reference to classical mechanics. This does not mean, of course, that we
will not “quantize” Hamiltonians (or other “observables”) when possible, or de-
sirable, but one should understand that dequantization is perhaps, after all, more
important than quantization, which may well be a chimera (as exemplified by well-
known “no-go” in geometric quantization theories (see for instance Gotay [75] and
Tuynman [166]).

The concept of density operator (or “density matrix”), as it is commonly
called in physics) comes from statistical physics in defining Gibbs quantum states.
For detailed discussions see Ruelle [138], Khinchin [103], Landau and Lifschitz
[106], Messiah [123]. See Nazaikinskii et al. [128] for an introduction to the topic
from the point of view of asymptotics.

We begin by giving a self-contained account of two essential tools from func-
tional analysis, the Hilbert–Schmidt and the trace-class operators.

The notion of quantum state represented (up to a complex factor) by a
function ψ is not always convenient, because in practice one is not always certain
what state the system is in. This ignorance adds a new uncertainty of a non-
quantum nature to the quantum-mechanical one. This motivates the introduction
of the notion of density operator, which is a powerful tool for describing general
quantum systems. To fully understand and exploit this notion we have to make a
detour and spend some time to study the basic notions of trace-class and Hilbert–
Schmidt operators, which besides their interest in quantum mechanics play an
important role in functional analysis.

9.1 Trace-Class and Hilbert–Schmidt Operators

Classical references for this section are Simon [150], Reed and Simon [134], Kato
[100]; also see Bleecker and Booss-Bavnbek [11] and the Appendix I to Chapter
7 in Wallach [175] for a study of trace-class operators. For general results on
Hilbert spaces see Dieudonné [30] or Friedman [44]; in the latter the notion of
orthogonal projection on closed subspaces of Hilbert spaces is studied in much
detail. A classical reference for operator theory is Gohberg and Goldberg [52].

9.1.1 Trace-class operators

Trace-class operators are compact operators for which a trace may be defined,
such that the trace is finite and independent of the choice of basis. As Wikipedia
notes, trace-class operators are essentially the same as nuclear operators, though
many authors reserve the term “trace-class operator” for the special case of nuclear
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operators on Hilbert spaces. The notion is essential for the definition of the density
operators of quantum mechanics.

Let H be a complex separable Hilbert space and (ej) an orthonormal system
of vectors in H (not necessarily a basis); we denote by F the closed subspace of
H spanned by the ej. Then the following results hold:
• For every u ∈ H the series

∑
j |(u, ej)H|2 is convergent and we have Bessel’s

inequality ∑
j

|(u, ej)H|2 = ||PF u||2H ≤ ||u||2H (9.1)

where PF is the orthogonal projection H −→ F (we have equality in (9.1) if
the ej span H, that is if (ej) is an orthonormal basis);

• More generally, for all u, v ∈ H,∑
j

(u, ej)H(v, ej)H = (PF u|PF v)H; (9.2)

• The Fourier series
∑

j(u, ej)Hej is convergent in H and we have∑
j

(u, ej)Hej = PF u; (9.3)

in particular the series converges to u if (ej) is an orthonormal basis.

We will denote by L(H) the normed algebra of all continuous linear operators
H −→ H; the operator norm is given by

||A|| = sup
||u||H≤1

||Au||H = sup
||u||H=1

||Au||H

and we have ||A∗|| = ||A||.
Definition 9.1. An operator A ∈ L(H) is said to be of “trace class” if there exist
two orthonormal bases (ei)i and (fj)j of H such that∑

i,j

|(Aei, fj)H| <∞ (9.4)

(we are assuming that both bases are indexed by the same sets). The vector space
of all trace-class operators H −→ H is denoted by LTr(H).

Obviously A is of trace class if and only if its adjoint A∗ is.
We are going to prove that if the condition (9.4) characterizing trace-class

operators holds for one pair of orthonormal basis, then it holds for all. This prop-
erty will allow us to prove that LTr(H) is indeed a vector space, and to define the
trace of an element of LTr(H) by the formula

TrA =
∑

i

(Aei, ei)H|

justifying a posteriori the terminology.
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Proposition 9.2. Suppose that If A is of trace class. Then:

(i) We have ∑
i,j

|(Aei, fj)H| < ∞ (9.5)

for all orthonormal bases (ei)i, (fj)j of H with same index set;
(ii) If (ei)i and (fi)i are two orthonormal bases, then the following equality holds:∑

i

(Aei, ei)H =
∑

i

(Afi, fi)H (9.6)

(absolutely convergent series).
(iii) The set LTr(H) of all trace-class operators is a vector space.

Proof. (i) Writing Fourier expansions

e′i =
∑

j

(e′i, ej)Hej , f ′
� =

∑
k

(f ′
�, fk)Hfk

we have
(Ae′i, f

′
�)H =

∑
j,k

(e′i, ej)H(f ′
�, fk)H(Aej , fk)H (9.7)

and hence, by the triangle inequality,

∑
i,�

|(Ae′i, f
′
�)H| ≤

∑
j,k

⎛⎝∑
i,�

|(e′i, ej)H||(f ′
�, fk)H|

⎞⎠ |(Aej , fk)H|). (9.8)

Using successively the trivial inequality ab ≤ 1
2 (a2 + b2) and the Bessel inequality

(9.1) we get∑
i,�

|(e′i, ej)H||(f ′
�, fk)H| ≤ 1

2

∑
i

|(e′i, ej)H|2 + 1
2

∑
�

|(f ′
�, fk)H|2

= 1
2 (||ej ||2H + ||fk||2H) = 1

2 ,

and hence ∑
i,�

|(Ae′i, f
′
�)H| ≤ 1

2

∑
j,k

|(Aej , fk)H|) <∞

which proves (9.5).

(ii) Assume now ei = fi and e′i = f ′
i . In view of (9.7) we have

(Ae′i, e
′
i)H =

∑
j,k

(e′i, ej)H(e′i, ek)H(Aej , ek)H
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and hence ∑
i

(Ae′i, e
′
i)H =

∑
j,k

(∑
i

(e′i, ej)H(e′i, ek)H

)
(Aej , ek)H).

In view of (9.2) ∑
i

(e′i, ej)H(e′i, ek)H = (ej , ek)H = δjk

which establishes (9.6); that the series is absolutely convergent follows from (9.5)
with the choice ei = fi.

(iii) That λA ∈ LTr(H) if λ ∈ C and A ∈ LTr(H) is obvious. Let A, B ∈ LTr(H);
then ∑

i

((A + B)ei, ei)H =
∑

i

(Aei, ei)H +
∑

i

(Bei, ei)H

and each sum on the right-hand side is absolutely convergent, implying that A +
B ∈ LTr(H). �

Formula (9.6) motivates the following definition:

Definition 9.3. Let A be a trace-class operator in H and (ei)i an orthonormal basis
of H. The sum of the absolutely convergent series

Tr(A) =
∑

i

(Aei, ei)H (9.9)

(which does not depend on the choice of (ei)i) is called the “trace” of the opera-
tor A.

The following properties of the trace are obvious consequences of (9.9):

Tr(A + B) = Tr(A) + Tr(B) , Tr(A∗) = Tr(A). (9.10)

In particular, self-adjoint trace-class operators have real trace.
Here is an important example of a trace-class operator; we will use it in our

study of the density operator to characterize the “purity” of a quantum state:

Example 9.4. Let F be a finite-dimensional subspace of the Hilbert space H. The
orthogonal projection PF : H −→ F is an operator of trace class with trace
Tr(PF ) = dimF . Let in fact (ei)1≤i≤k be an orthonormal basis of F and (ei)i

a full orthonormal basis of H containing (ei)1≤i≤k . We have (PF ei, ei) = 1 if
1 ≤ i ≤ n and 0 otherwise; the claim follows by (9.9).

Notice that an orthogonal projection on an infinite-dimensional subspace is
never an operator of trace class.

Trace-class operators do not only form a vector space, they also form a
normed algebra:
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Proposition 9.5. Let A and B be trace-class operators A on the Hilbert space H.

(i) The product AB is a trace-class operator and we have Tr(AB) = Tr(BA).
(ii) The formula ||A||Tr = (Tr(A∗A))1/2 defines a norm on the algebra LTr(H);

that norm is associated to the scalar product (A, B)Tr = Tr(A∗B).

Proof. (i) Let (ei)i be an orthonormal basis of H. Writing

(ABei, ei)H = (Bei, A
∗ei)H

formula (9.2) yields∑
i

(ABei, ei)H =
∑
i,j

(Bei, ej)H(Aei, ej)H (9.11)

and hence∣∣∣∣∣∑
i

(ABei, ei)H

∣∣∣∣∣ ≤
⎛⎝∑

i,j

|(Bei, ej)H|
⎞⎠ ⎛⎝∑

i,j

|(Aei, ej)H|
⎞⎠ <∞

so that AB is indeed of trace class in view of Lemma 9.2 (i). Formula (9.11) implies
that ∑

i

(ABei, ei)H =
∑

i

(BAei, ei)H (9.12)

that is Tr(AB) = Tr(BA).

(ii) Since A∗A is self-adjoint its trace is real so (Tr(A∗A))1/2 is well defined. If
||A||Tr = 0 then (Aei, ej)H = 0 for all i hence A = 0. The relation ||λA||Tr =
|λ|||A||Tr being obvious there only remains to show that the triangle inequality
holds. If A, B ∈ LTr(H) then

||A + B||2Tr = Tr((A∗ + B∗)(A + B))
= Tr(A∗A) + Tr(B∗B) + Tr(A∗B) + Tr(B∗A).

In view of the second formula (9.10) we have

Tr(A∗B) + Tr(B∗A) = 2 Re Tr(A∗B)

and hence
||A + B||2Tr = ||A||2Tr + ||B||2Tr + 2 ReTr(A∗B). (9.13)

We have
Tr(A∗B) =

∑
i

(Bei, Aei)H,
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hence, noting that Re Tr(A∗B) ≤ |Tr(A∗B)| and using the Cauchy–Schwarz in-
equality,

Re Tr(A∗B) ≤
∑

i

(Bei, Bei)
1/2
H (Aei, Aei)

1/2
H ,

that is

ReTr(A∗B) ≤
∑

i

(B∗Bei, ei)
1/2
H (A∗Aei, ei)

1/2
H ≤ ||B||Tr||A||Tr

which proves the triangle inequality in view of (9.13). �

Exercise 9.6. Show that if A, B, C are of trace class then

Tr(ABC) = Tr(CAB) = Tr(BCA).

An essential feature of trace-class operators is that they are compact. (An
operator A on H is compact if the image of the unit ball in H by A is relatively
compact.) The sum and the product of two compact operators is again a compact
operator; in fact compact operators form a two-sided ideal in L(H). A compact
operator A on H is never invertible if dimH=∞: suppose that A has an inverse
A−1, then AA−1 = I would also be compact, and hence any ball B(R) in H would
be a compact set. This contradicts the theorem of F. Riesz that says that closed
balls are not compact in an infinite-dimensional Hilbert (or Banach) space.

Proposition 9.7. A trace-class operator A on a Hilbert space H is a compact op-
erator.

Proof. Let (uj) be a sequence in H such that ||uj||H ≤ 1 for every j. We are going
to show that (Auj) contain a convergent subsequence; this will prove the claim.
Let (ei) be an orthonormal basis of H, writing uj =

∑
i(uj , ei)Hei we have

||Auj ||2H = (A∗Auj , uj)H

=
∑
i,k

(uj, ei)H(uj , ek)H(A∗Aek, ei)H.

Since we have, by Cauchy–Schwarz’s inequality,

|(uj , ei)H| ≤ ||uj ||H||ei||H ≤ 1

it follows that
||Auj ||2H ≤

∑
i,k

(A∗Aek, ei)H;

A∗A being of trace class the sequence (Auj) is contained in a compact subset of
H and the result follows. �
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We are next going to prove a spectral decomposition result for self-adjoint
trace-class operators. Recall that if A is a self-adjoint compact operator on a
Hilbert space H, then its spectrum consists of a sequence

· · · ≤ λ−2 ≤ λ−1 < 0 = λ0 ≤ λ1 ≤ · · ·

of real numbers. That 0 belongs to the spectrum follows from the fact that a com-
pact operator is not invertible, as pointed out above. Each λj �= 0 is moreover
an eigenvalue of A. We denote by Hj the eigenspace corresponding to the eigen-
value λj �= 0; Hj is finite-dimensional and for j �= k the spaces Hj and Hk are
orthogonal and H splits into the Hilbert sum

H = KerA⊕ (H−1 ⊕H−2 ⊕ · · ·)⊕ (H1 ⊕H2 ⊕ · · ·).

A consequence of these properties is that the trace of an operator of trace class
coincides with its spectral trace (i.e., the sum of its eigenvalues, counting their
multiplicities) and that we have a spectral decomposition result for these operators
in terms of projections. Let us prove this in the case that is of interest to us:

Proposition 9.8. Let A be a positive self-adjoint operator A of trace class on a
Hilbert space H; let λ1 ≤ λ2 · · · be its eigenvalues of A and H1,H 2, . . . the
corresponding eigenspaces.

(i) We have

A =
∑

j

λjPj (9.14)

where Pj is the orthogonal projection H −→ Hj;
(ii) The trace of A is given by the formula

Tr(A) =
∑

j

λj dimHj (9.15)

and is hence identical with the spectral trace of A;
(iii) Conversely, every operator of the type (9.14) with λj > 0 and Pj being a

projection on a finite-dimensional space is of trace-class if the condition∑
j

λj dimHj < ∞

holds.

Proof. (i) A is compact, so it verifies the properties listed before the statement
of the proposition. Choose an orthonormal basis (eij)i in each eigenspace Hj and
complete the union ∪i(eij)i of these bases into a full orthonormal basis of H by
selecting orthonormal vectors (fi)i in KerA such that (fi, ejk)H = 0 for all j, k
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(this can always be done using a Gram–Schmidt orthonormalization process). Let
u be an arbitrary element of H and expand Au in a Fourier series

Au =
∑

i

(Au, fi)Hfi +
∑
i,j

(Au, eij)Heij .

Since A is self-adjoint we have

(Au, fi)H = (u, Afi)H = 0

and
(Au, eij) = (u, Aeij) = λj(u, eij)

so that

Au =
∑

j

λj

(∑
i

(u, eij)Heij

)
.

The operator Pj defined by

Pju =
∑

i

(u, eij)Heij

is the orthogonal projection on Hj ; this is (9.14).

(ii) By definition (9.9) of the trace we have

Tr(A) =
∑

i

(Afi, fi)H +
∑
i,j

(Aeij , eij)H;

since (Afi, fi)H = 0 and (Aeij , eij)H = λj for every i this reduces to

Tr(A) =
∑
i,j

λj(eij , eij)H =
∑

j

λj

(∑
i

(eij , eij)H

)
, (9.16)

hence (9.15) since the sum indexed by i is equal to the dimension of the eigen-
space Hj .

(iii) Any operator A that can be written in the form (9.14) is self-adjoint because
each projection is self-adjoint (notice that it is also compact because the spaces
Hj are finite-dimensional); moreover the operator A is positive and the condition∑

j λj dimHj < ∞ is precisely equivalent to A being of trace class in view of the
second equality (9.16). �

9.1.2 Hilbert–Schmidt operators

The notion of Hilbert–Schmidt operator is intimately connected to that of trace
operator, and gives insight in the properties of these. In fact, as we will see, every
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self-adjoint trace-class operator is a Hilbert–Schmidt operator (more generally,
every trace-class operator can be written as a product of two Hilbert–Schmidt
operators). We will see, among other properties, that an operator is a Hilbert–
Schmidt operator if and only if it is the limit of a sequence of operators of finite
rank.

Definition 9.9. An operator A in H is called a “Hilbert–Schmidt operator” if there
exists an orthonormal basis (ej) of H such that∑

j

||Aej ||2H < ∞.

The vector space of all Hilbert–Schmidt operators on H is denoted by LHS(H).

The following result shows that it does not matter which orthonormal basis
we use to check that an operator is of the Hilbert–Schmidt class, and that LHS(H)
is thus indeed a vector space, as claimed in the definition:

Proposition 9.10. Let A be an operator on the Hilbert space H.

(i) A is a Hilbert–Schmidt operator if and only if∑
j

||Aej ||2H =
∑

j

||Afj ||2H < ∞ (9.17)

for all orthonormal bases (ej) and (fj) of H;
(ii) A is a Hilbert–Schmidt operator if and only if its adjoint A∗ is;
(iii) The set LHS(H) of all Hilbert–Schmidt operators on H is a vector subspace

of L(H) and the function || · ||HS ≥ 0 defined by the formula

||A||2HS =
∑

i

||Aei||2H (9.18)

is a norm on that subspace (the “Hilbert–Schmidt norm”).

Proof. (i) The condition is sufficient by definition of a Hilbert–Schmidt operator.
Assume conversely that

∑
j ||Aej ||2H < ∞ for one orthonormal basis (ej); if (fj)

is an arbitrary orthonormal basis we have,

||Aei||2H =
∑

j

|(Aej , fj)2H

in view of (9.1) and hence∑
i

||Aei||2H =
∑
i,j

|(Aej , fj)2H =
∑
i,j

|(ej , A
∗fj)2H,

that is, again by (9.1), ∑
i

||Aei||2H =
∑

i

||A∗fi||2H.
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Choosing (ej)j = (fj)j we have in particular∑
i

||Afi||2H =
∑

i

||A∗fi||2H (9.19)

and hence ∑
i

||Aei||2H =
∑

i

||Afi||2H

as claimed. Property

(ii) Immediately follows from (9.19).

(iii) If A and B are Hilbert–Schmidt operators then λA is trivially a Hilbert–
Schmidt operator and ||λA||HS = |λ|||A||HS for every λ ∈ C; on the other hand,
by the triangle inequality∑

j

||(A + B)ej ||2H ≤
∑

j

||Aej ||2H +
∑

j

||Bej ||2H <∞

for every orthonormal basis (ej)j hence A + B is also a Hilbert–Schmidt operator
and we have

||A + B||2HS ≤ ||A||2HS + ||B||2HS,

hence also
||A + B||HS ≤ ||A||HS + ||B||HS.

Finally, ||A||HS = 0 is equivalent to Aej = 0 for every index j that is to A = 0. �
Remark 9.11. The norm (9.18) on LHS(H) is called the “Hilbert–Schmidt norm”
in the literature.

Every Hilbert–Schmidt operator is actually the limit (in the topology defined
by the norm || · ||HS) of a sequence of operators of finite rank, and hence compact:

Proposition 9.12. Let A be an operator on the Hilbert space H.

(i) If A is of finite rank, then it is a Hilbert–Schmidt operator;
(ii) If A is a Hilbert–Schmidt operator A, then it is the limit of a sequence of

operators of finite rank in LHS(H);
(iii) In particular, every Hilbert–Schmidt operator is compact.

Proof. (i) Since A is of finite rank its kernel KerA has finite codimension in H.
Choose now an orthonormal basis (ej)j∈K, K ⊂ N, of KerA and complete it to a
full orthonormal basis (ej)j∈J of H. We have∑

j∈J

||Aej ||2H =
∑

j∈J\N

||Aej ||2H < ∞

since the index subset J\K is finite.
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(ii) Assume that the set {Aej : j ∈ J} is finite: then A is of finite rank and there is
nothing to prove in view of (i). If that set is infinite, it is no restriction, replacing
if necessary J by a smaller set to assume that all the Aej are distinct, and that
J = N. Let Ak be the linear operator defined by Akej = Aej for j ≤ k and
Akej = 0 for all other indices j. We have limk→∞ Ak = A and each Ak is of finite
rank.

Property (iii) follows because operators of finite rank are compact, and the limit
of a sequence of compact operators is compact. �

A particularly interesting situation occurs when the trace-class operator is
self-adjoint (this will be the case for the density matrices we will study in the next
section).

Proposition 9.13. Every self-adjoint trace-class operator in a Hilbert space H is a
Hilbert–Schmidt operator (and is hence compact).

Proof. Let (ei)i be an orthonormal basis of H; we have

||Aei||2H = (Aei, Aei)H = (A2ei, ei)H

and in view of Proposition 9.5 the operator A2 is of trace class. It follows that∑
i

||Aei||2H =
∑

i

(A2ei, ei)H <∞

hence A is a Hilbert–Schmidt operator as claimed. �

It turns out that, more generally, every trace-class operator can be obtained
by composing two Hilbert-Schmidt operators; since we will not use this fact we
propose its proof as an exercise:

Exercise 9.14. Show that every trace-class operator is the product of two Hilbert–
Schmidt operators, and is hence compact. [Hint: use an adequate polar decompo-
sition A = U(A∗A)1/2.]

9.2 Integral Operators

Let us specialize our discussion to the case where H is the Hilbert space L2(Rn
x).

We begin by discussing the general theory of integral operators with L2-kernel.

9.2.1 Operators with L2 kernels

In what follows we assume that A is an operator defined on the Schwartz space
S(Rn

x) by

Aψ(x) =
∫

KA(x, y)ψ(y)dny , KA ∈ L2(R2n
x,y). (9.20)
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Such an operator is bounded on L2(Rn
x): we have

||Aψ||2L2(Rn
x ) =

∫ ∣∣∣∣∫ K(x, y)ψ(y)dny

∣∣∣∣2 dnx

and, by Cauchy–Schwarz’s inequality∣∣∣∣∫ KA(x, y)ψ(y)dny

∣∣∣∣2 ≤ ∫
|KA(x, y)|2dny

∫
|ψ(y)|2dny

hence the estimate

||Aψ||L2(Rn
x ) ≤ ||KA||L2(R2n

x,y)||ψ||L2(Rn
x). (9.21)

It follows that the operator A is indeed bounded.
The integral operators (9.20) form an algebra:

Proposition 9.15. The sum and the product of two integral operators (9.20) is an
operator of the same type. More precisely, if A and B have kernels KA and KB

in L2(R2n
x,y), then A + B has kernel KA + KB ∈ L2(R2n

x,y) and AB has a kernel
KAB ∈ L2(R2n

x,y) given by

KAB(x, y) =
∫

KA(x, x′)KB(x′, y)dnx′. (9.22)

Proof. That the kernel of A+B is KA +KB is obvious; that KA +KB ∈ L2(R2n
x,y)

follows from the fact that L2(R2n
x,y) is a vector space. Let us next prove that

KAB ∈ L2(R2n
x,y). In view of Cauchy–Schwarz’s inequality

|KAB(x, y)|2 ≤
(∫

|KA(x, x′)|2dnx′
) (∫

|KB(x′, y)|2dnx′
)

and hence∫
|KAB(x, y)|2dnxdny ≤

∫ (∫
|KA(x, x′)|2dnx′

)
×

(∫
|KB(x′, y)|2dnx′

)
dnxdny

which yields∫
|KAB(x, y)|2dnxdny ≤

∫ (∫
|KA(x, x′)|2dnx′dnx

)
×

(∫
|KB(x′, y)|2dnx′

)
dny,
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that is ∫
|KAB(x, y)|2dnxdny = ||KA||L2(R2n

x,y)||KB||L2(R2n
x,y) <∞.

Let us next show that KAB(x, y) indeed is the kernel of AB. We have, for ψ ∈
L2(Rn

x),

ABψ(x) =
∫

KA(x, x′)Bψ(x′)dnx′

=
∫

KA(x, x′)
(∫

KB(x′, y)ψ(y)dny

)
dnx′.

The result will follow if we prove that we can change the order of integration, that
is: ∫

KA(x, x′)
(∫

KB(x′, y)ψ(y)dny

)
dnx′

=
∫ (∫

KA(x, x′)KB(x′, y)dnx′
)

ψ(y)dny.

For this it suffices to show that the function

F (x) =
∫∫

|KA(x, x′)KB(x′, y)ψ(y)|dnx′dny

is bounded for almost every x. Now, using again Cauchy–Schwarz’s inequality,

F (x) =
∫ (∫

|KA(x, x′)KB(x′, y)|dnx′
)
|ψ(y)|dny

≤
[∫ (∫

|KA(x, x′)KB(x′, y)|2dnx′
)

dny′
]1/2 (∫

|ψ(y)|2dny

)1/2

=
[∫ (∫

|KA(x, x′)KB(x′, y)|2dnx′
)

dny′
]1/2

||ψ||L2(Rn
x).

The function x �−→ G(x) defined by

G(x) =
∫ (∫

|KA(x, x′)KB(x′, y)|2dnx′
)

dny′

being integrable, we have G(x) < ∞ for almost every x, which concludes the
proof. �

The algebra of integral operators (9.20) is closed under the operation of
taking adjoints:

Exercise 9.16. Show, using similar precise estimates, that the adjoint A∗ of the
operator (9.20) is the integral operator with kernel KA∗ defined by KA∗(x, y) =
KA(y, x).
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9.2.2 Integral trace-class operators

In many physics books, even the best, one frequently encounters the following
claim: let A be an integral operator

Aψ(x) =
∫

KA(x, y)ψ(y)dny

such that ∫
|KA(x, x)|dnx <∞;

then A is of trace class and

Tr(A) =
∫

KA(x, x)dnx.

This statement is false without more stringent conditions on the kernel KA. (See
however the interesting discussion in §8.4.3 of Dubin et al. [33].) Here is one a
rigorous result; for the state of the art see Wong’s review paper [182]. Additional
information can be found in Gröchenig’s book [78] and paper [79]; also see Toft
[160]; an interesting precursor is Pool [133]. A very nice treatment of operators of
trace class in general spaces L2(X, µ) is Duistermaat’s contribution in [35].

Recall from standard distribution theory that the Sobolev space Hs(R2n
z )

(s ∈ R) consists of all a ∈ S′(R2n
z ) such that the Fourier transform Fa is a

function satisfying ∫
|Fa(z)|2(1 + |z|2)sd2nz < ∞.

Theorem 9.17. Let a be a function R2n
z �−→ C.

(i) If Â
Weyl←→ a is of trace class and a ∈ L1(R2n

z ), then

Tr(A) =
(

1
2π�

)n
∫

a(z)d2nz. (9.23)

(ii) If a is such that a and Fa both are in Hs(R2n
z ) with s > 2n, then Â

Weyl←→ a
is of trace class.

Notice that since S(R2n
z ) ⊂ Hs(R2n

z ) for all s ∈ R, Weyl operators with
symbols a ∈ S(R2n

z ) are automatically of trace class; since such a symbol a trivially
is in L1(R2n

z ) the trace of such an operator is indeed given by formula (9.23).
Let us give an independent proof of this property when the kernel of the

operator is rapidly decreasing (this is the case for instance for Gaussian states):

Proposition 9.18. Let KA ∈ S(R2n
x,y), KA(x, y) = KA(y, x). The self-adjoint Weyl

operator Â
Weyl←→ a with kernel KA is of trace class and

Tr(A) =
∫

KA(x, x)dnx (9.24)

with K(x, x) ≥ 0.
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Proof. The inequality KA(x, x) ≥ 0 trivially follows from KA(x, y) = KA(y, x),
and this condition is equivalent to A = A∗. Let (ψj)j be an orthonormal basis of
L2(Rn

x); then (ψj ⊗ ψk)j,k is an orthonormal basis of L2(R2n
z ). Expanding KA in

a Fourier series in that basis we have

KA(x, y) =
∑
j,k

cj,kψj(x)ψk(y)

with
cj,k = (KA, ψj ⊗ ψk)L2(R2n

x,y).

It follows that∫
KA(x, x)dnx =

∑
j,k

cj,k

∫
ψj(x)ψk(x)dnx =

∑
j

cjj .

On the other hand, by definition of the cjk,

(Aψj , ψj)L2(Rn
x ) =

∫
KA(x, y)ψj(y)ψj(x)dnx = cjj ,

hence
Tr(A) =

∑
j

(Aψj , ψj)L2(Rn
x ) =

∫
KA(x, x)dnx

as claimed. �

Self-adjoint trace-class operators are, as we have seen, Hilbert–Schmidt oper-
ators with L2 kernels; they are thus also Weyl operators with L2 symbols (Theorem
9.21). The first part of the following result which expresses the trace in terms of
the symbol is a consequence of Proposition 9.18.

Proposition 9.19. Let Â
Weyl↔ a and B̂

Weyl↔ b be self-adjoint Weyl operators of trace
class.

(i) We have

Tr Â =
(

1
2π�

)n
∫

a(z)d2nz = aσ(0) (9.25)

(aσ the twisted symbol of Â);
(ii) The trace of the compose ÂB̂ is given by the formula

Tr(ÂB̂) =
(

1
2π�

)n
∫

a(z)b(z)d2nz. (9.26)

Proof. (i) The second equality (9.25) is obvious since aσ = Fσa. Writing Âψ in
pseudo-differential form

Âψ(x) =
(

1
2π�

)n
∫∫

e
i
�
〈p,x−y〉a(1

2 (x + y), p)ψ(y)dnydnp,
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the kernel KÂ of Â is

KÂ(x, y) =
(

1
2π�

)n
∫

e
i
�
〈p,x−y〉a(1

2 (x + y), p)dnp

and hence, by (9.24),

Tr Â =
(

1
2π�

)n
∫

a(x, p)dnpdnx

which is the first equality (9.25); the second follows in view of the definition of the
symplectic Fourier transform Fσa = aσ.

(ii) We have

Tr(ÂB̂) =
(

1
2π�

)n
∫

c(z)d2nz

where c(z) is the symbol of Ĉ = ÂB̂; in view of formula (6.43) (Subsection 6.3.2
of Chapter 6) we have

c(z) =
(

1
4π�

)2n
∫∫

e
i
2�

σ(z′,z′′)a(z + 1
2z′)b(z − 1

2z′′)d2nz′d2nz′′.

Performing the change of variables u = z + 1
2z′, v = z− 1

2z′′ we have d2nz′d2nz′′ =
42nd2nud2nv and hence

c(z) =
(

1
π�

)2n
∫∫

e
i

2�
σ(u−z,v−z)a(u)b(v)d2nud2nv.

Integrating c(z) yields∫
c(z)d2nz =

(
1

π�

)2n
∫∫∫

e
2i
�

σ(u−z,v−z)a(u)b(v)d2nud2nvd2nz,

that is, expanding σ(u − z, v − z),∫
c(z)d2nz =

(
1

π�

)2n
∫∫ (∫

e
2i
�

σ(z,u−v)d2nz

)
e

2i
�

σ(u,v)a(u)b(v)d2nud2nv.

Now ∫
e

2i
�

σ(z,u−v)d2nz =
∫

e
2i
�
〈Jz,u−v〉d2nz = (π�)2n

and hence ∫
c(z)d2nz =

∫∫
δ(u − v)e

2i
�

σ(u,v)a(u)b(v)d2nud2nv

=
∫∫

δ(u − v)a(u)b(v)d2nud2nv;

formula (9.26) follows. �
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9.2.3 Integral Hilbert–Schmidt operators

Let us now prove that the integral operators (9.20), defined by

Aψ(x) =
∫

KA(x, y)ψ(y)dny

with KA ∈ L2(R2n
x,y) are Hilbert–Schmidt operators, and conversely:

Theorem 9.20. Let A be a bounded operator on L2(Rn
x).

(i) If A is a Hilbert–Schmidt operator, then it has kernel KA ∈ L2(R2n
x,y);

(ii) Conversely, any integral operator A with kernel KA ∈ L2(R2n
x,y) is a Hilbert–

Schmidt operator.

Proof. (i) In view of Schwarz’s kernel theorem there exists KA ∈ S′(R2n
x,y) such

that
Aψ(x) =

∫
KA(x, y)ψ(y)dny

(the integral be interpreted in the sense of distributions). Let us show that

(KA, Ψ)L2(R2n
x,y) < ∞ for all Ψ ∈ L2(R2n

x,y);

the claim will follow. Let (ψj)j be an orthonormal basis of L2(Rn
x); then (ψj⊗ψk)j,k

is an orthonormal basis of L2(R2n
z ). Writing

Ψ =
∑
j,k

λjkψj ⊗ ψk

we have

(KA, Ψ)L2(R2n
x,y) =

∑
j,k

λ̄jk(KA, ψj ⊗ ψk)L2(R2n
x,y)

=
∑
j,k

λ̄jk

∫∫
KA(x, y)ψk(y)ψj(x)dnydnx

=
∑
j,k

λ̄jk(Aψk, ψj)L2(Rn
x ).

Using Cauchy–Schwarz’s inequality and recalling that ||ψj ||L2(Rn
x) = 1 we get

|(KA, Ψ)L2(R2n
x,y)|2 ≤

∑
j,k

|λjk|2||Aψk||L2(Rn
x )

=
∑

k

⎛⎝∑
j

|λjk|2
⎞⎠ ||Aψk||2L2(Rn

x ),
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that is
|(KA, Ψ)L2(R2n

x,y)|2 ≤ ||Ψ||2L2(R2n
x,y)

∑
k

||Aψk||2L2(Rn
x)

noting that ∑
j

|λjk|2 ≤
∑
j,k

|λjk|2 = ||Ψ||2L2(R2n
x,y).

Since A is a Hilbert–Schmidt operator we have
∑

k ||Aψk||2L2(Rn
x ) < ∞ and hence

(KA, Ψ)L2(R2n
x,y) < ∞ which we set out to prove.

(ii) Let (ψj) be an orthonormal basis of L2(Rn
x); we have to show that∑

j

||Aψj ||2L2(Rn
x) =

∑
j

|(Aψj , Aψj)L2(Rn
x )|2 < ∞,

that is, equivalently, ∑
j

|(A∗Aψj , ψj)L2(Rn
x)|2 <∞.

The operator B = A∗A has kernel KB in L2(R2n
x,y) (Proposition 9.15 and Exercise

9.16) hence it suffices to show that∑
j

|(Bψj , ψj)L2(Rn
x)|2 <∞

for every integral operator with KB ∈ L2(R2n
x,y). We have

∑
j

|(Bψj , ψj)L2(Rn
x)|2 =

∑
j

∣∣∣∣∫ (∫
KB(x, y)ψj(y)dny

)
ψj(x)dnx

∣∣∣∣2

=
∑

j

∣∣∣∣∫∫
KB(x, y)ψj(y)dnyψj(x)dnx

∣∣∣∣2
=

∑
j

∣∣∣(KB, ψj ⊗ ψj)L2(R2n
x,y)

∣∣∣2 .

The sequence (ψj ⊗ ψj)j is orthonormal in L2(R2n
x,y), hence, in view of Bessel’s

inequality: ∑
j

|(Bψj , ψj)L2(Rn
x )|2 ≤ ||KB||L2(R2n

x,y) <∞

and we are done. �

We are next going to show that the space of integral Hilbert–Schmidt oper-
ators on L2(Rn

x) is precisely the set of Weyl operators with symbol a ∈ L2(R2n
z )

(Stein [158], Ch. XII, §4; Wong [181, 182]). This is indeed an important result,
since it will allow us a precise description of the density matrices of quantum states
in Section 9.3 using the methods of Weyl calculus.
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Theorem 9.21. The Weyl correspondence a
Weyl←→ Â induces an isomorphism be-

tween L2(R2n
z ) and the space of Hilbert–Schmidt operators on L2(Rn

x):

(i) If a ∈ L2(R2n
z ), then Â is a Hilbert–Schmidt operator on L2(Rn

x).

(ii) If conversely the kernel of a Weyl operator Â
Weyl←→ a is in L2(R2n

x,y), then
a ∈ L2(R2n

z ).
(iii) Let A be an arbitrary integral Hilbert–Schmidt operator on L2(Rn

x). There

exists a ∈ L2(R2n
z ) such that A = Â

Weyl←→ a and we have

||a||2L2(R2n
z ) = (2π�)n||KA||2L2(R2n

x,y). (9.27)

Proof. The statement (iii) follows from (i) and (ii) in view of Theorem 9.20.

(i) and (ii). We have seen (formula (6.26) in the proof of Theorem 6.12, Chapter
6) that the kernel KÂ of the Weyl operator Â and its symbol a are related by

KÂ(x, y) =
(

1
2π�

)n
∫

e
i
�
〈p,x−y〉a(1

2 (x + y), p)dnp

and also that (formula 6.25, ibid.)

a(z) =
∫

e−
i
�
〈p,y〉KA(x + 1

2y, x− 1
2y)dny.

Assume first that KA ∈ S(R2n
z ). Then the function

(x, y) �−→ KA(x + 1
2y, x− 1

2y)

is also in S(R2n
z ) and we have

|a(z)|2 =
∫∫

e−
i
�
〈p,y−y′〉KA(x + 1

2y, x− 1
2y)KA(x + 1

2y, x− 1
2y)dnydny′,

hence, integrating successively in p and x:

||a||2L2(R2n
z ) = (2π�)n

∫∫∫
δ(y − y′)|KA(x + 1

2y, x− 1
2y)|2dnydny′dnx

= (2π�)n

∫∫∫
|KA(x + 1

2y, x− 1
2y)|2dnydnx.

Setting u = x + 1
2y and v = x + 1

2y we obtain (9.27) hence the result for KA ∈
S(R2n

z ). Since S(R2n
z ) is dense in L2(R2n

z ) this equality holds for all a in L2(R2n
z )

or KA in L2(R2n
x,y); properties (i) and (ii) follow. �
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9.3 The Density Operator of a Quantum State

A density operator is a device containing all the information needed to calculate
the probabilities of the results of measurements one might perform on one part of
a quantum system, where it is assumed that no information is accessible on the
remaining part of the system. Admittedly, this explanation is somewhat sibylline,
but we will explain in detail what it really is about. While the literature devoted
to the density operator is immense, reading Fano’s foundational paper [40] is a
must.

9.3.1 Pure and mixed quantum states

Let us begin by giving a strict mathematical definition of a density operator in
terms of the concepts introduced in the previous sections.

Definition 9.22. A “density operator” on a separable Hilbert spaceH is an operator
ρ̂ : H −→ H having the following properties:

(i) ρ̂ is self-adjoint and semi-definite positive: ρ̂ = ρ̂∗, ρ̂ ≥ 0;
(ii) ρ̂ is of trace class and Tr(ρ̂) = 1.

It follows from Proposition 9.13 which says that a self-adjoint trace-class
operator that is a density operator is in particular a Hilbert–Schmidt operator
(and is hence compact).

In quantum mechanics the Hilbert space H is usually realized as a space of
square-integrable functions, typically L2(Rn

x) (or a closed subspace of L2(R2n
z ), see

Chapter 10).

Here is a first example of a density operator. Let us assume that we are in
presence of a well-defined quantum state, represented by an element ψ �= 0 of
H. Such a state is called a pure state in quantum mechanics. It is no restriction
to assume that ψ is normalized, that is ||ψ||H = 1, so that the mathematical
expectation of Â is

〈Â〉ψ = (Âψ, ψ)H. (9.28)

Consider now the projection operator

ρ̂ψ : H −→ {αψ : α ∈ C} (9.29)

of H on the “ray” generated by ψ. For each φ ∈ H we have

ρ̂ψφ = αψ , α = (φ, ψ)H. (9.30)

We will call ρ̂ψ the pure density operator associated with ψ; it is a trace-class
operator with trace equal to 1.

Exercise 9.23. Check this statement in detail.
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Observe that when H =L2(Rn
x), formula (9.30) can be written

ρ̂ψφ(x) =
∫

ψ(x)ψ(y)φ(y)dny,

hence the kernel of ρ̂ψ is just the tensor product

Kρ̂ψ
= ψ ⊗ ψ. (9.31)

We are going to see that the pure density operator ρ̂ψ is in this case a Weyl
operator. We have in fact already encountered its symbol ρψ in Chapter 6: it is
the Wigner transform of the function ψ! Let us prove this essential property:

Proposition 9.24. Let ρ̂ψ be the density operator associated to a pure state ψ by
(9.30).

(i) The Weyl symbol ρψ of ρ̂ψ is the Wigner transform Wψ of ψ and thus

ρ̂ψφ(x) =
(

1
2π�

)n
∫̃∫

e
i
�
〈p,x−y〉Wψ(1

2 (x + y), p)φ(y)dnydnp, (9.32)

that is
ρ̂ψ =

(
1

2π�

)n
∫

Wσψ(z)T̂ (z)d2nz (9.33)

where Wσψ = FσWψ is the symplectic Fourier transform of Wψ.

(ii) Let Â
Weyl←→ a. If ||ψ||L2(Rn

x ) = 1, then

〈Â〉ψ = Tr(ρ̂ψÂ) (9.34)

(〈Â〉ψ = (Âψ, ψ)L2(Rn
x ) the mathematical expectation of Â in the state ψ).

Proof. (i) We have

ρ̂ψφ(x) = (φ, ψ)L2(Rn
x )ψ(x) =

∫
φ(y)ψ(x)ψ(y)dny,

hence the kernel of ρ̂ψ is ψ⊗ψ. In view of formula (6.25) (Theorem 6.12, Subsection
6.2.2 of Chapter 6) the Weyl symbol ρψ of ρ̂ψ is given by

ρψ(z) =
(

1
2π�

)n
∫

e−
i
�
〈p,y〉ψ(x + 1

2y)ψ(x + 1
2y)dny,

that is ρψ(z) = Wψ(z) as claimed.

(ii) In view of formula (6.71) in Proposition 6.45 (Subsection 6.4.2 of Chapter 6)
we have

〈Â〉ψ =
∫

a(z)Wψ(z)d2nz.

Formula (9.34) follows from (i) using the expression (9.26) in Proposition 9.19
giving the trace of the compose of two Weyl operators. �
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Exercise 9.25. Check directly part (i) of Proposition 9.24 assuming that Â has a
discrete spectrum (λj)j and corresponding orthonormal eigenvector basis (ψj)j∈N.

Exercise 9.26. Look after formula (9.34) in any classical book on quantum me-
chanics and analyze in detail the way it is derived.

We have so far been assuming that the quantum system under consideration
was in a well-known state characterized by a function ψ. Unfortunately things are
not always that simple in the quantum world. Suppose for instance that we have
the choice between a finite or infinite number of states, described by functions
ψ1, ψ2, . . . , each ψj having a probability αj to be the “true” description. We can
then form a weighted “mixture” of the ψj by forming the convex sum

ψ =
∞∑

j=1

αjψj ,
∞∑

j=1

αj = 1 , αj ≥ 0. (9.35)

We will say that ψ is a mixed state.

Definition 9.27. The density operator of the mixed state (9.35) is the self-adjoint
operator

ρ̂ =
∞∑

j=1

αj ρ̂ψj (9.36)

where the real numbers αj satisfy the conditions (9.35) above.

It is clear that ρ̂ is a density operator in the sense of Definition 9.22: since
trace-class operators form a vector space, ρ̂ is indeed of trace class and its trace is
1 since Tr(ρ̂j) = 1 and the αj sum to 1. That ρ̂ = ρ̂∗ is obvious, and the positivity
of ρ̂ follows from the fact that αj ≥ 0 for each j. We will see below (Corollary
9.29) that any density operator on L2(Rn

x) is actually of the type (9.36).
The importance of the distinction between pure and mixed states can be seen

from the following argument: in quantum mechanics one wants to calculate the
mathematical expectations (or “averages”) of observables (position, momentum,
the energy, to name a few). Assume that we want to study a system (S); in
practice (S) is always a part of a larger system (S̃) (for instance the Universe. . . ).
The Hilbert space of the states is thus H̃ = H⊗H′ where H is the Hilbert space
of (S) and H′ corresponds to degrees of freedom external to (S). Assume that the
total system (S̃) is in some pure state ψ̃ ∈ H̃ and let A : H −→ H be an observable
of its subsystem (S). Define the mathematical expectation of A by

〈A〉ψ̃ = ((A ⊗ I ′)ψ̃, ψ̃)H̃

where I ′ is the identity operator in H′. Unless ψ̃ = ψ ⊗ ψ′ there exists no ψ ∈ H
such that 〈A〉ψ̃ = 〈A〉ψ and we can thus not calculate the expectation of the ob-
servable A unless we incorporate in one way or another some statistical information
about the total system.
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Here is a very important result that describes all density matrices in a Hilbert
space H.

Theorem 9.28. Let ρ̂ be an operator on a Hilbert space H.

(i) ρ̂ is a density operator if and only if there exists a (finite or infinite) sequence
(αj) of positive numbers and finite-dimensional pairwise orthogonal subspaces
Hj of H such that

ρ̂ =
∑

j

αj ρ̂Hj and
∑

j

αj dimHj = 1 (9.37)

where ρ̂Hj is the orthogonal projection H −→ Hj;
(ii) We have

0 ≤ Tr(ρ̂2) ≤ Tr(ρ̂) ≤ 1 (9.38)

for every density operator ρ̂; and Tr(ρ̂2) = 1 if and only if ρ̂ is a pure-state
density operator.

Proof. The statement (i) is just Proposition 9.8, taking into account that the
orthogonal projections ρ̂j are self-adjoint.

(ii) Since the spaces Hj are pairwise orthogonal we have ρ̂Hj ρ̂Hk
= 0 if j �= k

and hence ρ̂2 =
∑

j α2
j ρ̂Hj . The condition

∑
j αj dimHj = 1 implies that we must

have αj ≤ 1 for each j so that

Tr ρ̂2 =
∑

j

α2
j dimHj ≤

∑
j

αj dimHj = 1.

We have seen that if ρ̂ is a pure-state density operator then it is a projection of
rank 1, hence ρ̂2 = ρ̂ has trace 1. Suppose conversely that Tr(ρ̂2) = 1, that is∑

j

α2
j dimHj =

∑
j

αj dimHj = 1.

Since dimHj > 0 for every j, this equality is only possible if the numbers αj

are either zero or 1; since the case αj = 0 is excluded it follows that the sum∑
j αj dimHj = 1 reduces to one single term, say αj0 dimHj0 = 1 so that ρ̂ =

αj0Pj0 and ρ̂2 = α2
j0

ρ̂Hj0
. The equality Tr(ρ̂) = Tr(ρ̂2) = 1 can hold if and only if

αj0 = 1, hence dimHj0 = 1 and ρ̂ is a projection of rank 1, and hence a pure-state
density operator. �

Specializing to the case where H = L2(Rn
x) we get:

Corollary 9.29. An operator ρ̂ : L2(Rn
x) −→ L2(Rn

x) is a density operator if and
only if there exists a family (ψj)j∈J in L2(Rn

x), a sequence (λj)j∈J of numbers
λj ≥ 0 with

∑
j∈J

λj = 1 such that the Weyl symbol ρ of ρ̂ is given by

ρ =
∑
j∈J

λjWψj. (9.39)
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Proof. Assume that the Weyl symbol of ρ̂ is given by (9.39); in view of Proposition
9.24 and the discussion preceding it we have

ρ̂ =
∑
j∈J

αj ρ̂j

where ρ̂j is the orthogonal projection on the ray {αψj : α ∈ C}. It follows that ρ̂
is a density operator. If conversely ρ̂ is a density operator on L2(Rn

x), then there
exist pairwise orthogonal finite dimensional subspaces H1, H2,. . . of L2(Rn

x) such
that

ρ̂ =
∑

j

αj ρ̂Hj ,
∑

j

mjαj = 1

with ρ̂Hj the orthogonal projection on Hj and mj = dimHj . Choose now an
orthonormal basis ψ1, . . . , ψm1 of H1, an orthonormal basis ψm1+1, . . . , ψm1+m2+1

of H2, and so on. The Weyl symbol of ρ̂ is

ρ = α1

m1∑
j=1

Wψj + α2

m1+m2+1∑
j=m1

Wψj + · · ·

which is (9.39), setting λj = mjαj . �

Part (iii) of Theorem 9.28 above motivates the definition of the notion of
purity of a quantum state which plays an important role in quantum optics and
the theory of squeezed states:

Definition 9.30. Let ρ̂ be a density operator on H; the number µ(ρ̂) = Tr(ρ̂2) is
called the “purity of the quantum state” ρ̂ represents.

The purity of a state satisfies the double inequality 0 ≤ µ(ρ̂) ≤ 1. We will
come back to it in the next subsection when we study Gaussian states.

Exercise 9.31. Show that a quantum state is pure if and only if its purity equals 1.

Recalling (formula (9.31) that the operator kernel of the density operator of
a pure state ψ is just the tensor product ψ ⊗ ψ, we have more generally:

Corollary 9.32. Let the density operator ρ̂ be given by formula (9.37) and let
(ψjk)j,k be a double-indexed family of orthonormal vectors in L2(Rn

x) such that
the subfamily (ψjk)k is a basis of Hj for each j.

(i) The kernel Kρ̂ of ρ̂ is given by

Kρ̂(x, y) =
∑
j,k

λjψjk(x) ⊗ ψjk(y) with
∑

j λj = 1. (9.40)

(ii) The Weyl symbol of ρ̂ is given by

a(z) =
∑
j,k

λjWψjk(z) (9.41)

(Wψjk the Wigner transform of ψjk).
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Proof. (i) We have

ρ̂ψ =
∑

j

λj ρ̂ψ =
∑
j,k

λj(ψ, ψjk)Hψjk

that is, by definition of the scalar product:

ρ̂ψ =
∑

j

λj ρ̂ψ =
∑
j,k

λj

∫
ψjk(x)ψ(y)ψjk(y)dny

which is (9.40).

(ii) Formula (9.41) for the symbol immediately follows from (9.40) in view of
Proposition 9.24(i). �

9.3.2 Time-evolution of the density operator

Assume now that we are studying a partial known quantum system which is chang-
ing with time; we assume that it is described by a mixed state (9.35):

ψ =
∞∑

j=1

αjψj ,

∞∑
j=1

αj = 1 , αj ≥ 0 (9.42)

and that the time evolution of each ψj is governed by a collective Schrödinger
equation

i�
∂ψ

∂t
= Ĥψ.

We denote by (Ût) the evolution operator determined by that equation: ψ(x, t) =
Ûtψ(x, 0); this operator is unitary and satisfies

i�
d

dt
Ût = ĤÛt , i�

d

dt
Û∗

t = −Û∗
t Ĥ . (9.43)

Proposition 9.33. Let ρ̂ be the density operator at time t = 0 of the mixed state
(9.42).

(i) At time t this density operator is given by the formula

ρ̂t = Ûtρ̂Û∗
t ;

(ii) The mapping t �−→ ρ̂t satisfies the operator equation

i�
d

dt
ρ̂t = [Ĥ, ρ̂t]. (9.44)
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Proof. To prove (i) it suffices to note that for all ψ, φ ∈ L2(Rn
x)

ρ̂Ûtψφ = (φ, Ûtψ)L2(Rn
x )Ûtψ

= (Û∗
t φ, ψ)L2(Rn

x )Ûtψ

= Ûtρ̂ψÛ∗
t φ.

Differentiating ρ̂t = Ûtρ̂Û∗
t in t now yields, using formulae (9.43),

i�
d

dt
ρ̂t = i�

d

dt
(Ûtρ̂Û∗

t )

= ĤÛtρ̂Û∗
t + Ûtρ̂(−Û∗

t Ĥ)

= Ĥρ̂t − ρ̂tĤ

which proves (ii). �

Remark 9.34. The evolution equation (9.44) should not be confounded with the
Heisenberg equation of elementary quantum mechanics2; it is actually the quan-
tized form of Liouville’s equation

∂ρcl

∂t
= {H, ρcl} (9.45)

from classical statistical mechanics.

We emphasize that there are many theoretical (and practical) advantages in
using the density operator formalism instead of wave-functions (see Messiah [123],
Chapter VIII, for a lucid discussion of the notion of density operator from a leading
physicist’s viewpoint). First, it is always possible to represent a quantum state
by a density operator, whether this state is pure or mixed; one can a posteriori
determine the purity of this state by calculating the trace of the square of the
density operator of this state. Secondly, the wave-function of a pure state is only
defined up to a complex factor (or a phase, when the wave-function is normalized),
while the corresponding density operator is uniquely defined. For mixed states
the situation is even more clear-cut: there is a great arbitrariness in a statistical
mixture

ψ =
∞∑

j=1

αjψj .

Unless the ψj are all linearly independent (which is generally not the case!), the de-
composition above is never unique in opposition to the associated density operator
which is independent of the way the mixture is written.

2All the quantities involved are written in the “Schrödinger representation”.
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9.3.3 Gaussian mixed states

Gaussian functions, which we already have encountered several times, are objects
of particular interest. This is not only because they are relatively easy to calculate
with: in addition to being intensively studied in quantum optics they will allow us
to link the quantum blobs of Chapter 8 to the Wigner transform of a mixed state.

Recall (Corollary 8.48, Section 8.5) that the Wigner transform of a normal-
ized pure state

ψ0(x) =
(

det X
(π�)n

)1/4

exp
[− 1

2�
〈(X + iY )x, x〉]

is given by the formula

Wψ0(z) =
(

1
π�

)n
e−

1
�
〈Gz,z〉

where G is the symmetric positive symplectic matrix

G =
[
X + Y X−1Y Y X−1

X−1Y X−1

]
.

The function Wψ0 satisfies∫
Wψ0(z)d2nz = ||ψ0||2L2(Rn

x ) = 1

(formula (6.68) of Chapter 6, Section 6.4). If we want Wψ0 to be the Weyl symbol
of a density operator we have to renormalize ψ0 and replace it by (2π�)nψ0. More
generally, consider a phase-space Gaussian

WF (z) = 2n
√

detFe−
1
�
〈Fz,z〉 (9.46)

where F = FT > 0. Setting F = �
2Σ−1 shows that WF is the probability distri-

bution
WF (z) = (2π�)nρΣ(z) (9.47)

where
ρΣ(z) =

(
1
2π

)n (det Σ)−1/2e−
1
2 〈Σ−1z,z〉;

in particular (
1

2π�

)n
∫

WF (z)d2nz = 1

so that WF is a priori a good candidate for being the symbol of a density operator.
Define in fact the Weyl operator ρ̂Σ,

ρ̂Σψ(x) =
(

1
2π�

)n
∫∫

e
i
�
〈p,x−y〉WF (z)(1

2 (x + y), p)ψ(y)dnydnp, (9.48)
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that is3

ρ̂Σψ(x) =
∫∫

e
i
�
〈p,x−y〉ρΣ(z)(1

2 (x + y), p)ψ(y)dnydnp; (9.49)

this operator will be the density operator of some quantum state if the three
following conditions are fulfilled:

• ρ̂Σ is self-adjoint: ρ̂Σ = ρ̂∗Σ;

• ρ̂Σ is of trace class and Tr ρ̂Σ = 1;

• ρ̂Σ is non-negative: ρ̂Σ ≥ 0.

It is clear that ρ̂Σ = ρ̂∗Σ since ρΣ is real; the operator ρ̂Σ = ρ̂∗Σ is of trace-class
because of Proposition 9.18, which tells us that in addition

Tr ρ̂Σ =
(

1
2π�

)n
∫

WF (z)d2nz = 1.

So far, so good. How about the positive semi-definiteness property ρ̂Σ ≥ 0? As
we already have noticed before, in Subsection 8.5.3 of the last chapter, the fact
that the symbol of a Weyl operator is positive does not imply that the operator
itself is positive. The obstruction, as we hinted at, is related to the uncertainty
principle of quantum mechanics: if the Gaussian ρΣ is too sharply peaked, then
ρ̂Σ will not be the density of a quantum state. It however follows from Corollary
8.55 of Proposition 8.54 that if we “average” ρΣ over a quantum blob, then we
will always obtain the Wigner transform of a mixed state. In fact, the following
precise result holds (cf. de Gosson [72]):

Theorem 9.35. Let Q = S(B2n(
√

�)), S ∈ Sp(n), be a quantum blob and WQ the
associated normalized Gaussian:

WQ(z) =
(

1
π�

)n
e−

1
�
〈(SST )−1z,z〉.

(i) The convolution product WΣ,Q = ρΣ ∗WQ is the Wigner transform of a mixed
state ρ̂Σ,Q;

(ii) We have

WΣ,Q(z) = Wρ̂(z) =
(

1
π�

)n√detKe−
1
�
〈Kz,z〉 (9.50)

where the symplectic spectrum of K is the image of that of F = �
2Σ−1 by the

mapping λ �−→ λ/(1 + λ).

Proof. (i) The Weyl operator ρ̂Σ,Q with symbol WΣ,Q(z) is self-adjoint, and as-
suming that (9.50) holds we have

Tr ρ̂Σ,Q =
∫

WΣ,Q(z)d2nz = 1

3Beware that ρΣ is not the symbol of ρ̂Σ!
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so there remains to check the positivity of ρ̂Σ,Q; the latter follows from Corollary
8.55 of Proposition 8.54.

(ii) Setting G = (SST )−1 we have

WΣ,Q(z) =
(

1
π�

)2n√
detF

∫
e−

1
�
〈F (z−z′),(z−z′)〉e−

1
�
〈Gz′,z′〉d2nz′;

and the change of variables z′′ = S−1z′ yields

WΣ,Q(Sz) =
(

1
π�

)2n√detF

∫
e−

1
�
〈ST FS(z−z′′),(z−z′′)〉e−

1
�
|z′′|2d2nz′′.

Replacing if necessary S by another symplectic matrix we may assume, in view of
Williamson’s theorem, that

ST FS = D =
[
Λσ 0
0 Λσ

]
where Λσ = diag[λ1, . . . , λn] , (λ1, . . . , λn) the symplectic spectrum of F , and
hence

WΣ,Q(Sz) =
(

1
π�

)2n√detD

∫
e−

1
�
〈D(z−z′′),z−z′′〉e−

1
�
|z′′|2d2nz′′.

Using the elementary convolution formula∫ ∞

−∞
e−a(u−t)2e−bt2dt =

√
π

a + b
exp

(
− ab

a + b
u2

)
valid for all a, b > 0 together with the fact that the matrix D is diagonal, we find

WΣ,Q(Sz) =
(

1
π�

)n

(detD(I + D)−1)1/2 exp
[
−1

�

〈
D(I + D)−1z, z

〉]
,

that is

WΣ,Q(z) = exp
[
−1

�
zT (S−1)T D(I + D)−1S−1z

]
.

Setting
K = (S−1)T D(I + D)−1S−1

we obtain formula (9.50). There remains to show that the moduli of the eigenvalues
of JK are not superior to 1. Since S ∈ Sp(n) we have J(S−1)T = SJ and hence

JK = SJD(I + D)−1S−1

has the same eigenvalues as JD(I + D)−1. Now,

JD(I + D)−1 =
[

0 Λσ(I + Λσ)−1

−Λσ(I + Λσ)−1 0

]
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so that the eigenvalues µσ,j of JF are the numbers

µσ,j = ±i
λσ,j

1 + λσ,j
(9.51)

which are such that |µσ,j | ≤ 1 which was to be proven. �

The result above leads us to ask the following question: which conditions (if
any) should one impose on the covariance matrix Σ in the formula

ρΣ(z) =
(

1
2π

)n (detΣ)−1/2e−
1
2 〈Σ−1z,z〉

in order that it be the Wigner transform of some quantum state? Writing (9.47)
in the form

W (z) =
(

1
π�

)n√detFe−
1
�
〈Fz,z〉

a partial answer is already given by Proposition 8.47 (Section 8.5, Chapter 8)
which implies that if F is symplectic, then W is the Wigner transform of the pure
Gaussian state

ψ(x) =
(

det X
(π�)n

)1/4

exp
[− 1

2�
〈(X + iY )x, x〉]

where the symmetric matrices X, Y are determined from F . Let us discuss the
case of more general covariance matrices Σ.

The following result, which is no more than a consequence of Theorem 9.35
above, shows that in a sense the Gaussians which are Wigner transforms of pure
Gaussian states are the lower limit for what is acceptable as a candidate for the
Wigner transform of a quantum state. Recall that the covariance matrix Σ is said
to be quantum mechanically admissible if its symplectic spectrum is such that

Specσ(Σ) ≥ (1
2�, 1

2�, . . . , 1
2�) (9.52)

(Proposition 8.27 in Subsection 8.3.4 of Chapter 8).

Corollary 9.36. Let ρΣ be the phase-space Gaussian

ρΣ(z) =
(

1
2π

)n (det Σ)−1/2e−
1
2 〈Σ−1z,z〉.

(i) The operator ρ̂Σ associated to ρΣ by formula (9.49) is the Wigner transform
of the density operator of a mixed quantum state, if and only if the covariance
matrix Σ is quantum mechanically admissible;

(ii) When this is the case, the purity of that state is

µ(ρ̂Σ) =
(

�

2

)n

(detΣ)1/2.
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Proof. In view of Williamson’s symplectic diagonalization theorem there exists
S ∈ Sp(n) such that

ST ΣS =
[
Λσ 0
0 Λσ

]
, Λσ = diag[λ1, . . . , λn]

where λ1, . . . , λn is the symplectic spectrum of Σ. In view of (9.52) we have λ1 ≥
· · · ≥ λn ≥ 1

2� so that ST ΣS ≥ ST Σ0S where Σ0 = 1
2�I (I the 2n × 2 identity

matrix), and hence also Σ ≥ Σ0. This allows us to write

ρΣ = ρΣ−Σ0 ∗ ρΣ0

and (i) now follows from Theorem 9.35. Let us calculate the purity of ρ̂Σ. In view
of formula (9.26) in Proposition 9.19 we have

µ(ρ̂Σ) = Tr(ρ̂2
Σ) =

(
1

2π�

)n
∫

W 2
F (z)d2nz,

that is, since WF = (2π�)nρΣ,

µ(ρ̂Σ) = (2π�)n

∫
ρ2
Σ(z)d2nz.

We have ∫
ρ2
Σ(z)d2nz =

(
1
2π

)2n (detΣ)−1

∫
e−〈Σ−1z,z〉d2nz.

Recalling that if M is a positive definite symmetric matrix, then∫
e−〈Mz,z〉d2nz = πn(detM)−1/2

we have ∫
ρ2
Σ(z)d2nz =

(
1
4π

)n (detΣ)1/2

and hence

µ(ρ̂Σ) =
(

�

2

)n

(det Σ)1/2.

Notice that since detΣ ≥ (1
2�)n for an admissible Σ in view of (9.52) we indeed

have µ(ρ̂Σ) ≤ 1. �



Chapter 10

A Phase Space Weyl Calculus

Most traditional presentations of quantum mechanics (in its wave-mechanical
form) begin with the Schrödinger equation

i�
∂ψ

∂t
= H(x,−i�∂x)ψ (10.1)

where H(x,−i�∂x) is an operator acting on functions of the position variables
and associated in some convenient (often ad hoc) way to the Hamilton function

H ; one possible choice is the Weyl operator Ĥ
Weyl←→ H . Our own presentation

in the previous chapters has complied with this tradition, but the reader will
probably remember that we have at several times mentioned that it is possible to
write a phase space Schrödinger equation. In this chapter we will actually show
that simple considerations involving no more than the invariance properties of the
Poincaré–Cartan form pdx−Hdt lead to such an equation.

In the first section we begin by discussing the relevance and logical need for
Schrödinger equations in phase space, and thereafter define a fundamental trans-
form which will allow us to give equivalent formulations of quantum mechanics in
phase space. We thereafter introduce the phase-space Schrödinger equations, with
a special emphasis on its most symmetric variant, which we write formally – and
hopefully suggestively – in the form

i�
∂Ψ
∂t

= H(1
2x + i�∂p,

1
2p− i�∂x)Ψ (10.2)

when n = 1; the function Ψ depends on z = (x, p) and t. This equation has a
certain aesthetic appeal, because it reinstates in quantum mechanics the symmetry
of classical mechanics in its Hamiltonian formulation, where the time-evolution is
governed by the equations

ẋ = ∂pH(x, p, t) , ṗ = −∂xH(x, p, t);
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in both cases the variables x and p are placed, up to a change of sign, on the same
footing.

10.1 Introduction and Discussion

In Chapter 6 the Heisenberg–Weyl operators were used as the cornerstones for the
definition of Weyl pseudo-differential calculus: to a conveniently chosen symbol a
we associated an operator Â acting on the Schwartz space S(Rn

x) by

Âψ(x) =
(

1
2π�

)n
∫

aσ(z0)T̂ (z0)ψ(x)d2nz0

(Definition 6.9 in Chapter 6, Section 6.2); the twisted symbol aσ is the symplectic
Fourier transform Fσa of a; equivalently, using the Grossmann–Royer operators:

Âψ(x) =
(

1
π�

)n
∫

a(z0)T̃ (z0)ψ(x)d2nz0.

The considerations above inexorably lead us to associate to Â an operator Âph

acting on S(R2n
z ) by the formula

Âph Ψ(z) =
(

1
2π�

)n
∫

aσ(z0)T̂ph(z0)Ψ(z)d2nz0

where T̂ph and T̃ph are variants of the Heisenberg–Weyl operator acting on phase-
space functions defined by

T̂ph(z0)Ψ(z) = e−
i

2�
σ(z,z0)Ψ(z − z0)

where σ is the standard symplectic form. Equivalently, redefining the Grossmann–
Royer operators in a suitable way one has the formula

Âph ψ(x) =
(

1
π�

)n
∫

a(z0)T̃ph(z0)ψ(x)d2nz0.

We are going to study these operators in detail in Section 10.3; let us first motivate
our constructions.

10.1.1 Discussion of Schrödinger’s argument

Schrödinger’s equation (10.1) governing the time-evolution of matter waves can be
rigorously justified for quadratic or linear potentials if one uses the theory of the
metaplectic group, but it cannot be mathematically justified for arbitrary Hamilto-
nian functions. The fact that Schrödinger’s equation governs the evolution of mat-
ter waves for arbitrary Hamiltonians is a physical postulate which can only be made
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plausible by using formal analogies: this is what is done in all texts on quantum
mechanics (see for instance Dirac [31], p. 108–111). So how did Schrödinger arrive
at his equation? He actually elaborated on Hamilton’s optical–mechanical analogy,
and took several mathematically illegitimate steps applying the Hamilton–Jacobi
theory (see Jammer [97] or Moore [125] for a thorough discussion of Schrödinger’s
argument). Here is the idea, somewhat oversimplified. Schrödinger’s starting point
was that a “matter wave” consists – as all waves do – of an amplitude and of a
phase. Consider now a system with Hamiltonian H represented by a phase-space
point z(0) at time t = 0. That system evolves with time and is represented by a
point z(t) at time t. Schrödinger postulated that the phase Φ of the associated
matter wave satisfied by Hamilton–Jacobi’s equation

∂W

∂t
+ H(x, ∂xΦ, t) = 0. (10.3)

That postulate allowed him, using some non-rigorous mathematical manipulations,
to arrive at his equation (10.1). Let us now make the following observation: the
phase Φ of the matter wave is just the phase of the Lagrangian manifold p =
∂xΦ(x, t); in view of our discussion in Chapter 5 the change of that phase is the
line integral

∆Φ =
∫

Γ

pdx−Hdt (10.4)

calculated along the arc of extended phase-space trajectory Γ joining (z(0), 0) to
(z(t), t). Let us assume that the Hamiltonian flow (fH

t ) is free for small t �= 0 (this
is the case if H is of the type “kinetic energy + potential”, for instance); then
the initial and final position vectors x(0) and x(t) uniquely determine p(0) and
p(t), so that ∆Φ can be identified with the generating function W (x0, x, t). This
property is intimately related to the fact that the Poincaré–Cartan form

αH = pdx−Hdt

is a relative integral invariant ; equivalently the exterior derivative

dαH = dp ∧ dx − dH ∧ dt

vanishes on trajectory tubes. As already discussed in Subsection 5.2.1 of Chapter
5, this property is actually shared by any of the differential forms

α
(λ)
H = λpdx + (λ− 1)xdp−Hdt

where λ is an arbitrary real number. It turns out that a particularly neat choice
is λ = 1/2 because it leads to the form

α
(1/2)
H =

1
2
σ(z, dz)−Hdt (10.5)
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where the variables x and p play (up to the sign) similar roles. Let us investigate
the quantum-mechanical consequences of this choice. In Section 5.5 of Chapter 5
we considered the Schrödinger equation

i�
∂ψ

∂t
= σ̂(ẑ, z0)ψ , ψ(·, 0) = ψ0 (10.6)

where the operator
σ̂(ẑ, z0) = 〈−i�∂x, x0〉 − 〈p0, x〉

was obtained using Weyl correspondence from the translation Hamiltonian
Hz0(z) = σ(z, z0). We checked that the solution of (10.6) was given by

ψ(x, t) = T̂ (tz0)ψ0(x)

where T̂ (z0) is the usual Heisenberg–Weyl operator; explicitly

ψ(x, t) = e
i
�

Φ(x,t)ψ0(x− tx0)

where the phase
Φ(x, t) = t〈p0, x〉 − 1

2 t2〈p0, x0〉
is obtained by integrating the Poincaré–Cartan form αHz0

along the extended
phase-space trajectory Γ leading from (z − tz0, 0) to (z, t). Suppose now that we
replace in the procedure above αHz0

by α
(1/2)
Hz0

; mimicking the proof of Proposition

5.46 we find that the integral of α
(1/2)
Hz0

is∫
Γ

α
(1/2)
Hz0

= − t

2
σ(z, z0).

In analogy with the definition of the Heisenberg–Weyl operators we can thus define
an operator T̂ph(z0) acting on functions of z = (x, p) by the formula

T̂ph(z0)Ψ0(z) = e−
i

2�
σ(z,z0)T (z0)Ψ0(z).

A straightforward calculation shows that the function

Ψ(z, t) = T̂ph(tz0)Ψ0(z) = e−
i
2�

σ(z,z0)Ψ0(z − tz0)

satisfies the first-order partial differential equation

i�
∂Ψ
∂t

=
1
2
σ(z, z0)Ψ− i� 〈z0, ∂z〉Ψ;

rearranging the terms in the right-hand side of this equation shows that it can be
rewritten formally as

i�
∂Ψ
∂t

= σ
(

1
2x + i�∂p,

1
2p− i�∂x; x0, p0

)
Ψ. (10.7)



10.1. Introduction and Discussion 307

The replacement of αH by its symmetrized variant α
(1/2)
Hz0

has thus led us to the
replacement of the usual quantum rules xj −→ xj by the phase-space quantum
rules

xj −→ X̂j =
1
2
xj + i�

∂

∂pj
, pj −→ P̂j =

1
2
pj − i�

∂

∂xj
. (10.8)

Notice that the operators X̂j, P̂j obey the usual canonical commutation relations

[X̂j , P̂k] = −i�δjk

so that our discussion of the Heisenberg algebra and group in the first section
of Chapter 6 suggests that these quantization rules could be consistent with the
existence of an irreducible representation of the Heisenberg group in phase space.
We will prove that this is indeed the case.

The equation (10.7) corresponds, as we have seen, to the choice λ = 1/2 for
the integral invariant α

(λ)
H . Of course any other choice is a priori equally good

from a purely mathematical point of view. For instance the choice λ = 0 would
lead to another phase-space Schrödinger equation, namely

i�
∂Ψ
∂t

= σ(x + i�∂p,−i�∂x; x0, p0)Ψ (10.9)

and thus corresponds to the quantum rules

xj −→ xj + i�
∂

∂pj
, pj −→ −i�

∂

∂xj
.

These have been considered and exploited by Torres-Vega and Frederick [162, 163]
(see our discussion of their phase-space Schrödinger equation in [73]). It turns out,
as we will see, that the “symmetrized” choice (10.8) is the most convenient for
the determination of which solutions correspond to true quantum states (pure or
mixed), and directly related to the “quantum blobs” introduced and studied in
Chapter 8.

10.1.2 The Heisenberg group revisited

Recall from Chapter 6 that the Heisenberg group Hn is the extended phase space
R2n+1

z,t equipped with the composition law

(z, t)�(z′, t) = (z + z′, t + t′ + 1
2σ(z, z′));

the operators
T̂ (z0, t0) = e

i
�
(〈p0,x〉− 1

2 〈p0,x0〉+t0)T (z0)

then formed a unitary representation of Hn in the Hilbert space L2(Rn
x).
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Let us define operators T̂ph(tz0) by letting them act on L2(R2n
z ) by the

formula
T̂ph(tz0)Ψ0(z) = e

i
�

ϕ′(z,t)T (tz0)Ψ0(z)

(the subscript “ph” stands for “phase space”), where the phase ϕ′(z, t) is obtained
by integrating, not the Poincaré–Cartan form

αHz0
= pdx− σ(z, z0)

corresponding to the translation Hamiltonian, but rather its symmetrized variant

α
(1/2)
Hz0

= 1
2σ(z, dz)−Hz0dt.

This yields after a trivial calculation

ϕ′(z, t) = − 1
2Hz0(z)t = − 1

2σ(z, z0)t (10.10)

so that
T̂ph(tz0)Ψ0(z) = e−

it
2�

σ(z,z0)tΨ0(z − tz0). (10.11)

Let us denote by U(L2(R2n
z )) the set of unitary operators acting on L2(R2n

z ).

Definition 10.1. The “symplectic phase-space representation” of the Heisenberg
group Hn is the mapping (z0, t0) �−→ T̂ph(z0, t0) from Hn to U(L2(R2n

z )) defined by

T̂ph(z0, t0)Ψ(z) = e
i
�

t0 T̂ph(z0)Ψ(z) (10.12)

where the operator
T̂ph(z0) = e−

i
2�

σ(z,z0)tT (z0)

is obtained by (10.11) setting t = 1.

That the operators T̂ph(z0, t0) are unitary for each (z0, t0) ∈ R2n
z × Rt is

obvious since we have

|T̂ph(z0, t0)Ψ(z)|2 = |Ψ(z − z0)|2

and hence ∫
|T̂ph(z0, t0)Ψ(z)|2d2nz = ||Ψ||2L2(R2n

z ) .

A straightforward calculation moreover shows that

T̂ph(z0, t0)T̂ph(z1, t1) = T̂ph(z0 + z1, t0 + t1 + 1
2σ(z0, z1)) (10.13)

so that T̂ph is indeed a representation of Hn on some subspace of L2(R2n
z ) (cf.

formula (6.12 in Chapter 6, Subsection 6.1.2). We will describe this space in Sub-
section 10.2.2 but let us make the following remark: we could actually have decided
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to let the Heisenberg–Weyl operators themselves act on phase-space functions by
the formula

T̂ (z0, t0)Ψ(z) = e
i
�
(〈p0,x〉− 1

2 〈p0,x0〉)Ψ(z − z0).

The reason for our choice

T̂ph(z0)Ψ(z) = e−
i
2�

σ(z,z0)tΨ(z − z0)

is that it places, from the very beginning, the variables x and p on the same
footing, and is thus consistent with our program, which is to arrive at a Schrödinger
equation in phase space having the desired symmetries.

Observe that the operators T̂ph satisfy the same commutation relation as the
usual Weyl–Heisenberg operators:

T̂ph(z1)T̂ph(z0) = e−
i
�

σ(z0,z1)T̂ph(z0)T̂ph(z1) (10.14)

and that we have

T̂ph(z0)T̂ph(z1) = e
i
2�

σ(z0,z1)T̂ph(z0 + z1). (10.15)

We will see in Section 10.2 that the operators T̂ph(z0, t0) lead to a new irre-
ducible unitary representation of the Heisenberg group Hn on a closed subspace
of L2(R2n

z ) which is unitarily equivalent to the Schrödinger representation. Let us
first briefly state and discuss the Stone–von Neumann theorem.

10.1.3 The Stone–von Neumann theorem

As we showed in Chapter 6 (subsection 6.1.2) the Heisenberg–Weyl operators lead,
via the formula

T̂ (z0, t0) = e
i
�

t0 T̂ (z0)

to an irreducible unitary representation of Hn in the Hilbert space L2(Rn
x): the

only closed subspaces of L2(Rn
x) which are invariant under all operators T̂ (z0, t0)

are {0} or L2(Rn
x) itself. The Stone–von Neumann theorem classifies the irreducible

representations of the Heisenberg group:

Theorem 10.2. Let (T,H) be a unitary irreducible representation of the Heisenberg
group Hn in some separable Hilbert space H. Then there exists µ ∈ R such that
T (0, t) = eiµt, and:

(i) If µ = 0, then dimH = 1 and there exists z0 ∈ R2n
z such that T (z, t) = ei〈z0,z〉;

(ii) If µ �= 0, then the representation (T,H) is equivalent to the Schrödinger
representation (T̂ , L2(Rn

x)).

We will not prove this result here, and refer to Wallach [175] (who reproduces
with minor changes a proof by Barry Simon), or to Folland [42] (who reproduces
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Stone’s original proof); the reader will find an alternative proof in the first chapter
of Lion and Vergne [111].

Stone and von Neumann’s theorem is actually a consequence of a much more
general theorem, due to Frobenius and Mackey, the theorem on systems of im-
primitivities ; see Jauch [99] (Ch. 12, §3) for a detailed discussion of that deep
result and of its consequences for quantum mechanics (Mackey discusses in detail
the genesis of the notion in [117]).

It is important to understand that, contrary to what is sometimes claimed in
the literature on representation theory, Stone–von Neumann’s theorem does not
say that the Schrödinger representation is the only possible irreducible representa-
tion of Hn. What it says is that if we succeed in one way or another in constructing
a unitary and irreducible representation T ′ of Hn in some Hilbert space H, then
there will exist an isomorphism U : L2(Rn

x) −→ H such that

U ◦ T̂ (z0, t0) = T̂ ′(z0, t0) ◦ U for all (z0, t0) ∈ R2n
z .

We are going to show in the next section that we can in fact construct, using a par-
ticular form of “wave-packet transform”, infinitely many unitary and irreducible
representations of Hn, each on a closed space of L2(R2n

z ). This will automatically
lead us to a Schrödinger equation in phase space.

10.2 The Wigner Wave-Packet Transform

We are going to show that the symplectic phase-space representation

T̂ph(z0)Ψ(z) = e−
i
2�

σ(z,z0)tΨ(z − z0)

is unitarily equivalent to the Schrödinger representation, and hence irreducible on
a closed subspace of L2(R2n

z ). For this purpose we introduce a variant of the “wave-
packet transform” studied by Nazaikiinskii et al. [128], Chapter 2, §2. We want
to associate in a both reasonable and useful way to every ψ ∈ L2(Rn

x) a function
Ψ ∈ L2(R2n

z ). That such a correspondence will not be bijective is intuitively clear
since functions on phase space depend on twice as many variables as those on
configuration space; we will therefore be confronted with problems of range. For
instance, we will see that elements of L2(R2n

z ) that are too sharply peaked and
concentrated around a phase space point cannot correspond to any quantum state,
pure or mixed.

10.2.1 Definition of Uφ

In what follows φ will be be a rapidly decreasing function normalized to unity:

φ ∈ S(Rn
x) , ||φ||2L2(Rn

x ) = 1. (10.16)
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Recall (Chapter 6, Section 6.4) that the Wigner–Moyal transform of ψ, φ ∈ S(Rn
x)

is defined by

W (ψ, φ)(z) =
(

1
2π�

)n
∫

e−
i
�
〈p,y〉ψ(x + 1

2y)φ(x − 1
2y)dny.

Definition 10.3. The integral operator Uφ : L2(Rn
x) −→ L2(R2n

z ) defined by

Uφψ(z) =
(

π�
2

)n/2
W (ψ, φ)(1

2z) (10.17)

where W (ψ, φ) is the Wigner–Moyal transform of the pair (ψ, φ) will be called the
“Wigner wave-packet transform” associated with φ; equivalently

Uφψ(z) =
(

1
2π�

)n/2
〈
T̃ (1

2z)ψ, φ
〉

(10.18)

where T̃ (z) is the Grossmann–Royer operator and 〈·, ·〉 the distributional bracket.

That (10.17) are equivalent for φ ∈ S(Rn
x) follows from the fact that we have

established in Chapter 6, Section 6.4 (formula (6.59) in Proposition 6.39) that

W (ψ, φ)(z) =
(

1
π�

)n (T̃ (z)ψ, φ)L2(Rn
x).

Notice that formula (10.18) makes sense for ψ ∈ S′(Rn
x), allowing the extension of

the Wigner wave-packet transform to tempered distributions.
We will prove below that the range of Uφ is a closed subspace of L2(R2n

z )
(and hence a Hilbert space); let us first give an explicit formula for Uφψ(z) in
terms of integrals and exponentials. Since

W (ψ, φ)(x, p) =
(

1
2π�

)n
∫

Rn

e−
i
�
〈p,y〉ψ(x + 1

2y)φ(x− 1
2y)dny

we have

Uφψ(z) =
(

1
2π�

)n/2 2−n

∫
e−

i
2�

〈p,y〉ψ(1
2 (x + y))φ(1

2 (x− y))dny

that is, setting x + 1
2y = x′,

Uφψ(z) =
(

1
2π�

)n/2
e

i
2�

〈p,x〉
∫

e−
i
� 〈p,x′〉ψ(x′)φ(x− x′)dnx′. (10.19)

Remark 10.4. An interesting (but not at all mandatory!) choice is to take for φ
the real Gaussian

φ�(x) =
(

1
π�

)n/4
e−

1
2�

|x|2 . (10.20)

The corresponding operator Uφ�
is then (up to an exponential factor) the “coherent

state representation” familiar to quantum physicists. In [128] Nazaikiinskii et al.
define an alternative wave-packet transform U by the formula

Uψ(z) =
(

1
2π�

)n/2
∫

e
i
� 〈p,x−x′〉φ�(x− x′)ψ(x′)dnx′. (10.21)



312 Chapter 10. A Phase Space Weyl Calculus

The operators U and Uφ�
are obviously related by the simple formula

Uφ�
= e−

i
2�

〈p,x〉U. (10.22)

The Wigner wave-packet transform is “metaplectically covariant”:

Proposition 10.5. For every ψ ∈ L2(Rn
x) and Ŝ ∈ Mp(n) we have the following

“metaplectic covariance formula” for the wave-packet transform:

Uφ(Ŝψ)(z) = UŜ−1φψ(S−1z) (10.23)

where πMp(Ŝ) = S.

Proof. Recalling the formula

W (Ŝψ, Ŝφ)(z) = W (ψ, φ)(S−1z)

(Proposition 7.14, Chapter 7) we have, by definition of Uφ,

Uφ(Ŝψ)(z) =
(

π�
2

)n/2
W (Ŝψ, φ)(1

2z)

=
(

π�
2

)n/2
W (ψ, Ŝ−1φ)(1

2S−1z)

= UŜ−1φψ(S−1z)

which was to be proven. �

The interest of the Wigner wave-packet transform Uφ comes from the fact
that it is an isometry of L2(Rn

x) onto a closed subspace Hφ of L2(R2n
z ) and that

it takes the operators x and −i�∂x into the operators x/2 + i�∂p and p/2− i�∂x,
respectively:

Theorem 10.6. The Wigner wave-packet transform Uφ has the following properties:

(i) Uφ is an isometry: the Parseval formula

(Uφψ, Uφψ′)L2(R2n
z ) = (ψ, ψ′)L2(Rn

x) (10.24)

holds for all ψ, ψ′ ∈ S(Rn
x). In particular U∗

φUφ = I on L2(Rn
x).

(ii) The range Hφ of Uφ is closed in L2(R2n
z ) (and is hence a Hilbert space), and

the operator Pφ = UφU∗
φ is the orthogonal projection in L2(R2n

z ) onto Hφ.
(iii) The intertwining relations(

1
2
xj + i�

∂

∂pj

)
Uφψ = Uφ(xjψ), (10.25a)(

1
2
pj − i�

∂

∂xj

)
Uφψ = Uφ(−i�

∂

∂xj
ψ) (10.25b)

hold for ψ ∈ S(Rn
x).
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Proof. (i) Formula (10.24) is an immediate consequence of the property

(W (ψ, φ), W (ψ′, φ′))L2(R2n
z ) =

(
1

2π�

)n (ψ, ψ′)L2(Rn
x )(φ, φ′)L2(Rn

x ) (10.26)

of the Wigner–Moyal transform (Proposition 6.40, Section 6.4 of Chapter 6). In
fact, taking φ = φ′ we have

(Uφψ, Uφψ′)L2(R2n
z ) =

(
π�
2

)n
∫

W (ψ, φ)(1
2z)W (ψ′, φ)(1

2z)d2nz

= (2π�)n (W (ψ, φ), W (ψ′, φ))L2(R2n
z )

= (ψ, ψ′)L2(Rn
x)(φ, φ)L2(Rn

x )

which is formula (10.24) since φ is normalized to unity.

To prove (ii) we note that, since P ∗
φ = Pφ and U∗

φUφ = I, we have

P 2
φ = (UφU∗

φ)(UφU∗
φ)

= U∗
φUφ

= Pφ,

hence Pφ is indeed an orthogonal projection. Let us show that its range is Hφ;
the closedness of Hφ will follow since the range of a projection in a Hilbert space
always is closed. Since U∗

φUφ = I on L2(Rn
x) we have U∗

φUφψ = ψ for every ψ in
L2(Rn

x) and hence the range of U∗
φ is L2(Rn

x). It follows that the range of Uφ is
that of UφU∗

φ = Pφ and we are done.

(iii) The verification of the formulae (10.25) is purely computational, using differ-
entiations and partial integrations; it is therefore left to the reader. �

The intertwining formulae (10.25) show that the Wigner wave-packet trans-
form replaces the usual quantization rules

xj −→ x , pj −→ −i�
∂

∂xj

leading to the standard Schrödinger equation to the phase-space quantization rules

xj −→ 1
2
xj + i�

∂

∂pj
, xj −→ 1

2
pj − i�

∂

∂xj
;

observe that these rules are independent of the choice of φ and are in this sense
“intrinsic”.

Exercise 10.7. Show that the adjoint U∗
φ of the Wigner wave-packet transform Uφ

is given by the formula

U∗
φΨ(x) =

(
1

2π�

)n/2
∫∫

e
i

2� 〈p,x−x′′〉Ψ(x + x′′, p)φ(x′′)dnpdnx′′
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or, equivalently,

U∗
φΨ(x) =

(
1

2π�

)n/2
∫∫

e
i

2�
〈p,2x−q〉Ψ(q, p)φ(q − x)dnpdnq.

[Hint: evaluate (Uφψ, Ψ)L2(Rn
x) using formula (10.19).]

10.2.2 The range of Uφ

One should be aware of the fact that the range Hφ of Uφ is smaller than L2(R2n
z ).

This is intuitively clear since functions in L2(R2n
z ) depend on twice as many vari-

ables as those in L2(Rn
x) of which Hφ is an isometric copy. Let us discuss this in

some detail.

Theorem 10.8. Let φ� be the Gaussian (10.20): φ�(x) = (π�)−n/4e−
1
2�

|x|2.
(i) The range of the Wigner wave-packet transform Uφ�

consists of the functions
Ψ ∈ L2(R2n

z ) for which the conditions(
∂

∂xj
− i ∂

∂pj

) [
e

1
2�

|z|2Ψ(z)
]

= 0 (10.27)

hold for 1 ≤ j ≤ n.
(ii) For every φ the range of the Wigner wave-packet transform Uφ is isometric

to Hφ�
.

Proof. (i) We have Uφ�
= e−

i
2�

〈p,x〉U where U is the operator (10.21). It is shown
in Nazaikinskii et al. [128] (Chapter 2, §2) that the range of U consists of all
Ψ ∈ L2(R2n

z ) such that(
∂

∂xj
− i ∂

∂pj

) [
e

1
2�

|p|2Ψ(z)
]

= 0 for 1 ≤ j ≤ n

(the proof of this property, based on the Weierstrass theorem, is rather long and
technical and is therefore omitted here). That the range of Uφ�

is characterized
by (10.27) follows by an immediate calculation that is left to the reader.
(ii) If Uφ1 and Uφ2 are two Wigner wave-packet transforms corresponding to the
choices φ1, φ2 then Uφ2U

∗
φ1

is an isometry of Hφ1 onto Hφ2 . �

The result above leads us to address the following related question: given
Ψ ∈ L2(R2n

z ), can we find φ and ψ in L2(Rn
x) such that Ψ = Uφψ? We are going

to see that the answer is in general no. Intuitively speaking the reason is the
following: if Ψ is too “concentrated” in phase space, it cannot correspond via the
inverse transform U−1

φ = U∗
φ to a solution of the standard Schrödinger equation,

because the uncertainty principle would be violated. Let us make this precise when
the function Ψ is a Gaussian. We first make the following obvious remark: in view
of condition (10.27) every Gaussian

Ψ0(z) = Ce−
1
2�

|z|2 , C ∈ C

is in the range of Uφ�
, φ� the “coherent state” (10.20).



10.2. The Wigner Wave-Packet Transform 315

Theorem 10.9. Let G be a real symmetric positive-definite 2n × 2n matrix and
denote by ΨG the Gaussian defined by

ΨG(z) = e−
1
2�

〈Gz,z〉.. (10.28)

(i) There exist functions ψ, φ ∈ S(Rn
x) such that Uφψ = ΨG if and only if

G ∈ Sp(n). When this is the case we have

φ = αŜ−1φ� , ψ = 2n/2α (π�)n/4
Ŝ−1φ�

where φ� is the Gaussian (10.20), α an arbitrary complex number with |α| =
1, and Ŝ ∈ Mp(n) has projection S ∈ Sp(n) such that G = ST DS is a
Williamson diagonalization of G.

(ii) Equivalently, |ΨG|2 must be the Wigner transform Wψ of a Gaussian state

ψ(x) = c (π�)n/2 (det X)1/2e−
1
2�

〈Mx,x〉 (10.29)

with |c| = 1, M = MT , ReM > 0.

Proof. In view of the relation (10.17) between Uφ and the Wigner–Moyal trans-
form, Uφψ = ΨG is equivalent to

W (ψ, φ)(z) =
(

2
π�

)n/2
e−

2
�
〈Gz,z〉.

By Williamson’s symplectic diagonalization theorem (Theorem 8.11, Subsection
8.3.1) there exists S ∈ Sp(n) such that G = ST DS where D is the diagonal matrix

D =
[
Λ 0
0 Λ

]
, Λ = diag[λ1, . . . , λn],

the numbers ±iλ1, . . . , λn (λj > 0) being the eigenvalues of JG−1; since 〈Gz, z〉 =
〈DSz, Sz〉,

W (ψ, φ)(S−1z) =
(

2
π�

)n/2
e−

2
�
〈Dz,z〉.

In view of the metaplectic covariance property of the Wigner–Moyal transform
(Proposition 7.14 of Chapter 7, Subsection 7.1.3) we have

W (ψ, φ)(S−1z) = W (Ŝψ, Ŝφ)(z)

where Ŝ ∈ Mp(n) has projection S. By definition of the Wigner–Moyal transform
this is the same thing as

(
1

2π�

)n/2
∫

e−
i
�
〈p,y〉Ŝψ(x + 1

2y)Ŝφ(x− 1
2y)dny = 2ne−

2
�
〈Dz,z〉,
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that is, in view of the Fourier inversion formula,

Ŝψ(x + 1
2y)Ŝφ(x− 1

2y) = 2n
(

1
2π�

)n/2
∫

e
i
�
〈p,y〉e−

2
�
〈Dz,z〉dnp

=
(

2
π�

)n/2
e−

1
�
〈Λx,x〉

∫
e

i
�
〈p,y〉e−

1
�
〈Λp,p〉dnp.

Setting M = 2Λ in the generalized Fresnel formula(
1

2π�

)n/2
∫

e−
i
�
〈p,y〉e−

1
2�

〈Mp,p〉dnp = (detM)−1/2e−
1
2� 〈M−1y,y〉,

valid for all positive definite symmetric matrices M (cf. formula (7.61) in Chapter
6, Subsection 7.4), we thus have

Ŝψ(x + 1
2y)Ŝφ(x− 1

2y) = 2n/2(det Λ)−1/2e−
1
� (〈Λx,x〉+ 1

4 〈Λy,y〉).

Setting u = x + 1
2y and v = x− 1

2y this is

Ŝψ(u)Ŝφ(v) = 2n/2(detΛ)−1/2

× exp
[
− 1

4�

(
(Λ + Λ−1)(|u|2 + |v|2) + 2(Λ− Λ−1) 〈u, v〉)]

and this equality can only be true if there are no products 〈u, v〉 in the right-hand
side. This condition requires that Λ = Λ−1 and since Λ is positive definite this
implies Λ = I and hence ∆ = I. It follows that

Ŝψ(u)Ŝφ(v) = 2n/2e−
1
2�

(|u|2+|v|2)

so that setting successively u = x, v = 0 and u = 0, v = x,

Ŝψ(x)Ŝφ(0) = Ŝψ(0)Ŝφ(x) = 2n/2e−
1
2�

x2
.

It follows that both Ŝψ and Ŝφ are Gaussians of the type

Ŝψ(x) = ψ(0)e−
1
2�

|x|2 , Ŝφ(x) = Ŝφ(0)e−
1
2�

|x|2 ;

φ being normalized to unity so is Ŝφ (because Ŝ is unitary); this requires that
Ŝφ = αφ� with |α| = 1 and hence φ(0) = α(π�)−n/4. Since ψ(0)φ(0) = 2n/2 we
must thus have

Ŝψ(0) = 2n/2α (π�)n/4

which concludes the proof of part (i) of the theorem.

To prove (ii) we note that it follows from formula (8.32) in Proposition 8.47 (Chap-
ter 8) that the Wigner transform of a Gaussian

ψ(x) = (π�)n/2 (det X)1/2e−
1
2�

〈(X+iY )x,x〉
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is given by
Wψ(z) = e−

1
�
〈Gz,z〉

where G is the positive definite symplectic matrix

G =
[
X + Y X−1Y Y X−1

X−1Y X−1

]
.

Conversely, every such S ∈ Sp(n) can be put in the form above, which ends the
proof of (ii) since the datum of Wψ determines ψ up to a complex factor with
modulus one. �

10.3 Phase-Space Weyl Operators

We now have the technical tools that are needed to define and study the phase-
space Weyl calculus which will lead us to the Schrödinger equation in phase space.

10.3.1 Useful intertwining formulae

The relation between the Wigner wave-packet transform and the operators
T̂ph(z0, t0) is not immediately obvious; we will see that Uφ actually acts, for ev-
ery φ, as an intertwining operator for T̂ph(z0, t0) and T̂ (z0, t0). Because of the
importance of this result we give it the status of a theorem:

Theorem 10.10. Let Uφ, φ ∈ S(Rn
x), be an arbitrary Wigner wave-packet trans-

form.

(i) We have, for all (z0, t0) ∈ R2n+1
z,t ,

T̂ph(z0, t0)Uφ = UφT̂ (z0, t0); (10.30)

(ii) The following intertwining formula holds for every operator Âph:

ÂphUφ = UφÂ. (10.31)

Proof. (i) It suffices to prove formula (10.30) for t0 = 0, that is

T̂ph(z0)Uφ = UφT̂ (z0). (10.32)

Let us write the operator Uφ in the form Uφ = e
i
2�

p·xWφ where the operator Wφ

is thus defined by

Wφψ(z) =
(

1
2π�

)n/2
∫

e−
i
� 〈p,x′〉φ(x − x′)ψ(x′)dnx′. (10.33)
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We have, by definition of T̂ph(z0),

T̂ph(z0)Uφψ(z) = exp
[
− i

2�
(σ(z, z0) + 〈p− p0, x− x0〉)

]
Wφψ(z − z0)

= exp
[

i

2�
(−2 〈p, x0〉+ 〈p0, x0〉+ 〈p, x〉)

]
Wφψ(z − z0)

and, by definition of Wφψ,

Wφψ(z − z0) =
(

1
2π�

)n/2
∫

e−
i
� 〈p−p0,x′〉φ(x − x′ − x0)ψ(x′)dnx′

=
(

1
2π�

)n/2
e

i
�
〈p−p0,x0〉

∫
e−

i
� 〈p−p0,x′′〉φ(x − x′′)ψ(x′′)dnx′′

where we have set x′′ = x′ + x0. The overall exponential in T̂ph(z0)Uφψ(z) is thus

u1 = exp
[

i

2�
(−〈p0, x0〉+ 〈p, x〉 − 2 〈p, x′′〉+ 2 〈p0, x

′′〉)
]

.

Similarly,

Uφ(T̂ (z0)ψ)(z) =
(

1
2π�

)n/2
e

i
2�

〈p,x〉

×
∫

e−
i
� 〈p,x′′〉φ(x − x′′)e

i
�
(〈p0,x′′〉− 1

2 〈p0,x0〉)ψ(x′′ − x0)dnx′′

yielding the overall exponential

u2 = exp
[

i

�

(
1
2
〈p, x〉 − 〈p, x′′〉+ 〈p0, x

′′〉 − 1
2
〈p0, x0〉

)]
= u1.

Let us prove formula (10.31). In view of formula (10.32) we have

ÂphUφψ =
(

1
2π�

)n
∫

(FσA)(z0)T̂ph(z0)(Uφψ)(z)d2nz0

=
(

1
2π�

)n
∫

(FσA)(z0)Uφ(T̂ (z0)ψ)(z)d2nz0

=
(

1
2π�

)n
Uφ

(∫
(FσA)(z0)T̂ (z0)ψ)(z)d2nz0

)
= Uφ(Âψ)(z).

(The passage from the second equality to the third is legitimated by the fact that
Uφ is both linear and continuous.) �

An immediate consequence of Theorem 10.10 is:
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Corollary 10.11. The representation T̂ph of the Heisenberg group Hn is unitarily
equivalent to the Schrödinger representation and is thus an irreducible representa-
tion of Hn on each of the Hilbert spaces Hφ.

Proof. The intertwining formula (10.30) implies that T̂ph and T̂ are unitarily equiv-
alent representations of Hn; the irreducibility of the representation Hn then follows
from Stone–von Neumann’s theorem. �

Let us now state the main properties of the operators Âph; as we will see
these are simply read from those of the usual Weyl operators using the intertwining
formula ÂphUφ = UφÂ.

10.3.2 Properties of phase-space Weyl operators

The phase-space Weyl operators

Âph =
(

1
2π�

)n
∫

aσ(z0)T̂ph(z0)d2nz0

enjoy the same property which makes the main appeal of ordinary Weyl operators,
namely that they are self-adjoint if and only if their symbols are real. This is part
of the following result where we also investigate the relation between the spectra
of usual and phase-space Weyl operators:

Proposition 10.12. Let Âph and Â be the operators associated to the Weyl symbol a.

(i) The operator Âph is symmetric if and only if Â is, that is, if and only if
a = a.

(ii) Every eigenvalue of Â is also an eigenvalue of Âph (but the converse is not
true).

Proof. (i) By definition of Âph and T̂ph we have

ÂphΨ(z) =
(

1
2π�

)n
∫

aσ(z0)e−
i

2�
σ(z,z0)Ψ(z − z0)d2nz0

=
(

1
2π�

)n
∫

aσ(z − z′)e
i
2�

σ(z,z′)Ψ(z′)d2nz′,

hence the kernel of the operator Âph is

K(z, z′) =
(

1
2π�

)n
e

i
2�

σ(z,z′)aσ(z − z′).

In view of the standard theory of integral operators Âph is self-adjoint if and only
if K(z, z′) = K(z′, z); using the antisymmetry of the symplectic form we have

K(z′, z) =
(

1
2π�

)n
e

i
2�

σ(z,z′)aσ(z′ − z),
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hence our claim since, by definition of the symplectic Fourier transform,

aσ(z′ − z) =
(

1
2π�

)n
∫

e−
i
�

σ(z−z′,z′′)a(z′′)d2nz′′

= Fσa(z − z′).

(ii) Assume that Âψ = λψ; choosing φ ∈ S(Rn
x) we have, using the intertwining

formula (10.31),
Uφ(Âψ) = Âph(Uφψ) = λUφψ,

hence λ is an eigenvalue of Âph. �

Notice that there is no reason for an arbitrary eigenvalue of Âph to be an
eigenvalue of Â; this is only the case if the corresponding eigenvector belongs to
the range of a Wigner wave-packet transform.

Let us next establish a composition result:

Proposition 10.13. Let aσ and bσ be the twisted symbols of the Weyl operators Âph

and B̂ph. The twisted symbol cσ of the compose ÂphB̂ph is the same as that of ÂB̂,
that is

cσ(z) =
(

1
2π�

)n
∫

e
i
2�

σ(z,z′)aσ(z − z′)bσ(z′)d2nz.

Proof. By repeated use of (10.31) we have

(ÂphB̂ph)Uφ = Âph(B̂phUφ)

= ÂphUφB̂

= Uφ(ÂB̂),

hence ÂphB̂ph = (ÂB̂)ph; the twisted symbol of ÂB̂ is precisely cσ (Theorem 6.30,
Chapter 6, Subsection 6.3.2). �

In Theorem 9.21 of Chapter 9 (Subsection 9.2) we showed that the class
of Weyl operators with L2 symbols was identical to the class of Hilbert–Schmidt
operators. Not very surprisingly this identification carries over to the case of phase-
space Weyl operators:

Proposition 10.14. Let φ ∈ S(R2n
z ) and Uφ the corresponding Wigner wave-packet

transform. The correspondence a ←→ Âph induces an isomorphism between
L2(Rn

x) and the space of Hilbert–Schmidt operators on the range Hφ of Uφ.

Proof. This is an immediate consequence of the aforementioned Theorem 9.21
since Uφ is an unitary isomorphism L2(Rn

x) −→ Hφ. �
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We leave it to the reader to restate the continuity properties proven in Chap-
ter 6, Subsection 6.3.1 for Weyl operators in terms of the corresponding phase-
space operators.

One of the most agreeable features of standard Weyl calculus is its covariance
under symplectic transformation of the symbols. In the next subsection we examine
the symplectic covariance of the phase-space calculus.

10.3.3 Metaplectic covariance

Recall from Chapter 7, Section 7.4 (Proposition 7.37) that each operator Ŝ ∈
Mp(n) can be written as a product Ŝ = R̂ν(SW )R̂ν′(SW ′) where R̂ν(SW ) and
R̂ν′(SW ′) are in Mp(n) and correspond to a factorization of S = SW SW ′ by free
symplectic matrices such that

det[(SW − I)(SW ′ − I)] �= 0;

the operators R̂ν(SW ) and R̂ν′(SW ′ ) are of the type

R̂ν(SW ) =
(

1
2π�

)n
iν√| det(SW − I)|

∫
e

i
2� 〈MSW

z,z〉T̂ (z)d2nz

for det(SW − I) �= 0 where

MSW =
1
2
J(SW + I)(SW − I)−1

is the symplectic Cayley transform of S.
In conformity with what we have done above we associate to each operator

R̂ν(S) =
(

1
2π�

)n
iν√| det(S − I)|

∫
e

i
2�

〈MSz,z〉T̂ (z)d2nz,

such that det(S − I) �= 0, a phase-space operator by the formula

R̂ν(S)ph =
(

1
2π�

)n
iν√| det(S − I)|

∫
e

i
2�

〈MSz,z〉T̂ph(z)d2nz.

The operators R̂ν(SW )ph generate a group of operators acting on L2(R2n
z ) which

is isomorphic to Mp(n); it is the same group as that generated by the R̂ν(S)ph

with det(S − I) �= 0.

Definition 10.15. The group generated by the operators R̂ν(S)ph is denoted by
Mpph(n); we will call it the group of metaplectic phase-space operators, and denote
by Ŝph the element of Mpph(n) corresponding to Ŝ ∈Mp(n).
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We have:

Lemma 10.16. Let S ∈ Sp(n) be such that det(S − I) �= 0. The operator R̂ν(S)ph
can be written as

R̂ν(S)ph =
(

1
2π�

)n
iν√| det(S − I)|

∫
e−

i
2�

σ(Sz,z)T̂ph((S − I)z)d2nz (10.34)

or, equivalently,

R̂ν(S)ph =
(

1
2π�

)n

iν
√
| det(S − I)|

∫
T̂ph(Sz)T̂ph(−z)d2nz. (10.35)

Proof. It is, mutatis mutandis, the same as the proof of Lemma 7.32 in Section
7.4 of Chapter 7 for the Weyl operators R̂ν(S). �

We are going to show in a simple way that the well-known “metaplectic
covariance” relation

Â ◦ S = Ŝ−1ÂŜ (10.36)

for standard Weyl operators (Theorem 7.13, Subsection 7.1.3 of Chapter 7) ex-
tends to the phase-space Weyl operators Âph, provided one replaces Mp(n) with
Mpph(n).

Proposition 10.17. Let S be a symplectic matrix and Ŝph any of the two operators
in Mpph(n) associated with S. The following phase-space metaplectic covariance
formulae hold:

ŜphT̂ph(z0)Ŝ−1
ph = T̂ph(Sz) , Â ◦ Sph = Ŝ−1

ph ÂphŜph. (10.37)

Proof. To prove the first formula (10.37) it is sufficient to assume that Ŝph =
R̂ν(S)ph with det(S − I) �= 0 since these operators generate Mpph(n). Let us thus
prove that

T̂ph(Sz0)Ŝph = ŜphT̂ph(z0) if det(S − I) �= 0 (10.38)

where, in view of (10.35) the operator Ŝphis the Bochner integral

Ŝph = CS

∫
T̂ph(Sz)T̂ph(−z)d2nz

with
CS =

(
1

2π�

)n
iν(S)

√
| det(S − I)|.

We have
T̂ph(Sz0)Ŝph = CS

∫
T̂ph(Sz0)T̂ph(Sz)T̂ph(−z)d2nz

and, similarly

ŜphT̂ph(z0) = CS

∫
T̂ph(Sz)T̂ph(−z)T̂ph(z0)d2nz.
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Since the constant CS does not play any special role in the argument we set

A(z0) =
∫

T̂ph(Sz0)T̂ph(Sz)T̂ph(−z)d2nz,

B(z0) =
∫

T̂ph(Sz)T̂ph(−z)T̂ph(z0)d2nz.

We have, by repeated use of formula (10.15),

A(z0) =
∫

e
i
2�

Φ1(z,z0)T̂ph(Sz0 + (S − I)z)d2nz,

B(z0) =
∫

e
i
2�

Φ2(z,z0)T̂ph(z0 + (S − I)z)d2nz

where the phases Φ1 and Φ2 are given by

Φ1(z, z0) = σ(z0, z)− σ(S(z + z0), z),
Φ2(z, z0) = −σ(Sz, z) + σ((S − I)z, z0).

Performing the change of variables z′ = z + z0 in the integral defining A(z0) we
get

A(z0) =
∫

e
i

2�
Φ1(z′−z0,z0)T̂ph(z0 + (S − I)z′)d2nz′

and we have

Φ1(z′ − z0, z0) = σ(z0, z
′ − z0)− σ(Sz′, z′ − z0)

= σ((S − I)z′, z0)− σ(Sz′, z′)
= Φ2(z′, z0),

hence A(z0) = B(z0) proving (10.38). The second formula (10.37) easily follows
from the first: noting that the symplectic Fourier transform satisfies

Fσ[A ◦ S](z) =
(

1
2π�

)n
∫

e−
i
�

σ(z0,z′)A(Sz′)d2nz′

=
(

1
2π�

)n
∫

e−
i
�

σ(Sz0,z′)A(z′)d2nz′

= FσA(Sz),

we have

Â ◦ Sph =
(

1
2π�

)n
∫
FσA(Sz)T̂ph(z)d2nz

=
(

1
2π�

)n
∫
FσA(z)T̂ph(S−1z)d2nz

=
(

1
2π�

)n
∫
FσA(z)Ŝ−1

ph T̂ph(z)Ŝphd2nz

which concludes the proof. �
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10.4 Schrödinger Equation in Phase Space

We now have all the material we need to derive the phase-space Schrödinger equa-
tion

i�
∂Ψ
∂t

= ĤphΨ (10.39)

formally written in the beginning of this chapter as

i�
∂Ψ
∂t

= H(1
2x + i�∂p,

1
2x− i�∂x)Ψ;

the operator on the right-hand side is actually the phase-space Weyl operator Ĥph

with symbol the Hamiltonian H .

10.4.1 Derivation of the equation (10.39)

The following consequence of Theorem 10.10 above links standard “configuration
space” quantum mechanics to phase-space quantum mechanics via the Wigner
wave-packet transform and the extended Heisenberg group studied in the previous
sections.

Proposition 10.18. Let Uφ, φ ∈ S(Rn
x), be an arbitrary Wigner wave-packet trans-

form.

(i) If ψ is a solution of the standard Schrödinger’s equation

i�
∂ψ

∂t
= Ĥψ,

then Ψ = Uφψ is a solution of the phase-space Schrödinger equation

i�
∂Ψ
∂t

= ĤphΨ. (10.40)

(ii) Assume that Ψ is a solution of this equation and that Ψ0 = Ψ(·, 0) belongs
to the range Hφ of Uφ. Then Ψ(·, t) ∈ Hφ for every t for which Ψ is defined.

Proof. Since time-derivatives obviously commute with Uφ we have, using (10.31),

i�
∂Ψ
∂t

= Uφ(Ĥψ) = Ĥph(Uφψ) = ĤphΨ,

hence (i).

Statement (ii) follows. �

The result above raises some interesting physical questions: since the so-
lutions of the phase-space Schrödinger equation (10.40) exist independently of
the choice of any isometry Uφ, what is the relation between the corresponding
configuration-space wave-functions ψ = U∗

φΨ and ψ′ = U∗
φ′Ψ?
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Proposition 10.19. Let Ψ be a solution of the phase space Schrödinger equation
(10.40) with initial condition Ψ0 and define functions ψ1 and ψ2 in L2(Rn

x) by

Ψ = Uφ1ψ1 = Uφ2ψ2.

We assume that Ψ0 ∈ Hφ1 ∩Hφ2 .

(i) We have Ψ(·, t) ∈ Hφ1 ∩Hφ2 for all t .
(ii) If (φ1, φ2)L2(Rn

x ) = 0 then ψ1 and ψ2 are orthogonal quantum states:

(ψ1, ψ2)L2(Rn
x) = 0.

Proof. The statement (i) follows from Theorem 10.18(iii). In view of formula
(10.26) we have

(Uφ1ψ1, Uφ2ψ2)L2(R2n
z ) = (φ1, φ2)L2(Rn

x )(ψ1, ψ2)L2(Rn
x ),

that is
||Ψ||2L2(R2n

z ) = λ(ψ1, ψ2)L2(Rn
x ) , λ = (φ1, φ2)L2(Rn

x ).

Property (ii) follows. �

Suppose now that (ψj)j and (φk)k are complete orthonormal systems in
L2(Rn

x) and define vectors Σjk in L2(R2n
z ) by Σjk = Uφk

ψj . Since the Uφk
are

isometries and

(Σjk, Σj′k′)L2(R2n
z ) = (φk, φk′ )L2(Rn

x )(ψj , ψj′ )L2(Rn
x ) = δjj′δkk′ ,

it follows that (Σjk)jk is an orthonormal system in L2(R2n
z ). It is legitimate to ask

whether this system is complete; equivalently could it be that the subspace

H = H1 ⊕H2 ⊕ · · · ⊕HN ⊕ · · ·
with HN the range of UφN , is identical to L2(R2n

z )? The answer is no, because
there are square-integrable functions which do not belong to the range of any of
the Wigner wave-packet transforms: we have proven in Subsection 10.2.2 (Theorem
10.9) that the only non-degenerate Gaussians

ΨG(z) = e−
1
2�

〈Gz,z〉.

which belong to the rangeHφ of some Wigner wave-packet transform Uφ are those
for which we have G ∈ Sp(n).

10.4.2 The case of quadratic Hamiltonians

There is an interesting application of the theory of the metaplectic group to
Schrödinger’s equation in phase space. Assume that H is a quadratic Hamilto-
nian (for instance the harmonic oscillator Hamiltonian); the flow determined by
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the associated Hamilton equations is linear and consists of symplectic matrices
St. Letting time vary, thus obtain a curve t �−→ St in the symplectic group Sp(n)
passing through the identity I at time t = 0; following general principles to that
curve we can associate (in a unique way) a curve t �−→ Ŝt of metaplectic operators.
Let now ψ0 = ψ0(x) be some square integrable function and set ψ(x, t) = Ŝtψ0(x).
Then ψ is just the solution of the standard Schrödinger’s equation

i�
∂ψ

∂t
= Ĥψ , ψ(·, 0) = ψ0 (10.41)

associated to the quadratic Hamiltonian function H . (Equivalently, Ŝt is just the
propagator for (10.41).) This observation allows us to solve explicitly the phase-
space Schrödinger equation for any such H . Here is how. Since the wave-packet
transform U automatically takes the solution ψ of (10.41) to a solution of the
phase-space Schrödinger equation

i�
∂Ψ
∂t

= ĤphΨ,

we have
Ψ(z, t) = (Ŝt)phΨ(z, 0).

Assume now that the symplectic matrix St is free and det(St − I) �= 0; then

Ψ(z, t) = R̂ν(St)phΨ(z, 0) (10.42)

where

R̂ν(St)ph =
(

1
2π�

)n/2
im(t)−InertWS(t)√| det(St − I)|

∫
e

i
2�

〈MS(t)z0,z0〉T̂ph(z0)d2nz0,

m(t), WS(t), and MS(t) corresponding to St. If t is such that St is not free, or
det(St − I) = 0, then it suffices to write the propagator Ŝt as the product of two
operators of the type R̂ν(S)ph; note however that such values of t are exceptional,
and that the solution (10.42) can be extended by taking the limit near such t
provided that one takes some care in calculating the Maslov and Conley–Zehnder
indices.

Here is a simple but nevertheless interesting illustration. Let H be the Hamil-
tonian function of the one-dimensional harmonic oscillator put in normal form

H =
ω

2
(p2 + x2).

An immediate calculation, which is left to the reader as an exercise, shows that
the associated phase-space Weyl operator is

Ĥph = −�2ω

2

(
∂2

∂x2
+

∂2

∂p2

)
− i

�ω

2

(
p

∂

∂x
− x

∂

∂p

)
+

ω

8
(p2 + x2).
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The one-parameter group (St) is in this case given by

St =
[

cosωt sin ωt
− sinωt cosωt

]
and the Hamilton principal function by

W (x, x′; t) =
1

2 sin ωt
((x2 + x′2) cosωt− 2xx′).

A straightforward calculation yields

MS(t) =
[ sin ωt
−2 cos ωt+2 0

0 sin ωt
−2 cos ωt+2

]
=

1
2

[
cot(ωt

2 ) 0
0 cot(ωt

2 )

]
and

det(St − I) = 2(1− cosωt) = 4 sin2(ωt
2 );

moreover
Wxx(t) = − tan(ωt

2 ).

Insertion in formula (10.42) yields the explicit solution

Ψ(z, t) =
iν(t)

2
∣∣2π� sin(ωt

2 )
∣∣1/2

×
∫

exp
[

i

4�
(x2

0 + p2
0) cot(

ωt

2
)
]

T̂ph(z0)Ψ(z, 0)d2z0,

where the Conley–Zehnder index ν(t) is given by

ν(t) =

{
0 if 0 < t < π

ω ,

−2 if − π
ω < t < 0.

10.4.3 Probabilistic interpretation

Let us begin by discussing the probabilistic interpretation of the solutions Ψ of
the phase-space Schrödinger equation

i�
∂Ψ
∂t

= ĤphΨ

where Ĥph is a symmetric operator.
Let ψ be in L2(Rn

x); if ψ is normalized, then so is Ψ = Uφψ in view of the
Parseval formula (10.24):

||ψ||L2(Rn
x) = 1 ⇐⇒ ||Ψ||L2(R2n

z ) = 1.

It follows that |Ψ|2 is a probability density in phase space. That this property is
conserved during the time-evolution is straightforward:
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Proposition 10.20. Let ρ(z, t) = |Ψ(z, t)|2. We have∫
ρ(z, t)d2nz =

∫
ρ(z, 0)d2nz

for all t ∈ R. In particular ρ(z, t) is a probability density if and only if ρ(z, 0) is.

Proof. The argument is exactly the same as when one establishes that the L2-norm
of the solution ψ of Schrödinger’s equation is conserved in time: we have

i�
∂ρ

∂t
= (ĤphΨ)Ψ− (ĤphΨ)Ψ

and hence, since Ĥph = Ĥ∗
ph:

∂

∂t

∫
ρ(z, t)d2nz =

1
i�

[
(ĤphΨ, Ψ)L2(R2n

z ) − (ĤphΨ, Ψ)L2(R2n
z )

]
= 0

so that
∫

ρ(z,t)d2nz is constant; taking t=0 this constant is precisely
∫

ρ(z,0)d2nz.
�

Exercise 10.21. Give another proof of the proposition above when Ψ is in the range
of the wave-packet transform.

It turns out that by an appropriate choice of φ the marginal probabilities can
be chosen arbitrarily close to |ψ|2 and |Fψ|2:
Theorem 10.22. Let ψ ∈ L2(Rn

x) and set Ψ = Uφψ.

(i) We have ∫
|Ψ(x, p)|2dnp = (|φ|2 ∗ |ψ|2)(x), (10.43)∫
|Ψ(x, p)|2dnx = (|Fφ|2 ∗ |Fψ|2)(p). (10.44)

(ii) Let 〈A〉ψ = (Âψ, ψ) be the mathematical expectation of the symbol A in the
normalized quantum state ψ. We have

〈A〉ψ = (ÂphΨ, Ψ)L2(R2n
z ) , Ψ = Uφψ. (10.45)

Proof. We have, by definition of Ψ,

|Ψ(z)|2 =
(

1
2π�

)n
∫∫

e−
i
� 〈p,x′−x′′〉φ(x− x′)φ(x − x′′)ψ(x′)ψ(x′′)dnx′dnx′′.

Since we have, by the Fourier inversion formula,∫
e−

i
� 〈p,x′−x′′〉dnp = (2π�)nδ(x′ − x′′),
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it follows that∫
|Ψ(z)|2dnp =

∫∫∫
δ(x′ − x′′)|φ(x − x′)|2|ψ(x′)|2dnx′dnx′′

=
∫ [∫

δ(x′ − x′′)dnx′′
]
|φ(x− x′)|2|ψ(x′)|2dnx′

=
∫
|φ(x − x′)|2|ψ(x′)|2dnx′,

hence formula (10.43). To prove (10.44) we note that in view of the metaplectic
covariance formula (10.23) for the wave-packet transform we have

UĴφ(Ĵψ)(x, p) = Uφψ(−p, x)

where Ĵ = i−n/2F is the metaplectic Fourier transform. It follows that

UFφ(Fψ)(x, p) = i−nUφψ(−p, x)

and hence changing (−p, x) into (x, p):

Uφψ(x, p) = inUFφ(Fψ)(p,−x).

And hence, using (10.43),∫
|Ψ(x, p)|2dnx =

∫
|UFφ(Fψ)(p,−x)|2dnx

=
∫
|UFφ(Fψ)(p, x)|2dnx = (|Fφ|2 ∗ |Fψ|2)(p)

which concludes the proof of (10.44). To prove (10.45) it suffices to note that, in
view of the intertwining formula (10.31) and the fact that U∗

φ = U−1
φ , we have

(AphΨ, Ψ)L2(R2n
z ) = (ÂphUφψ, Uφψ)L2(R2n

z )

= (U∗
φÂphUφψ, ψ)L2(Rn

x ) = (Âψ, ψ)L2(Rn
x )

proving (10.45). �

The result above shows that the marginal probabilities of |Ψ|2 are just the tra-
ditional position and momentum probability densities |ψ|2 and |Fψ|2 “smoothed
out” by convoluting them with |φ|2 and |Fφ|2 respectively.

Let us investigate the limit � → 0. Choose for φ the Gaussian (10.20):

φ(x) = φ�(x) =
(

1
π�

)n/4
e−

1
2�

|x|2 .

The Fourier transform of φ is identical to φ,

Fφ�(p) =
(

1
π�

)n/4
e−

1
2�

|p|2 = φ�(p),
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hence, setting Ψ� = Uφ�
ψ, and observing that |φ�|2 → δ when � → 0:

lim
�→0

∫
|Ψ�(x, p)|2dnp = (|ψ|2 ∗ |φ�|2)(x) = |ψ(x)|2,

lim
�→0

∫
|Ψ�(x, p)|2dnx = (|Fψ|2 ∗ |φ�|2)(p) = |Fψ(p)|2.

Thus, in the limit � → 0 the square of the modulus of the phase-space wavefunction
becomes a true joint probability density for the probability densities |ψ|2 and
|Fψ|2.

Let us now return to the notion of density operator which was discussed
in detail in Chapter 9. We showed in particular that an operator ρ̂ on L2(Rn

x)
was a density operator if and only if its Weyl symbol is a convex sum of Wigner
transforms of functions ψj ∈ L2(Rn

x):

ρ =
∑

j

λjWψj , λj ≥ 0 ,
∑

j

λj = 1.

To ρ̂ we can associate the phase-space operator ρ̂ph; notice that ρ̂ph is automat-
ically self-adjoint since ρ̂ is (Proposition 10.12(i)). The following result is almost
obvious; we nevertheless give its proof in detail.

Proposition 10.23. Let ρ̂ be a density operator on L2(Rn
x). The restriction of ρ̂ph

to any of the subspaces Hφ = Range(ρ̂), φ ∈ S(Rn
x), is a density operator on Hφ.

Proof. Since ρ̂ph is self-adjoint there remains to prove that ρ̂ph is non-negative
and that ρ̂ph is of trace-class with Tr(ρ̂ph) = 1. Since we have ρ̂phΨ = Uφρ̂U∗

φΨ
for every Ψ ∈ Uφ we have for such a Ψ,

(ρ̂phΨ, Ψ)L2(R2n
z ) = (Uφρ̂U∗

φΨ, Ψ)L2(R2n
z )

= (ρ̂U∗
φΨ, U∗

φΨ)L2(Rn
x )

and hence (ρ̂phΨ, Ψ)L2(R2n
z ) ≥ 0 since (ρ̂ψ, ψ)L2(Rn

x ) ≥ 0 for all ψ ∈ L2(Rn
x); ρ̂ph is

thus a non-negative operator. Let us show that ρ̂ph is of trace class and has trace
1. Choose an orthonormal basis (Ψj)j of Hφ; then (ψj)j with ψj = U∗

φΨj is an
orthonormal basis of L2(Rn

x) (because Uφ is an isometry of L2(Rn
x) onto Hφ). We

have

(ρ̂phΨj, Ψj)L2(R2n
z ) = (ρ̂U∗

φΨj, U
∗
φΨj)L2(Rn

x)

= (ρ̂ψj , ψj)L2(Rn
x )

and hence ∑
j

(ρ̂phΨj, Ψj)L2(R2n
z ) =

∑
j

(ρ̂ψj , ψj)L2(Rn
x ) = 1

since ρ̂ is of trace class and has trace 1. �
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10.5 Conclusion

We have sketched in this last section a theory of Schrödinger equation in symplectic
phase space which is consistent with the Stone–von Neumann theorem; by the
properties of the wave-packet transform, the theory of the ordinary Schrödinger
equation on “configuration space” becomes a particular case of our constructions.
One must however be aware of the fact that the quantization scheme

H
Weyl−→ Ĥ −→ Ĥph

we have been using is not the only possible. While our choice was dictated by
considerations of maximal symplectic covariance, there are, however, many other
possibilities. For instance, while it is accepted by a majority of mathematicians
and physicists that Weyl quantization H

Weyl−→ Ĥ is the most natural in standard
quantum mechanics, there are other ways to define the quantized Hamiltonian;
see for instance [128] for a discussion of some of these. Secondly, the phase-space
quantization scheme

xj �−→ X̂j,ph = 1
2xj + i� ∂

∂pj
, pj �−→ P̂j,ph

1
2pj − i� ∂

∂xj

we have been using, and which leads to the correspondence Ĥ −→ Ĥph can be
replaced by the more general scheme

xj �−→ X̂αβ
j,ph = αxj + i�β ∂

∂pj
, pj �−→ P̂αβ

j,ph = γpj − i�δ ∂
∂xj

where α, β, γ, δ are any real numbers such that βγ − αδ = 1, and this without
altering the position-momentum commutation relations; in fact one verifies by an
immediate calculation that [

X̂αβ
j,ph, P̂

αβ
j,ph

]
= i�

for all such choices. For instance the rule Ĥ −→ Ĥph we have been using corre-
sponds to the case α = γ = 1

2 , β = 1, δ = −1, while the choice α = β = 1, γ = 0,
δ = −1 leads the the quantization rules

xj �−→ xj − i� ∂
∂pj

, pj �−→ −i� ∂
∂xj

which have been considered by some physicists (see e.g. [162, 163]). Notice that
this choice is in a sense very natural, because, as is easily verified, it corresponds to
extending the Heisenberg–Weyl operators to phase space functions by the formula

T̂ (z0) = e
i
�
(〈p0,x〉− 1

2 〈p0,x0〉)T (z0)

where T (z0) is the usual translation operator T (z0)Ψ(z) = Ψ(z − z0).
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There are furthermore several topics we have not discussed in this section
because of time and space. For instance, what is the physical meaning of functions
Ψ ∈ L2(R2n

z ) that do not belong to the range of any wave-packet transform? These
functions are certainly (at least when they are not orthogonal to the range of every
Uφ) related to the density matrix, but in which way? It would be interesting to
give a precise correspondence between these objects. Another topic which we have
not mentioned is that of the semi-classical approximations to the solutions of the
phase space Schrödinger equation

i�
∂Ψ
∂t

= ĤphΨ.

I have in particular in mind the “nearby orbit method” (see Littlejohn [112] for a
nice description in the context of semi-classical analysis). The idea is the follow-
ing: to each z0 ∈ R2n

z one associates the quadratic (inhomogeneous) Hamiltonian
function defined by

Hz0(z, t) = H(zt, t) + 〈H ′(zt, t), z − zt〉+
1
2
〈H ′′(zt, t)(z − zt), z − zt〉

where t �−→ zt is the solution of Hamilton’s equations ż = J∂zH(z, t) passing
through z0 at time t = 0 (Hz0 is thus the truncated Taylor series of H at zt

obtained by discarding all terms O(|z − zt|3)). The corresponding flow (fz0
t ) is

then expressed in terms of translations and linear symplectic transformations;
lifting this flow to the inhomogeneous group IMp(n) one obtains a one-parameter
family of operators f̂z0

t such that f̂z0
0 is the identity. Let now ψz0 = T̂ (z0)ψ0 where

ψ0 is the Gaussian defined by

ψ0(x) = (π�)−n/4e−
1
�
|x|2 ;

such functions are called coherent states . It turns out that one proves that the
function ψ = f̂z0

t ψz0 is a very good approximation (for small t or small �) to the
solution of the Cauchy problem

i�
∂ψ

∂t
= Ĥψ , ψ(·, 0) = ψz0

(see Littlejohn [112] for a discussion and properties; very precise estimates are
given in Combescure and Robert [24]). It would certainly be interesting (and
perhaps not very difficult) to extend these results to the phase-space Schrödinger
equation.



Appendix A

Classical Lie Groups

A.1 General Properties

A Lie group is a group G for which the mappings g �−→ g−1 and (g, g′) �−→ gg′

are continuous. A classical Lie group is a closed subgroup of a general linear group
GL(m, K) (K = R or C). Every classical Lie group is a Lie group; the converse is
not true: there are non-closed subgroups of GL(m, K) which are Lie groups.

Let G be a classical Lie group and define

g =
{
X ∈M(m, K) : etX ∈ G for all t ∈ R

}
.

If X and Y belong to vector space g, then the commutator [X, Y ] = XY − Y X
also belongs to g.

Definition A.1. g is called the Lie algebra of the classical Lie group G.

The following holds for every classical Lie group G:

• There exists a neighborhood U of 0 in g and a neighborhood V of I in G such
that the exponential mapping exp : X �−→ eX is a diffeomorphism U −→ V .

• If G is connected, then the set exp(g) generates G.

Cartan’s theorem, which we state below, is a refinement of the usual polar de-
composition result. Let us begin by defining a notion of logarithm for invertible
matrices:

Proposition A.2. Let K = R or C and let M be an invertible m×m matrix with
entries in K. There exists an m×m matrix L such that M = eL.

Proof. Let λ1, . . . , λr be the eigenvalues of M (counted with their multiplicities
m(λ1), . . . , m(λr)), and set Ek = Ker(M − λkI)m(λk). Let Mk be the restriction
M|Ek

; there exists a nilpotent matrix Nk such that Mk = λkI + Nk (see e.g. the
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first chapter of Kato [100]). Since Cm = E1 ⊕ · · · ⊕ Er it is sufficient to prove
the proposition when M = Mk, that is we may as well assume that M = λI + N
where λ �= 0 and Nk = 0 if k ≥ k0 for some integer k0 ≥ 0. Define L by

L = (log λ)I + log(I + λ−1N) (A.1)

where we have set

log(I + λ−1N) =
k0∑

k=0

(−1)−k+1 λ−kNk

k
(A.2)

where log λ is any choice of ordinary (complex logarithm). Direct substitution in
the power series defining the exponential shows, after some lengthy but straight-
forward calculations, that M = eL. �

We will write L = log M . Notice that even when M is real, log M is usually
complex; its definition actually depends on the choice of a determination of the
logarithm of a complex number via log λ in formula (A.1). However:

Corollary A.3. Assume that M has a real square root
√

M : M = (
√

M)2. Then
log M is a real matrix.

Proof. As in the proof of the proposition above it is no restriction to assume that√
M = λI + N where λ �= 0 and N is nilpotent, and we thus have

√
M = eL ,L = (log λ)I + log(I + λ−1N)

where log(I + λ−1N) is defined by a series of the type (A.2). Since
√

M is real we
have

√
M =

√
M and thus

M = eLeL = eLeL̄.

Now, conjugating the series (A.2) we get

L̄ =
k0∑

k=0

(−1)−k+1 λ̄−kN̄k

k

hence the result. �

Let us now state Cartan’s theorem:

Cartan’s Theorem Let M be a real or complex invertible matrix and X =
1
2 Log(MT M). Then R = Me−X is orthogonal: RT R = I and the mapping
C : M �−→ (R, X) is a diffeomorphism

C : GL(m, C) −→ O(m, C)× Sym(m, C).
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A.2 The Baker–Campbell–Hausdorff Formula

The exponential mapping exp : g −→ G does not satisfy the relation expX exp Y
= exp(X + Y ) if XY �= Y X . The Baker–Campbell–Hausdorff formula says that,
however, under some conditions, there exists C(X, Y ) in g such that

eXeY = eC(X,Y ).

More precisely:

Theorem A.4. Let || · || be a submultiplicative norm on M(2n, R) and V the subset
of M(2n, R) consisting of all M such that ||X || < π/2.

(i) There exists a unique analytic function (X, Y ) �−→ C(X, Y ) defined on V 2

such that exp X exp Y = exp C(X, Y ).
(ii) If X and Y belong to some Lie algebra g then so does C(X, Y ).

For a complete proof see for instance Varadarajan [170]; it is based on the following
algorithm for constructing the analytic function C:

C(X, Y ) = C1(X, Y ) + C2(X, Y ) + · · ·+ Cj(x + Y ) + · · ·
where:

C1(X, Y ) = X + Y , C2(X, Y ) =
1
2
[X, Y ]

and Cj(X, Y ) is a linear combination of commutators of higher order; for instance

C3(X, Y ) =
1
12

[[X, Y ], Y ]− 1
12

[[X, Y ], X ],

C4(X, Y ) = − 1
48

[Y, [X, [X, Y ]]]− [X, [Y, [X, Y ]]].

The following immediate consequence of the Campbell–Hausdorff formula is useful
when dealing with the Heisenberg group:

Corollary A.5. Under the conditions in the theorem above assume that all com-
mutators of order superior to 2 are equal to zero. Then

expX exp Y = exp(X + Y + 1
2 [X, Y ]).

A.3 One-parameter Subgroups of GL(m, R)

Let us review the notion of continuous one-parameter subgroups of the general
linear group GL(m, R) (m any integer ≥ 1). Such a subgroup is determined by a
continuous homomorphism t �−→ ϕ(t) of the additive group (R, +) into GL(m, R):
it is thus a continuous mapping ϕ : R −→ GL(m, R) such that

ϕ(t + t′) = ϕ(t)ϕ(t′) for all t, t′ ∈ R.

It turns out that continuity here implies differentiability:
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Proposition A.6. The mapping ϕ is infinitely differentiable and there exists an
m×m matrix X such that

ϕ(t) = exp(tX) (A.3)

for every t ∈ R; in fact X = Dϕ(0).

Proof. Let us begin by showing that ϕ is C∞. Choose a smooth function θ : R −→
R+ with support contained in some closed interval [−a, a] (a > 0), and such that∫ a

−a

θ(x)dx = 1.

Consider now the convolution product θ ∗ϕ; since ϕ(t− x) = ϕ(t)ϕ(x)−1 we have

(θ ∗ ϕ)(t) =
∫ a

−a

θ(x)ϕ(t − x)dx = ϕ(t)M(θ, ϕ)

where M(θ, ϕ) is the matrix

M(θ, ϕ) =
∫ a

−a

θ(x)ϕ(x)−1dx.

Let us show that if a is small enough, then M(θ, ϕ) is invertible; since θ ∗ ϕ is
differentiable, ϕ will also be differentiable since

ϕ(t) = (θ ∗ ϕ)(t)M(θ, ϕ)−1.

Let || · || be any norm on the space of all m×m matrices; we claim that if a (and
hence the support of θ) is small enough, then

||M(θ, ϕ)− Im|| < 1. (A.4)

The invertibility of M(θ, ϕ) will follow since the series with general term

Sk =
k∑

j=0

(−1)k(M − Im)k

will then converge towards a limit S such that MS = SM = Im. Now,

||M(θ, ϕ)− Id|| ≤
∫ a

−a

θ(x)||ϕ(x)−1 − Im||dx

≤ sup
−a≤x≤a

||ϕ(x)−1 − Im||.

Since ϕ is continuous we will have ||ϕ(x)−1 − Im|| < 1 if a is small enough, hence
(A.4), and we have proven that ϕ is differentiable. Let us next show that there
exists a real matrix X such that ϕ(t) = exp(tX). Differentiating both sides of the



A.3. One-parameter Subgroups of GL(m, R) 337

equality ϕ(t + t′) = ϕ(t) + ϕ(t′) with respect to t′ and setting thereafter t′ = 0,
we get

d

dt
ϕ(t) = ϕ(t)X

where X is the derivative of ϕ at 0. This is equivalent to the equation

d

dt
(exp(−tX)ϕ(t)) = 0

and hence
ϕ(t) = exp(tX)ϕ(0) = exp(tX)

as claimed. �



Appendix B

Covering Spaces and Groups

We briefly review the elementary theory of covering spaces. For complete proofs
one can consult any book on algebraic topology (a few good references are Seifert–
Threlfall [148], Spanier [157], or Singer and Thorpe [154]).

Let M be a topological manifold, that is, a topological space which is locally
homeomorphic to some Euclidean space Rm, and G will be a topological manifold
with an additional compatible group structure.

Put (very) concisely, a covering is a locally trivial fibre bundle with discrete
fibre. Let us unfold this definition a bit. Choosing a base point m0 in M one
denotes by M̃ the set of all homotopy classes of continuous paths joining m0 to
the points of M (the homotopy relation considered here is the usual homotopy
“with fixed endpoints”). Let us denote the class of a path joining m0 to m by m̃,
and define a mapping π : M̃ −→ M by π(m̃) = m. One proves that there exists
a topology on M̃ such that M̃ is simply connected and π becomes a continuous
function such that

• for every point m ∈ M there exists an open neighborhood Um of m in M and
a discrete set Fm such that π−1(Um) is the union of pairwise disjoint open
subsets U

(k)
m (k ∈ Fm) of M̃ ;

• the restriction of π to each U
(k)
m is a homeomorphism U

(k)
m −→ Um (in par-

ticular, π is a local homeomorphism).

One says, committing a slight, but convenient, abuse of terminology, that M̃ is
the universal covering of M (where it is understood that the base point is fixed
once for all); π : M̃ −→ M is called the “covering mapping” and the inverse
image π−1(m) is called the fiber over m. When M is connected, all fibers have
the same cardinality; one moreover shows that when M is a differential manifold,
then M̃ is equipped with a differentiable structure for which π becomes a local
diffeomorphism such that dmπ has maximal rank m at each point m.
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There is a natural action of the Poincaré group π1[M ] = π1[M, m0] on M̃ :
let γ̃ be the homotopy class of a loop γ in M originating and ending at m0, and
let m̃ be the homotopy class of a path µ joining m0 to m in M . The homotopy
class of the concatenation γ ∗µ (i.e., the loop γ followed by the path µ) is denoted
by γ̃m̃; the action

π1[M ]× M̃ −→ M̃

thus defined is transitive on the fibers.

Regular coverings

Let Γ be a subgroup of π1[M ]; we denote by Γm̃ the set {γ̃m̃ : γ̃ ∈ Γ}, and

MΓ = {Γm̃ : m̃ ∈ M̃}.

The mapping
πΓ : MΓ −→M , Γm̃ �−→ m

is called the covering of M associated with the subgroup Γ of π1[M ]; we will use
the shorthand notation

MΓ = M̃/Γ (hence M = M̃/π1[M ]).

If Γ is a normal subgroup of π1[M ], then γ̃(Γm̃) = Γ(γ̃m̃) for every γ̃ ∈ Γ,
hence π1[M ], or rather π1[M ]/Γ, acts on MΓ = M̃/Γ and

π1[M ]/Γ = π1(MΓ).

The covering MΓ is in this case called a regular covering of M . Notice that

M = MΓ/(π1[M ]/Γ) = (M̃/Γ)/(π1[M ]/Γ) = M̃/π1[M ].

The order of a covering MΓ is the (constant) number of elements of each fibre
π−1

Γ (m). It is equal to the order of the group π1[M ]/Γ. We have:

Proposition B.1. If π1[M ] = (Z, +), then the only covering of M having infinite
order is its universal covering.

Proof. Let MΓ be a covering; Γ is thus a subgroup of (Z, +) and hence consists of
the multiples of some integer k. If k �= 0 then the quotient group Z/kZ is finite,
and so is the order of MΓ. If k = 0, the covering it defines is M̃ . �



Appendix C

Pseudo-Differential Operators

In traditional pseudo-differential calculus, as practiced by most mathematicians
working in the theory of partial differential equations, one associates to a suitable
“symbol” a ∈ C∞(R2n

z ) an operator A defined, for ψ ∈ C∞
o (Rn

x) (or S(Rn
x)), by

the formula
Aψ(x) =

(
1
2π

)n/2
∫

ei〈p,x〉a(x, p)ψ̂(p)dnp (C.1)

where ψ̂ is the Fourier transform of ψ defined by

ψ̂(p) =
(

1
2π

)n/2
∫

e−i〈p,y〉ψ(y)dny.

Definition (C.1) is motivated by the fact that if a is a polynomial in the variables
p1, . . . , pn with coefficients depending on x, then A is an ordinary partial differ-
ential operator which can be immediately “read” from a by replacing the powers
pα, α ∈ Nn, by i−|α|∂α

x (we refer to the Preface for the multi-index notations that
we use here).

Thus, setting Dα
x = i−|α|∂α

x , to the polynomial

a(x, p) =
∑

|α|≤m

aα(x)pα , aα ∈ C∞(Rn
x)

(m an integer) corresponds the operator

A =
∑

|α|≤m

aα(x)Dα
x .
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C.1 The Classes Sm
ρ,δ, Lm

ρ,δ

One of the most used class of symbols is exhibited in the following definition:

Definition C.1. We say that a is a classical pseudo-differential symbol on R2n
z if

a ∈ C∞(R2n
z ) and if there exist real numbers m, ρ, δ with 0 ≤ ρ < δ ≤ 1 and such

that for all multi-indices α and β in Nn and every compact subset K of Rn
x we

can find a constant Cα,β,K > 0 such that

|∂α∂βa(x, p)| ≤ Cα,β,K(1 + |p|)m−|β| (C.2)

for all (x, p) ∈ R2n
z . The vector space of all a satisfying (C.2) is denoted by

Sm
ρ,δ(R

2n
z ).

We have of course the trivial inclusions

S(R2n
z ) ⊂ Sm

ρ,δ(R
2n
z ).

The vector space of pseudo-differential operators (C.1) with symbols in Sm
ρ,δ(R

2n
z )

is denoted by Lm
ρ,δ(R

2n
z ); when δ = 0 and ρ = 1, we use the notations Sm(R2n

z )
and Lm(R2n

z )
A classical result is then the following:

Theorem C.2. If A ∈ Lm
ρ,δ(R

2n
z ), then A is a continuous operator S(Rn

x) −→ S(Rn
x)

which extends into a continuous operator S′(Rn
x) −→ S′(Rn

x).

Notice that in general A ∈ Lm
ρ,δ(R

2n
z ) does not map the space C∞

0 (Rn
x) of

compactly supported C∞ functions into itself. One however proves that there
exists an operator R ∈ L−∞(R2n

z ) (i.e., R ∈ Lm(R2n
z ) for every m ∈ R) such that

A = A0 + R and A0 : C∞
0 (Rn

x) −→ C∞
0 (Rn

x)). The operator R is “smoothing” in
the sense that R : E ′(R2n

z ) −→ C∞
0 (Rn

x).

C.2 Composition and Adjoint

Let us introduce the following notation: given an a ∈ Sm
ρ,δ(R

2n
z ), a0 ∈ Sm

ρ,δ(R
2n
z )

and a sequence (aj)j∈N with aj ∈ S
mj

ρ,δ (R2n
z ) where m > m1 > m2 > · · · and

limj→∞ mj = −∞, we write a ∼ ∑
j≥0 aj when

a−
N−1∑
j=0

aj ∈ SmN

ρ,δ (R2n
z ) for N ≥ 1.

Let A ∈ Lm
ρ,δ(R

2n
z ) have symbol a. The adjoint A∗ is also a pseudo-differential

operator and its symbol b is then determined by the asymptotic expansion

b(x, p) ∼
∑

α∈Nn

1
α!

∂α
p Dα

xa(x, p).



C.2. Composition and Adjoint 343

Note that this formula is very complicated compared to the easy rule used when
one deals with Weyl pseudo-differential operators.

Let A ∈ Lm1
ρ1,δ1

(R2n
z ), B ∈ Lm2

ρ2,δ2
(R2n

z ) have respective symbols a and b.
Assume that the composed operator A ◦ B exists (this can always be assumed to
be true replacing A by A0 such that A−A0 = R ∈ L−∞(R2n

z )). Then C = A ◦B
is a pseudo-differential operator

C ∈ Lm1+m2
ρ,δ (R2n

z ) , ρ = min{ρ1, ρ2} , δ = max{δ1, δ2}

and symbol c is determined by

c(x, p) ∼
∑

α∈Nn

1
α!

Dα
xa(x, p)∂α

p b(x, p).



Appendix D

Basics of Probability Theory

Let us begin by introducing some notation and definitions.

D.1 Elementary Concepts

A probability density on Rm is any integrable function ρ : Rm −→ R such that

ρ ≥ 0 and
∫

ρ(z)dmz = 1.

We will assume in what follows that zk
j ρ ∈ L1(Rm) for k = 1, 2; this property

holds for instance when ρ ∈ S(Rm). Let Z be a continuous function Rm −→ R;
we will view Z as a real-valued random variable associated with the probability
density ρ. That is, if Ω is a Borel subset of Rm, the number

Pr(Z ∈ Ω) =
∫

Ω

ρ(z)dmz

is the “probability that the value of z is in Ω”.

Definition D.1. The “mathematical expectation” (also called “mean value”) of the
random variable Z is

〈Z〉 =
∫

Z(z)ρ(z)dmz

and the “variance” of Z is

Var(Z) = 〈(Z − 〈Z〉)2〉 =
〈
Z2

〉− 〈Z〉2 .

The square root ∆Z =
√

Var(Z) is called the “standard deviation” of Z.
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Here are a few other concepts we will use. The convolution product

(ρ ∗ ρ′)(z) =
∫

ρ(z − u)ρ′(u)dnu (D.1)

of two probability densities ρ and ρ′ is again a probability density: obviously
ρ(x− u)ρ′(u) is non-negative for all z and u, and we have∫

(ρ ∗ ρ′)(z)dmz =
∫ (∫

ρ(z − u)dmz

)
ρ′(u)dmu = 1.

In fact:

Proposition D.2. Let ρ and ρ′ be probability densities corresponding to independent
random variables X and X ′. The probability density of the sum X + X ′ is the
convolution ρ ∗ ρ′.

The function ϕρ : Rm −→ R defined by

ϕρ(λ) =
∫

ei〈λ,z〉ρ(z)dmz

is called the characteristic function of the probability density ρ; it is essentially its
Fourier transform, and we have

ϕρ∗ρ′ (λ) = ϕρ(λ)ϕρ′ (λ). (D.2)

Let now Z1, . . . , Zm be a finite sequence of random variables of the type above.
We will call Z = (Z1, . . . , Zm) a (real) continuous vector-valued random variable.
By definition

Cov(Zj , Zk) = 〈(Zj − 〈Zj〉)(Zk − 〈Zk〉)〉
is the covariance of the pair (Zj , Zk); this can be alternatively written as

Cov(Zj , Zk) = 〈ZjZk〉 − 〈Zj〉 〈Zk〉 .
Obviously, for every random variable Z, Cov(Z, Z) = Var(Z). The quotient

ρ(Zj, Zk) =
Cov(Zj , Zk)

∆Zj∆Zj
= ρ(Zk, Zj)

is its correlation coefficient of the pair Zj , Zk; we always have −1 ≤ ρ(Zk, Zj) ≤ 1.
In fact:

• We have |ρ(Zj , Zk)| ≤ 1 for all j, k and equality occurs if and only if Zj =
aZk + b for some a, b ∈ R (and hence that ρ(Zj , Zj) = 1).

• Let Z = (Z1, . . . , Zm) and U = (U1, . . . , Um) be vector-valued random vari-
ables and A, B invertible m×m matrices. We have

〈AU + BZ〉 = A 〈U〉+ B 〈Z〉
where 〈U〉 = (〈U1〉 , . . . , 〈Un〉) and 〈Z〉 = (〈Z1〉 , . . . , 〈Zn〉).
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D.2 Gaussian Densities

Proposition D.3. Let Σ > 0 and define, for z ∈ Rm,

ρ(z) =
(

1
2π

)m/2 det(Σ−1/2)e−
1
2 〈Σ−1(z−z̄),z−z̄〉. (D.3)

(i) The function ρ is a probability density on Rm; (ii) Let Z be the vector-valued
random variable associated to ρ; we have 〈Z〉 = z̄;

(iii) The covariance matrix of Z is Σ.

Proof. (i) Clearly ρ > 0; let us show that the integral of ρ over Rm is equal to one.
We can diagonalize Σ by an orthogonal matrix R, and the proof thus reduces to
showing that

1√
2πλ

∫ ∞

−∞
e−u2/2λdu = 1 for λ > 0;

this equality immediately follows, changing variables, from the classical Gauss
integral

1√
2π

∫ ∞

−∞
e−u2/2du = 1.

(ii) Setting y = z − z̄ we have

〈Zi〉 − z̄i =
∫

ziρ(z)dmz − z̄i

∫
ziρ(z)dmz

=
(

1
2π

)m/2 det(Σ−1/2)
∫

yie
−1

2 〈Σ−1y,y〉dmy

and the last integral is zero since the integrand is an odd function; hence 〈Zi〉 = z̄i

as claimed.

(iii) Set ξij = Cov(Zi, Zj); by definition ξij = 〈ZiZj〉−〈Zi〉〈Zj〉 hence, performing
again the change of variables y = z − z̄,

ξij =
(

1
2π

)m/2 det(Σ−1/2)
∫

yiyje
− 1

2 〈Σ−1y,y〉dmy.

Let now R = (rij)1≤i,j≤m be an orthogonal matrix such that D−1 = RΣ−1RT is
diagonal; setting y = Ru, we have

ξij =
(

1
2π

)m/2 det(D−1/2)
∫

fij(u)e−
1
2 〈D−1u,u〉dmu,

where the functions fij are given by

fij(u) =
m∑

k,�=1

rikrj�uku�.
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Noting that ∫
uku�e

−1
2 〈Σ−1u,u〉dmu = 0 for k �= �

the formula for ξij reduces to

ξij =
(

1
2π

)m/2
det(D−1/2)

m∑
�=1

ri�rj�

∫
u2

�e
−1

2 〈D−1u,u〉dmu. (D.4)

Writing D = diag[δ1, . . . , δm] we have∫
u2

ke−
1
2 〈D−1u,u〉dmu =

∫
e−

1
2 〈D̂−1û,û〉dm−1û

∫ ∞

−∞
t2e−t2/2ddt

where v̂ = (u1, . . . , ûk, . . . , um), D̂ = diag[δ1, . . . , δ̂k, . . . , δm] (the cap ˆ suppress-
ing the term it covers); using the elementary formula∫ ∞

−∞
t2e−t2/2δdt = δ3/2

√
2Γ(3

2 ) = δ3/2
√

2π

we thus have ∫
u2

ke−
1
2 〈D−1u,u〉dmu = (2π)m/2δ

3/2
k

and hence (D.4) becomes ξij =
∑m

�=1 ri�rj�δ. The sum on the right-hand side
being the ith row and jth column entry of RDRT = Σ, this formula concludes the
proof. �
Proposition D.4. Let ρΣ and ρΣ′ be two Gaussian probability densities centered at
z̄ and z̄′, respectively; then ρΣ ∗ ρΣ′ = ρΣ′′ where Σ′′ = Σ+Σ′ and ρΣ′′ is centered
at z̄′′ = z̄ + z̄′.

Proof. It is sufficient to consider the case z̄ = z̄′ = 0. The Fourier transform
of ρΣ is

FρΣ(ζ) =
(

1
2π

)m/2 ∫
e−i〈ζ,z〉ρΣ(z)dmz =

(
1
2π

)m

e−
1
2 〈Σζ,ζ〉,

hence

FρΣ(ζ)FρΣ′ (ζ) =
(

1
2π

)2m

e−
1
2 〈(Σ+Σ′)ζ,ζ〉.

We have
F (ρΣ ∗ ρΣ′)(ζ) = (2π)mFρΣ(ζ)FρΣ′ (ζ)

so that ρΣ ∗ ρΣ′ = ρΣ+Σ′ as claimed. �



Solutions to Selected Exercises

Solution of Exercise 1.12 (ii). Suppose indeed that there exists a symplectic form
σ on S2n, n > 1. Then σ∧n would be a volume form. Since Hk(S2n) = 0 for k �= 0
and k �= 2n the symplectic form is exact: σ = dβ for some one-form β on S2n;
it follows that σ∧n must also be exact, in fact σ∧n = d(β ∧ σ∧(n−1)). In view of
Stoke’s theorem we would then have∫

S2n

σ∧n =
∫

∂S2n

β ∧ σ∧(n−1) = 0

which is absurd. (This example generalizes to any 2n-dimensional compact mani-
fold such that Hk(M) = 0 for k �= 0 and k �= 2n.)

Solution of Exercise 1.6. Let us prove that if U = A+iB is any matrix, symplectic,
or not (A and B being real n× n matrices), then the determinant of the 2n× 2n
block matrix

U =
[
A −B
B A

]
is given by the simple formula

detU = | det(A + iB)|2. (D.5)

This is easily seen by block-diagonalizing U as follows:[
In −iIn

−iIn In

] [
A −B
B A

] [
In iIn

iIn In

]
= 4n

[
A + iB 0

0 A− iB

]
and computing the determinants. In fact,

det
[

In −iIn

−iIn In

] [
In iIn

iIn In

]
= det

[
2In 0
0 2In

]
= 4n

hence

det
[
A −B
B A

]
= det

[
A + iB 0

0 A− iB

]
= det(A + iB) det(A− iB) = detU det U

which is just (D.5).
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Solution of Exercise 5.15. (i) Writing S in block-matrix form

S =
[
A B
C D

]
,

the condition that S is symplectic implies that AT C and BT D are symmetric, and
that AT D−CT B = I. Setting xS = Ax + Bp, pS = Cx + Dp, and expanding the
products, we get

pSdxS − xSdpS = (AT Cx + AT Dp− CT Ax− CT Bp)dx

+ (BT Cx + BT Dp−DT Ax −DT Bp)dp

= pdx− xdp

proving (5.8). (Notice that in general we do not have pSdxS = pdx.).

(ii) Differentiating the right-hand side of (5.9) we get, since dϕ(ž) = pdx,

dϕS(ž) = 1
2 (pdx − xdp) + 1

2d 〈pS , xS〉
= 1

2 (pSdxS − xSdpS) + 1
2d 〈pS , xS〉

= pSdxS .

Solution of Exercise 2.58. Let us construct explicitly a homotopy of the first path
on the second, that is, a continuous mapping

h : [0, 1]× [0, 1] −→ Ham(n)

such that h(t, 0) = fH
t fK

t and h(t, 1) = ft. Define h by h(t, s) = a(t, s)b(t, s) where
a and b are functions,

a(t, s) =

{
I for 0 ≤ t ≤ s

2 ,

fH
(2t−s)/(2−s) for s

2 ≤ t ≤ 1,

b(t, s) =

{
fK
2t/(2−s) for 0 ≤ t ≤ 1− s

2 ,

fK
1 for s

2 ≤ t ≤ 1.

We have a(t, 0) = fH
t , b(t, 0) = fK

t hence h(t, 0) = fH
t fK

t ; similarly

h(t, 1) =

{
fK
2t for 0 ≤ t ≤ 1

2 ,

fH
2t−1f

K
1 for 1

2 ≤ t ≤ 1,

that is h(t, 1) = ft.

Solution of Exercise 5.48. The phase of T (za)Vn is

ϕa(ž) = ϕ(ž) + 1
2 〈pa, xa〉+ 〈pa, x〉 ,
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hence that of SH
t (T (za)Vn) is (using (5.36) and the linearity of SH

t ):

A(t) = ϕ(ž0) + 1
2 〈pa, xa〉+ 〈pa, x〉

+ 1
2 〈p0,t + pa,t, xt + xa,t〉 − 1

2 〈p + pa, x + xa〉

where z0,t = SH
t z0, za,t = SH

t za. Similarly, the Hamiltonian phase of SH
t Vn is

ϕ(ž, t) = ϕ(ž0) + 1
2 (〈pt, xt〉 − 〈p, x〉),

hence that of T (SH
t (za))Vn is

B(t) = ϕ(ž) + 1
2 (〈pt, xt〉 − 〈p, 〉) + 1

2 〈pa,t, xa,t〉+ 〈pa,t, xt〉
and thus

A(t) −B(t) = 1
2 (〈pa, x〉 − 〈p, xa〉)− 1

2 (〈pa,t, xt〉 − 〈pt, xa,t〉)
= 1

2 (σ(za, z)− σ(za,t, zt))

= 1
2 (σ(za, z)− σ(SH

t za, SH
t z)).

Since SH
t ∈ Sp(n) we have σ(SH

t za, SH
t z) = σ(za, z) and hence A(t) = B(t).

Solution of Exercise 2.47. The condition Xt ∈ sp(n) is equivalent to JXt being
symmetric. Hence

d

dt
(ST

t JSt) = ST
t XT

t JSt + ST
t JXtSt = 0

so that ST
t JSt = ST

0 JS0 = J and St ∈ Sp(n) as claimed.

Solution of Exercise 8.29. Write the covariance matrix in the form

Σ =
[
ΣXX ΣXP

ΣPX ΣPP

]
, ΣPX = ΣT

XP ,

that is

ΣXX = Cov(Xi, Xj)1≤i,j≤n , (∆Xj)2 = Cov(Xj , Xj),

ΣPP = Cov(Pi, Pj)1≤i,j≤n , (∆Pj)2 = Cov(Pj , Pj)

and ΣXP = Cov(Xi, Pj)1≤i,j≤n. We have∣∣∣∣ (∆Xi)2 + ε Cov(Xi, Pi) + i
2�

Cov(Xi, Pi)− i
2� (∆Pi)2 + ε

∣∣∣∣ > 0

for every ε > 0, hence

(∆Xi)2(∆Pi)2 − (Cov(Xi, Pi)2 + 1
4�2) ≥ 0.
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Solution of Exercise 6.7 Set

g(z) = Fσf(z) =
(

1
2π�

)n
∫

e
i
�

σ(z,z′)f(z′)d2nz′.

We have
g(z) =

(
1

2π�

)n
∫

e−
i
�
〈z,z′〉f(−Jz′)d2nz′ = F (f ◦ (−J))

and hence
f(−Jz) = F−1g(z) =

(
1

2π�

)n
∫

e
i
�
〈z,z′〉g(z′)d2nz′

so that
f(z) =

(
1

2π�

)n
∫

e
i
�

σ(z,z′)g(z′)d2nz′ = Fσg(z).

Solution of Exercise 9.25. We have

ÂΨ =
∞∑

j=1

cj(Ψ)λjψj , cj(Ψ) = (Ψ, ψj)H

and hence
ρΨÂ(ψj) = (Âψj , Ψ)HΨ = λj(ψj , Ψ)HΨ,

that is

ρΨÂ(ψj) =
∞∑

k=1

λjcj(Ψ)ck(Ψ).

The trace of ρ̂ΨÂ is the convergent series

Tr(ρ̂ΨÂ) =
∞∑

k=1

λj |cj(Ψ)|2;

but this is just the expectation 〈Â〉Ψ.

Solution of Exercise 8.46. It is clear that ρ ≥ 0. To prove that∫ ∞

−∞
ρ(z)dpdx = 1

it suffices to use the change of variables defined by

du = ρX(x)dx , dv = ρX(p)dp.

Solution of Exercise 5.20. The function Φ0(x) = x
√

2mE is a solution of the time-
independent Hamilton–Jacobi equation and thus Φ(x, t) = x

√
2mE − Et. Setting

α =
√

2mE this yields the complete solution

Φ(x, t) = αx− α2

2m
t

which depends on the parameter α.
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Solution of Exercise 6.34. We have, by definition of Fσ and ∗−2�,

(Fσa) ∗σ b(z) =
(

1
2π�

)n
∫

e−
i
�

σ(z,z′)
(∫

e−
i
�

σ(z−z′,z′′)a(z′′)d2nz′′
)

b(z′)d2nz′

=
(

1
2π�

)n
∫∫

e−
i
�

(σ(z,z′)+σ(z−z′,z′′))a(z′′)b(z′)d2nz′d2nz′′;

setting z′′ = u− v and z′ = v we have d2nz′d2nz′′ = d2nud2nv and hence

(Fσa) ∗σ b(z) =
(

1
2π�

)n
∫∫

e−
i
�

(σ(z,u)+σ(u,v))a(u − v)b(v)d2nud2nv

=
(

1
2π�

)n
∫

e−
i
�

σ(z,u)

[∫
e−

i
�

σ(u,v)a(u− v)b(v)d2nv

]
d2nu

= Fσ(a ∗σ b)(z)

which proves the first equality (6.50). The second equality is proven likewise;
alternatively it follows from the first using (6.48). Formula (6.51) follows since Fσ

is involutive.

Solution of Exercise 6.42. We have, by definition of T̂ (z0):

(T̂ (z0)Ψ)(x + 1
2y) = e

i
�

(〈p0,x+ 1
2 y〉−1

2 〈p0,x0〉)Ψ(x− x0 + 1
2y),

(T̂ (z0)Ψ)(x − 1
2y) = e−

i
�

(〈p0,x− 1
2 y〉−1

2 〈p0,x0〉)Ψ(x− x0 + 1
2y),

and hence

W (T̂ (z0)Ψ)(z) =
(

1
2π�

)n
∫

e−
i
�
〈p−p0,y〉Ψ(x− x0 + 1

2y)Ψ(x− x0 + 1
2y)dny,

that is
T (z0)WΨ(z) = W (T̂ (z0)Ψ).

Solution of Exercise 8.38. We have

S =

⎡⎢⎢⎣
λ1 0 0 0
0 λ2 0 0
0 0 1/λ1 0
0 0 0 1/λ2

⎤⎥⎥⎦
so S(B2n(R)) is the ellipsoid

1
λ1

x2
1 +

1
λ2

x2
2 + λ1p

2
1 + λ2p

2
2 ≤ R2.

The intersection of that ellipsoid with the x2, p1 plane (which is not conjugate) is
the ellipse

1
λ1

x2
1 + λ2p

2
2 ≤ R2

which has area πR2
√

λ1/λ2 �= πR2.
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Solution of Exercise 8.39. We have

S′ =

⎡⎢⎢⎣
λ1 0 0 0
0 λ2 0 0
0 0 1/λ2 0
0 0 0 1/λ1

⎤⎥⎥⎦
and the blocks

A =
[
λ1 0
0 λ2

]
, D =

[
1/λ2 0

0 1/λ1

]
do not satisfy the condition AT D = DT A which is necessary for S′ to be symplec-
tic. The section S′(B2n(R)) by the symplectic x2, p2 plane is the ellipse

1
λ1

x2
1 + λ2p

2
1 ≤ R2

which has area πR2
√

λ1/λ2 �= πR2.

Solution of Exercise 6.3 (ii). The isomorphism (6.9) is C∞ and induces a Lie
algebra isomorphism dφ(0, 0) : hpol

n −→ hn; the Jacobian of φ at (z, t) = (0, 0)
being the identity it follows that hn = hpol

n . Let us determine hpol
n . We have

M(z, t) = I + m(z, t) where

m(z, t) =

⎡⎣0 pT t
0 0 x
0 0 0

⎤⎦ ;

m(z, t) is nilpotent: m(z, t)k = 0 for k > 2 and m(z, t)2 = m(0, 〈p, x〉) and hence

em(z,t) = I + m(z, t) +
1
2
m(0, 〈p, x〉 = M(z, t + 1

2 〈p, x〉)

so that hpol
n consists of all matrices

Xpol(z, t) =

⎡⎣1 pT t− 1
2 〈p, x〉

0 1 x
0 0 1

⎤⎦ .

Solution of Exercise 6.3. This immediately follows from Proposition 10.18, (i),
using the fact that Uφ is an isometry:∫

ρ(z, t)d2nz = ||Uφψ(·, t)||L2(R2n
z ) = ||ψ(·, t)||L2(Rn

x)

and hence, since ||ψ(·, t)||L2(Rn
x) is conserved in time,∫

ρ(z, t)d2nz = ||ψ(·, 0)||L2(Rn
x ) = ||Uφψ(·, 0)||L2(R2n

z ) =
∫

ρ(z, 0)d2nz.
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