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 Preface     

     Quantum mechanics is becoming more important in applied science 
and engineering, especially with the recent developments in quantum 
computing, as well as the rapid progress in optoelectronic devices. This 
textbook is intended for graduate students and advanced undergradu-
ate students in electrical engineering, physics, and materials science and 
engineering. It also provides the necessary theoretical background for 
researchers in optoelectronics or semiconductor devices. In the task 
of providing advanced instruction for both students and researchers, 
quantum mechanics presents special diffi culties because of its hierar-
chical structures. The more abstract formalisms and techniques are 
quite meaningless until one has mastered the earlier stages in classical 
physics, which most engineering students are lacking. 

 Quantum mechanics has become an essential tool for modern engi-
neering. This book covers topics such as semiconductors and laser 
physics, which are traditionally quantum mechanical, as well as rela-
tively new topics in the fi eld, such as quantum computation and quantum 
information. These fi elds have seen an explosive growth during the past 
10 years, as quantum computing or quantum information processing 
can have a signifi cant impact on today ’ s electronics and computations. 
The essence of quantum computing is the direct usage of the superposi-
tion and entanglement of quantum mechanics. The most challenging 
research topics include the generation and manipulation of quantum 
entangled systems, developing the fundamental theory of entangle-
ment, decoherence control, and the demonstration of the scalability of 
quantum information processing. 

 In laser physics, there has been a growing interest in the model of 
semiconductor lasers with non - Markovian relaxation partially because 
of the dissatisfaction with the conventional model for optical gain 
in predicting the correct gain spectrum and the thermodynamic rela-
tions. This is mainly due to the poor convergence properties of the 
lineshape function, that is, the Lorentzian lineshape, used in the con-
ventional model. In this book, a non - Markovian model for the optical 
gain of semiconductors is developed, taking into account the rigorous 
electronic band structure, many - body effects, and the non - Markovian 
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viii  PREFACE

relaxation using the quantum statistical reduced - density operator for-
malism for an arbitrary driven system coupled to a stochastic reservoir. 
Example programs based on Fortran 77 will also be provided for band 
structures of zinc blende quantum wells. 

 Many - body effects are taken into account within the time - dependent 
Hartree – Fock. Various semiconductor lasers including strained - layer 
quantum well lasers and wurtzite GaN blue - green quantum well lasers 
are discussed. 

 We thank Professor Shun - Lien Chuang, Doyeol Ahn’s Ph.D. thesis 
adviser, for extensive enlightening and encouragement over many 
years. We are also grateful to many colleagues and friends, especially 
Frank Stern, B. D. Choe, Han Jo Lim, H. S. Min, M. S. Kim, Robert 
Mann, Tim Ralph, K. S. Seo, Y. S. Cho, and Chancellor Sam Bum Lee. 
The support of our research by the Korean Ministry of Education, 
Science and Technology is greatly appreciated. This book would not 
have been completed without the patience and continued encourage-
ment of our editors at Wiley and above all the encouragement and 
understanding of Taeyeon Yim and Young - Mee An. Thanks for putting 
up with us. 

 Doyeol Ahn
Seoung-Hwan Park         
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  1    Basic Quantum Mechanics     

    1.1    MEASUREMENTS AND PROBABILITY 

 In the beginning of 20th century, it was discovered that the behavior of 
very small particles, such as electrons, the nuclei of atoms, and mole-
cules, cannot be described by classical mechanics, which had been quite 
successful in explaining the macroscopic world until then. Nonetheless, 
it was soon discovered that the description of these phenomena on the 
atomic scale is possible by the set of laws described by quantum mechan-
ics. Both classical mechanics and quantum mechanics are based on the 
description of measurements of observable quantities called dynamical 
variables, such as position, momentum, and energy. Consider an experi-
ment in which we can make three measurements successive in time. 
Let ’ s denote the fi rst of observable quantities  A , the second  B , and the 
third  C . We also denote   a b, , and   c as one of a number of possible results 
that could come from the measurement of  A ,  B , and  C , respectively. 
Let   P b a( | ) be the conditional probability that if the measurement of 
 A  results in   a, then the measurement of  B  will result in   b. From the 
elementary probability theory, the conditional probability   P b a( | ) can 
be written as follows:

    P b a
P a b
P a

( | )
( , )
( )

,=     (1.1)  

where   P a b( , ) is the joint probability that measurements of both  A  and 
 B  will give   a and   b, simultaneously, and   P a( ) is the probability that the 
measurement of   A will give the outcome   a. For three successive mea-
surements  A ,  B , and  C , the conditional probability   P cb a( | ) that if the 
measurement of  A  results in   a, then the measurement of  B  will result 
in   b, then the measurement of  C  will result in   c  is given by:

    P cb a P c b P b a( | ) ( | ) ( | ).=     (1.2)   

Engineering Quantum Mechanics, First Edition. Doyeol Ahn, Seoung-Hwan Park.
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4  BASIC QUANTUM MECHANICS

 Moreover, if we sum Equation  (1.2)  over all the mutually exclusive 
alternatives for   b, we obtain the conditional probability   P c a( | ):

    P c a P c b P b a
b

( | ) ( | ) ( | ).=∑     (1.3)   

 In classical mechanics, the above relation described by Equation 
 (1.3)  is always true. However, it was found that the above relation 
sometimes fails on the atomic scale, and one needs to modify 
Equations  (1.1)  to  (1.3)  by introducing new complex quantities   ϕba, 
  ϕcb, and   ϕca, called probability amplitudes, which are related to proba-
bilities by  [1,2] 

    P b a ba( | ) ,= ϕ 2     (1.4)  

and

    P c a cb ba

b

( | ) .= ∑ϕ ϕ
2

    (1.5)   

 Equations  (1.4)  and  (1.5)  describe the probability of measurement 
outcome in quantum mechanics. From the mathematical point of view, 
the probability amplitude is found to be the inner product of vectors 
in a special kind of vector space called the Hilbert space:

    ϕba b a= ,     (1.6)  

where   a  is the column vector, called the  “ ket vector, ”  corresponding 
to the observable   a, and   b  is the row vector, called the  “ bra vector, ”  
corresponding to the observable  b .  

   1.2    DIRAC FORMULATION 

 In quantum mechanics, a physical state corresponding to the observ-
able quantity   a is represented by the ket vector,   a , in a complex vector 
space  H  with dimension  N . For example, when  N     =    2, the ket vector   a  
is a column vector given by  [1,3] 

    a
a

a
= ⎛
⎝⎜
⎞
⎠⎟

1

2

,     (1.7)  
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DIRAC FORMULATION  5

where   a1 and   a2 are complex numbers. We can also consider the case 
where the dimension of the vector space is infi nite. In this case, the 
ket vector   a  is represented by a column vector given by

    a

a

a

a

=

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟

∞

1

2

.

.

.

,     (1.8)   

 with complex quantities   a a a a1 2 3, , , ,… ∞. From now on, we will denote 
ket vectors simply as vectors. 

 If   a  and   b  are vectors in  H , and   α  and   β are complex numbers, 
then the linear superposition of these two vectors   α βa b+  is also a 
vector in  H . For each vector   a  in  H , we can relate a row vector   a  
called bra vector, which is given by

    a a a N= ( ) =1 2 2* * , ,for     (1.9)  

and

    a a a a a N= ( ) = ∞∞1 2 3
* * * *. . . . , ,for     (1.10)  

where  *  is the complex conjugate. By comparing Equations  (1.7)  
with  (1.10) , one can see that the ket vector   a  and bra vector   b  are 
related by

    a a= ( )†,     (1.11)  

where   † is the adjoint operation, which is the transposition, followed by 
the complex conjugation. 

 The inner product between two vectors   a  and   b  is a complex 
number   b a , which is given by

    b a b a b a b a a b= + + + =∞ ∞1 1 2 2
* * * .… *     (1.12)   

 The vector space where one can defi ne the inner product relation of 
Equation  (1.12)  is called the Hilbert space. The length of the vector   a  
is defi ned by

c01.indd   5c01.indd   5 4/20/2011   10:33:29 AM4/20/2011   10:33:29 AM



6  BASIC QUANTUM MECHANICS

    a a a= ,     (1.13)  

and when the vector has the unit length, we call it a normal vector. 
 The vectors in the Hilbert space   H are mapped to different vectors 

in the Hilbert space   ′H  by the linear transformation   Â, which is often 
called the  “ linear operator ”  in quantum mechanics. Mathematically, the 
act of the linear operator   Â on the vectors of the Hilbert space   H is 
expressed as   ˆ :A H H→ ′. In most cases, the initial Hilbert space   H and 
the fi nal Hilbert space   ′H  are the same, and unless otherwise specifi ed 
explicitly, we will assume that is the case. Any two vectors   a  and   b  
in   H are transformed by   Â as

    ˆ ˆ ˆ ,A a b A a A bα β α β+( ) = +     (1.14)  

and

    ˆ ˆ ,
† †A a a Aα α( ) = *     (1.15)  

where   α  and   β are complex constants. If we set   c A a= ˆ  from Equation 
 (1.11) , we obtain   c c a A= ( ) =† †ˆ , and then, using Equation  (1.12) , 
we get

    b A a b c c b a A bˆ ˆ .* * †= = =     (1.16)   

 For a given operator   Â, there exists particular set of vectors 
  a a an1 2, , , ,… …{ } called eigenstates, which satisfy

    ˆ , ˆ , , ˆ ,A a a a A a a a A a a an n n1 1 1 2 2 2= = =… …     (1.17)   

 Here, the numbers   a a an1 2, , , ,… … are called eigenvalues. Of the many 
kinds of operators, one particular type of operator, called the Hermitian 
operator, plays an important role in quantum mechanics. If   Â is a 
Hermitian operator, then it satisfi es the following properties:

   (I)       ˆ ˆ†A A= .  
  (II)     Eigenvalues   a a an1 2, , , ,… … are real.  
  (III)     Eigenvectors corresponding to different eigenvalues are 

orthogonal.  
  (IV)       a a In n

n
∑ = , where   I  is an identity matrix.    

 The proof is as follows: From   Â a a ai i i=  and   Â a a aj j j= , 
we have
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DIRAC FORMULATION  7

    a A a A A a a aj j j j j
ˆ ˆ ˆ .† † *= = ( ) =     (1.18)   

 Then, we get

    a A a a a aj i i j i
ˆ ,=     (1.19)  

and

    a A a a a aj i j j i
ˆ .*=     (1.20)   

 Subtracting Equation  (1.20)  from Equation  (1.19) , we obtain

    ( ) .*a a a ai j j i− = 0     (1.21)   

 When   i j≠ , we get   a aj i = 0, which proves the property (III). On the 
other hand, if   i j= , then we have   a ai i= *, thus giving the property (II). 
The property (III) dictates that the set of eigenvectors   ai{ } of a 
Hermitian operator   Â form an orthogonal basis if the state   ai  is prop-
erly normalized — that is,   a ai i = 1 and   a ai j = 0 for   i j≠ . Let the 
Hilbert space spanned by these basis vectors be denoted as   H. Then 
any vector   ψ  that belongs to   H can be expressed as

    ψ =∑C am m

m

,     (1.22)  

where   Cm is an expansion coeffi cient that can be calculated by taking 
an inner product between the state vectors   ψ  and   am :

    C am m= ψ .     (1.23)   

 By substituting Equation  (1.23)  into Equation  (1.22) , we obtain

    

ψ

ψ

ψ

ψ

=

=

=
⎛
⎝⎜

⎞
⎠⎟

=

∑
∑

∑

C a

a a

a a

I

m m

m

m m

m

m m

m

,

    (1.24)   

 which proves the property (IV). It would be handy to memorize that 
given a chain of vectors or operators, we can insert the identity operator 
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8  BASIC QUANTUM MECHANICS

defi ned by (IV) in any place at our convenience. For example, the 
Hermitian operator   Â can be written as

    

ˆ ˆ

ˆ

ˆ
,

A I AI

a a A a a

a a A a a

a a a a

n n

n

m m

m

n n m m

n m

n m n m

=

=
⎛
⎝⎜

⎞
⎠⎟
⎛
⎝⎜

⎞
⎠⎟

=

=

∑ ∑
∑

(( )

=

∑
∑

a

a a a

m

n m

n n n

n

,

,

    (1.25)   

 which is also called the spectral representation of an operator   Â. 
 Let   Â and   B̂ be linear operators, and we defi ne   D̂ as   ˆ ˆ ˆD AB= .

Moreover, we defi ne   b B a= ˆ  and   d D a A b= =ˆ ˆ . Then, from 
Equations  (1.11)  and  (1.15) , we obtain

    

d a D

b A

a B A

=

=

=

ˆ

ˆ

ˆ ˆ ,

†

†

† †

    (1.26)   

 or

    ˆ ˆ ˆ ˆ .
† † †AB B A( ) =     (1.27)    

   1.3    BRIEF DETOUR TO CLASSICAL MECHANICS 

 Almost seven decades ago, Dirac made a connection between classical 
mechanics and quantum mechanics by assuming that the linear opera-
tors correspond to the dynamical variables at that time. By  “ dynamical 
variables, ”  we mean quantities such as the coordinates and the compo-
nents of velocity, momentum, and angular momentum of particles, and 
functions of these quantities, the variables in terms of which classical 
mechanics is built. Even now, 70 years later, his postulates of quantum 
mechanics are still valid and perhaps only plausible approaches. Dirac ’ s 
postulates require that those dynamical variables shall also occur in 
quantum mechanics, but with the difference that they are now subject 
to an algebra in which the commutative axiom of multiplication does 
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BRIEF DETOUR TO CLASSICAL MECHANICS  9

not hold. Nonetheless, the dynamical variables of quantum mechanics 
still have many properties in common with their classical counterparts, 
and it will still be possible to build up a theory of them closely analo-
gous to the classical theory and form a generalization of it. In this spirit, 
the transition from classical mechanics to quantum mechanics can be 
made most conveniently and easily using the Hamiltonian formulation 
of classical mechanics  [4,5] . 

 Classical mechanics is based on the assumption that any physically 
interesting variable, that is, dynamical variable, can be measured with 
arbitrary precision and without mutual interference from any other 
such measurement. On the other hand, quantum mechanics is based on 
the realization that the measuring process may affect the physical 
system. The measurement of one variable affects other variables in such 
a way that it prevents us from knowing what their values might have 
been. The mathematical formulation of the law of physics that takes 
this basic idea into account is very different from the mathematical 
formulation of classical mechanics. 

 Hamilton ’ s least action principle, which is equivalent to Newton ’ s 
law, is formulated as follows. 

 The laws of physics are such that the time integral over a certain 
function   L q q ti i( , , )� , called Lagrangian of the physical system, 
assumes a minimum. 

 For mechanical systems, the variables   qi on which the Lagrangian 
depends on are the coordinates of all independent parts of the system. 
A system with  f  degrees of freedom has  f  coordinates   q q qf1 2, , ,�  and 
the time integral  J , which is defi ned by

    J L q q t dti i
t

t

= ∫ ( , , ) ,�
1

2

    (1.28)   

 is minimum. In other words, when   δqi = 0  at   t t t= 1 2, , we get

    

δ δ

δ δ

J L q q t dt

L
q

q
L
q

q dt

L

i i
t

t

i
i

i
i

t

t

=

= ∂
∂

+ ∂
∂

⎛
⎝⎜

⎞
⎠⎟

= ∂

∫
∫

( , ; )�

�
�

1

2

1

2

∂∂
− ∂

∂
⎛
⎝⎜

⎞
⎠⎟

=

∫ q
d
dt

L
q

q dt
i i

i
t

t

�
δ

1

2

0.

    (1.29)   

 Equation  (1.29)  dictates that the Lagrangian satisfi es the following 
Euler equation:
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10  BASIC QUANTUM MECHANICS

    
∂
∂

− ∂
∂
⎛
⎝⎜

⎞
⎠⎟
= =L

q
d
dt

L
q

i f
i i�

…0 1 2 3, , , , , .     (1.30)   

 The behavior of the physical system is thus completely specifi ed by 
Euler ’ s equation once the Lagrangian is known. The proper Lagrangian 
is the one that leads to a description of the physical system that is in 
agreement with experimental observations. 

 For example, if we choose   L T V mx V x= − = −1
2

2� ( ) for a one - 
dimensional particle with mass  m  in the potential fi eld  V(x) , we obtain

    
∂
∂
= − ∂

∂
∂
∂
=L

x
V x

x
L
x

mx
( )

.and
�

�     (1.31)   

 Then the Euler equation yields

    mx
V x

x
F x�� = − ∂

∂
=( )

( ),     (1.32)   

 which is the famous Newton ’ s fi rst law of mechanics. 
 For later purpose, we make the following canonical transformation:

    p
L
q

H p q Li
i

i i

i

≡ ∂
∂

≡ −∑�
�, ,     (1.33)  

where  H  is called the Hamiltonian of the system. Then we obtain the 
following, Hamilton ’ s equation of motion:

    

∂
∂

=

= ∂
∂
⎛
⎝⎜

⎞
⎠⎟
= ∂
∂

= ∂
∂

−
⎛

⎝
⎜

⎞

⎠
⎟ = −

∂∑

H
p

q

p
d
dt

L
q

L
q q

p q H
H

i

i
i i i

j j

j

�

�
�

�

,

∂∂qi

,
    (1.34)   

 or,

    � �q
H
p

p
H
q

i
i

i
i

= ∂
∂

= − ∂
∂

, .     (1.35)   

 Here, the Hamiltonian  H  represents the total energy of the system. 
For any dynamical variable  F  that depends on canonical variables 
  ( , )q pi i , the time derivative of  F  is given by
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BRIEF DETOUR TO CLASSICAL MECHANICS  11

    

dF
dt

F
q

q
F
p

F
t

F
q

H
p

F
p

H
q

i
i

ii

i i i i

= ∂
∂

+ ∂
∂

⎧
⎨
⎩

⎫
⎬
⎭
+ ∂
∂

= ∂
∂

∂
∂

− ∂
∂

∂
∂

⎧
⎨
⎩

⎫

∑ �

⎬⎬
⎭
+ ∂
∂

= { }+ ∂
∂

∑ F
t

F H
F
t

i

, ,

    (1.36)  

where the Poisson bracket   A B,{ } for dynamical variables  A,B  is 
defi ned by

    A B
A
q

B
p

A
p

B
q

B A
i i i ii

, , .{ } = ∂
∂

∂
∂
− ∂
∂

∂
∂

⎧
⎨
⎩

⎫
⎬
⎭
= −{ }∑     (1.37)   

 Equations  (1.36)  and  (1.37)  imply that

    
dH
dt

H H
H
t

H
t

= { }+ ∂
∂
= ∂
∂

, ,     (1.38)   

 which says if  H  does not explicitly dependents on the time  t , the 
Hamiltonian, the total energy of the system, is conserved. Among many 
interesting properties of the Poisson bracket, the following relation is 
especially useful for the latter purpose:

    q pi j ij, .{ } = δ     (1.39)   

 For a particle moving in a one - dimensional world specifi ed by the 

coordinate  x , the Lagrangian is given by   L m x V x= ( ) −1 2 2/ ( ),�  as before. 

Then the canonical transformation yields,

    
p

L
x

mx

H px L mx V x
p
m

V x

= ∂
∂
=

= − = + = +

�
�

� �

,

( ) ( ).
1
2 2

2
2

    (1.40)   

 Equation  (1.40)  allows us to interpret the Hamiltonian  H  as the total 
energy of the system and  p  as the momentum. Hamilton ’ s equation of 
motion, Equations  (1.34)  and  (1.35) , gives

    �x
H
p

p
m

= ∂
∂
= ,  
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12  BASIC QUANTUM MECHANICS

    �p
H
x

V x
x

= − ∂
∂
= − ∂

∂
( )

,  

Newton ’ s law. 
 If we have a charged particle in an electromagnetic fi eld, the situa-

tion is a bit more complex. The electric fi eld   
�
E and the magnetic fl ux 

density   
�
B can be expressed by a vector potential   

�
A and a scalar poten-

tial   φ as

    

� �
�

� � �
E

A
t

B A

= −∇ − ∂
∂

= ∇ ×

φ ,

.
    (1.41)   

 The divergence of a magnetic fl ux density is zero, so it can be 
written as the curl of the vector, the well - known vector potential   

�
A. In 

static, the curl of the electric fi eld is zero, and it can be written as the 
gradient of a scalar function. In the time - varying case, the electric fi eld 
and the magnetic fi eld are related by the following Maxwell ’ s 
equations:

    

� �
�

� �

� �

� � �
�

∇ × = − ∂
∂

∇ ⋅ =

∇ ⋅ =

∇ × = + ∂
∂

E
B
t

B

D

H J
D
t

,

,

,

,

0

ρ
    (1.42)   

 with   
� �

D E= ε  and   
� �
B H= μ . Here,   

�
D is the electric fulx density,   

�
H is the 

magnetic fi eld,   ρ is the charge density,   
�
J  is the current density,   ε is the 

permittivity, and   μ is the permeability. We have used the international 
system of units (SI units) to write Maxwell ’ s equation. From substitut-
ing Equation  (1.41)  into  (1.42) , we fi nd that

    
� �

�
∇ × + ∂

∂
⎛
⎝⎜

⎞
⎠⎟
=E

A
t

0.   

 Then it is obvious that we have

    
�

�
�

E
A
t

+ ∂
∂
= −∇φ.     (1.43)   
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BRIEF DETOUR TO CLASSICAL MECHANICS  13

 Equation  (1.30)  implies that the generalized force   Qi is defi ned by

    Q
V
q

d
dt

V
q

i
i i

= − ∂
∂

+ ∂
∂
⎛
⎝⎜

⎞
⎠⎟�

.     (1.44)   

 The force acting on the charged particle, called the Lorentz force, is

    
� � �� �
F e E r B= + ×{ }.     (1.45)   

 Substituting Equation  (1.41)  into Equation  (1.45) , we obtain

    
� � �� �

�
F e r A

dA
dt

= −∇ − ⋅( ) −⎧
⎨
⎩

⎫
⎬
⎭

φ ,     (1.46)  

where we have used the following relation:

    
�� � � � �� � �� � �r A r A r A× ∇ × = ∇ ⋅( ) − ⋅∇( )( ) .   

 Equations  (1.44)  and  (1.46)  indicate that the generalized potential 
in the case of a charged particle moving in an electromagnetic fi eld is 
given by

    V e r A= − ⋅( )φ �� � ,     (1.47)  

and the corresponding Lagrangian is

    L mr er A e= + ⋅ −1
2

2�� �� � φ.     (1.48)   

 The generalized canonical momentum is then

    p
L
q

mx eA q xi
i

i i i i= ∂
∂

= + =
�

� , ,     (1.49)  

and the Hamiltonian is given by

    

H p q L

mx eA x mr er A e

mr e

i i

i

i i i

i

= −

= +( ) − − ⋅ +

= +

=

∑

∑

�

� � �� �� �

��

1
2

1
2

2

2

φ

φ

�� �
p eA

m
e

−( )
+

2

2
φ.

    (1.50)    
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14  BASIC QUANTUM MECHANICS

   1.4    A ROAD TO QUANTUM MECHANICS 

 In classical mechanics, we dealt with functions of the coordinates   qi and 
momentum   pi such as energy; we describe these quantities collectively 
as  “ observable. ”  The term  “ observable ”  describes any quantity acces-
sible to the measurement processes. We assume that every physical 
observable is mathematically represented by a Hermitian operator, and 
every measurement of the physical observable will result in one of the 
eigenvalues of the corresponding Hermitian operator. The eigenvector 
is used to characterize the state of the physical system. 

 Quantum mechanics assumes that any arbitrary state of the physical 
system is characterized by a state vector that is not necessarily an 
eigenvector of any particular Hermitian operator. After a measurement 
has been performed, the state vector collapses to one of the eigenvec-
tors with an eigenvalue   En. If we describe the state of the system 
by a ket vector   Ψ , then we can represent this state vector by
Ψ Ψ= ∑n n nE E , where   En  is an eigenvector of a particular 
Hermitian operator corresponding to the measurement done on the 
system. How does   Ψ  relate to possible measurements when the result 
of a measurement must be one of the eigenvalues   En{ }? For this, we 
need the following postulate. 

   1.4.1    Postulate 

 The quantity   Ψ ΨH  represents the average value of a series of mea-
surements on an ensemble of systems that are all described by the state 
vector   Ψ  and is given by

    Ψ Ψ ΨH E En n

n

=∑ 2 ,     (1.51)  

where   P En n= Ψ 2 is the probability of obtaining the value of   En as a 
result of a measurement. 

 Previously, we described that in quantum mechanics the dynamical 
variables of classical mechanics are replaced by corresponding 
Hermitian operators. In classical mechanics, the dynamics of an observ-
able are described by the Poisson bracket. We would like to extend the 
Poisson bracket to describe the dynamics of a quantum mechanical 
operator. The Poisson bracket for the classical observables   A B,  is 
defi ned in Equation  (1.37)  as

    A B
A
q

B
p

A
p

B
q

B A
i i i ii

, , .{ } = ∂
∂

∂
∂
− ∂
∂

∂
∂

⎧
⎨
⎩

⎫
⎬
⎭
= −{ }∑     (1.37)   
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A ROAD TO QUANTUM MECHANICS  15

 It is straightforward to show the following properties:

    A C B A B C B+{ } = { }+ { }, , , ,     (1.52a)  

    A B C A B A C, , , ,+{ } = { }+ { }     (1.52b)  

    AB C A C B A B C, , , ,{ } = { } + { }     (1.53a)  

    A BC A B C B A C, , , .{ } = { } + { }     (1.53b)   

 Let us assume that a quantum mechanical Poisson bracket is analo-
gous to a classical one. So we assume that a quantum mechanical 
Poisson bracket satisfi es all the conditions of Equations  (1.37) ,  (1.52) , 
and  (1.53) . We shall denote the quantum mechanical Poisson bracket 
for operators   Â and   B̂ as   ˆ , ˆA B⎡⎣ ⎤⎦. We use these conditions to determine 
the functional form of a quantum Poisson bracket by evaluating 
  ˆ ˆ , ˆ ˆAB CD⎡⎣ ⎤⎦ in two different ways from Equation  (1.53a,b) :

   

ˆ ˆ , ˆ ˆ ˆ , ˆ ˆ ˆ ˆ ˆ , ˆ ˆ

ˆ , ˆ ˆ ˆ ˆ

AB CD A CD B A B CD

A C D C A

⎡⎣ ⎤⎦ = ⎡⎣ ⎤⎦ + ⎡⎣ ⎤⎦
= ⎡⎣ ⎤⎦ + ,, ˆ ˆ ˆ ˆ , ˆ ˆ ˆ ˆ , ˆ

ˆ , ˆ ˆ ˆ ˆ ˆ

D B A B C D C B D

A C DB C

⎡⎣ ⎤⎦{ } + ⎡⎣ ⎤⎦ + ⎡⎣ ⎤⎦{ }
= ⎡⎣ ⎤⎦ + AA D B A B C D AC B D, ˆ ˆ ˆ ˆ , ˆ ˆ ˆ ˆ ˆ , ˆ ,⎡⎣ ⎤⎦ + ⎡⎣ ⎤⎦ + ⎡⎣ ⎤⎦

    (1.54)  

and

   

ˆ ˆ , ˆ ˆ ˆ ˆ , ˆ ˆ ˆ ˆ ˆ , ˆ

ˆ , ˆ ˆ ˆ ˆ

AB CD AB C D C AB D

A C B A B

⎡⎣ ⎤⎦ = ⎡⎣ ⎤⎦ + ⎡⎣ ⎤⎦
= ⎡⎣ ⎤⎦ + ,, ˆ ˆ ˆ ˆ , ˆ ˆ ˆ ˆ , ˆ

ˆ , ˆ ˆ ˆ ˆ ˆ

C D C A D B A B D

A C BD A

⎡⎣ ⎤⎦{ } + ⎡⎣ ⎤⎦ + ⎡⎣ ⎤⎦{ }
= ⎡⎣ ⎤⎦ + BB C D C A D B CA B D, ˆ ˆ ˆ ˆ , ˆ ˆ ˆ ˆ ˆ , ˆ .⎡⎣ ⎤⎦ + ⎡⎣ ⎤⎦ + ⎡⎣ ⎤⎦

    (1.55)   

 Equating Equations  (1.54)  and  (1.55) , we obtain

    − ⎡⎣ ⎤⎦ −( ) + −( )⎡⎣ ⎤⎦ =
ˆ , ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ , ˆ .A C BD DB AC CA B D 0     (1.56)   

 Since the above condition holds for arbitrary Hermitian operators 
  ˆ , ˆ , ˆA B C, and   D̂, we must have

    ˆ , ˆ ˆ ˆ ˆ ˆ ˆ , ˆ ˆ ˆ ˆ ˆ .A C AC CA B D BD DB⎡⎣ ⎤⎦ = −( ) ⎡⎣ ⎤⎦ = −( )and     (1.57)   

 From now on, we shall call a quantum Poisson bracket a com-
mutator. We further assume that a commutator or a quantum 
Poisson bracket is proportional to the corresponding classical Poisson 
bracket:
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16  BASIC QUANTUM MECHANICS

    ˆ , ˆ , ,A B i A B⎡⎣ ⎤⎦ = { }�     (1.58)  

where   � is Planck ’ s constant divided by   2π. This suggests that quantum 
mechanics is based on the assumption that the Poisson bracket assumes 
the same physical meaning and the same numerical values as in classical 
mechanics. In particular,

    ˆ , ˆ , ,q p i q p ii j i j ij[ ] = { } =� �δ     (1.59)   

 which is the fundamental quantum condition. 
 The time evolution of a quantum mechanical operator can be 

obtained from the equation of motion for the classical observable:

    
dF
dt

F
t

F H= ∂
∂
+ { }, ,     (1.36)  

    dF
dt

F
t i

F H
ˆ ˆ

ˆ , ˆ ,= ∂
∂
+ ⎡⎣ ⎤⎦

1
�

    (1.60)  

where   Ĥ is the energy operator corresponding to the classical 
Hamiltonian. Equation  (1.60)  is called the equation of motion in the 
Heisenberg picture. This particular quantum mechanical representa-
tion assumes that the operators vary with time, while the state vector 
  Ψ  is time independent. This picture is formally analogous to classical 
mechanics, since the equations of motion for the operators closely 
resemble the corresponding classical equations. 

 Now, let us study a different picture, called the   Schrodinger��  picture, 
where the operators are constant in time, while the time variation is 
expressed by the state vectors. In this picture, the explicit time depen-
dence of an operator still remains. Different quantum mechanical pic-
tures follow from each other by a unitary transformation. From now 
on, we denote a quantum mechanical operator   Â simply as   A when we 
don ’ t need to distinguish it from the corresponding classical observable. 
Let us denote the state vector and operator in the new picture by   ′Ψ  
and   ′A , respectively. Then, they are related to   Ψ  and   A of an old 
picture by

    ′ = ′ =Ψ ΨU A UAU, †     (1.61)  

and

    ′ ′ ′ = =Ψ Ψ Ψ Ψ Ψ ΨA U UAU U A† † ,     (1.62)   
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A ROAD TO QUANTUM MECHANICS  17

 since

    U U UU I† † ,= =     (1.63)   

 when   U is a unitary operator. Equation  (1.62)  indicates that the 
unitary transformation does not change the physical content of the 
theory. Also, we have

    

dA
dt

dU
dt

AU U
dA
dt

U UA
dU
dt

dU
dt

AU U
A
t

U
i

U A H U

′ = + +

= + ∂
∂

+ [ ] +

† †
†

† † †,
1
�

UUA
dU
dt

†

.

    (1.64)   

 If   A is not explicitly dependent on time,   ∂ ∂ =A t/ 0, and the operator 
  A in the   Schrodinger�� picture is time independent except for an explicit 
time dependence. This implies that

    
dA
dt

U
A
t

U
′ − ∂

∂
=† .0     (1.65)   

 From Equations  (1.64)  and  (1.65) , we get

    

dU
dt

AU
i

U A H U UA
dU
dt

dU
dt

AU UA
dU
dt i

U AH HA U

d

† †
†

†
†

,+ [ ] +

= + + −( )

=

1

1
�

�
UU

dt
U A A U

dU
dt i

A H H A

dU
dt

U
i

H A A U
dU

†
†

†
†

′ + ′ + ′ ′ − ′ ′( )

= − ′⎛
⎝

⎞
⎠ ′ + ′

1

1
�

� ddt i
H+ ′⎛

⎝⎜
⎞
⎠⎟

=

1

0

�
.

    (1.66)   

 Equation  (1.66)  should hold for any quantum mechanical operators   ′A  
in the   Schrodinger��  picture, and, as a consequence, we have

    i
dU
dt

H U� = ′ .     (1.67)   
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18  BASIC QUANTUM MECHANICS

 Since   ′ =Ψ ΨU , we obtain the following   Schrodinger��  equation for 
the state vector

    i
d
dt

H� ′ = ′ ′Ψ Ψ .     (1.68)   

 The   Schrodinger��  picture is perhaps the most widely used because it 
leads directly to the formulation of wave mechanics. In this picture, 
eigenvectors of the position operator   q are used to represent the state 
vector of the system. We consider the continuous set of eigenvalues   ′q  
of the position operator   q  given by

    q q q q′ = ′ .     (1.69)   

 We assume that corresponding eigenvectors   ′{ }q  form a complete 
set. For simplicity, we consider the one - dimensional case only, but the 
extension to the higher dimensional case is straightforward. The posi-
tion representation of the state vector is defi ned by

    Ψ Ψ( ) .′ = ′q q     (1.70)   

 From Equation  (1.59) , the canonical momentum operator   p and the 
position operator   q satisfy the following quantum Poisson ’ s bracket or 
the commutator relation

    q p qp pq i, ,[ ] = −( ) = �     (1.71)  

and

    qp pq i−( ) =Ψ Ψ� .     (1.72)   

 If we take an inner product of Equation  (1.72)  by the bra vector   ′q , 
we obtain

    ′ −( ) = ′ ′ − ′q qp pq q q p q pqΨ Ψ Ψ .     (1.73)   

 Also,

    ′ −( ) = ′q qp pq i qΨ Ψ� .     (1.74)   

 Equations  (1.73)  and  (1.74)  are consistent only if the following con-
dition is satisfi ed
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A ROAD TO QUANTUM MECHANICS  19

    ′ = − ∂
∂ ′

′ = − ∂
∂ ′

′q p i
q

q i
q

qΨ Ψ Ψ� � ( ),     (1.75)   

 since Equation  (1.75)  implies

    ′ = − ∂
∂ ′

′ ′( )q pq i
q

q qΨ Ψ� ( ) .     (1.76)   

 Moreover, we have the following relations:

    ′ ′′ = −
∂
∂ ′

′ ′′ = −
∂
∂ ′

′ − ′′q p q i
q

q q i
q

q q� � δ( ),     (1.77)  

and

    I dq q q=
−∞

∞

∫ .     (1.78)   

 Then, we get

    
Φ Ψ Φ Ψ

Φ Ψ

=

=

−∞

∞

−∞

∞

∫
∫

dq q q

dq q q *( ) ( ),
    (1.79)  

    

Φ Ψ Φ Ψ

Φ

p dq dq q q p q q

dq dq q i
q

= ′ ′′ ′ ′ ′′ ′′

= ′ ′′ ′ − ∂
∂ ′

−∞

∞

−∞

∞

−∞

∞

∫ ∫
∫ *( ) � δ(( ) ( )

( ) (

′ − ′′⎛
⎝⎜

⎞
⎠⎟

′′

= ′ ′′
∂
∂ ′

′⎛
⎝⎜

⎞
⎠⎟

′ − ′′

−∞

∞

∫ q q q

dq dq i
q

q q

Ψ

Φ� * δ qq q

dq i
q

q q

dq q

) ( )

( ) ( )

(

Ψ

Φ Ψ

Φ

′′

= ′
∂
∂ ′

′⎛
⎝⎜

⎞
⎠⎟

′′

= ′ ′

−∞

∞

−∞

∞

−∞

∞

∫∫

∫ � *

* )) ( ),i
q

q�
∂
∂ ′

⎛
⎝⎜

⎞
⎠⎟

′′
−∞

∞

∫ Ψ

    (1.80)  

and

    ′ = ′ −
∂
∂ ′

⎛
⎝⎜

⎞
⎠⎟

′q F q p F q i
q

q( , ) , ( ).Ψ Ψ�     (1.81)   
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20  BASIC QUANTUM MECHANICS

 As a special case, we consider   F H= , where   H is the Hamiltonian of 
the system. Then the   Schrodinger��  equation  (1.68)  becomes

    i
t

q t H q i q q t� �
∂
∂

′ = ′ − ∂ ∂ ′ ′Ψ Ψ( , ) ( , / ) ( , ),     (1.82)   

 of the wave mechanics. 
 As an example, we consider a particle moving in a one - dimensional 

potential   V x( ). If we set the position operator as   ′ =q x, the classical 
Hamiltonian is given by Equation  (1.40) :

    H
p
m

V x= +
2

2
( ).   

 Then, the corresponding   Schrodinger��  equation is given by

    i
t

x t
m x

V x x t�
�∂

∂
= − ∂

∂
+⎛

⎝⎜
⎞
⎠⎟

Ψ Ψ( , ) ( ) ( , ).
2 2

22
    (1.83)   

 For three dimensions, we simply replace   ′q  with   
�
r  and   ∂ ∂ ′/ q  with   

�
∇. 

For example, the   Schrodinger��  equation for a charged particle moving 
in an electromagnetic fi eld is

    i
t

r t
m

i eA r t r t e r r t� � �
� � � � � �∂

∂
= − ∇ −( ) +Ψ Ψ Ψ( , ) ( , ) ( , ) ( ) ( , ).

1
2

2
φ     (1.84)   

 When the Hamiltonian   H is time independent, the time - dependent 
  Schrodinger��  equation can be rewritten in time - independent form by 
trying the solution of the form

    Ψ( , ) exp( / ) ( )
� � �
r t iEt rE= − ψ     (1.85)   

 into Equation  (1.83) . Then, we obtain the following time - independent 
  Schrodinger��  equation

    − ∇ + =� � � � � �2
2

2m
r V r r E rE E Eψ ψ ψ( ) ( ) ( ) ( ),     (1.86)  

where   E is the energy of the particle. 
 One can also consider the eigenvectors of the momentum operator 

  p , which are given by
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THE UNCERTAINTY PRINCIPLE  21

    p p p p′ = ′ ′ .     (1.87)   

 From

    ′ ′ = −
∂
∂ ′

′ ′ = ′ ′ ′q p p i
q

q p p q p� ,     (1.88)   

 we get

    ′ ′ = ′ ′( )q p C iq pexp / ,�     (1.89)  

where   C is a normalization constant. If we assume that
  ′ ′′ = ′ − ′′p p p pδ( ), then it is straightforward to calculate the 
normalization constant, which is given by   1 2π�. As a consequence, 
we have

    x p ixp= 1

2π�
�exp( / ),     (1.90)  

and

    � �
�

� � �r p ir p= ⎛⎝
⎞
⎠ ⋅( )1

2

3 2

π

/

exp / .     (1.91)     

   1.5    THE UNCERTAINTY PRINCIPLE 

 The most remarkable property of quantum mechanics is that the mea-
surements of different dynamical variables are not necessarily indepen-
dent. This property was fi rst formulated by Heisenberg, and is known 
as the uncertainty principle. We start with a quantum Poisson bracket 
for the position and momentum operators   q and   p,

    q p i, .[ ] = �   

 Let   Ψ  be a state vector, and   q and   p be the average values of the 
measurements of   q and   p, respectively:

    q q p p= =Ψ Ψ Ψ Ψ, .   

 We now calculate the mean - square deviations of measured values,

    
Δ Ψ Ψ

Ψ Ψ Ψ Ψ

q q q

q q

( ) = −( )
= − ( )

2 2

2 2,
    (1.92)  
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22  BASIC QUANTUM MECHANICS

and

    
Δ Ψ Ψ

Ψ Ψ Ψ Ψ

p p p

p p

( ) = −( )
= − ( )

2 2

2 2.
    (1.93)   

 We also defi ne   α = −q q and   β = −p p, and we get

    α β, , .[ ] = [ ] =q p i�   

 Also,

    Δ Δ Δ Δα β( ) = ( ) ( ) = ( )2 2 2 2q pand .     (1.94)   

 From Equation  (1.94) , we get

    

Δ Δ Δ Δ
Ψ Ψ Ψ Ψ

Ψ Ψ

q p( ) ( ) = ( ) ( )
=

≥

2 2 2 2

2 2

2

α β
α β

αβ ,

    (1.95)   

 from the Schwarz inequality. Since   αβ αβ βα αβ βα= −( ) + +( )1 2 1 2/ / , 
we also obtain

    
Ψ Ψ Ψ Ψ Ψ Ψ

Ψ Ψ

αβ α β αβ βα

α β

2 2

2
2

1
4
1
4 4

= [ ] + +( )

≥ [ ] =

,

, .
�

    (1.96)   

 Equations  (1.95)  and  (1.96)  give Heisenberg ’ s famous uncertainty 
relation:

    Δ Δq p ≥ �
2

.     (1.97)    

   1.6    THE HARMONIC OSCILLATOR 

 The one - dimensional simple harmonic oscillator is perhaps the most 
important and useful problem in quantum mechanics. The Lagrangian 
for the harmonic oscillator is

    L mx kx= −1
2

1
2

2 2� .     (1.98)   
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THE HARMONIC OSCILLATOR  23

 The canonical momentum is

    p
L
x

mx= ∂
∂
=
�

�,     (1.99)  

and the Hamiltonian becomes

    H px L
p
m

kx= − = +�
2

2

2
1
2

.     (1.100)   

 The time - independent   Schrodinger��  equation for the harmonic oscil-
lator is then given by

    − ∂
∂

+ =�2 2

2
2

2
1
2m x

kx E
ψ ψ ψ,     (1.101)   

 with the boundary condition   ψ = 0 at   x = ±∞. The solution of Equation 
 (1.101)  gives the energy eigenvalues of the harmonic oscillator and the 
eigenfunctions in terms of Hermite polynomials. In this section, we 
introduce an operator method that is based on the algebraic approach, 
and is much simpler than solving the   Schrodinger��  directly. We introduce 
new operators

    

a
m

m x ip

a
m

m x ip

k
m

= +( )

= +( )

=

1

2
1

2

�

�

ω
ω

ω
ω

ω

,

,†

.

    (1.102)   

 From

    aa
m

m x ip m x ip† ( )( ),= + −1
2 �ω

ω ω  

    a a
m

m x ip m x ip† ( )( ),= − +1
2 �ω

ω ω  

we obtain

    aa a a
i

px xp
i

i† † ( ) ( ) .− = − = − =
� �

� 1     (1.103)   
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24  BASIC QUANTUM MECHANICS

 We also have

    
x

m
a a

p i
m

a a

= +( )

= −( )

�

�
2

2

ω
ω

†

†

,

.

    (1.104)   

 Substituting Equation  (1.104)  into Equation  (1.100) , and using 
Equation  (1.103) , we get

   

H
p
m

m x

m
m

a a a a m
m

a a a

= +

= −( ) ⎛
⎝

⎞
⎠ −( ) −( ) + +( )

2
2 2

2

2
1
2

1
2 2

1
2 2

ω

ω ω
ω

� �† † † ++( )

= +( )

= +⎛
⎝

⎞
⎠

a

aa a a

a a

†

† †

† .

�

�

ω

ω

2
1
2

    (1.105)   

 Let ’ s assume that the state is in a particular eigenstate   ′E  with 
eigenvalue   ′E ,

    H E E E′ = ′ ′ .     (1.106)   

 Now,

    aH E aE E′ = ′ ′ ,   

 with   aH a a a= +⎛
⎝

⎞
⎠�ω † 1

2
. From   a a, †[ ] = 1 , we get   aa a a aa a† †= + , and

    aH E Ha E a E E E′ = ′ + ′ = ′ ′�ω .     (1.107)   

 Equation  (1.107)  can be rewritten as

    Ha E E E′ = ′ − ′( ) .�ω     (1.108)   

 In other words, if   ′E  is an eigenstate of a harmonic oscillator 
Hamiltonian   H with an eigenvalue   ′E ,   a E′  is also an eigenstate of   H 
but with different eigenvalue   ′ −E �ω. 
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THE HARMONIC OSCILLATOR  25

 By the way,

    
E H E E a a E E E

E E E

= +

=

� �ω ω†

.

1
2     (1.109)   

 Since

    

E E dq E q q E

dq E q

=

=

≥

∫
∫ 2

0,

  

 we have

    E a a E dq q a E† .= ≥∫ 2 0     (1.110)   

 Combining Equations  (1.109)  and  (1.110) , the energy eigenvalue   E 
must be a nonnegative number. On the other hand, Equation  (1.108)  
indicates that the operation of an operator   a on the energy eigenstate 
  E  lowers the energy eigenvalue by an amount   �ω. Nonetheless, the 
energy eigenvalue must be always nonnegative, so the reduction of 
the eigenvalue must be terminated at the ground state   E0 , that is, 
  a E0 0= , and as a result, we obtain

    E0
1
2

= �ω.     (1.111)   

 Likewise,

    a H E E a E† † ,′ = ′ ′  

and after some mathematical manipulations, we get

    Ha E E a E† † .′ = ′ +( ) ′�ω     (1.112)   

 This indicates that   a E† ′ is also an eigenstate of   H, but with a new 
eigenvalue   ′ +E �ω. We can see that the operator   a† raises the eigen-
value by the amount of   �ω. So if   En  is the  n th eigenstate, one can 
generate   En  from   E0  by  n  successive applications of   a†,
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26  BASIC QUANTUM MECHANICS

    E A a En n
n= ( )† ,0     (1.113)  

where   An is the normalization factor. The normalization factor   An is 
determined from the condition

    E En n = 1  

 with the relations

    

a a aa a

a a a a

a a a a a

n n

n n

n n

† † †

† † †

† † † †

( ) = ( )
= ( ) + ( )
= ( ) + ( ) +

−

− −

− −

1

1 1

1 2
aa

a a a a

n a a a

n

n n

n

†

† † †

† †

( )⎡⎣ ⎤⎦

= ( ) + ( ) ( )
= ( ) + ( )

−

− −

2

1 2 2
2

 

    (1.114)  

and

    a a na a a a an n n n n n† † †( ) ( ) .( ) = +− − −1 1 1   

 Then we obtain

    

E E A E a a E

nA E a a E

n A E E

n A

n n n
n n

n
n n

n

n

= ( )
= ( )
=
=
=

− −

2
0 0

2
0

1 1
0

2
0 0

2

1

†

†

!

!

.

  

 The normalization factor is

    A
n

n =
1

!
 

and the normalized eigenstate is

    E
a

n
En

n

=
( )†

!
.0     (1.115)   
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THE HARMONIC OSCILLATOR  27

 From Equations  (1.114)  and  (1.115) , we get

    

a E
a a

n
E

n a

n
E

n E

n

n

n

n

=
( )

=
( )

=

−

−

†

†

!

!

0

1

0

1

    (1.116)  

and

    
a E

a

n
E

n E

n

n

n

†
†( )

!

.

=

= +

+

+

1

0

11

    (1.117)   

 We call the operator   a an annihilation operator because it destroys 
a single quantum of energy. The operator  a† is called a creation operator 
since it raises (or creates) a quantum of energy. The operator   a a†  is 
called the number operator because if operating on the state, one can 
see that its eigenvalue is the number of energy quantum   n,

    a a E a n E n En n n
† † .= =−1     (1.118)   

 The operator method can also be used to determine the wave func-
tion of the one - dimensional harmonic oscillator in the coordinate space. 
Since   a E0 0= , from Equation  (1.102) , we have

    

x a E x
m

m
x i

m
p E

m
x x E

m x
x E

0 0

0 0

2

1

2

2 2
0

= +⎛
⎝

⎞
⎠

= + ∂
∂

=

ω
ω ω

ω
ω

� �

�
�

,

    (1.119)  

where Equations  (1.69)  and  (1.75)  are used. If we denote 
  ψ0 0( )x x E= , then Equation  (1.119)  can be rewritten as

    
d
dx

x
m x

xψ ω ψ0 0 0( ) ( ) .+ =
�

    (1.120)   

 Solving the fi rst - order differential equation is straightforward, and 
the solution is given by
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28  BASIC QUANTUM MECHANICS

    ψ
ω

0
2

2
( ) exp ,x A

m
x= −⎛⎝
⎞
⎠�

    (1.121)  

where   A  is the normalization constant given by

    A
m= ⎛⎝

⎞
⎠
ω
π�

1 4/

.     (1.122)   

 In order to determine the normalization constant, we have used the 
condition

    ψ0
2 1( ) ,x dx =

−∞

∞

∫     (1.123)  

and the Gaussian integral

    exp( ) , .− = >
−∞

∞

∫ α π
α

αx dx2 0     (1.124)   

 The excited state wave functions can be obtained by successive appli-
cation of a creation operator   a† on the state   E0  and taking an inner 
product with the bra vector   x . For example, the fi rst excited state wave 
function is

    

ψ

ω
ω

ω ψ
ω

ψ

1 0

0

0 0

2 2

2 2

2

x x a E

x
m

x i
p

m
E

m
x x

m x
x

( ) =

= −
⎛
⎝⎜

⎞
⎠⎟

= ( ) − ∂
∂

( )

=

†

�

�
�

mm
x

m m xω ω
π

ω
� � �

⎛
⎝

⎞
⎠ −⎛

⎝⎜
⎞
⎠⎟

1 4 2

2

/

exp ,

    (1.125)  

and the  n th state wave function is given by

    ψ
ω ω

π
ω

n
n

nx
n

H
m

x
m m x

( )
!

exp .
/

=
⎛
⎝⎜

⎞
⎠⎟
⎛
⎝

⎞
⎠ −⎛

⎝⎜
⎞
⎠⎟

1

2 2

1 4 2

� � �
     (1.126)   

 Here,   Hn( )ζ  is the Hermite polynomials, and the fi rst few Hermite 
polynomials are

    H H H0 1 2
21 2 4 2( ) , ( ) , ( ) ,ζ ζ ζ ζ ζ= = = − �     (1.127)    
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ANGULAR MOMENTUM EIGENSTATES  29

   1.7    ANGULAR MOMENTUM EIGENSTATES 

 If the potential term   V r( )
�

 in the time - independent   Schrodinger��  equa-
tion has a spherical symmetry, then the angular momentum   

� � �
L r p= ×  is 

conserved. We need the following mathematical relations to prove the 
previous statement.

   

� � � � � � � � � � � �

� � �
r r r r r r

r r

×∇( ) ⋅ × ∇( ) = ×∇( ) ×{ }⋅∇ − ⋅ ×∇( ) ×∇{ }
= − ∇ ⋅( ) ++ ∇ ⋅( ){ }⋅∇ − ⋅ − ∇ ⋅∇( ) + ∇ ⋅∇( ){ }
= − ⋅∇ + ∇( ) ⋅

� � � � � � � � � � �

� � �
r r r r r

r r3 2 ∇∇ + ∇ − ⋅∇( ) ⋅∇( )
= − ∂

∂
+ ∇ − ∂

∂
∂
∂

⎛
⎝

⎞
⎠

= − ∂
∂

−

r r r

r
r

r r
r

r
r

r
r

r

2 2

2 2

2
2

2
2

� � � �

∂∂
∂
+ ∇

r
r2 2.

   
(1.128)

   

 Here, we used the vector identity

    
� � � � � � � � �
A B C A B C B C A×( ) × = − ⋅( ) + ⋅( )     (1.129)  

and

    �
�

r r
r

⋅∇ = ∂
∂

.     (1.130)   

 If we defi ne the orbital angular momentum operator   
�
L as

    
�

��
�

L i r= − ×∇,     (1.131)   

 then, from Equation  (1.128) , we obtain

    ∇ = ∂
∂

+ ∂
∂

− ⋅2
2

2 2 2 2

2
r r r

L L
r

� �

�
.     (1.132)   

 The time - independent   Schrodinger��  equation  (1.86)  becomes

   −
∂
∂

+ ∂
∂

− ⋅⎛
⎝⎜

⎞
⎠⎟

+ =�
� �

�
� � �2 2

2 2 2 22
2

m r r r
L L

r
r V r r E rE E Eψ ψ ψ( ) ( ) ( ) ( ),,     (1.133)  
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30  BASIC QUANTUM MECHANICS

and the Hamiltonian with spherically symmetric potential is given 
by

    H
m r r r

L L
r

V r= − ∂
∂

+ ∂
∂

− ⋅⎛
⎝⎜

⎞
⎠⎟
+�

� �

�

2 2

2 2 2 22
2

( ) . . .     (1.134)   

 The angular momentum operator can be written, component - wise, as

    

L i r i y
z

z
y

L i r i z
x

x

x x

y y

= − ×∇( ) = − ∂
∂
− ∂
∂

⎛
⎝⎜

⎞
⎠⎟

= − ×∇( ) = − ∂
∂
−

��
�

�

��
�

�

,

∂∂
∂

⎛
⎝

⎞
⎠

= − ×∇( ) = − ∂
∂
− ∂
∂

⎛
⎝⎜

⎞
⎠⎟

z

L i r i x
y

y
z

z z

,

,��
�

�

    (1.135)  

and they satisfy the following commutation relations

    

[ , ] ,

[ , ] ,

[ , ] .

L L i L

L L i L

L L i L

y z x

z x y

x y z

=
=
=

�

�

�
    (1.136)   

 Now consider the infi nitesimal rotation about the  z  - axis by an angle 
  θ. The rotated coordinates are given by

    

′ = + ≈ +
′ = − + ≈ − +
′ =

x x y x y

y x y x y

z z

cos sin ,

sin cos ,

.

θ θ θ
θ θ θ     (1.137)   

 Since the Hamiltonian is invariant under the rotation, we have

    H x y z E x y zE Eψ ψ( , , ) ( , , ),=     (1.138)  

and

    H x y z E x y zE Eψ ψ( , , ) ( , , ).′ ′ ′ = ′ ′ ′     (1.139)   

 Also, we have

   
ψ θ θ ψ θ ψ

ψ

E E E

E

x y x y z x y z y
x

x
y

x y z

x

( , , ) ( , , ) ( , , )

( ,

+ − + = + ∂
∂
− ∂
∂

⎛
⎝⎜

⎞
⎠⎟

= yy z
i

L x y zz E, ) ( , , ).− θ ψ
�

    (1.140)   
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 From Equations  (1.138)  to  (1.140) , we obtain

    HL L Hz E z Eψ ψ= ,   

 or

    [ , ] .H Lz = 0     (1.141)   

 In other words, the operators   H and   Lz share the same set of eigen-
functions. It is straightforward to show that

    [ , ] ,L Lz
2 0=     (1.142)   

 which implies that we can choose a common set of eigenfunctions for 
the operators   H L Lz, , .2  Let ’ s assume that the wave function   ψE x y z( , , ) 
is given by

    ψ θ φλE Ex y z R r Y( , , ) ( ) ( , ),=     (1.143)  

where   ( , , )r θ φ  is a set of spherical coordinates, and   Yλ θ φ( , ) is a simulta-
neous eigenfunction of   Lz and   L2 such that

    

L Y m Y

L Y l l Y

Y

z lm lm

lm lm

lm

( , ) ( , ),

( , ) ( ) ( , ),

( , )

θ φ θ φ
θ φ θ φ
θ φ

=
= +
�

�2 21

== θ φ, .lm

    (1.144)   

 By using the defi nition of the differential operator   
�
∇

    

�
∇ = ∂

∂
+ ∂
∂
+ ∂
∂

= ∂
∂
+ ∂

∂
+ ∂

∂

ˆ ˆ ˆ

ˆ ˆ ˆ
sin

,

x
x

y
y

z
z

r
r r r
θ

θ
φ

θ φ

    (1.145)  

we get

    

∂
∂
= ⋅∇

= ∂
∂
+ ∂

∂
− ∂

∂

x
x

r r r

ˆ

sin cos cos cos
sin
sin

,

�

θ φ θ φ
θ

φ
θ φ

    (1.146)  

    

∂
∂
= ⋅∇

= ∂
∂
+ ∂

∂
+ ∂

∂

y
y

r r r

ˆ

sin sin cos sin
cos
sin

,

�

θ φ θ φ
θ

φ
θ φ

    (1.147)  
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and

    

∂
∂
= ⋅∇

= ∂
∂
− ∂

∂

z
z

r r

ˆ

cos sin .

�

θ θ
θ

    (1.148)   

 Then, by combining Equations  (1.135)  to  (1.148) , we obtain

    

L i

L i

x

y

= ∂
∂
+ ∂

∂
⎡
⎣⎢

⎤
⎦⎥

= ∂
∂
− ∂

∂
⎡
⎣⎢

�

�

cot cos sin ,

cot sin cos

θ φ
φ

φ
θ

θ φ
φ

φ
θ
⎤⎤
⎦⎥

= − ∂
∂

,

.L iz �
φ

    (1.149)   

 We also defi ne the ladder operators   L±  as

    

L L L

i i

x y± = ±

= ± ± ∂
∂
+ ∂

∂
⎛
⎝⎜

⎞
⎠⎟

�exp( ) cot .φ
θ

θ
φ

    (1.150)   

 Then, we get the following relations among operators:

    

[ , ] ,

[ , ] ,

,

,

L L L

L L L

L L L L L

L L L L L

z

z

z z

z z

± ±

+ −

+ −

− +

= ±
=
= − +
= − −

�
�

�

�

2
2 2

2 2

LL L±( ) =† .∓

    (1.151)   

 This implies that

    
lm L L lm lm L L L lm

l l m m
z z+ − = − +

= + − +( ) ≥
2 2

2 21 0

�

� ( ) ,
 

and as a result

    − ≤ ≤ +l m l 1.     (1.152)   
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 Similarly, we also have

    − ≤ ≤l m l,     (1.153)  

from

    lm L L lm− + ≥ 0.     (1.154)   

 Also, we have

    lm L lm l l2 2 1 0= + ≥� ( ) .     (1.155)   

 Next, consider   L lm± . From   [ , ]L L Lz ± ±= ±� , we get

    

L L lm L L L L lm

L L L lm

m lm

z z z

z

± ± ±

± ±

= +( )
= ±( )
= ±

[ , ]

( ) .

 

�
� 1

    (1.156)   

 Thus,   L lm±  are eigenstates of   Lz with eigenvalues   m ± 1:

    L lm c lm± ±= ± 1 .     (1.157)   

 For this reason, we call   L± the ladder operators, in particular, the 
angular momentum - raising and  - lowering operators. The normalization 
constants   c± are evaluated with the aid of Equation  (1.151) :

    
c lm L L lm

l l m m
± ±=
= + − ±( )

2

2 1 1
∓

� ( ) ( ) .
    (1.158)   

 If we take   c±  as positive, then we have the following expressions:

    c l l m m± = + − ±� ( ) ( ).1 1     (1.159)   

 In order to fi nd the eigenfunction of the orbital angular momentum, 
we start with

    θ φ
φ
θ φ θ φ, , , ,L lm i lm m lmz = − ∂

∂
=� �     (1.160)   

 which gives

    θ φ θφ, , .lm e lmim= 0     (1.161)   
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 By the way, Equations  (1.157)  and  (1.159)  imply that

    L ll+ = 0,     (1.162)   

 Or, from Equation  (1.150) ,

    
∂
∂
−⎛

⎝
⎞
⎠ =

θ
θ θ φl lmcot , .0     (1.163)   

 Since the function   sinθ( )l satisfi es Equation  (1.163) , the orbital 
angular momentum eigenfunction has the following functional form:

    
Y ll

e

ll

il l

( , ) ,

sin .

θ φ θ φ

α θφ

=

= ( )
  

 The normalization constant   α  is evaluated from the condition

    

1

2 1

2
2

0

2
2 2

1

1

2

1

1
2

2
2 1

= ( )

= −( )

=

∫ ∫
∫
−

−
+

d d

du u

l

l

l

φ θ α θ

π α

π α

π
(cos ) sin

(ll
l l

!)
( )!( )

,
2

2 2 1+

    (1.164)   

 which gives

    Y
l

l l
ell

l

l
il l( , )

( )
!

( )( )!
sin .θ φ

π
θφ= − + ( )1

2
2 1 2

4
    (1.165)   

 Here,   ( )−1 l is the conventional phase factor. In order to get   Ylm( , )θ φ , 
we apply   L− to Equation  (1.165)    ( )l m−  times and from Equation  (1.157)  
we obtain

    Y
l

l l m
l m

d
d

im

l

l

l m

( , )
( )

!
( )( )!

( )! (cos )
sinθ φ

π θ
= − + +

−
⎛
⎝⎜

⎞
⎠⎟
−

1
2

2 1
4

θθ( )l.     (1.166)   

 In mathematical physics, the function   Ylm( , )θ φ  is called as spherical 
harmonics.  
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QUANTIZATION OF ELECTROMAGNETIC FIELDS  35

   1.8    QUANTIZATION OF ELECTROMAGNETIC FIELDS 

 There are cases where one needs to treat the electromagnetic fi eld 
quantum mechanically, such as the spontaneous emission, the Lamb 
shift, the resonance fl orescence, and nonclassical light, such as squeezed 
states. Also, the fl uctuation intensity of the laser near the threshold 
needs to be treated by the quantized electromagnetic fi elds. The clas-
sical electromagnetic fi elds are governed by Maxwell ’ s equations  (1.42) . 
In most treatment of the quantized electromagnetic fi elds, unbound 
regions are considered, and vector potentials are used. In many applica-
tions, we are primarily considering the interaction between the laser 
radiation with electrons in atoms or quantum structures, such as the 
semiconductor quantum dot within the electric - dipole approximation. 
In such a case, it is convenient to develop the theory in a gauge -
 invariant form more appropriate for quantum electronics, emphasizing 
the electric and magnetic fi elds;

    

� �
�

� �
�

� �

� �

∇ × = ∂
∂

∇ × = − ∂
∂

∇ ⋅ =

∇ ⋅ =

H
D
t

E
B
t

B

E

,

,

,

,

0

0

    (1.167)   

 with   
� �
B H= μ0  and   

� �
D E= ε0 . We also take the electric fi eld to have the 

spatial dependence appropriate for the cavity resonator with propaga-
tion axis in the z - direction such that  [6] 

    E z t q t
M

V
Kzx ( , ) ( ) sin

/

= ⎛
⎝⎜

⎞
⎠⎟

2 2

0

1 2Ω
ε

    (1.168)  

where   V  is the cavity volume,   K c= Ω /  is the wave number,   M is the 
constant with the dimension of mass, and   q t( ) is the quantum mechani-
cal variable with the dimension of length. Then, from Maxwell ’ s equa-
tions  (1.167) ,

    

� �

�

∇ × = −
∂
∂

= ⎛
⎝⎜

⎞
⎠⎟

H x
H

z

x q t
M

V
Kz

yˆ

ˆ ( ) sin ,
/

ε
ε0

2

0

1 2
2Ω

    (1.169)   
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 we obtain the magnetic fi eld

    H z t q t
K

M
V

Kzy( , ) ( ) cos .
/

= ⎛
⎝⎜

⎞
⎠⎟

� ε
ε

0
2

0

1 2
2Ω     (1.170)   

 The total electromagnetic energy contained in the cavity is then

    

H dv E H

dv q t
M

V
Kz q t

M
V

Kz

x y
V

= +{ }

= +

∫1
2
1
2

2 2

0
2

0
2

2
2

2 2 2

ε μ

( ) sin ( ) cos
Ω �⎧⎧

⎨
⎩

⎫
⎬
⎭

= +

∫V
p t

M
M q t

2
2 2

2
1
2

( )
( ),Ω

    (1.171)  

where we have defi ned the generalized momentum   p t Mq t( ) ( )= � . By 
comparing Equation  (1.105) , we see that the total electromagnetic 
energy inside the cavity is the same as that of the simple harmonic 
oscillator with mass   M and angular frequency   Ω. We can now defi ne 
the creation and annihilation operator for a single mode of electromag-
netic fi eld quanta denoted as a photon by

    
a t

M
M q t ip t

a t
M

M q t ip t

( ) = ( ) + ( )( )

( ) = ( ) − ( )( )

1

2
1

2

�

�

Ω
Ω

Ω
Ω

,

† .
    (1.171)   

 The quantization rule for the photon is then

    q p i a a, , ,[ ] = [ ] =� † .1     (1.172)   

 We also have

    a t a i t a t a i t( ) = ( ) −( ) ( ) = ( ) −( )0 0exp , expΩ Ω† .     (1.173)   

 Then, the quantized electric fi eld can be written as

    E z t a a E Kzx o,( ) = +( )† sin ,     (1.174)  

where   Eo is the electric fi eld per photon. The total electromagnetic 
energy contained in the cavity is
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    H a a= +�Ω( / ),1 2     (1.175)  

and the  n  - photon state in which  n  photons is defi ned as   n , where each 
photon has an energy   �Ω. We interpret the vacuum state   0  as a state 
which contains no photon. Photons are quanta of a single mode of the 
electromagnetic fi elds, and are not localized at any particular position 
within the cavity. Rather, they are spread out over the entire cavity. The 
quantized electromagnetic fi elds seem to offer amazingly satisfying 
accounts of a very wide range of radiative phenomena, and there is no 
real need to have a corpuscular theory of photons. 

 When there is more than one mode of electromagnetic fi elds in the 
cavity, the electromagnetic fi elds can be expanded by multi - modes

    

�

�
�

E z t x q t
M

V
K z

H z t y q t

n
n n

n

n

n

( , ) ( ) sin ,

( , ) ( )

/

= ⎛
⎝⎜

⎞
⎠⎟

=

∑ 2 2

0

1 2Ω
ε

εε
ε

0
2

0

1 2
2

K
M

V
K z

n

n n
n

n

Ω⎛
⎝⎜

⎞
⎠⎟∑

/

cos ,

    (1.176)   

 with   Ωn n c L= π / ,   K n Ln = π / , and  L  is the length of the cavity. The total 
electromagnetic energy contained in the cavity is

    H M q
p

M
n n n

n

nn

= +⎛
⎝⎜

⎞
⎠⎟∑1

2
2 2

2

Ω ,     (1.177)  

and

    [ , ] , [ , ] [ , ] .,q p i q q p pn n n n n n n n′ ′ ′ ′= = =�δ 0     (1.178)   

 The annihilation and creation operators for the mode  n  are

    
a t M M q t ip t

a t M M

n n n n n n n

n n n n

( ) = ( ) ( ) + ( )( )
( ) = ( )

−

−

2

2

1 2

1 2

�

�

Ω Ω

Ω

/

/

,
† ΩΩn n nq t ip t( ) − ( )( ),

    (1.179)  

and a quantized electric fi eld is given by

    E z t a a E K zx n n n n

n

,( ) = +( )∑ † sin .     (1.180)   

 For a mode  s , we have

    a a n ns s s s s
† .= �Ω   
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38  BASIC QUANTUM MECHANICS

 The general eigenstate of  H  has   n1 photons in the fi rst mode,   n2 in 
the second,   ns in the  s th, and so forth, and can be written as

    
n n n n

n n n
s s

s

1 2

1 2

… …
… …

≡ { }
=

    (1.181)   

 The annihilation operator   as destroys a photon in the   ns mode alone:

    a n n n n n n ns s s s1 2 1 2 1… … … …= − .     (1.182)   

 The general state vector for the fi eld is a superposition of these 
eigenstates:

    ψ = ∑ C n n nn n n s

n n n

s

s

1 2

1 2

1 2… …

… …

… …
, ,,

.     (1.183)   

 This state includes the correlations between different fi eld modes 
and is called an entangled state. The entangled state arises from per-
turbations such as the atom - fi eld interaction coupled by an electric -
 dipole interaction.  

   1.9    PERTURBATION THEORY 

 In this section, we deal systematically with the technique for calculating 
the effect of small extra potential, or Hamiltonian   ′H , acting on a 
system governed mainly by a free Hamiltonian   H0. Suppose for simplic-
ity that our unperturbed Hamiltonian   H0 governs the noninteracting 
system with

    H E0 0 0 0Ψ Ψ= ,     (1.184)  

and the corresponding eigenstate is normalized. When the perturbation 
is applied, we shall need to solve the equation

    E H H−( ) = ′0 Ψ Ψ .     (1.185)   

 Provided we make no condition on the normalization of the new 
eigenstate   Ψ , we may always split it into two terms  [3] 

    Ψ Ψ Φ= +0 ,     (1.186)  

where the change due to the perturbation is to be orthogonal to the 
unperturbed state:
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    Ψ Φ0 0= .     (1.187)   

 This condition can be expressed by the formal introduction of pro-
jection operator   P:

    P = Ψ Ψ0 0 ,     (1.188)   

 which acts on any quantum state   Φ  as

    P Φ Ψ Ψ Φ= 0 0 .   

 The complementary projection operator is defi ned as

    Q P= −1 .     (1.189)   

 The complementary operator is idempotent, that is,   Q Q2 = , as in the 
case of   P, and it projects any state upon the manifold in Hilbert space 
that is orthogonal to   Ψ0 . Then one can see that, from Equations 
 (1.186)  and  (1.187) , one can write

    Q Ψ Φ= .     (1.190)   

 Applying the unperturbed Hamiltonian operator to this function, 
we get

    

QH H H

H E

H

H Q

0 0 0 0 0

0 0 0 0

0

0

Φ Φ Ψ Ψ Φ
Φ Ψ Ψ Φ
Φ
Φ

= −
= −
=
= ,

    (1.191)   

 showing that   Q commutes with   H0. The one we write

    E H E E E H−( ) = −( ) + −( )0 0 0 0Ψ Ψ Φ ,     (1.192)  

    Q E H E H Q E H−( ) = −( ) = −( )0 0 0Ψ Ψ Φ ,     (1.193)  

and from Equations  (1.185)  and  (1.193) , we obtain

    E H QH−( ) = ′0 Φ Ψ .     (1.194)   

 Applying   P  to Equation  (1.185) , we get

    E E H= + ′0 0Ψ Ψ .     (1.195)   
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40  BASIC QUANTUM MECHANICS

 Equation  (1.194)  can also be written as

    Φ Ψ= −( ) ′−E H QH0
1 ,     (1.196)   

 which implies that there is an operator   E H−( )−0
1 which is the inverse 

of   E H−( )0 . Then, Equations  (1.185) ,  (1.186) , and  (1.192)  can be com-
bined into

    Ψ Ψ Ψ= + −( ) ′−
0 0

1E H QH .     (1.197)   

 This is an exact equation, but can only be solved approximately by 
iteration. Thus

    

Ψ Ψ Ψ Ψ

Ψ Ψ

= + −( ) ′ + −( ) ′( )
= + −( ) ′

+ −( )

− −

−

−

0 0
1

0 0
1

0 0
1

0

0

E H QH E H QH

E H QH

E H 11
0

1
0QH E H QH′ −( ) ′ +− Ψ �.

    (1.198)   

 This series is known as the Brillouin - Wigner perturbation expansion. 
Let   Ψn{ } be the complete eigenset of the free Hamiltonian   H0, then 
we have

    Ψ Ψn n

n

I∑ = ,     (1.199)  

and

    Q nn nΨ Ψ= ≠, .0     (1.200)   

 Thus from Equations  (1.195)  to  (1.200) , we obtain the energy equation 
 (1.195) , and represent all states and operators in eigenstates of   H0. 
We get

    

E E H

E H
E H
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E H E H

= + ′

= + ′ +
−
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⎞
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1
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0
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n n
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nn
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E H
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E E

�
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 (1.201)   
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 The projection operator   Q automatically excludes certain matrix ele-
ments from the summations in each term of the series. It is an implicit 
equation to be solved for   E. Consider the very simple case where   ′H  
couples just two states of nearly equal energy. If the expectation value 
of   ′H  is zero in each of these states, we get

    E E
H

E E
E

H
E E

= + ′
−

= + ′
−0

0 1
2

1
0

01
2

1

Ψ Ψ
,     (1.202)   

 which has two roots to be obtained from the equation

    E E E E E E H2
0 1 0 1 01

2 0− +( ) + − ′ = .     (1.203)   

 Note that this is the same as the solution of the determinantal equa-
tion for the degenerate or nearly degenerate Rayleigh - Schr ö dinger 
perturbation theory, that is

    
E E H

H E E

− ′
′ −

=0 01

10 1

0.     (1.204)     

 PROBLEMS 

       1.    We consider the ket vector   a  represented by a column vector 
given by

    a

a

a

a

=

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟

∞

1

2

.

.

.

,  

with complex quantities   a a a a1 2 3, , , ,… ∞, and the bra vector given 
by  b b b b b= ( )∞1 2 3

* * * *. . . . . The outer product of vectors   a  and   b  
is defi ned by

    a b

a b a b a b

a b a b a b

a b a b a b

=

⎛

⎝

⎜
∞

∞

∞ ∞ ∞ ∞

1 1 1 2 1

2 1 2 2 2

1 2

* * *

* * *

* * *

�
�

� � 	 �
�

⎜⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

.   
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42  BASIC QUANTUM MECHANICS

 In two - dimensional Hilbert space, the basis vectors are given by

   0
1

0
= ⎛
⎝⎜
⎞
⎠⎟
   and     1

0

1
= ⎛
⎝⎜
⎞
⎠⎟

. 

The Pauli operators are defi ned by

   σ σ σx y z

i

i
= ⎛
⎝⎜

⎞
⎠⎟

=
−⎛

⎝⎜
⎞
⎠⎟

=
−

⎛
⎝⎜

⎞
⎠⎟

0 1

1 0

0

0

1 0

0 1
, , .

Obtain the spectral representation of Puali operators from Equation 
 (1.25) .   

    2.    If A and B are two fi xed noncommuting operators, and   λ is a param-
eter, then show that

    
exp( ) exp( ) [ , ]

!
[ ,[ , ]]

!
[ ,[ ,[ , ]]]

λ λ λ λ

λ

A B A B a b A A B

A A A B

− = + +

+ +

2

3

2

3
��.

  

 When   [ ,[ , ]] [ ,[ , ]]A A B B A B= = 0, show that

    exp( ) exp( )exp( )exp [ , ] .A B A B A B+ = −⎛⎝
⎞
⎠

1
2

  

 Hint: Consider the operator function   f A B( ) exp( )exp( )λ λ λ= , 
and differentiate   f ( )λ  with respect to   λ to obtain 
  df d A A B A f( ) / exp( ) exp( ) ( )λ λ λ λ λ= + −( ) , and solve the differential 
equation.   

    3.    In one dimension, the Hamiltonian is given by   ˆ ˆ / ( ˆ)H p m V x= +2 2 . 
Let En  be the eigenvector of   Ĥ, and   En be the eigenvalue. Then 
show that

    E x E E E
m

n n n n

n

′′ ′ ′ ′′
′

−( ) =∑ ˆ .2
2

2
�

    

    4.    In two - dimensional Hilbert space, the basis vectors are given by

   0
1

0
= ⎛
⎝⎜
⎞
⎠⎟
   and     1

0

1
= ⎛
⎝⎜
⎞
⎠⎟

.

When the Hamiltonian of this two - dimensional system is given by
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    H E E V= + + +( )0 10 0 1 1 1 0 0 1 ,  

fi nd eigenvectors and eigenvalues of   H .   

    5.    A one - dimensional harmonic oscillator is under the electric fi eld  F , 
and the total Hamiltonian is given by   H p m x eFx= + −2 1

2
2 22/ ω . 

Using the perturbation theory equation  (1.201) , calculate the ground 
state energy.   

    6.    Find the wave functions and the energy levels of a particle in the 
potential well given by   V x( ) = 0  if   x L≤ / 2  and   V x V( ) = >0 0  if 
  x L> / 2  (Fig.  1.1 ).       

     Figure 1.1.     Finite potential well.  

L/2–L/2

V(x)

V0
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  2    Basic Quantum 
Statistical Mechanics     

    2.1    ELEMENTARY STATISTICAL MECHANICS 

 If a system in equilibrium can be in any of  N  states, then 
the probability of the system having energy   En is given by 
  ( )exp( / )1 Z E k Tn B− , where the partition function  Z  is defi ned by  [1] 

    Z E k Tn B

n

N

= −
=
∑exp( / ).

1

    (2.1)  

  Here,   kB is a Boltzmann constant, and  T  is a temperature. For quantum 
mechanical system of states   n{ }, where   n  denotes the state with 
energy   En, the expected value of the quantum mechanical operator  A  
is defi ned by

    A
Z

n A n E k Tn B

n

= −∑1
exp( / ).     (2.2)   

 This fundamental law is the essence of statistical mechanics, with the 
concept of thermal equilibrium and temperature. If a system is very 
weakly coupled to a heat bath at a given temperature, if the coupling is 
indefi nite or not known precisely, if the coupling has been on for a long 
time, and if all the  “ fast ”  processes have happened and all the  “ slow ”  
processes have not, the system is said to be in thermal equilibrium. Con-
sider two different states of a system that has the same energy,   E Ej k= . 
The probabilities of the system being in either state  j  and  k  are then equal. 
Since the system remains in contact with the heat bath for a long time, one 
would expect states of equal energy to be equally likely. Also, states of 
different energies would be expected to have different probabilities. 
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46  BASIC QUANTUM STATISTICAL MECHANICS

Because two states of the same energy are equally probable, the prob-
ability of a state having energy  E  is a function only of energy;   P P E= ( ). 
Consider a system,  S , in equilibrium with a large heat bath  H . It is 
assumed that the heat bath is extremely large and its total energy  E  
very great. Also, the possible energy levels of the heat bath may be 
assumed to be quasi - continuous. Let the energy levels of  S  be denoted 
by   Ej. Then   H Ei j�  for all  i ,  j . We now consider the bath plus the 
system as a new system,   Ti, which is also in thermal equilibrium. 
 T  has a defi nite energy, but as that energy is not fi xed exactly (the 
bath is in contact with the outside world), we can assume that the 
energy may be anywhere in the range   E0 ± Δ. If   Δ is suffi ciently small, 
we can assume that the states of the heat bath are equally likely in the 
range   Hi ± Δ. Let   η( )Hr  be the number of states per unit energy range 
in the heat bath  H  around energy   Hr. The probability,   P Er( ), that  S  is 
in a state with energy   Er, is proportional to the number of ways 
 S  can have that energy. From   E E Hr i0 = + , the number of states 
around   Er is the same as the number of states around   Hi, and is given 
by   η( )E Er0 2− × Δ. Then the ratio of the probabilities   P Er( )  and 
  P Er( )′  is

    

P E
P E

E E
E E

E E

r

r

r

r

r

( )
( )

( )
( )

exp log ( )
exp log (

′ ′
= −

−

= −( )

η
η

η
η

0

0

0

2
2
Δ
Δ

EE E

E E E E
r

r r

0

0 0

−( )
= − − −( )

′

′

)

exp log ( ) log ( ) .η η

    (2.3)   

 For   E Er � 0, we have the following approximation:

    log ( ) log ( ) log ( ) .η η ηE E E E
d

dE
Er r

E
0 0

0

− ≈ −     (2.4)   

 Then we have

    
P E
P E

E Er

r
r r

( )
( )

exp ( ) ,
′

′= − −( )β     (2.5)  

or

    P E Er r( ) exp( ),∝ −β     (2.6)  
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where

    β η= d E
dE E

log ( )
.

0

    (2.7)   

 From Equations  (2.1) ,  (2.6) , and  (2.7) , we obtain

    P E
E

E
r

r

r
r

( )
exp( )

exp( )
,= −

−∑
β
β

    (2.8)  

with

    β = k TB .     (2.9)   

 We can regard Equations  (2.7)  and  (2.9)  as the defi nition of the tem-
perature  T . 

 We now consider a quantum system of  N  identical particles and 
assume that there is no interaction among them. Any two confi gura-
tions of the system that differ only by an interchange of two or more 
identical particles are regarded as one and the same state. Thus, the 
state of the system is determined by giving the number of particles   na 
with energy   Ea. The problem is to calculate the partition function 
with the condition that   ∑ =

a
an  constant. The values admitted for every 

possible   na may be:

    
( ) , , , ,

( ) ,

a n

b n
a

a

   : Bose Einstein case

  : Fermi Dir

= −
= −

0 1 2

0 1

�
aac case.

    (2.10)  

  For Bose particles, any number of particles may occupy a given state. 
For Fermi particles, however, there can only be one particle at most in 
each state. This is due to the Pauli exclusion principle. 

 A state of the system is described by the set of numbers   na, which 
can take any set of values allowed both by the statistics and by the 
condition

    n Na

a
∑ =     (2.11)  

and

    Q n Ea a

an n n

= −
⎛

⎝
⎜

⎞

⎠
⎟∑∑

…

exp .
, ,

β
1 2 3

    (2.12)   
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48  BASIC QUANTUM STATISTICAL MECHANICS

 We consider the system of particles to be a box connected to a large 
reservoir of particles, and by assuming that it is possible for particles 
to pass to and from the reservoir. We further assume that the statistical 
mechanics of the system act as if it took energy   μ to move a particle 
from the box to the reservoir. For a given   μ, the energy levels of a 
particle in the box becomes   Ea −μ rather than   Ea. The partition function 
also becomes then

    

Q n E

n E

a a

an n n

a a

na

( )

, ,

exp

exp

μ β μ

β μ

= − −( )⎛

⎝
⎜

⎞

⎠
⎟

= − −( )( )
⎛

⎝
⎜

∑∑

∑
…1 2 3

⎜⎜
⎞

⎠
⎟⎟∏

a

    (2.13)  

with   N n
a

a= ∑ . The second line of the Equation  (2.13)  can be easily 
derived:

    

exp

exp exp

−( )
⎛

⎝⎜
⎞

⎠⎟

= −( )
⎛

⎝⎜
⎞

⎠⎟
−( )

⎛

∑∏

∑ ∑

β

β β

n K

n K n K

a a

na

n n

a

1 1 2 2

1 2
⎝⎝⎜

⎞

⎠⎟
−( )

⎛

⎝⎜
⎞

⎠⎟

= −
⎛
⎝⎜

⎞
⎠⎟

∑

∑∑
…

� exp

exp ,
,

β

β

n K

n K

n n

n

a a

an n

n

1 2

 

where   K Ea a≡ −μ. From simplifi ed expression of the partition 
function

    
Q n E

g

a a

an n

( )

,

exp

exp ,

μ β μ

β

= − −( )⎛

⎝
⎜

⎞

⎠
⎟

≡ −( )

∑∑
…1 2     (2.14)  

we obtain

    g Q= − 1
β

μln .( )     (2.15)   

 Then we get the following relations:
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∂
∂

=
⎛

⎝
⎜

⎞

⎠
⎟ − −( )⎛

⎝
⎜

⎞

⎠
⎟

= −

∑ ∑∑
…μ
β β μ

β β

μQ n n E

N n E

a

a

a a

an n

a

( )

,

exp

exp

1 2

aa

an n

−( )⎛

⎝
⎜

⎞

⎠
⎟∑∑

…

μ
1 2,

,
    (2.16)  

and

    

N
Q

N n E

Q
Q

g

a a

an n

= − −( )⎛

⎝
⎜

⎞

⎠
⎟

= ∂
∂

= − ∂
∂

∑∑
…

1

1
1 2

( )
,

( )
( )

exp

.

μ

μ
μ

β μ

β μ

μ

    (2.17)   

 For the purpose of comparing the probability of a state, we assumed 
that the system acts as if it had energy   E n Ea a a= ∑ −( )μ . But   μ was 
inserted only in order to provide the weighting factor that accounts for 
different probabilities of different number of particles in the system. 

 For the system of the ideal noninteracting Bose – Einstein particles, 
we have

    

exp( )

exp

exp

( )

,

− =

= − −( )⎛

⎝
⎜

⎞

⎠
⎟

= − −( )( )

∑∑
…

β

β μ

β μ

μg Q

n E

n E

a a

an n1 2

1 1

nn n

a

n E

n
1 2

2 2

0 1 2

1
1

∑ ∑⎛

⎝
⎜⎜

⎞

⎠
⎟⎟ − −( )( )
⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

=

=
−

exp

, , ,

ex

β μ �

�for

pp − −( )( )
⎛
⎝
⎜

⎞
⎠
⎟∏ β μEaa

 

or

    g Ea

a

= − − − −( )( )( )∑1
1

β
β μln exp .     (2.18)   
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 From Equations  (2.17)  and  (2.18) , the average number of particles 
in the system is given by

    

N g

E

n

aa

a

a

= − ∂
∂

=
−( )( ) −

=

∑
∑

μ

β μ
1

1exp

,

    (2.19)  

where   na  is the number of Bose – Einstein particles in the particular 
state with energy   Ea, and is sometimes called the Bose – Einstein distri-
bution. It is interesting to note that one can also write

    n
E

ga
a

= ∂
∂

.     (2.20)   

 For the system of the ideal noninteracting Fermi – Dirac particles, 
we have

    

exp( )

exp

exp

( )

,

− =

= − −( )⎛

⎝
⎜

⎞

⎠
⎟

= − −( )( )

∑∑
…

β

β μ

β μ

μg Q

n E

n E

a a

an n1 2

1 1

nn n

a

n E

n
1 2

2 2

0 1

1

∑ ∑⎛

⎝
⎜⎜

⎞

⎠
⎟⎟ − −( )( )
⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

=

= + −

exp

exp

β μ �

but  or 

ββ μEa

a

−( )( )( )∏ ,

 

or

    g Ea

a

= − + − −( )( )( )∑1
1

β
β μln exp ,     (2.21)  

and we obtain

    

n
E

g

E

a
a

a

= ∂
∂

=
+ −( )( )

1
1 exp

.
β μ

    (2.22)   
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 Below, we summarize the distribution functions for the Bose – 
Einstein and the Fermi – Dirac particles:

    n
E

E

a
a

a

=
−( )( ) −

−

−( )( ) +

1
1

1
1

exp

exp

β μ

β μ

; Bose Einstein particles

; FFermi Dirac particles−

⎧

⎨
⎪⎪

⎩
⎪
⎪

    (2.23)  

     2.2    SECOND QUANTIZATION 

 In the previous chapter, we considered the annihilation and creation 
operators for simple harmonic oscillators and quantized electromag-
netic fi elds. These operators also provide a convenient representation 
of the many - particle states in the system of  N  identical particles. The 
quantum mechanic of a single particle is formulated in terms of the 
position operator   ̂x and the momentum operator   ̂p, and the conven-
tional representation, the coordinate representation, is defi ned in terms 
of the eigenfunctions of the position operator. For a system of many 
identical particles, however, it is convenient to defi ne operators which 
create or annihilate a particle in specifi ed states. Operators of physical 
interest can be expressed in terms of these creation and annihilation 
operators. This new presentation is called the second quan tization for-
mulation. Let ’ s assume that the wave functions of  N  noninteracting 
identical particles   ϕ ϕ1 2( ), ( ),x x � form the complete orthonormal set 
where   x specifi es the coordinates and spin variables that characterize 
the state of a particle. Instead of giving the complete wave functions of 
the system of particle, we can obviously describe the system by specify-
ing the number of particles in a given state where the occupation 
numbers   n n1 2, ,� are new variables. In this new representation, we 
defi ne the new wave function or state vector as   Φn n1 2 ,� , where   n1 par-
ticles are in the state 1,   n2 particles in the state 2 … . Consider fi rst the 
case of a system of Bose – Einstein particles. In this case, the complete 
wave function of a system of Bose – Einstein particles is symmetric with 
respect to permutations of the variables corresponding to different 
particles. Then the wave function corresponding to the occupation 
numbers   n n1 2, ,� has the form  [2] 

    Φn n p p p N

P

n n
N

x x xN1 2 1 2
1 2

1 2

1 2�
�

�= ⎛
⎝⎜

⎞
⎠⎟ ∑

! !
!

( ) ( ) ( )
/

ϕ ϕ ϕ     (2.24)  
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52  BASIC QUANTUM STATISTICAL MECHANICS

where the   pi denotes the different states, and the sum is taken over all 
possible permutations of different numbers   pi. Now assume that   F ( )1  is 
the operator that is symmetric in all particles and has the forms

    F fn

n

( ) ( )1 1=∑     (2.25)  

where   fn
( )1  is the operator acting on functions of   xn. When such an 

operator acts on the function   ΦN N1 2� it carries it either into the same 
function or into another function in which the state of one particle has 
been changed. As a result, the matrix elements of   F ( )1  with respect to 
the wave function Equation  (2.24)  have the form

    
F f n

F

ii i

i

N N

N N

i k

i k

( ) ( )

( )
,

,

,1 1

1
1

1

=

( ) =

∑
−

−

for diagonal elements

ff n nik i k
( ) ,1 for nondiagonal elements

    (2.26)  

where

    f x f x dxik i k
( ) ( )*( ) ( ) .1 1= ∫ϕ ϕ     (2.27)   

 The above relation Equation  (2.26)  can be conveniently expressed 
using the annihilation and creation operators and the number states 
introduced in Equations  (1.181)  and  (1.182)  of Chapter  1 :

    a n n n n n n ni i i i1 2 1 2 1� � � �= −     (2.28)  

and

    a n n n n n n ni i i i
†

1 2 1 21 1� � � �= + +  

where   n n1 2�  denotes the abstract state vector where there are   n1 
particles in state 1,   n2 particles in state 2,  …  and so on. Using these new 
notations, the operator   F ( )1  can be written in following second quan-
tized form

    F f a aik i k

i k

1 1( ) ( )=∑ †

,

.     (2.29)   

 The matrix elements of this operator coincide with those given by 
Equation  (2.26)  when it acts on the abstract state   n n1 2� . The creation 
operator   ak

† and the annihilation operator   ai satisfy the following com-
mutation relations:
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    a a a a a ai k ik i k i k, , , , .† † †,[ ] = [ ] = [ ] =δ 0 0     (2.30)   

 A similar representation is possible for a symmetric operator of 
the form

    F fmn

m n

( ) ( )

,

2 2=∑     (2.31)  

where   fmn
( )2  acts on functions of   xm and   xn. In the second quantized rep-

resentation,   F ( )2  has the form

    F f a a a aiklm i k m l

i k l m

2 2( ) ( )= ∑ † †

, , ,

    (2.32)  

where

    f x x f x x dx dxiklm i a k b ab m b l a a b
( ) ( )( ) *( ) ( ) ( ) .2 2= ∗∫ϕ ϕ ϕ ϕ     (2.33)   

 In the case of Fermi – Dirac statistics, the complete wave function 
must be antisymmetric in all variables. This implies that in the case of 
noninteracting particles, the occupation numbers can only take the 
values 0 or 1, and the wave function has the form

    Φn n
P

p p p N

PN
x x xN1 2 1

1
1 1 2 2� �= −∑! ( ) ( ) ( ) ( )ϕ ϕ ϕ     (2.34)  

where all the numbers   p p pN1 2, , ,�  are different, and the symbol   ( )−1 P 
means that the odd number of permutations appear in the sum Equation 
 (2.34)  with a minus sign. For defi niteness, the term in Equation  (2.34)  
for which

    p p pN1 2< < <�     (2.35)  

will be chosen with a plus sign. The operator   F ( )1  of the type Equation 
 (2.25)  can also be written in the second quantized form

    F f c cik i k

i k

1 1( ) ( )=∑ †

,

,     (2.36)  

with   f x f x dxik i k
( ) ( )*( ) ( )1 1= ∫ϕ ϕ . However, in Equation  (2.36) , the 

fermion annihilation operator   ci and the creation operator   ck
† satisfy 

the following anticommutation relations:
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c c c c c c

c c c c

i k i k k i ik

i k i k

, ,

, , .

† † †

† †

{ } ≡ + =

{ } ={ } =
δ

0
    (2.37)   

 Similarly, the two - particle operator   F ( )2  has the following second 
quantized representation:

    F f c c c ciklm i k m l

i k l m

2 2( ) ( )= ∑ † †

, , ,

,     (2.38)  

where

    f x x f x x dx dxiklm i a k b ab m b l a a b
( ) ( )*( ) *( ) ( ) ( ) .2 2= ∫ϕ ϕ ϕ ϕ    

   2.3    DENSITY OPERATORS 

 When we solve complicated quantum mechanical problems, we usually 
divide the universe into two parts — the system in which we are inter-
ested and the rest of the universe. Then, normally, we assume that the 
system in which we are interested comprises the entire universe. Let us 
see what happens if we include something outside of the system. In this 
case, we assume   ϕi  to be a complete set of state vectors in the vector 
space describing the quantum system, and   Ri  to be a complete set for 
the rest of the universe or the reservoir. Then the most general wave 
function can be written as

    Ψ = ⊗∑C Rij i j

i j

ϕ
,

.     (2.39)   

 Now let   Â be an operator that acts only on the system and does not 
act on the   Rj . In other words, when   Â acts on the tensor product states, 
we mean that

    
� �
A Aϕ ψ ϕ ψ⊗ = ( )⊗ .     (2.40)   

 Then

    

A A

C C R A R

C C A

ij kl j i k l

i j k l

ij kj i k

i j k

i

=

= ( )
=

=

∑
∑

Ψ Ψˆ

* ˆ

* ˆ

ˆ

, , ,

, ,

ϕ ϕ

ϕ ϕ

ϕ AA k ki

i k

ϕ ρ
,
∑

    (2.41)  
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    with ρki ij kj

j

C C=∑ * ,     (2.42)  

where   ρki is the matrix element of the density operator   ρ, and is called 
the density matrix. The density operator is defi ned as

    ρ ϕ ρ ϕki k i= .     (2.43)   

 Then, the expectation value of the operator is expressed as

    

ˆ ˆ

ˆ

ˆ .

,

A A

A

Tr A

i k k i

i k

i i

i

=

=

= ( )

∑
∑

ϕ ϕ ϕ ρ ϕ

ϕ ρ ϕ

ρ

    (2.44)   

 From Equation  (2.42) , it is obvious that the density operator   ρ is 
Hermitian. Therefore, it can be diagonalized with a complete orthonor-
mal set of eigenvectors   ψi  and real eigenvalues   wi  [1] 

    ρ ψ ψ=∑wi i i

i

,     (2.45)  

and for   ˆ ˆA I= , we obtain

    ˆ .I Tr wi

i

= = =∑ρ 1     (2.46)   

 When   Â k k= ψ ψ , we have

    

w

R R

R

k k k

k j j k

j

j k

j

= ( )
= ( )

= ⊗

≥

∑
∑

Ψ Ψ

Ψ Ψ

Ψ

ψ ψ

ψ ψ

ψ 2

0.

    (2.47)   

 Therefore, we have

    w wi

i

i∑ = ≥1 0and ,     (2.48)  
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which means   wi can be interpreted as a probability of fi nding the 
system in the state   ψi . Above results suggest that we can reformulate 
quantum mechanics using density operator   ρ, where   ρ is of the form 
  ρ ψ ψ= ∑i i i iw , with   ∑ =i iw 1 and   wi ≥ 0. Given an operator   Â, the 
expectation value of   Â  is given by   ˆ ˆA Tr A= ρ . If all but one of the   wi 
are zero, we say that the system is in a pure state; otherwise, it is in a 
mixed state. 

 We now consider the operator   Ψ Ψ  and consider the partial trace 
of   Ψ Ψ  with respect to the environment state   Rj , then, from 
Equations  (2.39) ,  (2.42) , and  (2.43) , we obtain

    

Tr R R

C C

E m m

m

kj ij k i

ji k

Ψ Ψ Ψ Ψ( ) = ( )

=

=

∑
∑∑ *

.
,

ϕ ϕ

ρ

    (2.49)   

 When there is no prospect of confusion, we will also denote the 
partial trace of the operator   Ψ Ψ  as   Ψ Ψ . Then the density 
operator, more exactly the reduced density operator   ρ, can be defi ned 
simply as

    ρ = ( )Ψ Ψ     (2.50)   

 Since the quantum state   Ψ  satisfi es the Schrodinger equation

    i
t

H�
∂
∂

=Ψ Ψ ,  

the density operator satisfi es the following equation of motion

    
∂
∂
= −( ) =ρ ρ ρ ρ

t i
H H

i
H

1 1
� �

[ , ].     (2.51)   

 Now we would like to express the density operator in second quan-
tization. Consider the system of electrons in solid with two energy 
bands. Details of the band structure will be discussed in the following 
chapter, and here we consider a model system. 

 It is often convenient to introduce the new operator, called fi eld 
operator, which is defi ned as
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    Ψ( ) ( ) ( ),x a x a xck ck

k

vk vk

k

= +∑ ∑ϕ ϕ     (2.52)  

where we assume the electrons to be a two - band semiconductor. 
Details of the semiconductor band structure are described in the next 
chapter, and we can treat it as a model in this section. Here  c  stands 
for the conduction band,  v  the valence band, and  k  the wave vector. We 
introduce the following simplifi ed notations:

    
c c a

v c a
k ck

k vk

≡ =
≡ =

1

2
1

2

,

, ,
 

and the state vector

    Ψ Ψ= +( ) = +( )∑ ∑c k c k k c k ck k

k

k k

k

1 2 1 21 2 1 2, .
† †

    (2.53)   

 The density operator is then defi ned as

    
ρ =

= ′ + ′ +(
′ +

′ ′ ′
′
∑
Ψ Ψ

c c k k c c k k c c k

k c c

k k k k k k

k k

k

1 1 1 2 2 1

2 2

1 1 1 2 2

1

† † †

.

′′ ′ )k k k† .2 2

    
 (2.54)   

 Using random phase approximation, we obtain

    ρ ρ α β α βαβ
α β

= =∑ ( ) , , , ,
, ,

k k k
k

1 2     (2.55)  

where

    ραβ β αk c ck k( ) = † .     (2.56)   

 We assume that the Hamiltonian of the system is given by

    H E k c ck k

k

= ( )∑ αβ α β
α β

†

, ,

.     (2.57)   

 Then, in the Heisenberg picture, we have

    

i
t
c c c c H

E k c c E k c c

k k k k

k k k

�
∂
∂

= [ ]
= −′ ′

′
′ ′∑

β α β α

αβ β β
β

α β α α

† †

† †

,

( ) ( ) kk

′
∑
α

.
    (2.58)   
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 From Equations  (2.55)  to  (2.58) , we obtain

    
i

t
E k E k

E k

�
∂
∂

= ( ) − ( )

= ( )⎡⎣ ⎤⎦

′ ′
′

′ ′
′

∑ ∑ρ ρ ρ

ρ

αβ β β
β

αα α β
α

ˆ ,
    (2.59)  

where   Ê k( ) is the matrix representation of the Hamiltonian Equation 
 (2.57) . 

 When two - particle interaction such as Coulomb interaction 
becomes important, the Hamiltonian Equation  (2.57)  need to be modi-
fi ed into

   

H E k c c

V q c c c c c c

k k

k

k q k q k k k q

= ( )

+ ( ) +

∑

+ ′− ′ + ′

αβ α β
α β

†

, ,

† † †1
2 1 1 1 2 2 2kk q k k k q k q k k

k k q

c c c c c c− ′ + ′− ′
′ ≠

+[ ]∑ † † †

, ,

.2 2 1 2 2 1

0

2
   

 (2.60)    

   2.4    THE COHERENT STATE 

 In Chapter  1 , we considered the quantum mechanical description of 
the radiation fi eld through the use of a particular set of quantum 
states for the radiation fi eld. These are the stationary states of the 
noninteracting fi eld, which correspond to the presence of a pre-
cisely defi ned number of photons. At this stage, it is interesting to 
ask what wave function most closely describe the classical electromag-
netic fi eld given by   E t0 cos Ω +( )φ  and   H t0 sin Ω +( )φ . It is known that 
the wave function, which corresponds most closely to the classical 
fi eld, turns out to be the  “ coherent ”  wave function, a displaced ground 
state of the simple harmonic oscillator. The corresponding state vector 
is the  “ coherent state, ”  which is the eigenstate of the positive frequency 
part of the electric fi eld operator. The coherent state   α  for the 
single mode oscillator is defi ned as an eigenstate of the annihilation 
operator  [3] :

    a α α α= .     (2.61)   

 We can expand the coherent state   α  in terms of the number state 
  n  developed in Chapter  1  as
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α α

α

α α

=

= ( )

=

∑
∑

∑

n n

n a n

n
n

n

n

n

n

n

0

0

/ !

!
,

    (2.62)  

where we have used Equation  (1.115)  of Chapter  1 . Using the 
normalization condition   α α = 1, we obtain that   0 1 2 2

α α= −e ( ) . Then, 
we have

    α α α= −⎛
⎝⎜

⎞
⎠⎟∑exp

!
.

1
2

2
n

n n
n     (2.63)   

 The photon number probability distribution   P n( ) for the coherent 
state   α  is then given by

    P n n nn( ) exp / != = −( )α α α2 2 2     (2.64)  

which turns out to be the Poisson distribution. 
 One can show that the coherent state   α  is generated by the action 

on the vacuum state   0  of the Glauber displacement operator

    D a aα α α( ) = −( )exp † * ,     (2.65)  

with the Baker – Hausdorff relation for operators   A and   B

    exp exp( )exp( )exp , / ,A B A B A B+( ) = −[ ]( )2     (2.66)  

such that

    α α= D( ) .0     (2.67)   

 The Glauber displacement operator satisfi es the following 
properties:

    D aD a( ) ( ) ,− = +α α α     (2.68)  

and

    D a D a−( ) ( ) = +α α α† † .     (2.69)   
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 One property of the coherent state   α  is that, in contrast to the 
number states, the coherent states are not mutually orthogonal. The 
overlap between two coherent states   α  and   β  is

    
α β α β α β

α β α β

= − −( )
= − −

∑exp / /
( *) ( )
( ! !)

exp * / /

/
.

2 2

1 2

2 2

2 2

2

n m

n m n m
n m

22( ),
    (2.70)  

and hence

    α β α β2 2= − −( )exp .     (2.71)   

 Even though the coherent states lack mutual orthogonality, they 
form an overcomplete set such that the identity relation can be resolved 
in terms of the coherent states as

    
1 12

π
α α α

π
α α α αd d d I∫ ∫= =(Re ) (Im ) .     (2.72)   

 The overcomplete relation Equation  (2.72)  can be derived using

    

d

i m n d d

n

n m

n m

n

2 2

2

α α α α

α θ α α α θ

π δ

( *) exp( )

exp ( ) exp( )

( !)

−

= −[ ] −

=

∫
∫ +

.. ,m

    (2.73)  

and

    α α θ= ei .     (2.74)   

 The use of coherent states leads to considerable simplifi cation 
in the calculation of statistical averages related to the radiation 
fi eld. The radiation fi eld can be described by the density operator, 
which is defi ned in the previous section. The density operator is the 
outer product

    ρ ψ ψ=     (2.75)  

when the complete state   ψ  is known. However, when one has only the 
statistical knowledge that the system has probability   wi of being the 
state   ψi , the density operator is given by Equation  (2.45) 
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    ρ ψ ψ=∑wi i i

i
  

 The density operator is often more easily applicable to the real 
problem than the state vector, and it can be expanded in terms of the 
coherent states. The values of the expansion coeffi cients express the 
degree to which the radiation fi eld is actually coherent in the correct 
quantum mechanical sense. Any density operator   ρ may be represented 
in a unique way by means of a function of two complex variables 
  R( *, )α β , which is analytic throughout the fi nite   α* and   β planes, and is 
defi ned by

    R( *, ) exp / / .α β α ρ β α β= +( )2 22 2     (2.76)   

 We note that the coherent states form an overcomplete set, and then 
we can expand   ρ as

    
ρ

π
α β α α ρ β β

π
α β α β α β α β

=

= − −( )
∫
∫

1

1
2 2

2
2 2

2
2 2 2 2

d d

d d R( *, )exp / / .
    (2.77)   

 By expanding the coherent states in terms of number states, we also 
get

    R
n m

n m
n m

n m

( *, )
( *)
( ! !)

.
/

,

α β α β ρ=∑ 1 2     (2.78)   

 From the trace - preserving condition of the density operator, that is, 
  Trρ = 1, we obtain

    Tr d R( ) ( *. )exp( ) .ρ
π

α α α α= − =∫1
12 2     (2.79)   

 Although this expansion of the density operator is straightforward, 
it is quite complicated. We can often obtain a simpler expansion with 
real coeffi cient   P( )α :

    ρ α α α α= ∫d P2 ( ) .     (2.80)   

 The expectation value of the operator   A is given by   Tr A( )ρ . 
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 Then

    

A Tr A

n d P A n

d P A n n

d P A

d P

n

n

=

=

=

=

=

∫∑
∑∫

∫

( )

( )

( )

( )

(

ρ

α α α α

α α α α

α α α α

α

2

2

2

2 αα α) ( ),A∫

    (2.81)   

 where

    A A( ) .α α α=     (2.82)   

 This leads to a simple calculation involving only  c  numbers, provided 
that the operator   A is expressed in normal order, that is, so that creation 
operators stand to the left of the annihilation operators in the product 
appearing in   A.  

   2.5    THE SQUEEZED STATE 

 Squeezed states arise in simple quantum models of a number of 
nonlinear optical processes including optical parametric oscillation 
and four - wave mixing  [4 – 6] . The Heisenberg uncertainty principle
  Δ ΔA B A B≥ [ ]1

2 ,  between the standard deviation of two arbitrary

observables,   ΔA A A= −( )2 , and similarly for   ΔB , has a built - in

degree of freedom: One can squeeze the standard deviation of one 
observable provided that one stretches that for the conjugate observ-
able. All quantum mechanics requires is that the product be bounded 
from below. Given a fi eld described by the annihilation operator   a, we 
form two Hermitian conjugate operators giving its two quadratures as

    x ae a e p
i

ae a ei i i i
λ

λ λ
λ

λ λ= +( ) = −( )− −1
2

1
2

† †, ,     (2.83)  

with   x p iλ λ, /[ ] = 2  so   Δ Δx pλ λ ≥ 1 4/ . These two operators correspond 
to position and momentum for the case of a mechanical oscillator. 
The variance   Δxλ2  is given by

    Δx x xλ λ λ
2 2 2= − .     (2.84)   
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 We now consider a quantum state such that the expectation 
values of the two Hermitian conjugate operators are zero, 
  x p a aλ λ= = = =† 0. Then we have

    
Δx a a aa e a a e

a a aa e

i i

i

λ
λ λ

λ

2 2 2

2

1
4

1
2

1
4

1
4

1
2

1
2

= + + +( )

= + + ( )

−† † †

† Re .
    (2.85)   

 The minimum variance is

    Δx a a aaλ
2 1

4
1
2

1
2

= + −† .     (2.86)   

 Likewise, the variance of the conjugate operator is

    Δp a a aa e i
λ

λ2 21
4

1
2

1
2

= + − ( )† Re ,     (2.87)  

so the minimum variance is given by

    Δp a a aaλ
2 1

4
1
2

1
2

= + +† ,     (2.88)  

which is certainly greater than Equation  (2.86) . Equations  (2.86)  and 
 (2.88)  give the uncertainty principle

    Δ Δx p a a aa a a aaλ λ = + −( ) + +( ) ≥1
4

1 2 2 1 2 2
1
4

† † .     (2.89)   

 Squeezing occurs for   xλ if   Δxλ2 becomes smaller than   14 , that is, 
squeezed below the minimum uncertainty product value. This, 
however, does not violate the uncertainty principle, since   pλ has a 
correspondingly increased variance. In this case, it is the   aa  term 
that leads to squeezing. The simplest single - mode squeezed states are 
generated by the action on the vacuum state   0  of the squeezing 
operator  [4,5] 

    S a a aaζ ζ ζ( ) = − +⎛
⎝⎜

⎞
⎠⎟

exp
2 2

† † *
    (2.90)  

where   ζ ϕ= r iexp( ) is the squeezing parameter with modulus   r 
and argument   ϕ. It is easy to show that the squeezing operator is 
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unitary, that is,   S S† ζ ζ( ) = −( ). The single mode squeezed state   ζ  is 
defi ned by

    ζ ζ= S( ) ,0     (2.91)  

and is given by

    ζ ϕ= −⎡
⎣⎢

⎤
⎦⎥=

∞

∑1 2 1
2

2
0cosh

( )!
!

exp( )tanh .
r

n
n

i r n
n

n

    (2.92)   

 Here, we have used the defi nition of the exponential function of an 
operator   A as

    exp( )
!

A
n

An

n

≡∑ 1
    (2.93)  

with the fact that   a a aa† †+( ) =0 0 , and the ordered form of   S( )ζ   [4] :

   
S a i r aa a a rζ ϕ( ) = − ( ) ( )⎡

⎣⎢
⎤
⎦⎥

− ( ) ( )⎡exp exp exp
1
2

1
2

2† † †tanh ln cosh
⎣⎣⎢

⎤
⎦⎥

× ( ) −( )⎡
⎣⎢

⎤
⎦⎥

exp
1
2

2a i rexp tanh .ϕ
    (2.94)   

 The squeezed state   ζ  is a right eigenstate of a   ζ  - dependent linear 
combination of   a  and   a† , with eigenvalue 0:

    a r a i rcosh exp( )sinh .+[ ] =ϕ ζ 0     (2.95)   

 For this reason,   ζ  is termed the  “ squeezed vacuum. ”  
 In the following, we derive the operator ordering theorem equation 

 (2.98) . For two operators   A and   B, which commute with their commuta-
tor   A B,[ ], we have

    exp exp( )exp( )exp , .θ θ θ θA B A B A B+( )[ ] = − [ ]⎛
⎝⎜

⎞
⎠⎟

1
2

2     (2.96)   

 Generalized angular momentum operators   J Jz3( )= ,   J+ and   J− satisfy 
the commutation relations   J J J3, ± ±[ ] = ±  and   J J J+ −[ ] =, 2 3. We assume 
that   F i J J( ) expθ θ= +( )[ ]+ −  can be written as

    F ip J iq J ir J( ) exp ( ) exp ( ) exp ( ) .θ θ θ θ= [ ] [ ] [ ]+ −3     (2.97)   
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 Then,

   

d
d

F

i J J F

ip J ip J iq J ir

θ
θ

θ
θ θ θ

( )

( )

( ) exp ( ) exp ( ) exp

= +( )
= ′ [ ] [ ]

+ −

+ + 3 (( )

exp ( ) ( ) exp ( ) exp ( )

ex

θ
θ θ θ θ

J

ip J iq J iq J ir J
−

+ −

[ ]
+ [ ] ′{ } [ ] [ ]
+

3 3

pp ( ) exp ( ) ( ) exp ( )

( ) (

ip J iq J ir J ir J

i p iq

θ θ θ θ

θ θ
+ − −[ ] [ ] ′{ } [ ]

= ′ − ′
3

)) ( ) ( )exp( ( ) ( ) ( )exp( ( )

( )

p r iq p J r iq J

F q

θ θ θ θ θ θ

θ

+ ′ −( ) + ′ −[ ]
+ ′

+ −
2

(( ) ( ) ( )exp( ( ) ( ),θ θ θ θ θ+ ′ −( )[ ]2 3ir p iq J F

   
 (2.98)  

where we have used

    exp( ) exp( ) ,
!

. ,A B A B A B A A B− = + [ ] + [ ][ ] +1
2

�     (2.99)  

in the derivation of Equation  (2.98) , which in turn gives the following 
coupled differential equations:

    

′ − ′ + ′ − =
′ − =

′ + ′ − =

p ipq r iq p

r iq

q ir p iq

exp( ) ,

exp( ) ,

exp( ) .

2 1

1

2 0

    (2.100)   

 The initial conditions are:   p q r( ) ( ) ( )0 0 0 0= = = . If we set

    q i( ) log cosθ θ= ( )2     (2.101)  

then we also get

    r( ) tan ,θ θ=     (2.102)  

and

    p( ) tan .θ θ=     (2.103)   

 As a result, we obtain

    exp exp tan exp log cos exp tan .i J J iJ J iJθ θ θ θ+ − + −+( )[ ] = ( ) − [ ]( ) ( )3
2    

 (2.104)   
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 Likewise, for operators   K K+ −,  and   K3 which satisfy the commutation 
relations

    K K K3, ± ±[ ] = ±     (2.105)  

and

    K K K+ −[ ] = −, ,2 3     (2.106)  

we obtain

    

exp exp tanh exp log cosh

exp tanh

i K K iK K

iK

θ θ θ
θ

+ − +

−

+( )[ ] = [ ] − ( )[ ]3
2

[[ ],     (2.107)  

which is generalized to

    

exp

exp exp log exp

exp

γ γ γ+ + − −

+ + − −

− −

+ +[ ]
= ( ) ( ) ( )
=

K K K

K K K

K

3 3

3 3Γ Γ Γ
Γ(( ) −( ) ( )− −exp log exp ,K K3 3Γ Γ

    (2.108)  

where

    Γ±
±=
−

2
2 3

γ β
β β γ β

sinh
cosh sinh

,     (2.109)  

    Γ3
3

2

2
= −⎛
⎝⎜

⎞
⎠⎟

cosh sinh ,β γ
β

β     (2.110)  

and

    β γ γ γ= −⎛
⎝⎜

⎞
⎠⎟

+ −
1
4

3
2

1 2/

.     (2.111)   

 If we defi ne

    K a a aa3
1
4

= +( )† † ,     (2.112)  

and

    K a K+ −= ( ) = ( )1
2

2† † ,     (2.113)  
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one can easily show that they satisfy the commutation relations equa-
tions  (2.105)  and  (2.106) . By setting   γ ζ γ ζ+ −= − =, *  and   γ3 0= , and 
using equations  (2.108) – (2.111) , we obtain the operator ordering rela-
tion equation  (2.94) . 

 For two modes   A and   B, with annihilation operators   a and   b, the 
two - mode squeezed state   ζAB  is generated by the action on the two -
 mode vacuum state   0 0A B;  of the two - mode squeezing operator  [4,5] 

    S a b baAB ζ ζ ζ( ) = − +( )exp † † * ,     (2.114)  

where   ζ ϕ= r iexp( ) is any complex number. Both single - mode and 
two - mode squeezing arise in models of two - photon nonlinear optics 
being associated with degenerate and nondegenerate processes, respec-
tively. It is also shown that the quantum black hole fi rst suggested 
by Hawking can also be represented by a two - mode squeezed state. 
By setting

    K a b K+ −= = ( )† † † ,     (2.115)  

    K a a b b3
1
2

= +( )† † ,     (2.116)   

   γ ζ γ ζ+ −= − =, * , and   γ3 0= , we obtain

   
S a b i r

a a b b r

AB ζ ϕ( ) = − ( )[ ]
× − +( ) ( )[ ]
exp exp tanh

exp log cosh exp

† †

† † bba i rexp tanh−( )[ ]ϕ ,
    (2.117)  

from Equations  (2.108)  to  (2.111) . 
 The two - mode squeezed state   ζAB  is given by

    ζ ζAB AB A BS= ( ) ; ,0 0     (2.118)  

and it then follows from Equation  (2.117)  that

    ζ ϕAB
n

A B

nr
i r n n= −[ ]

=

∞

∑1

0cosh
exp( )tanh ; .     (2.119)   

 The state   ζAB  is a superposition only of states in which the two 
modes contain the same number of photons and are normalized. Note 
that   ζAB  is an entangled state in that it is not the product of a state 
for mode   A and one for mode   B. This leads to the correlations between 
the properties of the modes.  
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   2.6    COHERENT INTERACTIONS BETWEEN 
ATOMS AND FIELDS 

 The simplest model of an atom includes only two discrete, orthonormal 
states   1  and   2 , which, in the absence of coupling, are energy eigen-
states with energies   �ω1 and   � �ω ω2 1> , respectively. A general pure state 
  ψ  is given by the superposition   ψ = +c c1 21 2 , where   c c1

2
2

2 1+ = . 
For this system, we defi ne the four Pauli operators:

    I = +2 2 1 2 ,     (2.120)  

    σ3 2 2 1 1= − ,     (2.121)  

    σ+ = 2 1 ,     (2.122)  

    σ σ− += = ( )1 2 † .     (2.123)   

 We also defi ne the Hermitian operators

    σ σ σ1 = ++ −     (2.124)  

and

    ( )2 .i − +σ = σ −σ     (2.125)   

 The Hamiltonian describing the two - state atom interacting with a clas-
sical electric fi eld   

�
E t( ) within the electric dipole approximation is  [4 – 6] 

    H I d E t= +( ) + −( ) − ⋅ +( )+ −
� � � �

2 2
1 2 2 1 3ω ω ω ω σ σ σ( ) ,     (2.126)  

where   
�
d is the atomic dipole operator. The fi rst two terms in this 

Hamiltonian are free Hamiltonian   Ho for the atom having eigenstates 
  1  and   2 :

    
H Io = +( ) + −( )

= ⎛
⎝⎜

⎞
⎠⎟

� �

�
�

2 2
0

0

2 1 2 1 3

2

2

ω ω ω ω σ

ω
ω

.
    (2.127)   

 In the quantum theory of light, the electric and magnetic fi elds 
are Hermitian operators, and the interaction between two - state atoms 
and the quantized electric fi eld is described by the electric dipole 
Hamiltonian Equation  (2.126) , with   

�
E t( ) replaced by the quantized 

electric fi eld operator. For an atom placed at the origin   �r = 0 
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interacting with a single plane wave mode of frequency   ω, the 
Hamiltonian becomes

    
H I

i a i t a i t

1 2 1 2 1 3
2 2

= +( ) + −( )

− +( ) −( ) + ( )[+ −

� �

�

ω ω ω ω σ

λ σ σ ω ωexp exp† ]]
    (2.128)  

where   λ ε ω ε= ⋅ ( )
�

�d Voˆ / /2 1 2. An equivalent and time - independent form 
of Equation  (2.128)  is

    
H I a a

i a a

2 2 1 2 1 3
2 2

1
2

= +( ) + −( ) + +⎛
⎝⎜

⎞
⎠⎟

− +( ) +( )+ −

� �
�

�

ω ω ω ω σ ω

λ σ σ

†

† .
    (2.129)    

   2.7    THE JAYNES – CUMMINGS MODEL 

 In quantum optics, we are often interested in the dynamics of atoms, 
molecules, or even nanostructures coupled to an electromagnetic fi eld. 
The fi eld may be described either classically or fully quantum mechani-
cally, and may be monochromatic, have time - dependent amplitude or 
phase, or be broadband. In this section, we consider the Jaynes – Cummings 
model of the interaction between a two - state atom and a single - mode 
quantized electromagnetic fi eld. The time - independent Hamiltonian is

    
H I a a

i a a

= +( ) + −( ) + +⎛
⎝⎜

⎞
⎠⎟

− +( ) +( )+ −

� �
�

�
2 2

1
2

2 1 2 1 3ω ω ω ω σ ω

λ σ σ

†

† ,
    (2.130)  

as given in the previous section. 
 Quantum mechanics provides a number of equivalent descriptions 

or pictures of the dynamics of the system as discussed in the previous 
chapter. These are related by unitary transformations of both the state 
and the operators acting on it. In the Schr ö dinger picture, the operators 
are time independent, and all the dynamics are contained within the 
state. On the other hand, in the Heisenberg picture, the operators 
evolve while the state is time - independent. Intermediate between them 
are the interaction pictures in which part of the dynamics, usually asso-
ciated with a free, uncoupled Hamiltonian, is contained within the 
operators, while that arising from the coupling appears in the state. 
Alternatively, the free evolution may be contained within the state, with 
the operators containing the effect of the coupling. These pictures are 

c02.indd   69c02.indd   69 4/20/2011   10:35:30 AM4/20/2011   10:35:30 AM



70  BASIC QUANTUM STATISTICAL MECHANICS

related to each other by unitary transformations. A measurable quan-
tity is the expectation of the operator   A in a state   ψ  given by   ψ ψA , 
and must be independent of the picture in which it is evaluated. The 
interaction picture Hamiltonian   HI can be derived from the Schr ö dinger 
equation  [5,6] 

    i
t

H�
∂
∂

=ψ ψ ,     (2.131)  

together with the interaction picture state   ψ ψI U= , described by the 
unitary operator   U , and satisfi es the transformed Schr ö dinger equation

    i
t

HI I I�
∂
∂

=ψ ψ .     (2.132)   

 It is now straightforward to show that the interaction picture 
Hamiltonian is given by

    H i UU UHUI = +� � † †.     (2.133)   

 We now consider the unitary transformation associated with the 
unitary operator

    
U

i
I t

i t i

= +( ) + ( )[ ]⎛
⎝⎜

⎞
⎠⎟

= − −[ ]( ) + −

exp

exp / exp
2

2 1 1

2 1 3

2 2

ω ω ω σ

ω ω ωΔ ΔΔ / ,2 2 2[ ]( )
    (2.134)  

where   Δ = − −ω ω ω2 1  is the detuning between the atomic transition 
energy and that of the driving fi eld. The Hamiltonian in the interaction 
picture is then obtained by

    
H a a

i i t i t a a

I = + +⎛
⎝⎜

⎞
⎠⎟

− + −[ ] +( )+ −

�
�

�
2

1
2

3Δσ ω

λ σ ω σ ω

†

†exp( ) exp( ) .
    (2.135)   

 We apply the second unitary transformation   U2 =
  exp i n t n n

n
∑ +( )⎡⎣ ⎤⎦

1
2 ω  on Equation  (2.135) , and get

   H i i t i t a i t a i tI = − ( ) + −( )[ ] −( ) + ( )[+ −
�

�
2

3Δσ λ σ ω σ ω ω ωexp exp exp exp† ]].    
 (2.136)   
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 If we ignore terms with   exp( )± 2i tω  dependences, known as rotating 
wave approximation, we obtain the Jaynes – Cummings Hamiltonian

    H i a aJC = − +[ ]+ −
�

�
2

3Δσ λ σ σ † ,     (2.137)  

in which the explicit time dependence has been removed. Sometimes, 
the Jaynes – Cummings Hamiltonian is written as

    
H a a a a

a a V

JC = + + +( )

= + +

+ −
1
2
1
2

0

0

� � �

� �

ω ω η σ σ

ω ω

† †

† ,
    (2.138)  

where   V a a= +( )+ −�η σ σ† . The unitary operator   U  is given by 
  U iVt= ( )exp /� , then the matrix representation of   U is

    U

t aa i
t aa

aa
a

i
t aa

=

( )⎡⎣ ⎤⎦ −
( )⎡⎣ ⎤⎦

( )

−
(

cos
sin

sin

/

/

/η
η

η

†

†

†

†

1 2

1 2

1 2

))⎡⎣ ⎤⎦
( )

( )⎡⎣ ⎤⎦

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟

1 2

1 2

1 2

/

/
cos

aa
a t a a

† /
† †

.

η

    (2.139)    

 PROBLEMS 

       1.    Assuming that a particle has discrete energy spectrum   E E0 1, ,� , and 
the probability of a particle with energy   Er is given by Equation 
 (2.8) . We defi ne the partition function  Z  by   Z En n= ∑ −exp( )β . Then
show that the average energy of a particle is given by 
  E Z= − ∂ ∂( )logβ .   

    2.    Evaluate the following vacuum expectation value of   0 0a a a ai j k l
† † , 

where the fermion annihilation operator   am satisfi es the relation 
  am 0 0= .   

    3.    For bosonic annihilation operator  b , which satisfi es the commutation

relation   b b, †[ ] = 1, show that   b b b, †( )⎡⎣ ⎤⎦ =
2

2  and   b b n b
n n

, † †( )⎡⎣ ⎤⎦ = ( ) −1
.   

    4.    Consider a two - level system with bases given by   0 1,{ }. The 
Hamiltonian of the system  H  is given by the sum of an unperturbed 
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term   H0 and an interaction energy  V , that is   H H V= +0  
with   H E0 00 0=  and   H E0 11 1= . The density operator of this
two dimensional system is given by 

   ρ
ρ ρ
ρ ρ

= ⎛
⎝⎜

⎞
⎠⎟

00 01

10 11

. 

Using Equation  (2.51) , show that 

   
∂
∂

= −( )ρ ρ ρ00
01 10 01 10

1
t i

V V
�

 

and

   
∂
∂

=ρ01

t
  − −( ) − −( )1 1

1 0 01 00 11
i

E E
i

V
� �

ρ ρ .

Here,   V V01 0 1=  and diagonal elements of V are assumed to be 
zero.   

    5.    Using Equations  (2.62)  to  (2.66) , derive Equation  (2.67) .   

    6.    From Equations  (2.96) ,  (2.97)  and  (2.99) , derive Equations  (2.98)  
and  (2.104) .      
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  3    

     In this chapter, we derive the   8 8×  Hamiltonian using the multiband 
effective theory. To understand the optical properties of semiconduc-
tors, we need to know the electronic band structure. In particular, the 
band structure calculations of the nanostructures, such as the quantum 
well, quantum wire, and quantum dot, are of great interest, because 
these structures have existing and potential applications for many 
important optoelectronic devices. First, we review several basic theories 
for band structure calculation, in particular, the effective mass theory. 
Next, we introduce the band structure calculation for nanostructures. 
Specially, we focus on the band structure of the quantum well and the 
crystal orientation effect on electronic properties.  

   3.1    BLOCH THEOREM AND EFFECTIVE MASS THEORY 

   3.1.1    Bloch Theorem 

 A fundamental theorem concerning electrons in a crystal was proved 
by Bloch in 1928. It states that the wave functions of the electrons in a 
crystal have the Bloch form

    Ψk
k r

kr r( ) ( ),= ⋅e ui     (3.1)  

where   uk r( ) is a function that has the periodicity of the lattice, that 
is,   u u mk kr r T( ) ( )= +  where   Tm is any primitive lattice translation. The 
Bloch function, in general, depends on the wave vector   k, and is just a 
free electron wave function,   exp )(ik r⋅ , modulated by a function that 
has the periodicity of the lattice. That is, it is a modulated plane wave. 

 We present a proof of Bloch ’ s theorem in the one - dimensional case. 
Consider a crystal of length   L Na= , where   N  is the number of primi-
tive unit cells, and   a is the length of each cell. The wave equation is

Engineering Quantum Mechanics, First Edition. Doyeol Ahn, Seoung-Hwan Park.
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74  ELEMENTARY THEORY OF ELECTRONIC BAND STRUCTURE

    − + =�2 2

22m
d
dx

V x E
Ψ Ψ Ψ( )     (3.2)  

with   V x V x a( ) ( )= + . The periodic boundary condition requires that 
  Ψ Ψ( ) ( )x x L= + , and the translational symmetry requires that the 
charge density is the same at   x as at   x ma+ , where   m is any integer, 
that is,   Ψ Ψ( ) ( )2 2x ma x+ = . Therefore

    Ψ Ψ( ) ( )x a A x+ = ,     (3.3)  

and

    Ψ Ψ( ) ( ),x ma A xm+ =     (3.4)  

where   A is a complex number such that   A A* 1=  (the charge density is 
proportional to   Ψ Ψ* ). By applying the translation   N times, we have

    Ψ Ψ Ψ( ) ( ) ( )x Na A x xN+ = =     (3.5)  

    AN = 1     (3.6)  

    A im N m= = ± ±exp(2 / ), 0, 1, 2,π …     (3.7)   

 Equation  (3.5)  shows that   A is just one of the roots of unity, which 
is written explicitly in Equation  (3.7) . Thus, the wave functions must be 
of the form

    Ψ Ψ( ) (2 / ) ( )x a im N x+ = exp π     (3.8)  

which is the Bloch condition on the wave function. A function that 
satisfi es this condition has the requirements demanded by translational 
symmetry. 

 This result suggests that in seeking an electron wave function (i.e., a 
function that satisfi es Eq.  (3.2) ), we should try a modulated free elec-
tron function,   Ψ( ) ( ) ( )x ikx u x= exp , and determine the conditions that 
allow this function to satisfy the Bloch condition, Equation  (3.8) . 
Substituting this modulated plane wave in both sides of Equation  (3.8) , 
we see that the equality is kept if

    k m Na= 2 /π     (3.9)  

    u x a u x( ) ( ).+ =     (3.10)   
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 If   u x( ) is a constant, then the free electron wave function with the 
same condition on   k is recovered. Thus, a solution of the wave equation 
with the lattice periodicity can be written in one dimension in the form

    Ψ( ) ( ) ( )x ikx u x= exp     (3.11)  

with   k m Na= 2 /π  and   u x a u x( ) ( )+ = . This proves Bloch ’ s theorem in 
one dimension. The extension to three dimensions, Equation  (3.1) , 
follows straightforwardly.  

   3.1.2    The Schr ö dinger Equation and the Effective Mass Equation 

 The effective mass equations have been widely used to treat problems 
involving valence bands, such as quantum wells and superlattices. In 
this section, we will give a brief heuristic derivation of the main results. 
The reader should consult Reference  [1]  for additional details. 

 The one - electron Schr ö dinger equation describing the dynamics of 
an individual electron is given by

    i
t

t
m

t U t tT�
�∂

∂
= − ∇ +Ψ Ψ Ψ0

2

0

2
0 0( , )

2
( , ) ( , ) ( , ),r r r r     (3.12)  

where   U tT ( , )r  is the total potential energy. Here, we used the subscript 
 “ 0 ”  for   Ψ  to distinguish it from the corresponding symbol in the effec-
tive mass equation, as discussed below. The potential energy   U tT ( , )r  can 
be separated into macroscopic part and a microscopic part. The mac-
roscopic potential   U tE( , )r  arises from macroscopic electric fi elds due 
to any externally applied voltage or macroscopic space charge. Also, an 
electron feels the microscopic electric fi elds due to the nearly periodic 
lattice of ions and the other valence electrons. We can separate it into 
two parts: A perfectly periodic potential   U tL( , )r  due to a perfect static 
lattice, plus a random fl uctuating potential   U tS( , )r  representing the 
deviations. That is,

    U t U t U t U tT L S E( , ) ( , ) ( , ) ( , ).r r r r= + +     (3.13)   

 The randomly fl uctuating potential   U tS( , )r  is called the scattering 
potential, which can arise from impurity scattering, phonon scattering, 
or electron – electron scattering. Then, Equation  (3.12)  is written as

    i
t

t H t U t t�
∂
∂

= +Ψ Ψ Ψ0 0 0 0( , ) ( , ) ( , ) ( , ),r r r r     (3.14)  
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where

    

U t U t U t

H
m

U t

E S

L

( , ) ( , ) ( , ),

2
( , ).0

2

0

2

r r r

r

= +

= − ∇ +�     (3.15)   

 If we consider only the periodic potential   U tL( , )r , the solutions to 
the Schr ö dinger equation can be written in the form of Bloch waves, 
as discussed in Section  3.1.1 . The wave function of an electron in a band 
  n with wave vector   k is written as

    Ψ0 ,( , ) ( ) ( ) ( ( ) / )r r k r kkt u i i tn n= ⋅ −exp exp ε � ,     (3.16)  

where   un,k is a periodic function like   UL( )r  that is different for each   n 
and each   k. The function   εn( )k  is known as  energy band structures . The 
calculated band structures can be used to write an effective mass equa-
tion in which   UL( )r   does not appear explicitly . That is, if we are inter-
ested in electrons in a band   n , then the effective mass equation is 
written as

    i
t

t i t U t tn�
∂
∂

= − ∇ +Ψ Ψ Ψ( , ) ( ) ( , ) ( , ) ( , ).r r r rε     (3.17)   

 The periodic lattice potential   UL does not appear directly in the 
effective mass equation. This makes Equation  (3.17)  much easier to 
solve than the original Schr ö dinger equation, Equation  (3.14) . Here, 
  εn i( )− ∇  is obtained by replacing   k with   − ∇i  in the function   εn( )k . That 
is,   kx with   − ∂ ∂i x/ ,   ky with   − ∂ ∂i y/ , and   kz with   − ∂ ∂i z/ . Equation  (3.17)  is 
known as the single - band effective mass equation, and can be used if 
the potential   U t( , )r  introduces only negligible coupling to the other 
bands. As a result, it is inapplicable to the valence band, where multiple 
bands ( “ heavy ”  and  “ light ”  holes) overlap in energy, and even a weak 
static potential can induce interband transitions. In that case, we need 
multiband effective mass equation. We will consider the relation 
between the envelope function   Ψ( , )k t  and the real wave function 
  Ψ0( , )k t  in Equation  (3.12)  for two cases, single and multiband effective 
mass equations, in the following two subsections, to understand the 
approximations involved in using Equation  (3.17) .  

   3.1.3    The Single - Band Effective Mass Equation 

 The eigenfunctions of the operator   H0 in Equation  (3.15)  can be written 
using two indices — the band index   n and the wave vector   k.
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    H n n n0 ( ) ,ψ ε ψk kk=     (3.18)  

where

    ψn
i

n

i

ne u
e

V
uk

k r
k

k r

kr r= =⋅
⋅

( ) ( ).     (3.19)   

 The functions   εn( )k  are readily available for most semiconductors, 
though the periodic functions   unk are not available. The functions   ψnk 
in Equation  (3.19) , being eigenfunctions of the Hermitian operator   H0, 
are orthogonal, and are normalized to some arbitrary volume 
  V n n nn( )ψ ψ δ δk k kk′ ′ ′ ′= . That is,

    ψ ψ δn n nn n nd ru uk k k k′ ′= = ∫ 3 * .     (3.20)   

 Hence,

    d ru un n nn
3 *

k k′ ′∫ = δ .     (3.21)   

 Since the functions   unk are periodic with the same period as the 
lattice, the integral in Equation  (3.21)  yields the same value in each 
unit cell. If the volume   V  contains   N unit cells, we can write

    d ru u Nn n nn
3 * 1/k k′ ′∫ =

unit cell
δ     (3.22)   

 As the periodic potential   UL( )r  goes to zero, the functions   unk in 
Equation  (3.19)  become constants equal to one. That is, Equation  (3.19)  
then becomes just the plane wave states. 

   3.1.3.1    Actual Wave Function   Y0( , )r t      The wave functions   Ψ0( , )r t  in 
Equation  (3.14)  are expanded by using eigenfunctions   ψnk as a basis set.

    Ψ0( , ) ( ) .r k k

k

t tn n

n

= ∑ϕ ψ     (3.23)   

 Then, Equation  (3.14)  can be written in matrix form as follows:

    i
d
dt

t H U tn n n n

n

� ϕ ψ ψ ϕk k k k

k

( ) ( )0= + ′ ′ ′
′ ′

∑ .     (3.24)   

 Since the function   ψnk are eigenfunctions of   H0 with eigenvalues 
  εn( )k , we have

c03.indd   77c03.indd   77 4/20/2011   10:43:34 AM4/20/2011   10:43:34 AM



78  ELEMENTARY THEORY OF ELECTRONIC BAND STRUCTURE

    ψ ψ ε ψ ψ ε δ δnk n n n n n nnH H0 0( ) ( ) .′ ′ ′ ′ ′ ′ ′= ′ =k k k kkk k     (3.25)   

 Hence, we can simplify Equation  (3.24)  to

    i
d
dt

t t U tn n n n n n

n

� ϕ ε ϕ ϕk k k k k

k

k( ) ( ) ( ) ( );= + ′ ′ ′ ′
′ ′

∑ ,     (3.26)  

where

    U U d ru u e e U tn n n n n n
i i

k k k k k k
k r k k rr r r;

3 * ( )( ) ( ) ( , )′ ′ ′ ′ ′ ′
⋅ ′− ⋅= ≡ψ ψ ∫∫ .     (3.27)    

   3.1.3.2    Envelope Function   Y( , )t t      Next, we use the plane waves 
  ψk

k r= ⋅e Vi /  to expand the envelope function   Ψ( , )k t .

    Ψ( , ) ( ) .r k k

k

t t= ∑ϕ ψ     (3.28)   

 The effective mass equation can then be written in matrix form as 
follows:

    i
d
dt

t E i U tn� ϕ ψ ψ ϕk k k k

k

( ) ( ) ( ).= − ∇ + ′ ′
′

∑     (3.29)   

 Using the relation

    − ∂
∂

⎛
⎝

⎞
⎠ − ∂

∂
⎛
⎝⎜

⎞
⎠⎟

− ∂
∂

⎛
⎝

⎞
⎠ =′ ′ ′ ′ ′i

x
i

y
i

z
k k k

p q r

x
p

y
q

z
rψ ψk k( ) ( ) ( ) ,     (3.30)  

we obtain

    ε ψ ε ψn ni( ) ( ) .− ∇ =′ ′k kk     (3.31)   

 Thus, using the orthogonality relation   ψ ψ δk k kk′ ′= , we obtain

    ψ ε ψ ε δk k kkkn ni( ) ( )− ∇ =′ ′.     (3.32)   

 Using Equation  (3.32) , we can write Equation  (3.29)  as

    i
d
dt

t k t U tn n� ϕ ε ϕ ϕk k k k k

k

( ) ( ) ( ) ( )., ;= + ′ ′
′

∑     (3.33)  
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where

    U U
d r
V

e U ti
kk k k

k k r r′ ′
− ⋅= ≡ ∫ψ ψ

3
( ) ( , ).     (3.34)    

   3.1.3.3    The Relation betwen   Y0( , )r t  and   Y( , )t t      Now let us compare 
Equations  (3.26)  and  (3.33) . Equation  (3.26)  is the matrix representa-
tion of the Schr ö dinger equation (Eq.  (3.15) ) using the Bloch function 
  ψnk as the basis, while Equation  (3.33)  is the matrix representation of 
the effective mass equation (Eq.  (3.17) ) for a particular band using the 
plane waves   ψk as the basis. The two equations would be identical if 
the following were true:

    ψ ψ ψ ψ δn n nnU Uk k k k′ ′ ′ ′= .     (3.35)   

 That is, the matrix elements of the external potential between states 
from different bands should be negligible. This is the basic approxima-
tion on which the accuracy of the effective mass equation rests. It is 
fairly accurate for potentials   U  that are slowly varying on an atomic 
scale. It is easy to see that for a constant potential   U t Uo( , )r = , Equation 
 (3.35)  is exact because of the orthogonality of the eigenfunctions.

    ψ ψ ψ ψ δ δn n o n n nn oU U Uk k k k kk′ ′ ′ ′ ′ ′= = .     (3.36)  

    ψ ψ δk k kkU Uo o′ ′= .     (3.37)   

 In the case of a spatially varying potential   U , we start from Equation 
 (3.27)  to prove Equation  (3.35) . The right - hand side requires us to 
integrate over the entire sample volume   V . But fi rst, let us consider the 
effect of integrating over a single unit cell, say the   nth  one.

    

d ru u e U t

e

n n
i

n

i

3 * ( )

( )

( ) ( ) ( , )k k
k k r

k k

r r r′ ′
′− ⋅

′− ⋅

∫ th unit cell

� rr
k k

k k r

r r r

r

n
n n n

n

i
n

U t d ru u

e Un

( , ) ( ) ( )

(

3 *

( )

′ ′

′− ⋅

∫ th unit cell

� ,, ) (1/ )t Nnnδ ′ ,     

(3.38)

  

where   rn is the coordinate of the center of the   nth  unit cell. Here we 
have made two assumptions: (1) The factors   exp[ ( ) ]i ′ − ⋅k k r  and   U t( , )r  
vary slowly enough that they can be considered approximately constant 
over a unit cell. (2) The functions   unk r* ( ) do not change very much with 
  k. That is,   u un n′k kr r( ) ( )�  over the range of values of   ′ −k k , for which 
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  Ukk′ is signifi cant. These approximations are inherent in the use of the 
effective mass equation, since its validity rests on the accuracy of 
Equation  (3.35) . Then,

    
unit cell unit cell∫ ∫′ ′ ′ =d ru u d ru un n n n

3 * 3 *( ) ( ) ( ) ( )k k k kr r r r� δnnn N′(1/ ).     (3.39)   

 We can now use Equation  (3.38)  to write Equation  (3.27)  as

    

ψ ψn n n n
i i

n

U d ru u e e U t

d ru

k k k k
k r k k r

k

r r r′ ′ ′ ′
⋅ ′− ⋅=

=

∫ 3 * ( )

3 *

( ) ( ) ( , )

(( ) ( ) ( , )

1

( )

1

(

r r rk
k r k k r

k k

n n n
i i

n

n

N

nn
i

u e e U t

N
e

n n
′ ′

⋅ ′− ⋅

=

′
′−

∫∑

� δ ))

1

3
( )

( , ) ]

( ,

⋅

=

′
′− ⋅

∑ r

k k r

r

r

nU t

d r
V

e U t

n

n

N

nn
i

[from  Eq. (3.38)

� δ ))

]

∫
= ′ ′δ ψ ψnn Uk k [from  Eq. (3.34) .     

(3.40)

   

 This proves Equation  (3.35) . We can derive a very simple relation 
between the envelope function   Ψ( , )r t  and the real wave function 
  Ψo t( , )r . We can rewrite Equation  (3.23)  as

    

Ψ0

,

,

( , ) ( ) ( ).

( ) ( ) .

r r

r

k
k r

k

k

k k
k r

k

t t e u

u t e

n
i

n

n

n n
i

n

= ⋅

⋅

∑
∑

ϕ

ϕ�     
(3.41)

   

 Using Equation  (3.28) ,

    Ψ Ψ0( , ) ( ) ( , ).r r rkt u tn�     (3.42)   

 The true wave function is thus approximately equal to the product of 
the envelope function and the periodic part of the Bloch wave 
function.   

   3.1.4    The Multiband Effective Mass Equation 

 The multiband effective mass equation uses a slightly different basis 
set   χnk to the wave function   Ψ0( , )r t .
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    Ψ0( , ) ( ) ,r k kt tn n= ϕ ψ     (3.43)  

where

    ψn

i

n
i

n
e

V
u e uk

k r
k rr r= =

⋅
⋅

0 0( ) ( ).     (3.44)   

 Comparing Equation  (3.44)  with Equation  (3.19) , we can see that 
the difference is that we are now using the functions   unk r( ) at  k   =  0. 
Consequently, in our derivation, it will not be necessary to assume that 
the function   unk r( ) does not change with   k. However, we encounter the 
complexity of having to solve multiple coupled differential equations 
instead of the single differential equation, Equation  (3.17) . Using this 
new basis set, the Schr ö dinger equation is written as before.

    i
d
dt

t H U tn n n n

n

� ϕ ψ ψ ϕ, 0 ,

,

( ) ( ).k k k k

k

= + ′ ′ ′ ′
′ ′
∑     (3.45)   

 Consider fi rst the matrix elements of   U,

    ψ ψn n
i

n nU d re u u U tk k
k k r r r r′ ′

′− ⋅
′= ∫ 3 ( )

0
*

0( ) ( ) ( , ).     (3.46)   

 Using Equation  (3.40) ,

    

ψ ψ δ

δ

n n nn
i

n

n

N

nn
i

U
N

e U t

d r
V

e

n
k k

k k r

k k r

r′ ′ ′
′− ⋅

=

′
′− ⋅

∑�

�

1
( , )( )

1

3
( ) UU t

Unn

( , )

,

r

kk

∫
= ′ ′δ     

(3.47)

  

where

    U
d r
V

e U ti
kk

k k r r′
′− ⋅= ∫

3
( ) ( , ).     (3.48)   

 In the last step, we have used Equation  (3.34) ;   ψk corresponds to the 
plane wave states as in Equation  (3.28) . Note that we do not need the 
additional assumption that   unk r( ) does not vary much with   k. However, 
the matrix representation of   H0 is no longer diagonal, since the basis 
functions in Equation  (3.44)  are not eigenfunctions of   H0 , unlike the 
basis functions in Equation  (3.19) . It can be shown that

c03.indd   81c03.indd   81 4/20/2011   10:43:35 AM4/20/2011   10:43:35 AM



82  ELEMENTARY THEORY OF ELECTRONIC BAND STRUCTURE

    ψ ψ δn n
nnH Hk k k kk0 0 ( )′ ′

′
′=     (3.49)  

where

    H

k
m

n n

m
n n

nn o
n

nn

o

0

2 2

0

( )
2

,

,

′

′
=

+ ′ =

⋅
′ ≠

⎧

⎨
⎪⎪

⎩
⎪
⎪

k
P k

�

�

ε
    (3.50)   

   Pnn′ is called the momentum matrix element between bands   n and   ′n , 
and is defi ned by

    Pnn n ni u u′ ′= − ∇( ) 0
*

0�     (3.51)   

   εn0 is the energy at the edge   ( ,k = 0 Γ-point) of band   n. 
 The derivation is as follows: We have

    H n n n0 0 0 0ψ ε ψ=     (3.52)  

since   εn0 is the energy eigenvalue of band   n at   k = 0. From Equation 
 (3.44) ,

    ψ ψn
i

nek
k r= ⋅

0.     (3.53)   

 Hence,

    − ∇ = − ∇⋅i e in
i

n� � �ψ ψk
k r k( ) 0     (3.54)  

    − ∇ = − ⋅∇ − ∇⋅� � � �2 2 2 2 2 2 2
0( 2 )ψ ψn

i
ne k ik

k r k .     (3.55)   

 Using   H0  from Equation  (3.15) , we have

    H e H
i
m m
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i

o o
n0 0

2 2 2

0
2

ψ ψk
k r k= − ⋅∇ + ∇⎛

⎝⎜
⎞
⎠⎟

⋅ � �
    (3.56)  

    = +⎛
⎝⎜

⎞
⎠⎟

+ ⋅ − ∇
⋅

ε ψ ψn
o

n

i

o
n

k
m

e
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2 2

0
2

( )
� �

�k

k r k
.     (3.57)   

 Hence,

   ψ ψ ε δ δ ψn n n
o

n n
o

n
iH

k
m m

ek k k k
k k rk

0 0

2 2

0
( )

2
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+ ⋅ −� �
ii n�∇) 0ψ  

   (3.58)  
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 Here,
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δ nnn′ ( .from  Eq (3.51))    

 

(3.60)

  

    ψ ψ ε δ δ δ′ ′ ′ ′
′

′= +⎛
⎝⎜

⎞
⎠⎟

+ ⋅
n n n

o
n n

nn

o

H
k

m m
k k k k k k

P k
0 0

2 2

2
� �

.     (3.61)   

 Noting that   Pnn′ is usually zero. 
 Using Equations  (3.46)  and  (3.49) , we can write Equation  (3.45)  as

    i
d
dt

t H Un
nn

n

n

n� ϕ ϕ ϕk k kk k

k

( ) 0= +′
′

′
′ ′

′
∑ ∑ .     (3.62)   

 The corresponding multiband effective mass equation is

    i
d
dt

t H i t U t tn
nn

n n

n

� Ψ Ψ Ψ( , ) ( ) ( , ) ( , ) ( , )0r r r r= − ∇ +′

′
∑ .     (3.63)   

 To show that Equation  (3.62)  is equivalent to Equation  (3.63) , we just 
have to write down the matrix representation of Equation  (3.63)  using 
a plane wave basis set to expand   Ψn t( , )r .

    Ψn nt t( , ) ( )r k k

k

= ∑ϕ ψ .     (3.64)   

 The matrix form of Equation  (3.63)  then follows from our usual 
prescription.
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    i
t

H i Un
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∂

= − ∇ +′
′ ′ ′

′
′ ′

′
∑∑ ∑ϕ ψ ψ ϕ ψ ψ ϕk k k k
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k k k

k

0 ( ) .     (3.65)   

 Equation  (3.62)  follows from Equation  (3.65)  if we note that

    ψ ψ δk k kkH i H knn nn
0 0( ) ( ) .′

′
′

′− ∇ =     (3.66)   

 This relation is proved in exactly the same way we proved Equation 
 (3.49) . The relation between the actual wave function and the multi-
band envelope function follows readily from Equation  (3.43) .

    

Ψ0 ,0

0

( , ) ( ) ( ).

( ) ( )

r r

r

k

k r

k

k k

k

t t
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u t
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n

n

n

=

=

⋅

∑
∑ ∑

ϕ

ϕ ψ .    

 (3.67)

   

 Using Equation  (3.64) ,

    Ψ Ψ0 0( , ) ( ) ( , )r r rt u tn n

n

= ∑ .     (3.68)   

 Note that this result is exact, and we do not need to assume that   unk r( ) 
does not change much with   k.   

   3.2    THE LUTTINGER – KOHN HAMILTONIAN 

 The diffi culty with the multiband effective mass equation of Equation 
 (3.63)  is that the differential equations for different bands   n  are all 
coupled together, unlike the single - band effective mass equation of 
Equation  (3.17) . For practical use, we need to limit ourselves to a few 
bands. However, if we simply truncate the multiband effective mass 
equation to the desired number of bands, we will run into some prob-
lems. One method is to renormalize the elements of the truncated 
matrix to account for the bands we are neglecting using perturbation 
theory. On the other hand, this method is diffi cult because the functions 
  un,0( )r  are often not known accurately for remote bands. Another 
method is to write each of the matrix elements   Hn n, ( )′ k  as a second -
 order polynomial in   k , and treat the polynomial coeffi cients as fi tting 
parameters so that eigenvalues of the matrix   ( )H( )k  reproduce the 
correct energy dispersion relation for the bands. Here, we will review 
the derivation of the 8    ×    8 Hamiltonian in the valence band following 
the approach of Luttinger and Kohn  [2] . 
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   3.2.1    Nondegenerate Bands Without Spin – Orbit Coupling 

 Let   H0 be the Hamiltonian of the electron in the periodic potential 
  UL( )r . The eigenfunctions of   H0  will be denoted by   ψnk and the cor-
responding eivenvalues by   εn( )k . Here,   n labels the band, and   k is the 
wave vector in the fi rst Brillouin zone. Then, the one - electron 
Schr ö dinger equation is given by

    ( ) ,0H U+ =ψ εψ     (3.69)  

where

    

U U U

H
m

U

H

E S

L

n n n

( ) ( ) ( ),

2
( ),

( ) .

0

2

0

2

0

r r r

r

kk k

= +

= − ∇ +

=

�

ψ ε ψ

    (3.70)   

 If we consider only the periodic potential   UL( )r , the solutions to the 
Schr ö dinger equation can be written in the form of Bloch waves, 
as discussed in Section  3.1.1 . The wave function of an electron in a 
band   n with wave vector   k in the fi rst Brillouin zone of the crystal is 
written as

    ψn
i

ne uk
k r

k r= ⋅ ( )     (3.71)  

where   unk is a periodic function like   UL( )r  that is different for each
   n and each   k. Now, it is necessary to choose a complete set of func-
tions in which to expand   ψ. The   ψnk form, of course, is a complete 
set of functions, in which any wave function can be expanded. 
However, we consider another set of functions as defi ned in Equa-
tion  (3.44) 

    χn
i

ne uk
k r= ⋅

0.     (3.72)   

 These form a complete set if   ψnk is a complete set, as proved below. 
 Assume that any function   f ( )r  is expanded in the   ψnk:

    f d g d g e un n

n

n
i

n

n

( ) ( ) ( ) .r k k k kk
k r

k= =∫∑ ∫∑ ⋅ψ     (3.73)   

 Also, the periodic function   unk can be expressed in terms of the Bloch 
functions at the bottom of the band. That is,
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    u b un nn n

n

k k= ′ ′∑ ( ) .0     (3.74)   

 Substituting this into Equation  (3.73) , we obtain the result

    

f d g e b u
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′
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′
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′ ′
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∫∑ ∑

∑ ⎟⎟ ( )

≡

⋅∫∑
∫∑

e u

d g

i
n

n

n n

n

k r

kk k

0

( )χ    

 (3.75)

  

with   g g bn n n n n( ) ( ) ( )k k k= ∑ ′ ′ ′ . The   χnk satisfy the orthonomality if the 
  ψnk do. That is, the Bloch waves satisfy the following condition

    ψ ψ ψ ψ δ δn n n n
entire crystal

nndk k k k k kr′ ′ ′ ′ ′ − ′= =∫ *

 
.     (3.76)   

 Thus,

    e u u d ei
n n

entire crystal
nn

i( )

 3
(( ) ( )

1
(2 )

′− ⋅
′ ′

′−∫ =k k r
k k

k kr r r δ
π

)) .⋅∫ r rd     (3.77)   

 For   ′ =k 0 and   k = 0,

    u u d
V

n n
entire crystal

nn0 0
 3

( ) ( )
(2 )

.r r r′ ′∫ = δ
π

    (3.78)   

 For the   χnk,

    χ χn n
i

n n
entire crystal

e u u dk k
k k r r′ ′

′− ⋅
′= ∫ ( )

0
*

0
 

.     (3.79)   

 Since   u un n0
*

0′  has the lattice periodicity, we can expand it in a Fourier 
series as follows:

    u u B en n m
nn i

m

0
*

0 ,′
′ − ⋅= ∑ K rm     (3.80)  

where the   Bm
nn′  are just numerical coeffi cients, and   Km  are the recipro-

cal lattice vectors. Inserting Equation  (3.80)  in Equation  (3.79) , we 
obtain
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    χ χ π δn n m
nn

m

Bk k mk k K′ ′
′= ′ − −∑(2 ) ( )3 ,     (3.81)  

from the defi nition of the delta function

    δ
π

( ) =
1

(2 )
.

3
( )′ − − ′− − ⋅∫k k K rm
k k K rme di     (3.82)   

 However, since   ′k  and   k are both in the fi rst Brillouin zone, 
  ′ − =k k Km is only possible if   m = 0.

    χ χ π δn n
nnBk k k k′ ′

′= ′ −(2 ) ( ).3
0     (3.83)   

 Using Fourier ’ s theorem with   Ω as the volume of the unit cell, the   Bm
nn′ 

are given by

    B
N

e u u d e u um
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n n
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i
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m m′ ⋅
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⋅= =∫1 1( )
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( )
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Ω Ω
K r K rr ′′∫ n
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d0 ,r     (3.84)  

    B u u dnn
n n

cell
nn0 0

*
0 3

1 1
(2 )

,′
′ ′= =∫Ω

r
π

δ     (3.85)  

using Equation  (3.78) . Thus, from Equation  (3.83) ,

    χ χ δ δn n nnk k k k′ ′ ′= ′ −( )     (3.86)  

which is the required orthonormality. In Equation  (3.69) , we now make 
the Ansatz

    Ψ = ′ ′′ ′ ′
′
∫∑ d A n n

n

k k k( ) ,χ     (3.87)  

which gives the equation
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 The matrix elements can be evaluated in the following manner. For 
  H0, we have
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 Thus,
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⎦⎥∫ u dn r    

 (3.90)

  

where   ε ′n (0) is the energy at the bottom of the  n th band, and   p is the 
momentum operator   ( )�/i ∇. Since the entire factor multiplying   ei( )′− ⋅k k r 
is periodic, the same argument that leads from Equation  (3.79)  to (3.86) 
yields

    χ χ εn n
i

n n nH e u
m

k
m

u dk k
k k r k p r0

( )
0

*

0

2 2

0
0= (0)

2
′ ′

′− ⋅
′ + ⋅ +⎡

⎣⎢
⎤
⎦⎥∫ � �

,,     (3.91)  

and

    u
m

k
m

u C en n n m
nn i

m

0
*

0

2 2

0
0(0)

2
.ε ′

′ − ⋅+ ⋅ +⎡
⎣⎢

⎤
⎦⎥

= ∑� �
k p K rm     (3.92)   

 Thus,

    χ χ π δn n m
nn

m

H Ck k mk k K0
3= (2 ) ( ).′ ′

′ ′ − −∑     (3.93)   
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 Similarly, since   ′ − =k k Km is only possible if   m = 0,

    χ χ π δn n
nnH Ck k k k0

3
0= (2 ) ( ).′ ′

′ ′ −     (3.94)   

 Using Fourier ’ s theorem with   Ω, the volume of the unit cell, the   Cm
nn′ 

are given by
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 (3.95)

   

 Thus,
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+⎡
⎣⎢
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′
′δ ε δ α

α� �    
 

(3.96)

   

 Here, dummy indices mean a summation over   α = x y z, , , and the 
momentum matrix element   pnn′

α  at the bottom of the band is defi ned by

    p u
i

u dnn n n
cell

′ ′= ∇⎛
⎝

⎞
⎠∫α

α
π(2 )

.
3

0
*

0Ω
�

r     (3.97)   

 Also, the expectation value   pnn
α ( )k  of the momentum is given by 

  p m knn n
α

αε( ) ( )/k k= ∂ ∂ . Thus,

    p u
i

u d
i

dnn n n
cell

n n
c

α
α α

π π ψ ψ= ∇⎛
⎝

⎞
⎠ = ∇⎛

⎝
⎞
⎠∫(2 ) (2 )3

0
*

0

3

0
*

0Ω Ω
� �

r r
eell∫     (3.98)  

is the expectation value at the bottom of the band and becomes zero 
at the minimum. In addition, they have the following properties:

    p p pnn n n n n′ ′ ′= =α α α( )*     (3.99)  

which follows if a center of symmetry exists in the crystal. For the 
matrix elements of   U , we proceed similarly:
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 (3.100)

  

where

    U d e Um
i m( )

1
(2 )

( ).
3

( )k k K r rk k K r− ′ + = − − ′+ ⋅∫π
    (3.101)   

 The right - hand side requires us to integrate over the entire sample 
volume   V. But fi rst, let us consider the effect of integrating over a single 
unit cell, say the   nth  one.

    

1
(2 )

( )
1

(2 )
( )

3
( )

  3
(

π π
d e U U d ei

nth unit cell
n

imr r r rk k K r− − ′+ ⋅ −∫ � kk k K r

r k k K

− ′+ ⋅∫
= − ′ +

m

nth unit cell

n m
N

U

)

  

1
( ) ( )δ

   
 (3.102)  

where   rn is the coordinate of the center of the   nth  unit cell. Here we 
assumed that   U t( , )r  varies slowly enough that it can be considered 
approximately constant over a unit cell. Similarly,   ′ − =k k Km is only 
possible if   m = 0.

    χ χ π δn n
nn

nnU B U Uk k k k k k′ ′
′

′= − ′ = − ′(2 ) ( ) ( )3
0     (3.103)  

from Equation  (3.85) . From Equations  (3.91)  and  (3.103) , Equation 
 (3.90)  becomes

   

ε α
α

n n
nn

n

n n

k
m

A
k p
m

A d U A(0)
2

( ) ( ) ( )
2 2

0 0

+⎛
⎝⎜

⎞
⎠⎟

+ + ′ − ′′
′

′≠
∑� �

k k k k k nn

nA

( )

( ).

k

k

∫
= ε     (3.104)   

 Equation  (3.104)  still contains terms involving   pnn′
α , which are pro-

portional to   k, and represent coupling between bands. Since the inter-
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band matrix elements   pnn′
α  are causing the trouble, we try to fi nd a 

transformation to yield equations with no interband elements to the 
fi rst order in   k. To do so, we remove them to the fi rst order by a canoni-
cal transformation   T . That is, we put

    A d T Bn n n n

n

( ) ( ).k k kk k= ′ ′ ′
′
∫∑ χ χ     (3.105)   

 It is convenient to write this as

    HA A= ε ,     (3.106)  

and

    A TA e BS= ≡ .     (3.107)   

 Substituting Equation  (3.107)  into Equation  (3.106) , we obtain

    

HA He B A e B

e He B B HB

S S

S S

= = =
= ≡−

ε ε
ε .     

(3.108)
   

 Clearly,

    H e He H H S H S SS S= = + + +− [ , ]
1
2

[[ , ], ] …     (3.109)   

 Let us write   H H H U= + +(0) (1) , where

    

n H n
k
m

n H n
k p

n nn

n

k k k k

k k

(0)
2 2

0

(1)

(0)
2

( )′ ′ = +⎛
⎝⎜

⎞
⎠⎟ ′ −

′ ′ =

′

′

ε δ δ

α

�

� nn

nn

m

n U n U

α

δ

δ
0

( )

( ) .

′ −

′ ′ = ′ − ′

k k

k k k k    

 (3.110)

   

 Then,

    

H H H U H S H S U S

H S S U

= + + + + +

+ +

(0) (1) (0) (1)

(0)

[ , ] [ , ] [ , ]

1
2

[[ , ], ]
1
2

[[ ,, ], ]S S +…,     
(3.111)

  

the omitted terms being of order   S3 or more. By choosing   S  such that
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    H H S(1) (0)[ , ] 0,+ =     (3.112)  

we succeeded in eliminating the interband transitions to the fi rst order 
in   k. Going back to the   χnk representation, we see at once that

    

χ χ χ χ

δ ε εα
α

nk n k nk n k

nn
n

H H S SH

k p
m

(1) (0) (0)

0

0

( ) (

′ ′ ′ ′

′
′

+ − =

′ − + −�
k k nn nk n kS) 0χ χ ′ ′ =     

(3.113)
  

    χ χ ω
δα

α

nk n k

nn

nnS
k p
m

n n

n n
′ ′

′

′=
− ′ − ≠ ′

′

⎧
⎨
⎪

⎩⎪
0

( ),

0, =

k k
,     (3.114)  

where   �ω ε εn n n n, ′ ′= − . Consequently, the second - order terms from   H (0) 
and   H (1) are

    [ , ]
1
2

[[ , ], ] =
1
2

[ , ],(1) (0) (1)H S H S S H S+     (3.115)  

which becomes

   

1
2

[ , ]
1
2

1
2

(1) (1)χ χ χ χ χ χ

χ

nk n k

n

nk n k n k n k

nk

H S H S′ ′
′′

′′ ′′ ′′ ′′ ′ ′=

−

∑
SS H

k p
m

k p

n k n k n k

n

nn

χ χ χ

δα
α

β

′′ ′′ ′′ ′′ ′ ′
′′

′′ ′

∑
= − ′′ − ′′

(1)

0

1
2

( )
�

k k ′′ ′

′′ ′′′

′′

′′

′′ − ′
⎡
⎣⎢

⎤
⎦⎥

− − − ′′

∑ n n

n nn

nn

nn

m

k p
m

β

β
β

ω
δ

ω
δ

0

0

( )

( )

k k

k k
⎡⎡
⎣⎢

⎤
⎦⎥

′′ ′′ − ′
′′

′′ ′∑1
2

( )
0n

n nk p
m

� α
α

δ k k
 

   (3.116)   

 Using   δ function,

    

 
1
2

[ , ]

2
1

(1)

0
2

,

χ χ

ω
α β α β

nk n k

nn n n

n n n nn

H S

k k
m

p p

′ ′

′′ ′′ ′
′′≠ ′ ′′

= +∑� 11
( )

ω
δ

′ ′′

⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

− ′
n n

k k ,    

 (3.117)
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in the   χnk representation. The correction terms to   U are also easily 
found. Consider fi rst   χ χnk n kU S[ , ] ′ ′ . Using Equations  (3.110)  and 
 (3.114) , we obtain

    

χ χ

χ χ χ χ χ χ χ

nk n k

nk n k n k n k

n

nk n k n

U S

U S S

[ , ] ′ ′

′′ ′′ ′′ ′′ ′ ′
′′

′′ ′′ ′′= −∑ ′′′ ′ ′
′′

′′
′′ ′

′′ ′

∑
= − ′′ − ′′ ′′ − ′⎡

k n k

n

nn
n n

n n

U

U
k p
m

χ

δ
ω

δα
α

( ) ( )
0

k k k k
⎣⎣⎢

⎤
⎦⎥

− − − ′′⎡
⎣⎢

⎤
⎦⎥

′ − ′′

′′

′′

′′
′ ′′

′′

∑
n

nn

nn
n n

k p
m

Uα
α

ω
δ δ

0

( ) ( )k k k k
nn
∑ .

   
 

(3.118)

   

 Thus,

   χ χ
ωα α

α

nk n k
nn nnU S

k k U p m n n

n
[ , ]

( ) ( ) ( ),   

0,   
0

′ ′
′ ′=

− ′ − ′′ ≠ ′
= ′

k k /

nn
⎧
⎨
⎩

.     (3.119)   

 Here,   k ai~ 1/ , where   ai is the extent of the impurity state when the   U is 
the potential due to the impurities.   p ann′ ~ 1/  and   ωnn om a′ ~ 1/( )2 , where 
  a  is the lattice spacing. Equation  (3.119)  is of the order of the square 
of the ratio of   a ai/ , and can be neglected. Similarly, the next term, 
  12 [[ , ], ]U S S , is also omitted because it is reduced over   [ , ]U S  by a factor 
  S, which is of the squared order of   a ai/ . In the limit of very extended 
impurity states, Equation  (3.104)  becomes

    
ε

ω
α β α β

n nn n n
nnn n

k
m

k k
m

p p(0)
2

12 2

0

2

0
2

,

+ + ⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

′′ ′′
′′′′ ≠

∑� � ⎤⎤

⎦
⎥
⎥

⎛

⎝⎜
⎞

⎠⎟

+ ′ − ′ ′ =∫

B

d U B B

n

n n

( )

( ) ( ) ( )

k

k k k k kε

    (3.120)  

where we have neglected terms of the order   k3 and interband elements 
of order   k2. Since the coeffi cient of   Bn( )k  is exactly the expansion of 
  εn( )k  to second order, we can write

    ε εn n n nB d U B B( ) ( ) ( ) ( ) ( ).k k k k k k k+ ′ − ′ ′ =∫     (3.121)   

 Equation  (3.121)  is the well - known  effective mass equation  written 
in momentum space. To get the more usual formulation, we introduce 
a function
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    F e B dn
i

n( ) ( ) ,r k kk r= ⋅∫     (3.122)  

where the integration is over the fi rst Brillouin zone. Inverting Equa-
tion  (3.122) , we obtain

    B e Fn
i

n m

m

m( )
(2 )

( ),
3

k Rk R= − ⋅∑Ω
π

    (3.123)  

since   Bn( )k  is periodic in   k,   Rm being the vector to the lattice point   m. 
Then, Equation  (3.121)  becomes simply

    ε εn n n ni F d U F F( ) ( ) ( ) ( ) ( ) ( ),− ∇ + ′ − ′ ′ ′ =∫r r r r r r rΔ     (3.124)  

where

    Δ( )
1

(2 )
.

3
( )r r k k r r− ′ = ⋅ − ′∫π

d ei     (3.125)   

 Since   Δr is a   δ-like function of extension   ~ a, we have

    [ ( ) ( )] ( ) ( ).ε εn n ni U F F− ∇ + =r r r     (3.126)   

 From Equation  (3.87) , the leading term in the wave function becomes

   Ψ Ψ= = =⋅∫∑ ∑ ∑d B e u F u Fn
i

n

n

n n

n

n n

n

k k r r r r rk r( ) ( ) ( ) ( ) ( ) ( ).0 0 0     (3.127)    

   3.2.2    Degenerate Bands Without Spin – Orbit Coupling 

 We now consider the case of a degenerate band neglecting spin – orbit 
coupling. For simplicity, we shall limit ourselves to the case where the 
degeneracy occurs at the point   k = 0. Let us call the degenerate func-
tions at this point   φ φ φ1 2, , ,… r, a typical one being denoted by   φ j. The 
degeneracy implies that they all have the same energy:

    H j j0 0 .φ ε φ=     (3.128)   

 Let us further make the convention that the wave functions at   k = 0 
for the other bands be denoted by   φi i j( )≠ . 

 We now introduce a complete set of functions   φnk defi ned by

    φ φn
i

nek
k r= ⋅ ,     (3.129)  
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the index   n running over both   j  and   i. We then make the Ansatz

    Ψ = ∫∑ d An n

n

k k k( )φ .     (3.130)   

 For the impurity scattering problem,

    d n H U n A An

n

n′ + ′ ′ ′ = ′′
′
∫∑ k k k k k0 ( ) ( ).ε     (3.131)   

 The analysis leading from Equation  (3.90)  to Equation  (3.104)  is 
again valid due to the orthonormality of the   φnk. On specializing   n to   j 
in Equation  (3.131) , we obtain

    ε εα
α

0

2 2

0 02
( ) ( ) ( ) ( )+⎛

⎝⎜
⎞
⎠⎟

+ + ′ − ′ ′ =∑ ∫� �k
m

A
k p
m

A d U Aj
ji

i

i

jk k k k k k AAj ( )k    
 (3.132)   

 This is the equation that replaces Equation  (3.104)  for the degener-
ate case. We again transform the interband elements   pji

α by a transfor-
mation analogous to Equations  (3.107)  and  (3.114) . Here, the matrix 
elements of   p vanish between states of the same parity, so that we can 
write

    pjj′ =α 0.     (3.133)   

 Then,

    χ χ ω
δα

α

nk n k

nn

nnS
k p
m

n j n j

n j n j
′ ′

′

′=
− ′ − = ′ ≠

= ′ =

⎧
⎨
⎪

⎩⎪
0

( ), ,

0, ,
.

k k
    (3.134)   

 Since we are interested in degenerate bands, putting   n j=  and   ′ = ′n j  
in Equation  (3.105)  leads to the result, to the second - order terms in   k:

    
ε δ δ

ε ε
α β

α β

0

2 2

0

2

0
2

02
( )jj jj

ji ij

ii

j

j

k
m

k k
m

p p
B′ ′

′
′

′

+ +
−

⎛
⎝⎜

⎞
⎠⎟∑� �

k∑∑ ∫+ ′ − ′ ′

=

d U B

B

j

j

k k k k

k

( ) ( )

( )ε .
   

 (3.135)   

 If we set the energy zero at   ε0 , then we can write

    D k k B d U B Bjj j

j

r

j j′ ′
′=
∑∑ ∫+ ′ − ′ ′ =αβ

α β
αβ

ε( ) ( ) ( ) ( )
1

k k k k k k ,     (3.136)  
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where

    D
m m

p p
jj jj

ji ij

ii

′ ′
′≡ +

−∑αβ
αβ

α β

δ δ
ε ε

� �2

0

2

0
2

02
.     (3.137)   

 This set of numbers   Djj′
αβ plays the same role in the theory of degener-

ate bands that the effective masses do for a simple band. We again 
introduce a function   Fj ( )r  as Equation  (3.122) ,

    F e B dj
i

j( ) ( ) .r r kk r= ⋅∫     (3.138)   

 Then, Equation  (3.136)  becomes

    D
i i

U F Fjj jj j

j

r

j′ ′ ′
′=

∇⎛
⎝

⎞
⎠ ∇⎛

⎝
⎞
⎠ +⎡

⎣⎢
⎤
⎦⎥

=∑∑ αβ
α β

αβ

δ ε1 1
( ) ( ) (

1

r r r)),     (3.139)  

and the leading term in the wave function is

    Ψ =
=

∑Fj j

j

r

( ) ( ).
1

r rφ     (3.140)   

 The Hamitonian can be written as the sum of a band - edge contribu-
tion and a   k-dependent contribution

    H E D k kjj j jj( ) ( 0) ,k k′ ′= = + ∑ αβ
α β

αβ

    (3.141)  

where   Ej jj( )k = = ′0 0ε δ .  

   3.2.3    Spin – Orbit Coupling 

 In this section, we explain the spin – orbit coupling effect and introduce 
the concept of the spinor for the wave function. So far, we have treated 
the electronic wave function   Ψ as a complex scalar. However,   Ψ is 
neither a scalar nor a vector; it is a spinor. We know that we need one 
component to specify a scalar, while we need three components along 
the three coordinate axes to specify a vector. On the other hand, to 
specify a spinor, we need two components along the  “ up ”  and  “ down ”  
directions. The two spin components are often uncoupled, and we can 
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treat   Ψ as a scalar and simply multiply the results by 2 at the end to 
account for the two spin polarizations. However, this is not always true. 
In a magnetic fi eld, for example, the energies of two polarizations are 
different. Moreover, an electron moving in a strong electric fi eld sees 
an effective magnetic fi eld due to relativistic effects even if there are 
no external magnetic fi elds. This is known as the  “ spin – orbit interac-
tion. ”  We include effects of spin – orbit coupling as follows:

    �H H Hso0 0= + ,     (3.142)  

where

    H
m c

Vso = × ∇ ⋅�
4 0

2 2
( ) ,σ p     (3.143)  

and   σx,   σy,   σz are the Pauli spin matrices defi ned as

    σ σ σx y y

i

i
= ⎛

⎝⎜
⎞
⎠⎟

=
−⎛

⎝⎜
⎞
⎠⎟

=
−

⎛
⎝⎜

⎞
⎠⎟

0 1

1 0

0

0

1 0

0 1
, , .     (3.144)   

 Since   V  is periodic and   p invariant under translations, the total 
unperturbed Hamiltonian   H0 will still have Bloch waves as solutions. 
Call these   � �ψn

i
ne uk

k r
k= ⋅ , with the energy   �εn( )k . We may again introduce 

a set of functions analogous to the   χnk, say   �χnk, defi ned by

    � �χn
i

ne uk
k r= ⋅

0.     (3.145)   

 Then, the Ansatz

    ψ χ= ∫∑ d An n

n

k k k( ) �     (3.146)  

leads to the same Schr ö dinger equation for   An( )k  as the one we had 
without spin – orbit coupling, except that the matrix elements   pnn′

α  are 
replaced by   πα

nn′, defi ned by

    π π σα
α αnn n n

cell
u

i m c
V u d′ ′= ∇ + × ∇⎛

⎝⎜
⎞
⎠⎟∫(2 )

4
( )

3

0
*

0
2 2 0Ω

� � � � r     (3.147)   

 This extra term arises from the fact that the spin – orbit coupling 
contains the differential operation   p. 
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 Degenerate bands are split, in general, into several bands by the 
spin – orbit coupling. If the spin – orbit interaction were absent, the six 
valence band wave functions would simply be

    
X

X

Y

Y

Z

Z0
,

0
,

0
,

0
,

0
,

0⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

,     (3.148)  

and we could continue to treat   Ψ as a scalar and multiply at the end 
by 2. In many common semiconductors like gallium arsenide (GaAs), 
due to crystal symmetry, the functions   un0( )r  for the conduction and 
valence bands can be expressed in terms of these functions   S ,   X ,   Y , 
and   Z . Electrons in the conduction band have completely symmetric 
wave functions   S . Here,   S  is completely symmetric in   x,   y, and   z [like 
  ( )2 2 2 1/2x y z+ + − ];   X  is antisymmetric in   x  but symmetric in   y and   z [like 
  x x y z( )2 2 2 1/2+ + − ]:   Y  is antisymmetric in   y but symmetric in   z and   x; 
and   Z  is antisymmetric in   z but symmetric in   x and   y. In the absence 
of spin – orbit coupling, we shall denote three degenerate space func-
tions at   k = 0 by   X ,   Y , and   Z . Each has an additional double degen-
eracy due to spin. We will construct a matrix   D defi ned by

    D k k Djj jj′ ′= ∑ α β
αβ

α β,

.     (3.149)  

using these functions. 
 Then, as can be seen from Equation  (3.137) , the symmetry of the 

diamond lattice requires that   D  have the form

   D

Ak B k k Ck k Ck k

Ck k Ak B k k Ck k

Ck k C

x y z x y x z

x y y x z y z

x z

=
+ +

+ +

2 2 2

2 2 2

( )

( )

kk k Ak B k ky z z y x
2 2 2( )+ +

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟     (3.150)  

for each spin, where   A B C, ,  are three real constants defi ned by

    

A
m m

p p

B
m m

p p

C

Xi
x

iX
x

ii

Xi
y

iX
y

ii

= +
−

= +
−

=

∑

∑

� �

� �

2

0

2

0
2

0

2

0

2

0
2

0

2

2

ε ε

ε ε

��2

0
2

0

.
m

p p p pXi
x

iY
y

Xi
y

iY
x

ii

+
−∑ ε ε

    (3.151)   
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 As an example of the calculation, consider   DXX,

    D
m m

p p
k kXX XX

Xi iX

ii

= +
−

⎛
⎝⎜

⎞
⎠⎟∑∑ � �2

0

2

0
2

02
δ δ

ε εαβ

α β

α β
αβ

,     (3.152)  

where

    p p X
i

i i
i

XXi iX
α β

α β= ∇ ∇� �
.     (3.153)   

 Equation  (3.153)  is zero except for   α β= = X Y Z, , , because of its 
antisymmetry. That is, for   α = X  and   β = Y ,

    p p X
i

i i
i

XXi
X

iX
Y

x y= ∇ ∇� �
,     (3.154)  

which is antisymmetric in   x or   y, and becomes zero. Thus,

    

D
m m

p p
k k

m m
p p

XX
Xi
X

iX
X

ii

x x
Xi
Y

i= +
−

⎛
⎝⎜

⎞
⎠⎟

+ +∑� � � �2

0

2

0
2

0

2

0

2

0
22 2ε ε

XX
Y

ii

y y

Xi
Z

iX
Z

ii

z z

k k

m m
p p

k k

ε ε

ε ε

0

2

0

2

0
2

02

−
⎛
⎝⎜

⎞
⎠⎟

+ +
−

⎛
⎝⎜

⎞
⎠⎟

∑

∑� �
.     (3.155)

   

 Using   p p p pXi
y

iX
y

Xi
z

iX
z= ,

   
D

m m
p p

k
m m

p p
XX

Xi
X

iX
X

ii

x
Xi
Y

iX= +
−

⎛
⎝⎜

⎞
⎠⎟

+ +∑� � � �2

0

2

0
2

0

2
2

0

2

0
22 2ε ε

YY

ii

y z

x y z

k k

Ak B k k

ε ε0

2 2

2 2 2

( )

( )

−
⎛
⎝⎜

⎞
⎠⎟

+

≡ + +

∑
    

 (3.156)   

 For   DXY, only terms with   α = X ,   β = Y  or   α = Z,   β = X  are nonzero. 
Similarly, we can obtain the following relations for nonzero terms:

    
p p p p p p for X Y Z

p p p p p
Xi iX Yi iY Zi iZ

Xi
Y

iY
X

Yi
X

iX
Y

Xi

α α α α α α α, ,  , ,

, ,

=
ZZ

iZ
X

Zi
X

iX
Z

Yi
Z

iZ
Y

Zi
Y

iY
Zp p p p p p p, , , ,

   
 
(3.157)

  

where

    
p p p p p p

p p p p p p
Xi
X

iX
X

Yi
Y

iY
Y

Zi
Z

iZ
Z

Xi
Y

iX
Y

Yi
Z

iY
Z

Xi
Z

iX
Z

= =
= = =…etc.

   
 
(3.158)    
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100  ELEMENTARY THEORY OF ELECTRONIC BAND STRUCTURE

   3.2.4    Wave Functions Modifi ed by Spin – Orbit Coupling 

 The introduction of spin – orbit coupling splits some of the degeneracy 
of the band at   k = 0. Treating   Hso as a perturbation, we can obtain the 
correct wave functions. The wave function   Ψ( , )r t  for electrons is actu-
ally not a scalar but is a two - component spinor

    
α
β

( , )

( , )

r

r

t

t
⎛
⎝⎜

⎞
⎠⎟

.     (3.159)   

 Thus, the Schr ö dinger equation is not a single differential equation, 
but two coupled differential equations as follows.

    i
t

H H�
∂
∂

= +α α β11 12     (3.160)  

    i
t

H H�
∂
∂

= +β α β21 22 .     (3.161)   

 Or, in matrix form,

    i
t

H H

H H
�

∂
∂

⎛
⎝⎜

⎞
⎠⎟

= ⎡
⎣⎢

⎤
⎦⎥
⎛
⎝⎜

⎞
⎠⎟

α
β

α
β

11 12

21 22

.     (3.162)   

 In general, we assume that

    H H12 21 0= =     (3.163)  

    H H
m

U H
o

L o11 12

2
2

2
= = − ∇ + ≡�

.     (3.164)   

 Equation  (3.162)  then decouples into two identical Schr ö dinger 
equations — one for   α  and one for   β. Consequently, we can just solve 
one Schr ö dinger equation for a scalar and multiply the results at the 
end by 2 to account for the other spin component. However, this sim-
plicity is lost if   H12 and   H21 are nonzero. 

 Let us now consider how the wave functions and energy levels in 
a semiconductor are modifi ed by the spin – orbit interaction. The 
Schr ö dinger equation reads

    i
t

H Hso�
∂
∂

= +Ψ Ψ( ) ,     (3.165)  

where   H  is the   2 2×  matrix operator defi ned in Equations  (3.163)  and 
 (3.164) ,   Ψ is a   2 1×  spinor, and   Hso  is the   2 2×  spin – orbit operator 
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THE LUTTINGER–KOHN HAMILTONIAN  101

defi ned below. The spin – orbit coupling in Equation  (3.143)  can be 
written as

    H i
m c

Uso = − ⋅ ∇ × ∇�2

0
2 24

σ [ ].     (3.166)   

   Hso is a   2 2×  matrix operator whose individual elements can be 
written out with differential operators using the defi nition of the Pauli 
matrices   σx y z, ,  from Equation  (3.144) .

    ( )H iC
U
x y

U
y x

so 11 = − ∂
∂

∂
∂

− ∂
∂

∂
∂

⎛
⎝⎜

⎞
⎠⎟

    (3.167)  

    ( )12H iC
U
y z

U
z y

i
U
z x

U
x z

so = − ∂
∂

∂
∂

− ∂
∂

∂
∂

⎛
⎝⎜

⎞
⎠⎟

− ∂
∂

∂
∂

− ∂
∂

∂
∂

⎛
⎝

⎞
⎠

⎧
⎨
⎩

⎫
⎬
⎭⎭

    (3.168)  

    ( )21H iC
U
y z

U
z y

i
U
z x

U
x z

so = − ∂
∂

∂
∂

− ∂
∂

∂
∂

⎛
⎝⎜

⎞
⎠⎟

+ ∂
∂

∂
∂

− ∂
∂

∂
∂

⎛
⎝

⎞
⎠

⎧
⎨
⎩

⎫
⎬
⎭⎭

    (3.169)  

    ( )22H iC
U
x y

U
y x

so = ∂
∂

∂
∂

− ∂
∂

∂
∂

⎛
⎝⎜

⎞
⎠⎟

,     (3.170)  

where   C
m c

= �2

0
2 24

. 

 We are interested in the energy eigenfunctions and eigenvalues at 
  k = 0. Writing   Ψ( , ) ( ) ( / )r rt iEt= −ξ exp �  [since   k = 0,   exp( ) 1ik r⋅ = ], we 
have the eigenvalue equation.

    E H Hsoξ ξ= +( )     (3.171)   

 This is actually two coupled differential equations that can be 
written out using Equations  (3.163)  and  (3.164)  as follows, assuming 

  ξ
α
β

( )
( )

( )
r

r

r
= ⎛

⎝⎜
⎞
⎠⎟
.

    E H H Hso soα α β= + +[ ( ) ] ( )0 11 12     (3.172)  

    E H H Hso soβ α β= + +[( ) ] ( ) .21 0 22     (3.173)   

 The functions   S ,   X ,   Y , and   Z  are eigenfunctions of   H0. 
That is,

    H S E S H X E X H Y E Y H Z E Zc v v v0 0 0 0 0 0 0 0, , = ,= = ′ ′ = ′ .    
 (3.174)   
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102  ELEMENTARY THEORY OF ELECTRONIC BAND STRUCTURE

 If the spin – orbit interaction   Hso were absent, the energy levels and 
the wave functions at the zone center (  k = 0) will be written as shown 
below.

    

v X

v Y

v Z

v X

v Y

v

1 : , 0

2 : , 0

3 : , 0

4 : 0 ,

5 : 0 ,

6 : 0 ,

α β
α β
α β
α β
α β
α β

= =
= =
= =
= =
= =
= == Z .

    (3.175)

   

 Now, let us use these functions to expand   α( )r  and   β( )r .

    α α α α α α( )
, , ,

r = + + + ≡
=
∑s x y z i

i S X Y Z

S X Y Z i     (3.176)  

    β β( ) .
, , ,

r =
=
∑ i

i S X Y Z

i     (3.177)   

 We can write the differential equations in Equations  (3.172)  and 
 (3.173)  as a matrix equation.

    E i H H j i H ji o so j

j

so j

j

α α β= + +∑ ∑( ) ( )11 12 .     (3.178)  

    E i H j i H H ji so j

j

o so j

j

β α β= + +∑ ∑( ) ( )21 22 .     (3.179)   

 Since the functions   i ,   i S X Y Z= , , ,  are eigenfunctions of   Ho, it is 
easy to write down the matrix elements of   Ho.

    i H j
E i S

E i X Y Z
c ij

v ij
0

0

0

,

, , ,
=

=
′ =

⎧
⎨
⎩

δ
δ

if

if
.     (3.180)   

 Using the fact that the atomic potential   U  has cubic symmetry, we 
can show that   i H jSO( )11  or   i H jSO( )22  is nonzero only if   i X= ,   j Y=  
or   i Y= ,   j X= . Then,

    X H Y X H Y iSO SO( ) ( ) 311 22= − ≡ − Δ/     (3.181)  

where

    Δ = ∂
∂

∂
∂

− ∂
∂

∂
∂

⎛
⎝⎜

⎞
⎠⎟

3C X
U
y x

U
x y

Y .     (3.182)   
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 Similarly, it can be shown that

    
Y H Z Y H Z i

X H Z X H Z
SO SO

SO SO

( ) ( ) 3

( ) ( ) 3.
12 21

12 21

= = −
= − =

Δ
Δ

/

/
    (3.183)

   

 The other matrix elements are all zero. Also, in general,

    i H j j H iSO nm SO mn( ) ( ) .= −     (3.184)   

 Using the matrix elements in Equations  (3.181) ,  (3.183) , and  (3.184) , 
we can write out Equations  (3.178)  and  (3.179)  as follows:

    E

E

E
s

x

y

z

s

x

y

z

c

v

α
α
α
α
β
β
β
β

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

=

′ −
0

0

0 0 0 0 0 0 0

0 ii

i E i

E i

E

v

v

c

Δ Δ
Δ Δ

Δ Δ

/ /

/ /

/ /

3 0 0 0 0 3

0 3 0 0 0 0 3

0 0 0 0 3 3 0

0 0 0 0 0 0 0

0

0

0

0

′ −
′ −

00 0 3 0 /3 0

0 0 0 3 0 3 0

0 3 3 0 0 0 0

0

0

0

− ′
− − ′

′

⎛

⎝

⎜
⎜
⎜
⎜

Δ Δ
Δ Δ

Δ Δ

/

/ /

/ /

E i

i i E

i E

v

v

v

⎜⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

α
α
α
α
β
β
β
β

s

x

y

z

s

x

y

z
⎟⎟

.    
 

(3.185)

   

 Here, we neglected the coupling between the conduction and the 
valence bands, and will consider it in next section. By rearranging the 
rows and columns in Equation  (3.185) , we can get the matrix in block -
 diagonalized form.

    E

E

E
s

s

x

y

z

x

y

z

c

c

α
β
α
α
β
β
β
α

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

=

0

0

0 0 0 0 0 0 0

0 0 0 00 0 0 0

0 0 3 3 0 0 0

0 0 3 3 0 0 0

0 0 3 3 0 0 0

0 0

0

0

0

′ −
′ −

′

E i

i E i

i E

v

v

v

Δ Δ
Δ Δ
Δ Δ

/ /

/ /

/ /

00 0 0 3 3

0 0 0 0 0 3 3

0 0 0 0 0 3 3

0

0

0

′ −
− ′ −
− ′

⎛

⎝

⎜
⎜
⎜
⎜

E i

i E i

i E

v

v

v

Δ Δ
Δ Δ
Δ Δ

/ /

/ /

/ /

⎜⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

α
β
α
α
β
β
β
α

s

s

x

y

z

x

y

z
⎟⎟

.    
 

(3.186)
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 The eigenvalues and eigenfunctions for each block can be calculated 
individually. Note that the conduction band levels are unaffected by the 
spin – orbit interaction. The eigenvalues and eigenvetors of the upper 
  3 3×  block are given by

    
E E E h

i

h v v

x y z

= ′ + =

= − = − =

0 0
3

, 1)

1/ 2, / 2, 0

Δ
(heavy hole

α α β
    (3.187)  

    
E E E l

i

l v v

x y z

= ′ + =

= = − =

0 0
3

, 2)

1/ 6, / 6, 2/3

Δ
(light hole

α α β
    (3.188)  

    
E E E s

i

s v v

x y z

= ′ − = −

= = − = −

0 0
2
3

, 2)

1/ 3, / 3, 1/ 3

Δ Δ (split-off

α α β .
    (3.189)   

 Note that, at   k = 0, the fi rst two eigenvalues are equal, so that any 
linear combination of the heavy -  and light - hole eigenvectors is also an 
eigenvector. In fact, there are numerous other combinations possible 
for Equations  (3.187)  and  (3.188) . The reason for using this choice is 
that if we consider electrons in motion along the   z-direction 
  ( , )k k kx y z= = ≠0 0 , the heavy -  and light - hole eigenvectors are decou-
pled. The lower 3    ×    3 block in Equation  (3.186)  gives the same eigen-
values, but slightly different eigenvectors.

    
E E E h

i

h v v

x y z

= ′ + =

= = − =

0 0
3

, 2)

1/ 2, / 2, 0

Δ
(heavy hole

β β α
    (3.190)  

    
E E E l

i

l v v

x y z

= ′ + =

= − = − =

0 0
3

, 1)

1/ 6, / 6, 2/3

Δ
(light hole

β β α
    (3.191)  

    
E E E s

i

s v v

x y z

= ′ − = −

= = =

0 0
2
3

, 1)

1/ 3, / 3, 1/ 3

Δ Δ (split-off

β β α .
    (3.192)   

 The introduction of spin – orbit coupling splits some of the degener-
acy of the band at   k = 0. The wave functions fall into a group of four 
and a group of two:
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h X i Y

l X i Y Z

l

1 :
3
2

,
3
2

1
2

[ ]

1 :
3
2

,
1
2

1
6

[( ) 2 ]

2 :
3
2

,
1
2

1
6

[(

= − + ↑

= − + ↓ − ↑

− = XX i Y Z

h X i Y

s X i Y Z

s

− ↑ + ↓

− = − ↓

= + ↓ + ↑

) 2 ]

2 :
3
2

,
3
2

1
2

[ ]

1 :
1
2

,
1
2

1
3

[( ) ]

2 :
1
22

,
1
2

1
3

[( ) ].− = − ↑ − ↓X i Y Z

    (3.193)

  

where   ↑  and   ↓  are the spin functions corresponding to spin  “ up ”  and 
 “ down, ”  respectively.   

   3.3    THE ZINC BLENDE HAMILTONIAN 

   3.3.1    Matrix Elements for the   6 6¥  Hamiltonian 

 We shall consider the situation in which the spin – orbit coupling is suf-
fi ciently small so that the zeroth - order functions of Equation  (3.193)  
may be used. Considering both the   J = 3/2  and 1/2 bands together, and 
using Equation  (3.137)  having   p  instead   π , and using Equation  (3.141) , 
we fi nd

   

H

h

l

l

h

s

s

= −
−

−

−

⎛

⎝

⎜
⎜

1 :
3
2

,
3
2

1 :
3
2

,
1
2

2 :
3
2

,
1
2

2 :
3
2

,
3
2

1 :
1
2

,
1
2

2 :
1
2

,
1
2

⎜⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

+ − −

− − −

P Q S R S R

S P Q R Q

0 / 2 2

0 2 3/2† SS

R P Q S S Q

R S P Q R S

S Q S R P

R

† †

† † † †

† †

†

0 3/2 2

0 2 / 2

/ 2 2 3/2 2 0

2 3/

−

+ − −

− − − + Δ

22 2 / 2 0

,

S Q S P† † − +

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟Δ

   

 (3.194)
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where

    

P
m

k k k

Q
m

k k k

R
m

x y z

x y z

= + +

= + −

= −

�

�

�

2

0
1

2 2 2

2

0
1

2 2 2

2

0

2
( ),

2
( 2 ),

2
[ 3

γ

γ

γ 22
2 2

3

2

0
3

( ) 2 3 ],

2
2 3 ( ) ,

k k i k k

S
m

k ik k

x y x y

x y z

− +

= −

=

γ

γ�

Δ spin-orbit ssplitting at 0,k =

    (3.195)  

where we put   Ev0 0=  as follows:

    E
E E l h l h l

E E
j

v v

v v

( 0) 3
0   1, 1, 2, 2

2
3

0 0

0 0

k = =
′ + = = =

′ − = − = −

Δ

Δ Δ Δ

for

forr  1, 2
.

l s s=

⎧

⎨
⎪⎪

⎩
⎪
⎪

    (3.196)   

 As an example of the calculation, we consider   Hh h1, 1.

    H
m m

p p
k kh h h h

h i ih

ii

1, 1

2

0
1 1

0
2

1 1

02
= +

−
⎛
⎝⎜

⎞
⎠⎟∑∑ � �δ δ

ε εαβ

α β

α β
αβ

,     (3.197)  

where

    

p p h
i

i i
i

h

X iY
i

i i
i

X iY

p p

h i ih

Xi iX

1 1 1 1

1
2
1
2

(

α β
α β

α β

α β

= ∇ ∇

= − ∇ ∇ +

=

� �

� �

−− + +

= +

ip p p p p p

p p p p

Yi iX Xi iY Yi iY

Xi iX Yi iY

α β α β α β

α β α β

)

1
2

( ) from Equuations (3.157) and (3.158).

   
 
(3.198)

   

 This becomes zero except for   α β= .
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H k
m m

p p p p

k

h h x
Xi
X

iX
X

Yi
X

iY
X

ii

y

1, 1
2

2

0 0
2

1

0

2
2

2 2
= + +

−
⎛
⎝⎜

⎞
⎠⎟

+

∑� �

�

ε ε

22 2

2 2

0 0
2

0

2
2

0 0
2

m m
p p p p

k
m m

p

Xi
Y

iX
Y

Yi
Y

iY
Y

ii

z
Xi

+ +
−

⎛
⎝⎜

⎞
⎠⎟

+ +

∑�

� �

ε ε
ZZ

iX
Z

Yi
Z

iY
Z

ii

x y z

p p p

k A B k A B k B

+
−

⎛
⎝⎜

⎞
⎠⎟

= + + + +

∑ ε ε0

2 2 21
2

( )
1
2

( ) fromm Equation (3.151).

    (3.199)   

 Now, it is convenient to introduce the dimensionless Luttinger effec-
tive mass parameters   γ 1 ,   γ 2 , and   γ 3  by

    

A
m

B
m

C
m

= +

= −

= −

�

�

�

2

0
1 2

2

0
1 2

2

0
3

2
( 4 )

2
( 2 )

2
(6 ).

γ γ

γ γ

γ

    (3.200)   

 Then, Equation  (3.199)  becomes

    
H

m
k

m
k

m
kh h x y z1, 1

2

0
1 2

2
2

0
1 2

2
2

0
1 2

2

2

2
( )

2
( )

2
( 2 )= + + + + −

=

� � �

�

γ γ γ γ γ γ

22
( )

2
( 2 )

0
1

2 2 2
2

0
2

2 2 2

m
k k k

m
k k k P Qx y z x y zγ γ+ + + + − ≡ +�

    (3.201)   

 We always have to ensure that whatever   H( )k  we use, its eigenvalues 
should give us the correct dispersion laws for the bands. Thus, note that 
the Luttinger parameters   γ 1,   γ 2 , and   γ 3 will be slightly different depend-
ing on whether we use the   4 4×  matrix, the   6 6×  matrix, or the   8 8×  
matrix, including the spin – orbit band.  

   3.3.2    Matrix Elements of the Hamiltonian between 
Conduction and Valence Bands 

 Matrix elements between conduction and valence bands can be derived 
by Equation  (3.50)  when we consider the coupling between conduction 
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and valence bands. That is, we fi rst calculate momentum matrix ele-
ments   pnn′

α  between conduction and valence bands, then substitute them 
into Equation  (3.50) . Since the functions   un0( )r  are spinors of the form

    
α
β

n

n

,0

,0

,
⎛
⎝⎜

⎞
⎠⎟

    (3.202)   

 Equation  (3.50)  becomes

    pnn n n n ni i′ ′ ′= − ∇ − ∇α α α β β� �,0 ,0 ,0 ,0 .     (3.203)   

 In many common semiconductors like GaAs, due to crystal symme-
try, the functions   un,0( )r  for the conduction and valence bands can be 
expressed in terms of these functions   S ,   X ,   Y , and   Z . Electrons 
in the conduction band have completely symmetric wave functions   S . 
The up - spin and down - spin wave functions corresponding to   c1 and   c2 
are written as

    u
S

c1,0( )
0

r = ⎛
⎝⎜

⎞
⎠⎟

    (3.204)  

    u
S

c2,0( )
0

r = ⎛
⎝⎜

⎞
⎠⎟

.     (3.205)   

 To calculate momentum matrix elements   pnn′
α  between conduction 

and valence bands, we substitute the functions   α  and   β  from Equations 
 (3.193)  and  (3.205) . Due to the symmetry of the functions   S ,   X ,   Y , 
and   Z , only the following integrals are nonzero.

    S i
x

X S i
y

Y S i
z

Z P− ∂
∂

= − ∂
∂

= − ∂
∂

≡� � � 0.     (3.206)   

 All other integrals, such as

    S i
x

Y− ∂
∂
� ,     (3.207)  
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are zero. Using Equation  (3.206) , it is straightforward to evaluate   pnn′. 
For example, suppose   n c= 1 and   ′ =n h1. Using Equation  (3.193) , we 
have from Equation  (3.203) ,

    pc h
i

S X i S Y1 1
2

= − ∇ + ∇( )�
.     (3.208)   

 Using Equation  (3.206) ,

    pc h x y
P

e ie1 1
0

2
= +( ),ˆ ˆ     (3.209)  

where   ̂ex and   ̂ey are unit vectors along the   x,   y, and   z  directions. Then, 
using Equation  (3.50) , matrix elements of Hamiltonian between con-
duction and valence bands are given by

    

h h l l

c k ik k k ik

c k ik k ik

x y z x y

x y x

1 2 1 2

1
2

( ) 0
2
3 6

( )

2 0
2

( )
6

(

− + −

− +

π π π

π π
yy z

z x y

x y z

k

s s

k k ik

k ik k

)
2
3

1 2

3 3
( )

3
( )

3

π

π π

π π

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜

−

+ −

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟

,,

   
 

(3.210)

  

where   π = =� �P m m Ep0 0
2

0/ 2( )/ , and   Ep is a parameter that controls 
mixing of the valence and conduction bands.  

   3.3.3   The    8 8¥  Hamiltonian 

 Combining Equations  (3.194)  and  (3.210) , we can obtain the   8 8×  
Hamiltonian given by
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H

A V U V U V

A V U V V U

V P Q S R S R

U V S

c

c

=

0 3 2 0 2

0 0 2 3 2

3 0 ( ) 0
1

2
2

2

−

− −

− − + − −

−

†

† †

† ††

† † † †

† † †

− − − −

− − − − − −

− − −

( ) 0 2 3/2

2 0 ( ) 3/2 2

0 3 0 (

P Q R Q S

V U R P Q S S Q

V R S P ++

− − +

− − − −

Q R S

U V S Q S R P

V U R S Q

) 2
1

2

2
1

2
2 3/2 2 ( ) 0

2 2 3/2 2
1

2

† †

† † †

† † † † †

Δ

SS P

c

c

h

l

l

h

s

0 ( )

1

2

1

1

2

2

− +

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟Δ

11

2

,

s

   
 

(3.211)

  

with

    

A E
m

k k k

V k ik

U k

c g x y z

x y

z

= + + +

= −

=

�2

0

2 2 2

2
( ),

1
6

( ),

1
3

.

π

π

    (3.212)   

 Here, the basis set is summarized as follows:

    

c S

c S

h X i Y

l X i Y Z

l

1 :

2 :

1 :
3
2

,
3
2

1
2

[ ]

1 :
3
2

,
1
2

1
6

[( ) 2 ]

2 :
3

↑
↓

= − + ↑

= − + ↓ − ↑

22
,

1
2

1
6

[( ) 2 ]

2 :
3
2

,
3
2

1
2

[ ]

1 :
1
2

,
1
2

1
3

[(

− = − ↑ + ↓

− = − ↓

= +

X i Y Z

h X i Y

s X i Y )) ]

2 :
1
2

,
1
2

1
3

[( ) ].

↓ + ↑

− = − ↑ − ↓

Z

s X i Y Z

    (3.213)    
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   3.3.4    The Strained Hamiltonian 

 In this section, we will introduce the strained   8 8×  Hamiltonian. We 
defi ned the unit vectors   ̂x,   ̂y, and   ̂z in the unstrained system. Under the 
infl uence of a uniform deformation, these axes are distorted to   x,   y, and 
  z. The new axes are related to the old one by

    

x

y

z

= + + +
= + + +
= +

(1 ) ,

(1 ) ,

ε ε ε
ε ε ε
ε ε

xx xy xz

yx yy yz

zx z

x y z

x y z

x

ˆ ˆ ˆ

ˆ ˆ ˆ

ˆ yy zzy zˆ ˆ+ +(1 ) .ε    
 (3.214)

   

 The coeffi cients are strain tensors and defi ne the deformation in the 
system. The new axes are not orthogonal in general. To label a position 
  A (or atom   A) in the unstrained system, we have

    r = + +xx yy zzˆ ˆ ˆ.     (3.215)   

 After the distortion, the same atom can be labeled as

    ′ = ′ + ′ + ′r x y zx y z .     (3.216)   

 Note that the coeffi cients   x y z, ,  of the vectors are unchanged. The dis-
placement of the deformation is given by

   

R r r

x y z

= ′ − ′
= ′ − + ′ − + ′ −
= + + +

x x y y z z

x y z x xxx yx zx x

( ) ( ) ( )

( ) (

ˆ ˆ ˆ

ˆε ε ε ε yy yy zy xz yz zzy z y x y z z

u x v y w z

+ + + + +
= + +

ε ε ε ε ε) ( )

( ) ( ) ( )

ˆ ˆ

ˆ ˆ ˆ.r r r

   
 
(3.217)

   

 For a nonuniform distortion, one must defi ne a position - dependent 
strain. Taking the origin of   r close to the point and assuming a small 
strain, we have

    ε ε εxx yx zx
u
x

u
y

u
z

= ∂
∂

= ∂
∂

= ∂
∂

; ; ,etc.     (3.218)   

 We assume a homogeneous strain and   ε εij ji= . We defi ne six strain 
components as
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e e e

e

e

e

xx yy zz

xy yx

yz zy

zx xz

1 2 3

4

5

6

, ,= = =
= +
= +
= +

ε ε ε
ε ε
ε ε
ε ε ,

    (3.219)  

keeping only the linear terms in strain. It is useful to defi ne the net 
fractional change in the volume produced by the distortion. This quan-
tity is called dilation. The initially cubic volume of unity after distortion 
has a volume

    ′ = ′ ⋅ ′ × ′ =
+

+
+

+ + +V
xx xy xz

yx yy yz

zx zy xz

xx yyx y z( )

1

1

1

1

ε ε ε
ε ε ε
ε ε ε

ε ε� εεzz.     (3.220)   

 The dilation is then

    δ ε ε ε=
′ − + +V V
V

xx yy zz� .     (3.221)   

 The force acting on a unit area in the solid is called stress, and 
Hooke ’ s law states that the strain is linearly proportional to the stress, 
or, conversely, that the stress is linearly proportional to the strain. In 
general,

    T c S i j k l x y zij ijkl kl= =, , , , , , ,     (3.222)  

with summation over the repeated subscript   k and   l . The fi rst subscript 
letter indicates the direction of the force, and the second subscript letter 
is the direction of the normal to the plane on which the stress is acting. 
The number of stress components decreases to six if we impose the 
condition on a cubic system, since there is no torque in the system. 
Then,   T Txy yx= ;   T Tyz zx= ;  T Txz zx= . We then have the six independent 
components:   T T T T T Txx yy zz xy yz zx, , , , , . The   cijkl  are called elastic stiffness 
constants. If the coordinate axes   x y z, ,  are chosen to coincide with the 
cubic crystal axes, the nonzero elastic stiffness constants are

    

c c c

c c c c c

c c

xxxx yyyy zzzz

xxyy yyxx xxzz yyzz zzyy

yxyx yxxy

= =
= = = =
= = cc c

c c c c

c c c c

zyyz zyzy

xzxz xzzx zxxz zxzx

xyxy xyyx yxxy yx

=
= = = =
= = = = yyx.

    (3.223)   
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 We use abbreviated subscript notation:   1 = xx;  2 = yy;  3 = zz;  4 = yz; 
  5 = zx;  6 = xy. Then, the stiffness Equation  (3.222)  reduce to

    T c SI IJ J= ,     (3.224)  

where   I J, , , , , , .= 1 2 3 4 5 6  In abbreviated subscript notation, the nonzero 
elastic stiffness constants are

    

c c c

c c c c c c

c c c

11 22 33

12 21 13 31 23 32

44 55 66

= =
= = = = =
= = ,

    (3.225)  

and the stiffness matrix is

    [ ]

0 0 0

0 0 0

0 0 0

0 0 0 0 0

0 0 0 0 0

0 0

11 12 12

12 11 12

12 12 11

44

44

c

c c c

c c c

c c c

c

c

=

00 0 0 44c

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟

.     (3.226)   

 The strain energy of the system is a quadratic function of the strain, 
and can be written as

    U c e eij i j

ji

=
1
2

1

6

1

6

==
∑∑ .     (3.227)   

 For cubic systems,   U  is given by

    U c e e e C e e e C e e e e e e= + + + + + + +1
2

( ) ( ) ( )11 1
2

2
2

3
2

44 4
2

5
2

6
2

12 1 2 2 3 3 2 .     (3.228)   

 Using the relations between the deformed coordinates and the unde-
formed coordinates, the Hamiltonian for a strained semiconductor can 
be derived. The strained Hamiltonian introduces extra terms that can 
be obtained by using the following correspondences for the   8 8×  
Luttinger – Kohn Hamiltonian given by Equation  (3.211) 

  

k k

m
a

m
a

e
c

v

α β αβε

γ

↔

↔

↔ −

�

�

2

*

2
1

0

2

2
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   �

�

2
2

0

2
3

0

2 2

2 2 3

0 3 2 0 2

0

γ

γ

εα αβ β
β

ε

ε ε ε ε ε ε

m
b

m
d

k k

H

A V U V U Vc

↔ −

↔ −

↔ −

=

−

∑
†

AA V U V V U

V P Q S R S R

U V S

cε ε ε ε ε ε

ε ε ε ε ε ε ε

ε ε ε

0 2 3 2

3 0 ( ) 0
1

2
2

2

− −

− − + − −

−

† †

† ††

† † † †

− − − −

− − − − − −

( ) 0 2 3/2

2 0 ( ) 3/2 2

0

P Q R Q S

V U R P Q S S Q

ε ε ε ε ε

ε ε ε ε ε ε ε ε

33 0 ( ) 2
1

2

2
1

2
2 3/2 2 (

V R S P Q R S

U V S Q S R P

ε ε ε ε ε ε ε

ε ε ε ε ε ε

† † † † †

† † †

− − − +

− − εε

ε ε ε ε ε ε ε

) 0

2 2 3/2 2
1

2
0V U R S Q S P† † † † †− − − − −

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

c

c

h

l

l

h

s

s

1

2

1

1

2

2

1

2

,

   
 

(3.229)

  

with

    

A a

V i k

U k

P

c c xx yy zz

xj yj j

j

zj j

j

ε

ε

ε

ε ε ε

π ε ε

π ε

= + +

= − −

= −

∑

∑

( ),

1
6

( ) ,

1
3

,

εε

ε

ε

ε

ε ε ε

ε ε ε

ε ε

= − + +

= − + −

= − −

a

Q
b

S d

R

v xx yy zz

xx yy zz

xz yz

( ),

2
( 2 ),

( ),

== − −3
2

( ) .b idxx yy xyε ε ε

    (3.230)     

   3.4    THE WURTZITE HAMILTONIAN 

 In the section, we consider the   k p⋅  method for strained wurtzite semi-
conductors. Similar to Section  3.2.4 , we can write the matrix element 
of   Ho:
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S H S E

X H X Y H Y E

Z H Z E

X H Y X H Y i

c

v

v

SO SO

0 0

0 0 0 1

0 0

11 22

,

,

,

( ) ( )

=
= = +
=
= − ≡ −

Δ

ΔΔ
Δ
Δ

2

12 21 3

12 21 3

,

( ) ( ) ,

( ) ( ) ,

Y H Z Y H Z i

X H Z X H Z
SO SO

SO SO

= = −
= − =

   

 

(3.231)  

where

    Δ2 = ∂
∂

∂
∂

− ∂
∂

∂
∂

⎛
⎝⎜

⎞
⎠⎟

C X
U
y x

U
x y

Y     (3.232)  

and

    Δ3 = ∂
∂

∂
∂

− ∂
∂

∂
∂

⎛
⎝⎜

⎞
⎠⎟

= ∂
∂

∂
∂

− ∂
∂

∂
∂

⎛
⎝

⎞
⎠C Y

U
y z

U
z y

Z C X
U
x z

U
z x

Z .     (3.233)   

 In the above, we used the sixfold symmetry on the   x y−  plane. For 
example,   ( , )x y  mapping to   π/3 rotation around the   z-axis leaves the 
Hamiltonian invariant, and the wave functions   X  and   Y  trans-
form to

    
′ = +

′ = − +

X X Y

Y X Y

1
2

3
2

,

3
2

1
2

.

    (3.234)   

 Here,

    Y H Y Y H Y X H X Y H Y0 0 0 0
3
4

1
4

.= ′ ′ = +     (3.235)   

 Hence,   Y H Y X H X0 0= . Similarly, we obtain   X H Y0 0= . 
 Using the matrix elements in Equation  (3.231)  for wurtzite semicon-

ductors, we can write Equations  (3.178)  and  (3.179)  as follows:
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E

E

E
s

x

y

z

s

x

y

z

c

v

α
α
α
α
β
β
β
β

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

=

+
0

0

0 0 0 0 0 0 0

0 Δ11 2 3

2 0 1 3

0 3 3

0

0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0 0 0

0 0 0

−
+ −

−

−

i

i E i

E i

E

v

v

c

Δ Δ
Δ Δ Δ

Δ Δ

ΔΔ Δ Δ
Δ Δ Δ

Δ Δ

3 0 1 2

3 2 0 1

3 3 0

0 0

0 0 0 0 0

0 0 0 0 0

E i

i i E

i E

v

v

v

+
− − +

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

α
α
α
α
β
β
β
β

s

x

y

z

s

x

y

z

.

   

(3.236)

   

 By using a method similar to that used for zinc blende structure, we 
can get the matrix in block - diagonalized form
   

E

E

E
s

s

x

y

z

x

y

z

c

c

α
β
α
α
β
β
β
α

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

=

0

0

0 0 0 0 0 0 0

0 0 0 00 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 1 2 3

2 0 1 3

3 3 0

E i

i E i

i E

v

v

v

+ −
+ −

Δ Δ Δ
Δ Δ Δ
Δ Δ

EE i

i E i

i E

v

v

v

0 1 2 3

2 0 1 3

3 3 0

0 0 0 0 0

0 0 0 0 0

+ −
− + −
−

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

Δ Δ Δ
Δ Δ Δ
Δ Δ

⎞⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

α
β
α
α
β
β
β
α

s

s

x

y

z

x

y

z

.

   
 

(3.237)

   

 The eigenvalues and eigenvectors of the upper   3 3×  block are 
given by

    
E E h

i

h v

x y z

= + +

= − = − =
0 1 2 1)

1/ 2, / 2, 0

Δ Δ (heavy hole, 

α α β
    (3.238)

  

    
E E l

E

l v

x c

= + − + −⎛
⎝

⎞
⎠ +

= +

0
1 2 1 2

2

3
2

3
2

2 2
2 2)

/ 2

Δ Δ Δ Δ Δ

Δ Δ

(light hole, 

α 33
2

3
2

3
2 2

3
2, / 2 , / 2α βy c z c ci E E E= − + = − +Δ Δ Δ

    (3.239)  

   
E Ec v= + − − −⎛

⎝
⎞
⎠ +0

1 2 1 2
2

3
2

2 2
2

Δ Δ Δ Δ Δ (crystal-field split-off holee, 2)

/ 2 , / 2 , / 23
2

3
2

3
2

3
2 2

3
2

c

E i E E Ex l y l z l lα α β= + = − + = − +Δ Δ Δ Δ Δ

   
 (3.240)   

 The lower 3    ×    3 block in Equation  (3.237)  gives the same eigenvalues 
and eigenvectors. 
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 If the spin – orbit interaction   Hso  were absent,   Δ Δ2 3 0= = . Then, the 
energy levels and the wave functions at the zone center (  k = 0 ) are 
written as shown below.

    

E E h

i

E E

h v

x y z

l v

= +

= − = − =
= +

0 1

0 1

1)

1/ 2, / 2, 0

Δ

Δ

(heavy hole, 

(lig

α α β
hht hole, 

(crystal-field split

l

i

E E
x y z

c v

2)

1/ 2, / 2, 0

0

α α β= = − =
= --off hole, c

x y z

2)

0, 0, 1α α β= = =     

(3.241)

   

 Those for the lower 3    ×    3 block can be obtained by using a similar 
process. Here, the fi rst two eigenvalues are equal so that any linear 
combination of the heavy -  and light - hole eigenvectors is also an eigen-
vector. In the wurtzite Hamitonian, we will use the following basis 
functions:

    

c iS
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h u X i Y

l u X i Y
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1 : 
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1
2

[ ]
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[( ]

2 :
1
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[ ]
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= ↓

X i Y

h u X i Y

c u Z

    (3.242)   

 Similarly to a zinc blende case, we will construct a matrix   D  defi ned 
by

    D k k Djj jj′ ′= ∑ α β
αβ

αβ

,     (3.243)  

where   j j X Y Z, , ,′ = . 
 Then, the   3 3×  matrix has the form
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   D
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(3.244)

  

for each spin, where the band - structure parameters   L M N, ,  are three 
real constants, which are similar to the Luttinger – Kohn parameters 
  γ γ1 2, , and   γ 3  for zinc blende structures,
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    (3.245)

  

as can be seen from Equation  (3.137) . Using the results in Equation 
 (3.244) , the   6 6×  Hamiltonian in the bases   { , , , }1 2 6u u u…  can be easily 
derived using

    D

D D D

D D D

D D D

D D D

D D D

6 6

11 21
*

23
*

21 11 23

23 23
*

33

11 21 23
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− 223
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23
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23 33
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D D D−

⎛
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⎜
⎜
⎜
⎜
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⎟
⎟
⎟
⎟
⎟
⎟

    (3.246)  

where
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 (3.247)   

 Also, we obtain the following relation from symmetry 
consideration:

    L M N1 1 1− = .     (3.248)   

 The   6 6×  Hamiltonian at the zone center in the bases   { , , , }1 2 6u u u…  
can be obtained from Equation  (3.236) :
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(3.249)

   

 Hence, the full Hamiltonian,   H H D= = +× ×6 6 6 6( 0)k , can be written 
as
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,     (3.250)  

where
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    (3.251)   

 The relations between the band - structure parameters   L M N, ,  derived 
from the   k p⋅  method and   Ai  parameters used in the Bir – Pikusmodel are 
given by
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    (3.252)   

 The Hamiltonian for a strained semiconductor can be easily derived 
by replacing   Ai  with the deformation potentials   Di  and a straightfor-
ward addition of corresponding terms:

    k kα β αβε→ .     (3.253)  
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    (3.254)  
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where

    
ε ε ε ε

ε ε ε
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= ± −
= ±

xx xy yy

z zx yz

i

i

2 ,

.
    (3.255)   

 Matrix elements between conduction and valence bands can be 
derived by using a process similar to the one we have used for a zinc 
blende case in Section  3.3.2 : Here, we use two Kane ’ s parameters,   P1  
and   P2 , which are defi ned as
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    (3.256)   

 Then, from Equation  (3.203) , matrix elements of Hamiltonian 
between conduction and valence bands under bases functions of 
Equation  (3.242)  are given by
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(3.257)

   

 For example, suppose   n c= 1  and   ′ =n h1 . Then, we have

    pc h
i

iS X i iS Y1 1
2

( ).= ∇ + ∇�
    (3.258)   

 Using Equation  (3.256) ,

    H
P

k ikc h x y1 1
2

2
( ).= − +     (3.259)   

 Combining Equations  (3.250)  and  (3.257) , we can obtain the   8 8×  
Hamiltonian given by
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with
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(3.261)  

where   P1 and   P2 are the conduction band transverse (longitudinal) 
deformation potentials. Here, the basis set for a wurtzite crystal is sum-
marized as follows:
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   3.5    BAND STRUCTURE OF ZINC BLENDE AND 
WURTZITE SEMICONDUCTORS 

 Usually, the coupling between the conduction and the valence bands 
can be neglected for a semiconductor with a large bandgap, and, in that 
case, we can use the   6 6×  Hamiltonian for the valence band. In this 
section, we show the block - diagonalized 3    ×    3 Hamiltonian for zinc 
blende and wurtzite bulk crystals  [3 – 8] . Also, the Hamiltonian for zinc 
blende bulk crystal is written using the basis functions of wurtzite crys-
tals for a consistent block diagonalization into two   3 3×  Hamiltonians 
using almost the same transformation. 

   3.5.1    The Hamiltonian of a Zinc Blende Bulk Semiconductor 

 As shown in Section  3.2 , the valence - band structure of a strained 
(001) - oriented zinc blende semiconductor can be described by the fol-
lowing   6 6×  Hamiltonian in the envelope - function space:
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(3.263)

  

where
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(3.264)  

where   k i x y zi( , , )=  is the wave vector component in the unprimed 
  ( , , )x y z  coordinate system. The zinc blende basis set is given in Equation 
 (3.213) . The biaxial strain components for the (001) - oriented zinc 
blende crystal are given by
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    (3.265)  

where   as
c and   ae

c  are the lattice constants of the substrate and epilayer 
materials, and   Cc

11 and   Cc
12 are the stiffness constants in the strained 

epilayers. The superscript   c means those for zinc blende (cubic) 
crystals. 

 The   6 6×  Hamiltonian matrix Equation  (3.263)  can be block diago-
nalized using the unitary transformation:

    H UHU
H

H

U

L
= = ⎛

⎝⎜
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†

,
,

0

0
    (3.266)  
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where the upper and lower blocks,   HU and   H L, are given by
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and
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 The unitary transformation   U  is defi ned by
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and   φ  is the angle defi ned by   φ = −tan 1( / )k ky x . For the strain potential, 
  Hε

σ is given by
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and
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 Under the unitary transformation, the upper -  and lower - block 
Hamiltonians,   HU and   H L, are decoupled. Let us denote the upper -  and 
lower - block envelope functions by

    Ψm m
ig z ek
k rr k

� �
σ ν

ν

ν( ) ( , ) ,= ⋅∑     (3.274)  

where   g zm
ν ( , )k�  are the envelope functions,   { }ν  denotes the trans-

formed Bloch bases at the zone center,   m  is the quantum well subband 
index,   k r� �= + = +k x k y xx yyx yˆ ˆ ˆ ˆ, , and   σ = U  (or   L ) refers to the upper 
(or lower) blocks, respectively. We note that the summation is for 
  ν = 1,2,3 for   σ = U , and for   ν = 4,5,6 for   σ = L. The transformed Bloch 
bases are given by

    

1
3
2

,
3
2

3
2

,
3
2

2
3
2

,
1
2

3
2

,
1
2

3
1
2

,
1
2

1
2

,
1
2

4
1
2

,

*

*

*

*

= − −

= − −

= − +

=

α α

β β

γ γ

γ −− −

= − +

= + −

1
2

1
2

,
1
2

5
3
2

,
1
2

3
2

,
1
2

6
3
2

,
3
2

3
2

,
3
2

.

*

*

γ

β β

α α

    (3.275)
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   3.5.2    Zinc Blende Hamiltonians in the Wurtzite Basis Functions 

 Sometimes, it is convenient to work on a wurtzite basis for zinc blende 
Hamiltonians. We defi ne a matrix   Mzb , which relates the zinc blende 
bases given in Equation  (3.213)  to   ( , , , , , )X Y Z X Y Z t↑ ↑ ↑ ↓ ↓ ↓ .

    ( ) ( , , , , , )zinc blende bases = ↑ ↑ ↑ ↓ ↓ ↓M X Y Z X Y Zzb
t,     (3.276)  

where

    M

i

i

i

i
zb =

− −

− −

−

−

1/ 2 / 2 0 0 0 0

0 0 2/ 3 1/ 6 / 6 0

1/ 6 / 6 0 0 0 2/ 3

0 0 0 1/ 2 / 2 0

0 0 1/ 33 1/ 3 / 3 0

1/ 3 / 3 0 0 0 1/ 3

.

i

i− −

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

    (3.277)   

 Similarly, we defi ne another matrix   Mwz , which relates the wurtzite 
bases to   ( , , , , , )X Y Z X Y Z t↑ ↑ ↑ ↓ ↓ ↓ .

    ( , , , , , ) ( , , , , , )1 2 3 4 5 6U U U U U U M X Y Z X Y Zt
wz

t= ↑ ↑ ↑ ↓ ↓ ↓ ,     (3.278)  

where the wurtzite bases are given by

    

U X iY

U X iY

U Z

U X iY

U X iY

U

1

2

3

4

5

6

1
2

( )

1
2

( )

,

1
2

( )

1
2

( )

= − + ↑

= − ↑

= ↑

= − ↓

= − + ↓

== ↓Z ,

    (3.279)  

and the matrix is
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    M

i

i

i

i

wz =

− −

−

−

− −

1/ 2 / 2 0 0 0 0

1/ 2 / 2 0 0 0 0

0 0 1 0 0 0

0 0 0 1/ 2 / 2 0

0 0 0 1/ 2 / 2 0

0 0 00 0 0 1

.

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

    (3.280)   

 The zinc blende Hamiltonian in the wurtzite bases can be obtained 
by the relation

    H M H M(001) * (001)= bases zinc blende bases
� ,     (3.281)  

where

    M M Mbases wz zb= −1.     (3.282)   

 We can obtain (001) - oriented zinc blende Hamiltonian with wurtzite 
bases:

   H

H H H

H H H

(001)

11
(1)

21
(1)*

23
(1)*

21
(1)

22
(1)

23
(1) (1)

0 0 0

0 0

=

− −
−
−

Δ
HH H H

H H H

H

23
(1)

23
(1)*

33
(1) (1)

11
(1)

21
(1)

23
(1)

(1)
21

0 0

0 0 0

0 0

Δ

Δ
−

− ((1)*
22
(1)

23
(1)*

(1)
23
(1)*

23
(1)

33
(1)0 0

H H

H H H

−
−

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟

Δ

⎟⎟
⎟
⎟
⎟
⎟

U

U

U

U

U

U

1

2

3

4

5

6

,     (3.283)  

where the superscript   (1)  means (001) - orientated zinc blende crystals 
in the wurtzite bases, and the matrix elements are:

    

H
m

k k k P Q

H H

o
x y z11

(1)
2

1 2
2 2

1 2
2

22
(1)

2
( )( ) ( 2 ) ,= − + + + −[ ]− −

=

� γ γ γ γ ε ε

111
(1)

33
(1)

2

1 2
2 2

1 2
2

2
3

,

3 2
( 2 )( ) ( 4 )

−

= − − − + + +[ ]

Δ

Δ
H

m
k k k

o
x y z

� γ γ γ γ −− +

= − − +[ ]− −

P Q

H
m

k k i k k b
o

x y x y xx

ε ε

γ γ ε ε

2 ,

3
2

( ) 2
3
2

(21
(1)

2

2
2 2

3
(1)�

yyy

o
x y zH

m
k ik k

(1)

23
(1)

2

3

(1)

),

2
3 2 ( ) ,

2
3

.

= − +

=

� γ

Δ Δ

   

 

(3.284)    
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   3.5.3    The Hamiltonian of Wurtzite Bulk Semiconductors 

 From Section  3.4 , we have the full Hamiltonian for (0001) - orientated 
wurtzite crystal:

   H

H H H

H H H

(0001)

11
(2)

21
(2)*

23
(2)*

21
(2)

22
(2)

23
(2) (2)

0 0 0

0 0

=

− −
− Δ
−−

−
−

H H H

H H H

H

23
(2)

23
(2)*

33
(2) (2)

11
(2)

21
(2)

23
(2)

(2)
2

0 0

0 0 0

0 0

Δ

Δ 11
(2)*

22
(2)

23
(2)*

(2)
23
(2)*

23
(2)

33
(2)0 0

H H

H H H

−
−

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟

Δ

⎟⎟
⎟
⎟
⎟
⎟
⎟

U

U

U

U

U

U

1

2

3

4

5

6

,     

(3.285)

  

where the superscript   (2)  stands for (0001) - oriented wurtzite crystals. 
The matrix elements are:

    

H

H

H

m
A k

o

11
2

1 2

22
2

1 2

33
2

2

1

 

2

( )

( )

( )

,

,

,

[

= + + +

= − + +

= +

=

Δ Δ

Δ Δ

λ θ

λ θ

λ λ

λ

ε

�
zz x y

o
z x y

A k k

m
A k A k k

H

2
2

2 2

2

3
2

4
2 2

21
2

2

+ + +

= + + +

=

( )] ,

[ ( )] ,

( )

λ

θ θ

ε

ε
�

�22

5
2

5
2

23
2

2

6 6
2

2

2

m
A k ik D

H
m

A k ik k D

o
x y

o
x y z z

( ) ,

( )

( )

( ) ( )

+ +

= + +

+

+

ε

ε�
,,

( ),

(

( ) ( ) ( )

( ) ( ) (

λ ε ε ε

θ ε ε ε
ε

ε

= + +

= + +

D D

D D

zz xx yy

zz xx yy

1
2

2
2 2

3
2

4
2 22

2 2 2 2

2 2 2

2

)

( ) ( ) ( ) ( )

( ) ( ) ( )

(

),

,

,

ε ε ε ε

ε ε ε
+

+

= − +

= +
xx yy xy

z xz yz

i

i

Δ 22
32) .= Δ

    (3.286)   

 Here, the   Ais are the valence - band effective mass parameters, which 
are similar to the Luttinger parameters in a zinc blende crystal, the   Dis 
are the deformation potentials for wurtzite crystals,   Δ1 is the crystal 
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fi eld split energy, and   Δ2 and   Δ3 account for spin – orbit interactions in 
wurtzite crystals. For the biaxial strain, the strain tensor has only the 
following nonvanishing diagonal elements:

    
ε ε

ε ε

xx yy
s
w

e
w

e
w

zz

w

w xx

a a
a

C
C

( ) ( )

( ) ( )

,

,

2 2

2 13

33

22

= = −

= −
    (3.287)  

where   Cw
13  and   Cw

33  are the stiffness constants for wurtzite structure.  

   3.5.4    Block Diagonalization of Zinc Blende and Wurtzite 
Hamiltonians 

 The full   6 6×  Hamiltonian matrix can be block diagonalized using the 
basis transformation. The off - diagonal terms such as   H n

21
( )  and   H n

23
( )  

contain the   φ( )n  dependence, and we can write

    
H K e

H K e

n n i n

n n i n

21
( )

21
( ) 2 ( )

23
( )

23
( ) ( )

,

,

=

=

φ

φ
    (3.288)  

where   k ik k ix y t
n+ = exp( )( )φ  for   n = 1, 2. Here, the   K n

21
( ) and   K n

23
( ) matrix 

elements for two Hamiltonians are given by

    
K

m
k

K
m

k k

o
t

o
t z

21
(1)

2

2 3
2

23
(1)

2

3

2
3
2

,

2
3 2 ,

= − +( )⎡
⎣⎢

⎤
⎦⎥

= −⎡⎣ ⎤⎦

�

�

γ γ

γ
    (3.289)  

for the fi rst Hamiltonian   H (001) , and

    
K

m
A k

K
m

A k k

o
t

o
t z

21
(2)

2

5
2

23
(2)

2

6

2
,

2
.

=

=

�

�
    (3.290)  

for the second Hamiltonian   H (0001). We defi ne the transformation matrix 
  T n( ) as
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    T n

n n

n n

n n

n n
( )

( )* ( )

( ) ( )*

( )* ( )

( )* ( )

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0
=

−

α α
β β

β β
α α

00 0 0 0

0 0 0 0

( ) ( )*

( )* ( )

β β
β β

n n

n n

−
−

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟

,     (3.291)  

where

    α β
π φ π φ

( )

3
4

3
2 ( ) 4 21

2
,

1
2

.

( )

n
i

n
i

e e

n n

= =
+

⎛
⎝⎜

⎞
⎠⎟

+
⎛
⎝⎜

⎞
⎠⎟

( )

    (3.292)   

 The block - diagonalized Hamiltonian,   H T HTB
n n n t( ) ( )* ( )= , is given by

    H
H

H
B

n
n U

n L
( )

( )

( )

0

0
= ⎛

⎝⎜
⎞
⎠⎟

,     (3.293)  

where the upper 3    ×    3 Hamiltonian is

    H

H K iK

K H iK

iK

n U

n n n

n n n n

n

( )

11
( )

21
( )

23
( )

21
( )

22
( ) ( )

23
( )

23
( )

=
−

−Δ
Δ(( )

23
( )

33
( )n n niK H+

⎛

⎝

⎜
⎜⎜

⎞

⎠

⎟
⎟⎟

,     (3.294)  

and the lower 3    ×    3 Hamiltonian is

    H

H K iK

K H iK

iK

n L

n n n

n n n n

n

( )

11
( )

21
( )

23
( )

21
( )

22
( ) ( )

23
( )

23
( )

= +
−

Δ
Δ(( )

23
( )

33
( )n n niK H−

⎛

⎝

⎜
⎜⎜

⎞

⎠

⎟
⎟⎟

,     (3.295)  

where   n = 1 and 2. The lower Hamiltonian is the complex conjugate of 
the upper Hamiltonian. Therefore, they have exactly the same eigen-
values, since the eigenenergies are real. For the wurtzite quantum well 
structure, there will be a lifting of Kramers degeneracy in the in - plane 
dispersion relations because of the internal fi eld due to piezoelectric 
and spontaneous polarizations. The wave functions of the lower 
Hamiltonian are the complex conjugates of the corresponding wave 
functions of the upper Hamiltonian.  
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   3.5.5    Analytical Solutions for Valence Band Energies and 
Wave Functions in Bulk Semiconductors 

 The eigenequation for the valence band energy   E n( ) at the band edge 
is given by

    

H E K iK

K H E iK

iK

n n n n

n n n n n
11
( ) ( )

21
( )

23
( )

21
( )

22
( ) ( ) ( )

23
( )

23

− −
− −Δ

(( ) ( )
23 33

( ) ( )

1
( )

2
( )

3
( )n n n n

n

n

niK H E

g

g

gΔ + −

⎛

⎝

⎜
⎜⎜

⎞

⎠

⎟
⎟⎟

⎛

⎝

⎜
⎜⎜

⎞

⎠

⎟
⎟⎟⎟

= 0.     (3.296)   

 The eigenequation is a third - order polynomial equation that can 
always be solved analytically. The complete Bloch wave functions for 
the valence bands are given by

    Ψv
n i n

V
e g( ) ( )

1

3

( ,  )
1

( ) ,r k kk r= ⋅

=
∑ ν
ν

ν     (3.297)  

where

    

1 ,

2 ,

3

( ) ( )*
1

( )
4

( ) ( )
2

( )*
5

( ) ( )*
3

( )

n n n

n n n

n n n

U U

U U

U U

= +

= +

= +

α α

β β

β β 66 .

   

 

(3.298)   

 Similar expressions hold for the lower Hamiltonian (Eq.  (3.295) ) 
with bases   4 , 5( ) ( )n n , and   6 ( )n . 

 The conduction bands can be characterized by a parabolic band 
model, and the effective mass Hamiltonians for the three crystal struc-
tures are

   

H
m

k k k E a
e
c x y z g

c
c xx yy zzcond

(1)
2

2 2 2 (1) (1) (1( )
2

(k = + +( ) + + + +� ε ε ε ))

(2)
2 2 2 2

1 2

),

( )
2

H
k k

m
k
m

Ex y

et
w

z

ez
w g

w
cond ′ = ′ + ′ + ′⎛

⎝⎜
⎞
⎠⎟

+ + +k
� Δ Δ ++ + +a acz

w
zz ct

w
xx yyε ε ε(2) (2) (2)( ),

   
 

(3.299)

  

where   me
c is the effective mass in the conduction band for zinc blende 

structure,   mez
w and   met

w are the longitudinal and transverse effective 
masses for wurtzite structure,   ac  is the conduction band deformation 
potential for zinc blende structure, and   acz

w and   act
w are the conduction 

band deformation potentials along the  c  - axis and perpendicular to the 
 c  - axis, respectively. The conduction band wave function is of the form
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    Ψc
n i

V
e Sη η( )( , )

1
r k k r= ⋅ ,     (3.300)  

where   η is the electron spin   ↑ and   ↓, and   S  is spherically symmetric 
wave function.  

   3.5.6    Interband Optical Momentum Matrix Elements 
in Bulk Semiconductors 

 The optical momentum matrix elements are given by

    ˆ ˆe M e p⋅ = ⋅η
η

( ) 2 ( ) ( ) 2
.n

c
n

v
nΨ Ψ     (3.301)   

 Using the expressions given in Equations  (3.297)  and  (3.300) , and 
taking the   φ( )n  integration of the momentum matrix elements, we 
obtain the following momentum matrix elements:

    TE-polarization ( =   ) :
4

(( ) 2
( )

1
( )2

2
( )ˆ ˆ ˆe x yor M

M
g gx

n px
n

n nη = + 22)    (3.302)  

    TM-polarization ( = ) :
2

( ) 2
( )

3
( )2ˆ ˆe z M

M
gz

n pz
n

nη =     (3.303)  

where

   M M S p X S p Z
m m

m
E E

px pz x z
o o

e
c

g
c

g
c

(1) (1) (1) 2 (1) 2

2
1

( )
= = = = −⎛

⎝⎜
⎞
⎠⎟

+ Δ
(( 2 /3)

,
Eg

c + Δ
   

 
(3.304)

  

and

    

M S p X
m m

m
E E E

px x
o o

et
w

g g g(2) (2) 2 1 2 2 3

2
1

[( )( 2 ) 2
= = −⎛

⎝⎜
⎞
⎠⎟

+ + + −Δ Δ Δ Δ22

1 2 2 3
2

(2) (3) 2

]
( )( )

,

2
1

E E

M S p Z
m m

m

g g

pz z
o o

ez
w

+ + + −

= = −⎛
⎝⎜

⎞
⎠⎟

Δ Δ Δ Δ

(( )( 2 ) 2
2

.1 2 2 3
2

2

E E
E

g g

g

+ + + −
+

Δ Δ Δ Δ
Δ

   
 

(3.305)

   

 Substituting   E En n( )
1
( )= ,   E n

2
( ), and   E n

3
( ) into the wave function compo-

nents,   g ii, 1,2,3= , we can the obtain moment matrix element for the 
interband optical transitions between the conduction (C) band and the 
HH, LH, and SO or CH bands, respectively.  
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   3.5.7    Interband Optical Momentum Matrix Elements in 
a Quantum Well Structure 

 For a quantum well structure, the band - edge discontinuities have to be 
added properly in the effective mass equation. The valence subband 
structure for the upper Hamiltonian (Eq.  (3.294) ) can be determined 
by solving

    H k i
z

V z g z k Eij
n U

z ij v
n

m
n j

t

j

m
( ) ( )0 ( )( )

1

3

( ) ( ; )= − ∂
∂

⎛
⎝

⎞
⎠ +⎛

⎝
⎞
⎠ =

=
∑ δ (( ) ( )( )( ; ),n U

m
n i

tg z k    
 (3.306)  

where   gm
n i( )( ),   i = 1,2, ,6…  are the envelope functions of the   mth  valence 

subbands, and   V zv
n( )0( )  is the QW potential profi le of the unstrained 

valence band reference energy. If we choose the reference energy for 
the well to be zero, the reference energy for the barrier is given by 
the band - edge discontinuity   Δ ΔE Q Ev v g

0 = , where   ΔEg is the bandgap 
difference between the unstrained barrier and the well, and   Qv  is the 
partition ratio. The hole wave function in a quantum well can be 
written as

   Ψm
n U

t

i

m
n

t
n

m
n

t
nz k

e

A
g z k g z k

t t
( ) ( )(1) ( ) ( )(2) (( ; ) ( ( ; ) 1 ( ; ) 2= +

⋅k r
)) ( )(3) ( )( ; ) 3 )+ g z km

n
t

n    
 (3.307)  

   Ψm
n L

t

i

m
n

t
n

m
n

t
nz k

e

A
g z k g z k

t t
( ) ( )(4) ( ) ( )(5) (( ; ) ( ( ; ) 4 ( ; ) 5= +

⋅k r
)) ( )(6) ( )( ; ) 6 )+ g z km

n
t

n    
 (3.308)  

where   gm
n i( )( )  follow the normalization rules

    

dz g z k

dz g z k

m
i

t

i

m
i

t

i

( ) 2

1

3

( ) 2

4

6

( ; ) 1,

( ; ) 1.

∫∑

∫∑
=

=

=

=

    (3.309)   

 Similarly, the valence band structure for the lower Hamiltonian,   Em
n L( ) , 

can be obtained using   H V zij
n L

ij v
n( ) ( )0( )+ δ .   
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   3.6    CRYSTAL ORIENTATION EFFECTS ON A 
ZINC BLENDE HAMILTONIAN 

   3.6.1    Zinc Blende Hamiltonian with General Crystal Orientation 
under Transformation to Wurtzite Bases 

 The Hamiltonian for an arbitrary crystal orientation  [9 – 11]  can be 
obtained using a rotation matrix

    U =
−

−
⎛

⎝

⎜
⎜

⎞cos cos cos sin sin

sin cos

sin cos sin sin cos

θ φ θ φ θ
φ φ

θ φ θ φ θ
0

⎠⎠

⎟
⎟

.     (3.310)   

 The rotation with the Euler angles   θ  and   φ  transforms physical 
quantities from the   ( , , )x y z  coordinates to the   ( , , )′ ′ ′x y z  coordinates. 
Figure  3.1  shows confi guration of coordinate systems in   ( )hkl  - oriented 
QW structures. The relation between the coordinate systems for vectors 
and tensors is expressed as  

    

′ = = ′
′ = = ′

′

k U k k U k

U U U U

C

i i i i

ij i j i j ij

ijkl

α α α α

α β αβ αβ α βε ε ε ε
or

or

,

,

== = ′U U U U C C U U U U Ci j i j i j i j ijklα β γ δ αβγδ αβγδ α β γ δor ,
    (3.311)  

where   i j x y z, , , , , , ,α β γ δ = . The rotation matrix for the two spins is given 
by

     Figure 3.1.     Confi guration of coordinate systems in   ( )hkl -oriented QW structures.  

[hkl]
z'

x'

y'

z

y

x

[001]

QW

c03.indd   135c03.indd   135 4/20/2011   10:43:49 AM4/20/2011   10:43:49 AM



136  ELEMENTARY THEORY OF ELECTRONIC BAND STRUCTURE

    M
e e

e e
s

i i

i i
=

−

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

−

−

φ φ

φ φ

θ θ

θ θ

2 2

2 2

2 2

2 2

.
cos sin

sin cos

    (3.312)   

 Combining the matrices   U  and   Ms, we can obtain the matrix   Mc  
that relates   ( , , , , , )′ ′↑ ′ ′↑ ′ ′↑ ′ ′↓ ′ ′↓ ′ ′↓X Y Z X Y Z t  and   ( , , ,X Y Z↑ ↑ ↑
  X Y Z t↓ ↓ ↓, , ) :

   

M

e e e

c

i i i

=

2 2 2
2 2 2cos cos cos sin cos cos sin cos

sin

φ θ θ φ θ θ θ θφ φ φ− − −
−

− φφ θ φ θ

φ θ θ φ θ θ

φ φ

φ

cos cos cos

cos sin cos sin sin cos

2 2
0

2 2

2 2

2

e e

e

i i

i

− −

−
ee e

e e

i i

i i

− −

− −
− −

φ φ

φ φ

θ θ

φ θ θ φ θ θ
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2 2

2
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φ θ φ θ

φ θ θ
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φ φ
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2
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e

e e
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−
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22 2 2

2 2 2e e e
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⎛
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⎜
⎜
⎜
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⎜
⎜
⎜
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−
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(3.313)

  

where the superscript   t means taking the transpose of the vector or 
matrix. 
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 The zinc blende Hamiltonian in the wurtzite bases for an arbitrary 
orientation can be obtained by the relation

    H M H Mlmn( ) * (001) ,= total zinc blende total
�     (3.314)  

where

    M M M Mwz c zbtotal = −1,     (3.315)  

using matrices   Mwz and   Mzb defi ned in Equations  (3.277)  and  (3.280) . 
If we want to get the Hamiltonian with the zinc blende bases given 
by Equation  (3.263) ,   M M M Mtotal wz c zb= −1 should be replaced with 
  M M M Mzb c zbtotal = −1. The above method to obtain the Hamiltonian for 
general crystal orientation is the most general and straightforward. 
However, the expression of Hamiltonian elements is not usually simpli-
fi ed. Thus, an invariant method to give the same result as the above is 
often used for general crystal orientation. Below, we fi rst treat   4 4×  
Hamiltonian with a strain effect, and then extend the result to the   6 6×  
Hamiltonian.  

   3.6.2    Invariant Method to Obtain Zinc Blende Hamiltonians for 
General Crystal Orientation 

 The   4 4×  Hamiltonian fi rst proposed by Luttinger to describe the 
interaction between the heavy - hole and light - hole bands along with the 
Bir – Pikus Hamiltonian for strain can be formally written as

    H H Ht
v v

s
v= +0 ( )k ,     (3.316)  

with   H v
0 ( )k  representing the valence band Hamiltonian, and   Hs

v the 
valence band strain or Bir – Pikus Hamiltonian. 

 The Luttinger formulation of the most general Hamiltonian for the 
(001) crystal orientation is given by

 
   

H
m

k I J J k J J k Jo
v

o
x x y y z= − − + − + −�2

1
2

4 2
2 2 2 2 2 2 2

2
( 2 [( 1/3 ) ( 1/3 ) ( 1/γ γ 33 ) ]

4 [{ }{ } { }{ } { }{ }]),

2 2

3

J k

J J k k J J k k J J k k

H

z

x y x y y z y z z x z x

s
v

− + +γ
== − + + + − + −

+ −

a I b J J J J

J

v xx yy zz x xx y yy

z

( ) [( 1/3 ) ( 1/3 )

(

4
2 2 2 2

2

ε ε ε ε ε

11/3 ) ] 2 / 3[{ }{ } { }{ } { }{ }]),2J d J J J J J Jzz x y xy y z yz z x zxε ε ε ε+ + +

   

 

(3.317) 
 

where the   Jis  are the angular momentum matrices for a state with spin 
3/2,   I4  is a   4 4×  identity matrix, and   { } ( )/2k k k k k kx y x y y x= + . Here, 
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  k i x y zi( , , )=  is the wave vector component in the unprimed   ( , , )x y z  
coordinate system,   γ i (i    =    1, 2, 3) are Luttinger parameters, and   av,   b, 
and   d  are deformation potentials in the valence band. Note that the 
valence - band strain Hamiltonian   Hs

v  was obtained by replacing   k ki j in 
  Ho

v by   εij, with   γ 1,   γ 2, and   γ 3 being replaced by   −av,  −   b/2, and  −   d/(2 3), 
respectively. 

 The angular momentum matrices are any three matrices, (  J J Jx y z, ), 
which satisfy the rules of commutation for angular momentum. These 
matrices given by Luttinger are as follows:

   

J J

i

i i
x y=

⎛

⎝

⎜
⎜
⎜
⎜
⎜

⎞

⎠
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⎟
⎟
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−

−

0 0 3/2 0

0 0 1 3/2

3/2 1 0 0

0 3/2 0 0

,

0 0 3/2 0

0 0 33/2

3/2 0 0

0 3/2 0 0

,

3/2 0 0 0

0 1/2 0 0

0 0 1/2 0

0 0

i i

i

Jz

−

⎛

⎝

⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟

=
−

00 3/2

,

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

.4

−

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

=

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

I

   
 

(3.318)

   

 We can obtain the (001) - oriented Hamiltonian substituting Equation 
 (3.318)  into Equation  (3.317) :

    H

P Q R S

R P Q S

S P Q R

S R P Q

v
0

* *

*

* *

0

0

0

0

.=

+ −
−

− −
+

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

    (3.319)   

 This is exactly the same form as the   4 4×  Hamiltonian part given in 
Equation  (3.263) . Note that the ordering of the basis functions for the 
choice of   Jis  is   3

2
3
2, ,   3

2
1
2,− ,   3

2
1
2, , and   3

2
3
2,− . The   ′z  - axis, or, equiva-

lently, the ( lmn ) - axis, is the direction normal to the growth surface. 
Using the relation   k U ki iα α= ′ in Equation  (3.311) , the most general 
valence band Hamiltonian obtained from these considerations can be 
written as
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    P
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γ     (3.320)  
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(3.321)
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(3.323)

  

where   η2 2 2= +h n . Here, we can write the crystalline surface in terms 
of the azimuthal angle   φ  and the polar angle   θ  as follows:

    tan tanφ θ= = +k
h

h k
h

and
2 2

.     (3.324)   

 Next, we consider the specifi c case of the   (1 )ln  surface where the 
angle   φ is fi xed to be   π/4.  
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   3.6.3    (11n) - Oriented Zinc Blende Hamiltonian 

 The relation between the coordinate systems for vectors and tensors is 
given by Equation  (3.311) . Our object is to obtain   ′P ,   ′Q ,   ′R , and   ′S  
in   ( , , )′ ′ ′x y z  coordinates from the Hamiltonian in Equation  (3.319) , 
which can be done by substituting Equation  (3.311)  into Equation 
 (3.317) . Here, we consider the case of quantum wells with (  11n ) orien-
tations with   θ = arctan( 2/ )n  and   φ π= /4 . Then, from Equation  (3.320)  
to (3.323),
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    (3.326)  

where   Γ = − ′ε ε� zz,   ε� = −( )/a a as
c

e
c

e
c. The biaxial strain components for a 

general crystal orientation are determined from the condition that the 
layer is grown pseudomorphically and these strain coeffi cients should 
minimize the strain energy of the layer simultaneously, as discussed in 
Section  3.6.5 . 

 It is straightforward to obtain the 6    ×    6 Hamiltonian of the (11n) -
 oriented zinc blende crystal by using components   ′P ,   ′Q ,   ′R , and   ′S  in 
  ( , , )′ ′ ′x y z  coordinates. That is, the 6    ×    6 Hamiltonian for the valence -
 band structure in   ( , , )′ ′ ′x y z  coordinates can be written as

   ′ = −

′ + ′ − ′ ′ − ′ ′

− ′ ′ − ′ ′ − ′ ′

′ ′ − ′ ′
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⎜
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⎜
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(3.327)

  

where

    ′ = + ′ = + ′ = + ′ = +′ ′ ′ ′ ′ ′ ′ ′P P P Q Q Q R R R S S Sk k k kε ε ε ε, , , .   

 Here, the basis set used in   ( , , )′ ′ ′x y z  coordinates consists of the fol-
lowing basis functions:
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(3.328)    

   3.6.4    Interband Optical - Matrix Elements in a (11n) - Oriented 
Zinc Blende Quantum Well 

 The hole wave function in a quantum well can be written as

    Ψm t

i

m tz k
e

A
g z k u

t t

( ; ) ( ; ) ,( )

1

6

= ′ ′
⋅

=
∑

k r
ν

ν
ν

    (3.329)  

where   ′gm
( )ν  (  ν = 1,2,3,4,5, and 6) is the wave function for the   mth  

subband in   ( , , )′ ′ ′x y z  coordinates,   uν ′ is given by Equation  (3.328) , and 
  ′gm

i( ) follows the normalization rules

    dz g z km t′ =∫∑
=

( ) 2

1

6

( ; ) 1.ν

ν

    (3.330)   

 Since we solve one Schr ö dinger equation for electrons and a   6 6×  
Hamiltonian for holes, we need only the optical matrix elements for 
two cases: spin up and spin down. The polarization - dependent inter-
band momentum matrix elements are written as TE - polarization 
(  ′ = ′ ′ + ′ ′ˆ cos ˆ sin ˆe x yφ φ ):
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(3.331)
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 (3.332)   

 TM - polarization (  ′ = ′ˆ ˆe z ):

    ′ ⋅ ′ = − ′ + ′↑ê M
2 (2) (5)

22
6

1
3

P g P gz m l z m lφ φ     (3.333)  

    ′ ⋅ ′ = ′ − ′↓ê M
2 (3) (6)

22
6

1
3

.P g P gx m l x m lφ φ     (3.334)    

   3.6.5    Strain Tensors on Zinc Blende Semiconductors for 
a General Crystal Orientation 

   3.6.5.1    Derivation from Hooke ’ s Law     In general, the in - plane 
strain tensor components are known to be   ′ = ′ = ′ε ε ε11 22 � for biaxial 
tensile or compressive strain, and   ′ = ′ε ε12 21     =    0 due to no in - plane shear. 
The other three independent stain tensor elements   ( )′ = ′ = ′ε ε ε13 23 33  
remain to be determined. The substrate applies a uniform in - plane 
stress to the fi lm. This is the only external stress applied to the fi lm. 
Thus,   ′ = ′ = ′ =T T T33 23 13 0. On the other hand,   ′T11,   ′T22, and   ′T12 should be 
determined. Also, the stress and strain tensor components are related 
to Hooke ’ s law within the linear elastic domain:

    ′ + ′ ′ =∑T C ij ij

i j

αβ αβ ε
, =1

3

0     (3.335)  

for   α β, , ,= 1 2 3 . For   ( ) ( )αβ = 33 , (23), and (13),   ′ =Tαβ 0 , as given above, 
and Hooke ’ s law gives
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    ′ ′ = =
=

∑C ij ij

i j

αβ ε αβ
, 1

3

0,( ) (33),(23),(13).     (3.336)   

 Using the symmetry of   ′C ijαβ  and   ′εij ,

    

′ ′ + ′ ′ + ′ ′ + ′ ′ + ′ ′ +C C C C Cαβ αβ αβ αβ αβε ε ε ε ε11 11 22 22 33 33 12 12 31 312 2 2 ′′ ′ =
′ ′ + ′ ′ + ′ ′ = − ′ +
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C C C C
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23 23

33 33 31 31 23 23 11
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2 2 ( ′′ ′
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22) ,

( ) (33),(23),(13).
�    

 (3.337)   

 This can be written as a matrix equation:
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′ ′ ′
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⎟

C C
    (3.338)   

 The elastic stiffness tensor of a material in the cubic crystal class 
  O m mh( 3 ) has only three distinct components, which are   c11,   c12, and   c44, in 
the standard contracted index notation. That is, the fi rst two and the 
last two subscripts in   cijkl  are replaced by a single subscript running 
from 1 to 6 as follows:

    
tensor  notation

matrix  notation

11 22 33 23,32 31,13 12,21

1 2 3 4 5 66
.     (3.339)   

 Then, using the relation

    ′ =
=

∑C U U U U Ckl ik jl ij

i j

γδ αγ βδ αβ
α β, , , 1

3

,     (3.340)  

with   c c c c c c11 22 33 12 23 13= = = =, , and   c c c44 55 66= =  for a cubic crystal, 
we obtain

    

′ = + +
+

C c U U U U c U U U U c U U U U
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3 2 2 3 3 2 3 2

55 3 1 3 1 3 1

)

(
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(3.341)
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    (3.342)   

 Having calculated the various elements   ′C klγδ , Equation  (3.338)  can 
be inverted numerically to determine   ′ε33,   ′ε23, and   ′ε31. Up to this point, 
the discussion is perfectly general and applicable to cases of substrates 
of any arbitrary orientation. We can obtain   εij from Equation  (3.338)  
and, in turn, obtain   ′εij  from the relation Equation  (3.311) . For example, 
the components of the strain tensor for   ( )11n  surfaces are given by

    

′ = ′ =
′ = ′ =

′ =

′ =

ε ε ε
ε ε

ε ε

ε ε

xx yy

xy yz

xz

zz
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K
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�

,
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,
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0

2
1

2

3

2

    (3.343)  

where

    

K C C C C C n n

K C C C C C
1 11 12 11 12 44

2

2 11 44 12 44 4

( 2 )( 2 ) ( 1),

2 2 4

= + − + + −
= + + 44

2
11
2

11 12 12
2

11 44

12 44 11 44
2 2

3

( 2 2

4 ) ,

2[

+ + − +
− +

= −

C C C C C C

C C C C n n

K C111 44 12 44 44
2

11
2

11 12 12
2

11 44

12 44
2

3 2 ( 2 2

)

C C C C C C C C C C

C C n n

+ − + + − −
+ 22 ].

    (3.344)    

   3.6.5.2    Derivation from the Condition Grown Pseudomorphi-
cally     The strain coeffi cients in the   ( , , )x y z  coordinates for a general 
crystal orientation can be also determined from the condition that the 
layer is grown pseudomorphically, and these strain coeffi cients should 
minimize the strain energy of the layer simultaneously. We defi ne the 
unit vectors   ′ ′ˆ ˆx y, , and   ′ẑ  along the   ′ ′x y- -, , and   ′z -axes , and they are 
related to unit vectors   ̂ ˆx y, , and   ̂z along the   x y- -, , and   z-axes through 
the rotation matrix Equation  (3.310) . 
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 The zinc blende primitive translational vectors are

    

a

b

g

i
i

i
i

i
i

a

a
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= +

= +

= +

2
( ),

2
( ),

2
( ),

ˆ ˆ

ˆ ˆ

ˆ ˆ

x y

y z

x z

    (3.345)  

where   a  is the lattice constant and   i  labels the   epilayer ( )e  and the 
  substrate ( )s . When the crystal is translated, the primitive translational 
vectors become

    

′ = +

′ = +

′ = +

a

b

g

i

i

i

a

a

a

i
i i

i
i i

i
i i

2
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2
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2
( ),

x y

y z

x z

    (3.346)  

where

    

x x y z

y x y z

z

i xx
i

xy
i

xz
i

i yx
i

yy
i

yz
i

i

= + + +

= + + +

(1 ) ,

(1 ) ,

ε ε ε

ε ε ε

ˆ ˆ ˆ

ˆ ˆ ˆ

== + + +ε ε εzx
i

zy
i

zz
iˆ ˆ ˆx y z(1 ) .

    (3.347)   

 We defi ned the set of orthonormal vectors   { }N̂l  so that   N̂1  and   N̂2  
lie in the superlattice plane, and   N̂3  is orthogonal to this plane as 
follows:

    

ˆ cos cos ˆ cos sin ˆ sin ˆ

ˆ sin ˆ cos ˆ

ˆ si

N

N

N

1

1

1

,

,

= + −

= − +

=

θ φ θ φ θ

θ φ

i j k

i j

nn cos ˆ sin sin ˆ cos ˆθ φ θ φ θi j k+ + .

    (3.348)   

 When the fi rst atomic layers are deposited on the substrate, these 
layers will be strained to match the substrate, and a pseudomorphic (or 
coherent) interface will be formed. Thus, the condition for a pseudo-
morphic interface means that the projections of the strain - distorted 
primitive translational vectors of the epilayer and the substrate on the 
growth plane should be equal:
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(3.349)   

 The expression of the strain component for general crystal orienta-
tion is complicated, and thus we will explain the case of the quantum 
well with the (111) orientation as an example. Then, angles   θ and   φ 
are given as   θ = arctan( 2) and   φ π= /4. Equation  (3.349)  is easily cal-
culated with the relations of   ε ε εxx yy zz= = ,   ε ε εxy yz zx= = . Then, condi-
tions of   α ′ ⋅e N̂1    =      α ′ ⋅s N̂1 and   α ′ ⋅e N̂2    =      α ′ ⋅s N̂2 give the following 
relation

   
a a a a

a

e xx
e

xy
e

e xy
e

s xx
s

xy
s

s xy
s

e

(1 )/ 6 2/3 (1 )/ 6 2/3+ + − = + + −

−

ε ε ε ε ε ε

((1 )/(2 2) / 2 (1 )/(2 2) /+ + + = − + + +ε ε ε ε ε εxx
e

xy
e

e xy
e

s xx
s

xy
s

s xy
sa a a 22,

   
 
(3.350)

  

with analogous conditions for   ′βi  and   ′γ i . These constraint equations 
are linearized in the lattice constant difference   a ae s− . Only fi ve of the 
constraint equations are linearly independent because the fourth and 
the fi fth equations in Equation  (3.349)  give the same form. Four 
unknowns   εxx

e ,   εxy
e ,   εxx

s , and   εxy
s  are determined by the condition of the 

minimization of the strain energy density, in addition to constraint 
equations (Eq.  (3.350) ). 

 The strain energy density of a zinc blende structure material is

    

U C

C

i
i

xx
i

yy
i

zz
i

i
xy
i

yz
i

= + +

+ + +

1
2

[( ) ( ) ( ) ]

2 [( ) ( ) (

11
2 2 2

44
2 2

ε ε ε

ε ε εε
ε ε ε ε ε ε

xz
i

i
yy
i

zz
i

xx
i

zz
i

xx
i

yy
iC

) ]

[( )( ) ( )( ) ( )( )]

2

12+ + + ,

    (3.351)  

where   Cijs are the elastic constants. For a stained - layer superlattice 
made up of two zinc blende materials, the strain energy density is

    U
U h U h

h h
es

e e s s

e s

= +
+

,     (3.352)  
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where   h he s( )  is the layer thickness of material  e ( s ) in the superlattice. 
In a case of the single quantum well, we put   hs  to be infi nite in a fi nal 
result. 

 For (111) crystal orientation, for example,   U i e si ( )= ,  is given by

    U C C Ci
i i

xx
i i

xy
i= +( ) +3 /2 3 6 .11 12

2
44

2ε ε     (3.353)   

 To obtain   εxy
e  in terms of   εxx

e , fi rst, we replace the   εxy
e  in   Ues with the 

expression obtained from Equation  (3.350) . Then, we differentiate   Ues 
with respect to   εxx

e  and obtain

    
∂
∂

= ∂
∂

+ ∂
∂

⎛
⎝⎜

⎞
⎠⎟ + =U U U

h hes

xx
e

e

xx
e

s

xx
s e sε ε ε

( ) 0.     (3.354)   

 Thus,

    
∂
∂

= +( ) +
∂
∂

=U
C C Ce

xx
e

e e
xx
e e

xy
e xy

e

xx
eε

ε ε
ε
ε

3 /2 3 2 6 011 12 44 ,     (3.355)  

with   ∂ ∂ =ε εxy
e

xx
e/ 1/2  from Equation  (3.350) . Finally, we obtain the 

expression

    ε ε εxy
e

e e

e xx
e e

xx
eC C

C
A= −

+( ) ≡ −11 12

44

2
4

( ) ,     (3.356)  

where   A C C Ce e e e= +( )11 12 442 /(4 ) . Similarly, we can obtain

    ε εxy
s s

xx
sA= − ,     (3.357)  

where   A C C Cs s s s= +( )11 12 442 /(4 ) . 
 Next, we replace the   εxy

s  in   Ues  with the expression obtained from 
Equation  (3.350) , and differentiate   Ues  with respect to   εxx

e . Then,

    
∂
∂

= ∂
∂

+ ∂
∂

⎛
⎝⎜

⎞
⎠⎟ + =U U U

h hes

xx
e

e

xx
e

s

xx
s e sε ε ε

( ) 0,     (3.358)  

where

    
∂
∂

= +⎛
⎝

⎞
⎠ + +⎛

⎝
⎞
⎠

U
C C x h C Ce

xx
e

l e
x

e e s s
xx
s

ε
ε ε3

2
3 2( )

3
2

3 2( )11 12 11 12
∂∂
∂

ε
ε

xy
s

xx
e

sh ,     (3.359)  

and   ∂ ∂ =ε εxy
s

xx
e e sa a/ /  from Equation  (3.350) . Thus,
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    ε ε εxx
s

e e

s s xx
e

e

s

s

e

e

s

s

e xx
C C

C C
h
h

a
a

B
h
h

a
a

= −
+( )
+( ) ≡ −11 12

11 12

2
2

( ) ee ,     (3.360)  

where   B C C C Ce e s s= +( ) +( )11 12 11 122 / 2 . 
 The   εxx

e  is obtained by substituting Equations  (3.356) ,  (3.357) , and 
 (3.360)  into Equation  (3.350)  as follows:

    εxx
e

e s
e s

s e

s

eA A B h h a a
a
a

= −
+ + +

−⎛
⎝⎜

⎞
⎠⎟

1
(1 ) (1 ) ( / )( / )

1 .
2

    (3.361)   

 In the case of a single quantum well, taking   hs  to be infi nite, we 
obtain

    εxx
e

e

e e e

C
C C C

= −
+ +
4

4 2
44

44 11 12

    (3.362)   

 The strain components for   ′εij  can be obtained using the rotational 
matrix and the obtained   εij. Similarly, we can obtain the expressions   εij 
for a general crystal orientation   ( )hkl .   

   3.6.6    Piezoelectric Fields in the (11n) - Oriented 
Zinc Blende Hamiltonian 

 Off - diagonal strains in zinc blende structure semiconductors induce a 
polarization given by

    P ei
S

jk= 2 ,14ε     (3.363)  

where   PS  is the induced polarization,   e14  is the piezoelectric constant, 
and   i j k x y z, , , ,= . Here,   i j k, ,  are in cyclic order. A strained layer with 
a (001) growth direction has only diagonal strains. Thus, the (001) - 
oriented layer will not have strain - induced piezoelectric polarization 
fi elds. In addition, in the cubic gallium nitride (GaN) crystal structure 
(c - GaN), spontaneous polarization does not exist due to the higher 
crystal symmetry. However, strained layers with any other growth 
direction will have piezoelectric polarization fi elds. The piezoelectric 
polarization along the growth direction is important, because the elec-
tric fi eld in the quantum well originates from polarization charges at 
heterojunction interfaces. The electric fi eld induced perpendicular to 
the growth direction due to the strain can be calculated as
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    E⊥ = − ⋅P uS ˆ

ε
,     (3.364)  

where   ε  is the dielectric constant, and the unit vector along the growth 
direction is given by   ˆ ˆ ˆ ˆu i j k= + + +1/( 2)( )2n n . For a (11n) growth 
direction,

    E
e

n
n xy yz zx⊥ = −

+
+ +2

2
( ),14

2

2ε ε ε     (3.365)  

where

    

ε ε ε ε

ε ε

xy xx xz zz

yz xx

n
n n

n
n

=
+

− ′ + ′ + ′

=
+

− ′ − −

1
( 2)

[ 2 2 ],

1
2( 2)

[ 2 2(2

2

2
nn nxz zz

zx yz

2) 2 ],

.

′ + ′

=

ε ε

ε ε

   

 

(3.366)     

   3.7    CRYSTAL ORIENTATION EFFECTS ON A 
WURTZITE HAMILTONIAN 

   3.7.1    Strain Tensors on Wurtzite Semiconductors 

 We consider only the   θ  dependence of physical quantities in the fol-
lowing for simplicity  [12] . However, we can easily extend the results to 
a general case with   φ ≠ 0 for special cases, such as nonpolar planes. 
Figure  3.2  shows (a) a confi guration of the coordinate systems   ( )′ ′ ′x y z, ,  
in   ( )-orientedhkil  crystals, and (b) a coordinate system in a wurtzite 
primitive cell and nonpolar  a  -  and  m  - planes with the growth direction 
parallel to the  c  - axis. The   z-axis corresponds to the   c-axis  (0001), and 
the growth axis (defi ned as the   ′z -axis) is normal to the quantum well 
plane   ( )hkil . The coordinate system   ( )x y z, ,  denotes the primary crystal-
lographic axes. The relation between the coordinate systems for vectors 
and tensors is given by Equation  (3.311) . The strain coeffi cients in the 
  ( )x y z, ,  coordinates for a general crystal orientation are determined 
from the condition that the layer is grown pseudomorphically, and 
these strain coeffi cients should minimize the strain energy of the layer 
simultaneously. We defi ne the unit vectors   ′ ′ˆ ˆx y, , and   ′ẑ  along the   ′ ′x y- -, , 
and   ′z -axes, and they are related to unit vectors   ̂ ˆx y, , and   ̂z along the 
  x y- -, , and   z-axes through the rotation matrix Equation  (3.310) . The 
hexagonal primitive translational vectors are  
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a

b

g

i

i

=

= − +

=

a

a a

c

i

i i

i i

ˆ

ˆ ˆ

ˆ

x

x y

z

,

2
3
2

,

,

    (3.367)  

where   a  is the lattice constant, and   i labels the   epilayer ( )e  and the 
  substrate ( )s . When the crystal is translated, the primitive translational 
vectors become

    

′′= ′′

′′= − ′′ + ′′

′′= ′′

a

b

g

i

i

i

a

a a

c

i

i i

i

ˆ

ˆ ˆ

ˆ

x

x y

z

,

2
3
2

,

,

    (3.368)  

where

    

′′ = + + +
′′ = + + +
′′

ˆ ˆ ˆ ˆ

ˆ ˆ ˆ ˆ

ˆ

x x y z

y x y z

z

(1 ) ,

(1 ) ,

ε ε ε
ε ε ε

xx xy xz

yx yy yz

== + + +ε ε εzx zy zzˆ ˆ ˆx y z(1 ) .

    (3.369)   

 When the fi rst atomic layers are deposited on the substrate, these 
layers will be strained to match the substrate, and a pseudomorphic 
(or coherent) interface will be formed. Thus, the condition for a 

     Figure 3.2.     (a) Confi guration of the coordinate systems   ( )′ ′ ′x y z, ,  in   ( )hkil -oriented  
crystals. The growth axis or the   ′z -axis is normal to the substrate surface   ( )hkil , and the 
coordinate system   ( , , )x y z  denotes the primary crystallographic axes. (b) The coordi-
nate system in a wurtzite primitive cell and nonpolar  a  -  and  m  - planes with the growth 
direction parallel to the  c  - axis.   θ π= /2 with   φ = 0 ( )a-plane  corresponds to the   ′ =z [1120] 
growth direction, and   θ π= /2 with   φ π= /6 ( )m-plane  corresponds to the   ′ =z [1010] 
growth direction.  
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pseudomorphic interface means that the projections of the strain -
 distorted primitive translational vectors of the epilayer and the sub-
strate on the growth plane should be equal:

    
′′⋅ ′ = ′′⋅ ′
′′⋅ ′ = ′′⋅ ′

a a
a a

e s

e s

ˆ ˆ

ˆ ˆ
x x

y y

,

,
    (3.370)  

with analogous conditions on   ′′β  and   ′′γ . Here, we assume that the 
substrate is unstrained. Then, the constraints (  Eq. ( . )3 370 ) yield the 
following relations for the strain tensors:

    

ε ε ε θ
θ

ε ε

ε ε θ
θ

ε

ε

xx xx xz

yy xx

zz xz zz

= +

=

= +

( )

( )

( )

sin
cos

,

,

cos
sin

,

0

0

0

xxy yz= =ε 0,

    (3.371)  

where   εxx s e ea a a(0) ( )/= −  and   εzz s e ec c c(0) ( )/= − . Under the engineering 
notation, the strain energy density is given by

    
W C C C C

C

xx yy zz xx yy

xx zz yy zz

= + + +[
+ +

1
2

2

2 (

11
2

11
2

33
2

12

13

ε ε ε ε ε

ε ε ε ε )) 4 .44
2+ ]C xzε

    (3.372)   

 Using the above relations, the strain energy can be expressed through 
only one strain component,   εxz , which can be found by minimizing the 
strain energy with respect to the variable   εxz . This procedure gives the 
following expression for   εxz

    
ε

ε ε θ

ε ε
xz

zz xx

zz xx

c c c

c c
= −

+ +[
+ +

( / )

(2 /

11 12 13
(0) (0) 2

13 33
(0) (

sin
00) 2 (0)

11
4

13 44
2 2

33

)

2( 2 )

cos cos sin

sin sin cos

θ ε θ θ
θ θ θ

]
+ + +

xx

c c c c ccos4
.

θ
    (3.373)   

 Hence, we obtain a   6 6×  Hamiltonian in the   ( , , )′ ′ ′x y z  coordinates 
by substituting the transformation relation for the vector   k  in Equation 
 (3.311) , and the strain coeffi cients for a general crystal orientation into 
the Hamiltonian for the (0001) orientation.  

   3.7.2    Valence Band Edges of Bulk Wurtzite Semiconductors 

 At the band edges,   ′ = ′ = ′ =k k kx y z 0 , the Hamiltonian in the   ( , , )′ ′ ′x y z  
coordinates can be simplifi ed
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   ′ ′ = =

′ − ′ − ′
− ′ ′ ′
− ′ ′ ′

′ − ′ ′
H

F K H

K G H

H H

F K H
( 0, )

0 0 0

0 0

0 0

0 0 0

0 0

* *

*

k ε
λ

Δ
Δ

Δ −− ′ ′ − ′
′ − ′ ′

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟

′
′
′
′
′
′

K G H

H H

U

U

U

U

U

U

* *

*

1

2

3

4

5

60 0Δ λ

,,     

(3.374)

  

where

    

′ = + + ′ + ′
′ = − + ′ + ′
′ = −
′ =

F

G

K D

H D
xx yy

xz

Δ Δ
Δ Δ

1 2

1 2

5

6

λ θ
λ θ

ε ε
ε

ε ε

ε ε

,

,

( ),

,

′′ = + +
′ = + +

=

λ ε ε ε
θ ε ε ε

ε

ε

D D

D D
zz xx yy

zz xx yy

1 2

3 4

32

( ),

( ),

,Δ Δ

    (3.375)  

and the strain coeffi cients   εij for a general crystal orientation   θ  are 
given by Equations  (3.371)  and  (3.373) . Note that   ′K  and   ′H  are not 
zero because   ε εxx yy≠ , and   εxz ≠ 0 in the general coordinates. Also, all 
elements are constant. This Hamiltonian can be block diagonalized. The 
transformation matrix is defi ned as

    T =
−

−
−

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

α α
β β

β β
α α

β β
β β

*

*

*

*

*

*

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

⎟⎟
⎟
⎟
⎟
⎟
⎟
⎟

,     (3.376)  

where

    α βπ π= =1
2

,
1
2

.(3 /4) ( /4)e ei i     (3.377)   

 The block - diagonalized Hamiltonian,   ′′ = ′H T H T t* , is given by
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    ′′ =
′

′
⎛
⎝⎜

⎞
⎠⎟

H
H

H

U

L

0

0
,     (3.378)  

where the upper 3    ×    3 Hamiltonian is

    ′ =
′ ′ − ′
′ ′ − ′
′ + ′ ′

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

H

F K iH

K G iH

iH iH

U Δ
Δ λ

    (3.379)  

and the lower 3    ×    3 Hamiltonian is

    ′ =
′ ′ ′
′ ′ + ′

− ′ − ′ ′

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

H

F K iH

K G iH

iH iH

L Δ
Δ λ

.     (3.380)   

 The lower Hamiltonian is the complex conjugate of the upper 
Hamiltonian. Therefore, they have exactly the same eigenvalues, since 
the eigenenergies are real. The piezoelectric fi eld in bulk crystal does 
not change the in - plane dispersion curves. The wave functions of the 
lower Hamiltonian are the complex conjugates of the corresponding 
wave functions of the upper Hamiltonian. The eigenequation for the 
valence band energy   ′E  at the band edge is given by

    

′ − ′ ′ − ′
′ ′ − ′ − ′
′ + ′ ′ − ′

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

′
′
′

⎛

⎝

⎜
⎜

⎞F E K iH

K G E iH

iH iH E

g

g

g

Δ
Δ λ

1

2

3⎠⎠

⎟
⎟

= 0.     (3.381)   

 The eigenequation is a third - order polynomial equation, which can 
always be solved analytically. These three analytical solutions can be 
expressed as

    

′ = + −

′ = − + − + −

′ = − +

E S S
C

E S S
C

i S S

E S

1 1 2
2

2 1 2
2

1 2

3 1

2
3

1
2 3

3
2

1
2

( ) ,

( ) ( ),

( SS
C

i S S2
2

1 2
3

3
2

) ( ),− − −

   

 

(3.382)  

where
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q C C

r C C C
C

S r q r

S r q

= −

= −( ) −

= + +

= −

1
3

1
9

,

1
6

3
27

,

[ ] ,

[

1 2
2

1 2 0
2
3

1
3 2 1/3

2
3 ++ r2 1/3] ,

    (3.383)  

and

    

C F G K H H G K F F H

C G F F
0

2 2 2 2 2

1

( 2 ),= − ′ ′ ′ + ′ ′ − ′ ′ − ′ ′ − ′ − ′ ′
= ′ ′ + ′ ′ + ′

λ λ
λ λ

Δ
′′ − − ′ − ′

= − ′ + ′ +
G H K

C G F

Δ2 2 2

2

2 ,

( ).λ
    (3.384)   

 The envelope functions corresponding to the three eigenvalues are 
determined by

    

′
′
′

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

=
⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

g

g

g
D

D

D

D

1

2

3

1

2

3

1
    (3.385)  

where

    

D iH G E iH K

D iH K F E iH

D F E

1

2

3

( ) ( ) ,

( )( ),

( )(

= ′ ′ − ′ + − ′ ′
= ′ ′ ′ − ′ − ′
= ′ − ′

Δ
Δ

′′ − ′ − ′G E K) ,2

    (3.386)  

and

    D D D D= + +1
2

2
2

3
2 .     (3.387)   

 The complete Bloch wave functions for the valence band are 
given by

    ′ ′ ′ = = ′ ′ ′′⋅ ′

=
∑Ψ v i

i

iV
e g i( , 0 )

1
( ) ,

1

3

r k kk r     (3.388)  

where

    

1 ,

2 ,

3 ,

*
1 4

2
*

5

*
3 6

′ = ′ + ′
′ = ′ + ′
′ = ′ + ′

α α
β β
β β

U U

U U

U U

    (3.389)  
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and we can obtain similar expressions for the lower Hamiltonian (Eq. 
 (3.380) ).  

   3.7.3    Polarization - Dependent Interband Optical - Matrix Elements of 
Bulk Wurtzite Semiconductors 

 The optical momentum matrix elements in the   ( , , )′ ′ ′x y z  coordinates 
are given by

    ′ ⋅ ′ = ′ ′ ⋅ ′ ′ˆ ˆe M e pη η2 2
.Ψ Ψc v     (3.390)   

 Using the expressions for the band - edge wave functions of the con-
duction and valence bands, we obtain the polarization - dependent inter-
band momentum matrix elements: 

 TE - polarization (  ′ = ′ˆ ˆe x  or   ′ŷ ):

    

′ = − ′

+ ′ − ′

=

′M g S p X

g S p X g S p Z

for

x x

x z

η α θ

β θ β θ

σ

2
1

*

2 3
*

2

1

2

1

2

cos

cos sin

UU

g S p X

g S p X g S p Z

for L

x

x z

= − ′

+ ′ + ′

=

1

2

1

2

4
*

5 6
*

2

α θ

β θ β θ

σ

cos

cos sin

    (3.391)   

 TM - polarization   ( )′ = ′ˆ ˆe z :

    

′ = − ′

+ ′ + ′

=

′M g S p X

g S p X g S p Z

for

z x

x z

η α θ

β θ β θ

σ

2
1

*

2 3
*

2

1

2

1

2
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UU

g S p X

g S p X g S p Z

for L

x

x z

= − ′

+ ′ − ′

=

1

2

1

2
.

4
*

5 6
*

2

α θ

β θ β θ

σ

sin

sin cos

    (3.392)   
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 The above analytical results include the crystal orientation depen-
dence, and the band - edge matrix elements are as follows:

    

P P S p X S p Y
m

P P S p Z
m

P

P
m

m
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x y x y
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z z
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.

   

 

(3.393)    

   3.7.4    Piezoelectric Fields and Spontaneous Polarizations in a 
Quantum Well Structure 

 If a stress   τ jk is applied to GaN crystals, there is an induced piezoelectric 
polarization with a magnitude proportional to the applied stress   τ jk:

    P di ijk jk= τ ,     (3.394)  

where   dijk are the piezoelectric moduli or piezoelectric tensor elements. 
The stress   τij is related to the strain by

    τ εij ijkl klc= ,     (3.395)  

where   cijkl  are the stiffness constants of the wurtzite GaN crystal. Here, 
it is convenient to replace the tensor notation with the engineering nota-
tion for   dijk and   cijkl using their symmetry properties. That is, the second 
and third subscripts in   dijk, and the fi rst two and the last two subscripts 
in   cijkl, are replaced by a single subscript running from 1 to 6 as follows:

    
tensor notation

matrix notation 1 2 3 4 5 6

11 22 33 23,32 31,13 12,21⎛
⎝⎜

⎞⎞
⎠⎟

.     (3.396)   

 Then, the piezoelectric polarization in the   ( , , )x y z  coordinates for a 
general crystal orientation is given by
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(3.397)
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 We then obtain the polarization components along the   x-,   y-, and 
  z-axes:

    

P d c

P

P d c c d c d

x xz

y

z xx yy

=
=
= + + + +

2 ,

0,

[ ( ) ]( ) [2

15 44

31 11 12 33 13 31

ε

ε ε cc d c zz13 33 33 ] .+ ε
   

 

(3.398)   

 The normal polarization with respect to the growth plane (along the 
growth direction) can be obtained by taking the scalar product between 
the polarization vector   P in the   ( , , )x y z  coordinates and the unit vector 
  ′ẑ :

    P P Pz x z′ = ⋅ ′ = +P ẑ sin cosθ θ.     (3.399)   

 Similarly, we can obtain the parallel polarization on the growth 
plane:

    
P P P

P
x x z

y

′

′

= ⋅ ′ = −
= ⋅ ′ =

P x

P y

ˆ cos sin ,
ˆ .

θ θ
0

    (3.400)   

 The strain - induced polarization   Pi will lead to an electric fi eld   Ei, 
given by

    D E Pi ij
p

j i′ ′ ′= ′ +ε ,     (3.401)  

where   Di′ is the electric displacement, and   εij
p′ is the permittivity tensor 

for the epilayer given by

    ′ = −ε εU Up 1     (3.402)  

and

    ε
ε

ε
ε

p

t

t

z

=
⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

0 0

0 0

0 0

.     (3.403)   

 Here,   εt and   εz are permittivities perpendicular and along the   c-axes 
for the (0001) crystal orientation, respectively. Then, the electric dis-
placement   Di′ is given by

    

D E E P

D E
x t z x t z z x

y t y

′ ′ ′ ′

′ ′

= + + − +
+

( ) ( ) ,

=

2 2ε θ ε θ ε ε θ θ
ε

cos sin sin cos

PP

D E E P

y

z t z x t z z z

′

′ ′ ′ ′− + + +

,

= ( ) ( ) .2 2ε ε θ θ ε θ ε θsin cos sin cos

    (3.404)   
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 If there are no external charges, and   ε εt z� ,   Dz′ vanishes, and the 
electric fi eld reduces to

    E
P

z
z

t
′

′−�
ε

.     (3.405)   

 The electric fi elds in the well and barrier due to the spontaneous 
(SP) and piezoelectric (PZ) polarization along the (0001) - direction for 
(0001) - oriented wurtzite structure can be estimated from the periodic 
boundary condition for a superlattice structure as follows:

    
F

F F F F L
L L

F
L
L

F

z
SP
b b

SP
w

PZ
w b

b w w b

z
b w

b
z
w

′

′ ′

= + − −
+

= −

( )
,

,

ε ε
    (3.406)  

where superscripts   w and   b mean the well and barrier, respectively, and 
  L and   ε are the layer thickness and the static dielectric constant, respec-
tively. The strain - induced piezoelectric fi eld   F i w bPZ

i ( )= ,  is given by

    F
d

C C
C
C

PZ
i

i

i
i i

i

i xx
i= + −⎛

⎝⎜
⎞
⎠⎟ ′

2 2
,31

11 12
13

2

33

3

ε
ε ( )     (3.407)  

where   d31 is the piezoelectric constant. 
 The spontaneous polarization   PSP along the growth direction in the 

arbitrary crystal orientation is estimated by the relation   P PSP SP= ( ) cos0001 θ, 
since the spontaneous polarization in wurtzite (0001) GaN - based 
quantum well structures exists along the (0001) axis. The strain - induced 
piezoelectric polarization normal with respect to the growth plane 
(along the growth direction) in an arbitrary crystal orientation can be 
expressed as

    P P PPZ x z= +sin cosθ θ.     (3.408)    

   3.7.5    Valence Band Structure of a Quantum Well and Self -
 Consistent Calculations with the Screening Effect 

 The constant energy contour of the (0001) orientation is isotropic. On 
the other hand, the valence band structure of the quantum well struc-
tures with general crystal orientations shows anisotropy in the quantum 
well plane unlike the (0001) - oriented structure. Thus, the valence band 
structure and the momentum matrix element should be calculated as 
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a function of the angle   Φ  in the quantum well plane. That is, the angle 
is related to   k� by   ′ =k kx � cosΦ and   ′ =k ky � sinΦ. Here,   ′kx and   ′ky are the 
in - plane wave vectors in the   ( )′ ′ ′x y z, ,  coordinate system. Please note 
that, for simplicity, we omit the angle   Φ  dependence in the notation of 
physical functions such as the wave function and the momentum matrix 
element. 

 For a quantum well structure of a width   Lw, the valence band struc-
ture is calculated by using   6 6×  Hamiltonian for an arbitrary crystal 
orientation, which is obtained by using Equations  (3.285)  and  (3.311) . 
The envelope functions   { }( )gm

ν  satisfy

    
H k k i

z
V z qE z g kx y z m xνν ν νν

νδ′ ′′ ′ − ∂
∂ ′

⎛
⎝

⎞
⎠ + ′ + ′ ′⎡

⎣⎢
⎤
⎦⎥

′, , ( ( ) ) ( ,( ) ′′ ′

= ′ ′ ′ ′ ′ ′
′

∑ k z

E k k g k k z

y

m x y m x y

, )

( , ) ( , , ),( )

ν
ν

   

 

(3.409)  

where   ν ν, , , , , , ,′ = 1 2 3 4 5 6  and   ′Ez is given in Equation  (3.405) . These 
coupled differential equations can be solved using a fi nite - difference 
method. 

 The self - consistent band structures and wave functions are obtained 
by iteratively solving the Schr ö dinger equation for electrons, the block -
 diagonalized Hamiltonian for holes, and Poisson ’ s equation. The total 
potential profi les for the electrons and the holes are

    
V z V z e z

V z V z e z
c cw

v vw

( ) ( ) ( ),

( ) ( ) ( ),

= −
= −

φ
φ

    (3.410)  

where   V zcw( ) and   V zvw( ) are the square - well potential plus the potential 
due to the internal fi eld without the screening effect for the conduction 
band and the valence band, respectively, and   φ( )z  is the screening 
potential induced by the charged carriers and satisfi es the Poisson 
equation

    
d
dz

z
d
dz

z e p z n zε φ( ) ( ) [ ( ) ( )],⎛
⎝

⎞
⎠ = − −     (3.411)  

where   ε( )z  is the dielectric constant. 
 The electron and the hole concentrations,   p z( ) and   n z( ), are related 

to the wave functions of the   nth  conduction subband and the   mth  
valence subband by

    n z
kTm

f z ee
n

E E kT

n

fc cn( ) ( ) 1
2

2 [ (0)]/= +( )−∑π�
ln     (3.412)  
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and

    p z dk
k

g z
e

m

mk E E k kTfv vm
( )

2
( )

1
1

,( ) 2

[ ( )]/=
+

⎛
⎝

⎞
⎠∫∑ ∑ −�

�
� �π

ν

ν
    (3.413)  

where   me is the effective mass of electrons,   � is Planck ’ s constant 
divided by   2π,   n and   m are the quantized subband indices for the con-
duction and the valence bands,   Efc and   Efv are the quasi - Fermi levels 
of the electrons and the holes, respectively,   Ecn(0) is the quantized 
energy level of the electrons,   E kvm( )�  is the energy for the   mth  subband 
in the valence band,   k�  is the in - plane wave vector,   ν  refers to the new 
bases for the Hamiltonian, and   f zn( ) and   g zmk�

( ) ( )ν  are the envelope func-
tions in the conduction and the valence bands, respectively. The poten-
tial   φ( )z  is obtained by integration:

    φ( ) ( ) ,
/2

z E z dz
L

z

= − ′ ′
−∫     (3.414)  

where

    E z
z

z dz
L

z

( )
1
( )

( ) .
/2

= ′ ′
−∫ ε

ρ     (3.415)   

 Note that the origin of the coordinate is chosen at the center of 
the well, and   2L is the total length containing the well and the 
barrier. 

 The procedures for the self - consistent calculations consist of the fol-
lowing steps: (1) Start with the potential profi les   Vc and   Vv with   φ(0)( ) 0z =  
in Equation  (3.410) ; (2) solve the Schr ö dinger equation (for electrons) 
and the   6 6×  Hamiltonian (for holes) with the potential profi les   φ( 1)( )n z−  
in step (1) to obtain band structures and wave functions; (3) for a given 
carrier density, obtain the Fermi - energies by using the band structures 
and the charge distribution by using the wave functions; (4) solve 
Poisson ’ s equation to fi nd   φ( )( )n z ; (5) check if   φ( )( )n z  converges to 
  φ( 1)( )n z− . If not, set   φ φ φ( ) ( ) ( 1)( ) ( ) (1 ) ( )n n nz w z w z= + − − ,   n n= + 1; then, 
return to step (2). If yes, the band structures and the wave func-
tions obtained with   φ( 1)( )n z−  are solutions. An adjustable parameter 
  w w( )0 1< <  is typically set to 0.5 at low carrier densities. With increas-
ing carrier densities, a smaller value of   w  is needed for rapid conver-
gence. The procedure for the self - consistent calculation is shown in 
Figure  3.3 .    
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     Figure 3.3.     Procedure for the self - consistent calculation.  

     Start with the potential profile Vc

and Vυ with the square-well potential
plus the potential due to the internal
field without the screening effect. That
is, with φ(0)(z) = 0.

     Solve the Schrödinger equation (for
electrons) and the block-diagonalized
Hamiltonian (for holes) with the po-
tential profiles φ(n – 1)(z) to obtain band
structures and wave functions.

     For a given carrier density, obtain
the Fermi-energies by using the band
structures and the charge distribution
by using the wave functions.

     Solve Poisson’s equation to find
φ(n)(z), i.e., Vc,υ .

(n)

     Set φ(n)(z) = wφ(n)(z) + (1 – w)φ(n – 1)(z),
n = n + 1.

Solutions

Check if φ(n)(z) converges to φ(n – 1)(z).

   3.7.6    Polarization - Dependent Interband Optical - Matrix 
Elements of Wurtzite Quantum Wells 

 The optical momentum matrix elements in the   ( , , )′ ′ ′x y z  coordinates 
for a general crystal orientation are given by Equation  (3.390) . Since 
we solve one Schr ö dinger equation for electrons and a   6 6×  Hamiltonian 
for holes, we need only the optical matrix elements for two cases: spin 
up and spin down. On the other hand, for a block - diagonalized   3 3×  
Hamiltonian, we needed the optical matrix elements for four cases: spin 
up and spin down for upper block, spin up and spin down for lower 
Hamiltonian. The polarization - dependent interband momentum matrix 
elements for a wurtizte quantum well structure can be written as TE -
 polarization   ( cos sin )′ = ′ ′ + ′ ′ˆ ˆ ˆe x yφ φ :

    

′ ⋅ ′ = ′ − ′{
+ ′ − ′

↑ˆ cos cos

cos sin

( )

( )

e M
2 1

2

1
2

1
2

φ θ φ

θ φ θ

P g

P g P g

x m l

x m l z mm l

x m l x m li P g i P g

( )

( ) ( )sin

3

1 2
21

2
1
2

φ

φ φ φ

}
+ ′ − ′ − ′{ }

   

 

(3.416)  
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′ ⋅ ′ = ′ ′{
− ′ − ′

↓ˆ cos cos

cos sin

( )

( )

e M
2 4

5

1
2

1
2

φ θ φ

θ φ θ

P g

P g P g

x m l

x m l z m
(( )

( ) ( )sin

6

4 5
21

2
1
2

φ

φ φ φ

l

x m l x m li P g i P g

}
+ ′ − ′ − ′{ }

   

 

(3.417)   

 TM - polarization   ( )′ = ′ˆ ˆe z :

    

′ ⋅ ′ = − ′ + ′

+ ′

↑ˆ sin sin

cos

( ) ( )

( )

e M
2 1 2

3

1
2

1
2

θ φ θ φ

θ φ

P g P g

P g

x m l x m l

z m l

22    
 
(3.418)  

    

′ ⋅ ′ = ′ − ′

+ ′

↓ˆ sin sin

cos

( ) ( )

( )

e M
2 4 5

6
2

1
2

1
2

θ φ θ φ

θ φ

P g P g

P g

x m l x m l

z m l ,,
   

 
(3.419)  

where   ′ =gm
( ) 1,2,3,4,5ν ν( , )and 6  is the wave function for the   mth  

subband in   ( , , )′ ′ ′x y z  coordinates. Also, we can obtain the optical matrix 
element for the (0001) crystal orientation by substituting   θ = 0 in 
Equation  (3.419) : TE - polarization   ( or )ˆ ˆ ˆe x y= :

    ê M⋅ = − +↑ 2 (1) (2)
21

2
1
2

P g P gx m l x m lφ φ     (3.420)  

    ê M⋅ = ′ − ′↓ 2 (4) (5)
21

2
1
2

P g P gx m l x m lφ φ     (3.421)   

 TM - polarization   ( )ˆ ˆe z= :

    ê M⋅ = ′↑ 2 (3) 2
P gz m lφ     (3.422)  

    ˆ .e M⋅ = ′↓ 2 (6) 2
P gz m lφ     (3.423)    

   3.7.7    Band Structure of Nonpolar  a  and  m  - Planes 

   3.7.7.1      {1010}  m  - Plane Hamiltonian     The  m  - plane Hamiltonian 
with a set of faces   {1010} can be obtained by substituting   φ π= /6 and 
  θ π= /2 into Equation  (3.311)   [13] .
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    H
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    (3.424)  

where

    

′ = + + ′ + ′
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 (3.425)   

 Note that the old bases are used in Equation  (3.424) , which were 
defi ned in Equation  (3.279) . This use of old bases is convenient since 
  Px,   Py, and   Pz in the old bases are known quantities, as defi ned in 
Equation  (3.374) . The optical momentum matrix elements for the  m  -
 plane are given by

    ′ ⋅ ′ = ′ ′ ⋅ ′ ′ˆ ˆe M e pη η2 2
,Ψ Ψl

c
m
v     (3.426)  

where   ′Ψ c and   ′Ψ v are wave functions for the conduction and the 
valence bands, respectively, and  η   =    ↑ and   ↓ for both electron spins. The 
polarization - dependent interband momentum matrix elements can be 
written as 
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 TE - polarization   ′ = ′ ′ + ′ ′ˆ cos ˆ sin ˆe x yφ φ :

    

′ ⋅ ′ = − ′ ′ + ′ − ′{

− + ′

↑ˆ cos sine M
2 (3) (1)

2 2
(1 3 )

(1 3 )

φ φ φ φP g
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i g
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z m l
x

m l

ggm l
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2

φ }
   

 
(3.427)  

    

′ ⋅ ′ = − ′ ′ − ′ + ′{

− − ′

↓ˆ cos sine M
2 (6) (4)

2 2
(1 3)

(1 3)

φ φ φ φP g
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i g
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z m l
x

m l

ggm l
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2

φ }
    (3.428)   

 TM - polarization   ′ = ′ˆ ˆe z :

    ′ ⋅ ′ = − + ′ − − ′{ }↑ê M
2 (1) (2)

2

2 2
( 3 ) ( 3 )

P
i g i gx

m l m lφ φ     (3.429)  

    ′ ⋅ ′ = − ′ − + ′{ }↓ê M
2 (4) (5)

2

2 2
( 3 ) ( 3 ) .

P
i g i gx

m l m lφ φ     (3.430)    

   3.7.7.2      {1120}  a  - Plane Hamiltonian     The  a  - plane Hamiltonian 
with a set of faces   {1120} can be obtained by substituting   φ = 0 and 
  θ π= /2 into Equation  (3.311) . The matrix elements in Equation  (3.424)  
are given by
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(3.431)

   

 The polarization - dependent interband momentum matrix elements 
for an  a  - plane are given by 
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 TE - polarization   ′ = ′ ′ + ′ ′ˆ cos ˆ sin ˆe x yφ φ :

    ′ ⋅ ′ = − ′ ′ + ′ − ′ − ′{ }↑ˆ cos sine M
2 (3) (1) (2)

2

2
P g

P
i g i gz m l

x
m l m lφ φ φ φ φ    

 
(3.432)  

    ′ ⋅ ′ = − ′ ′ + ′ − ′ − ′{ }↓ˆ cos sine M
2 (6) (4) (5)

2

2
P g

P
i g i gz m l

x
m l m lφ φ φ φ φ    

 
(3.433)

   

 TM - polarization   ′ = ′ˆ ˆe z :

    ′ ⋅ ′ − ′ + ′↑ê M
2 (1) (2)

2

=
1
2

1
2

P g P gx m l x m lφ φ     (3.434)  

    ′ ⋅ ′ ′ − ′↓ˆ .e M
2 (4) (5

2

=
1
2

1
2

P g P gx m l x m lφ φ     (3.435)       

 PROBLEMS 

      1.   Derive   DYY,   DZZ,   DXY,   DYZ, and   DZX in Section  3.2.3 .   

   2.   Derive   H c l
0

1 1 and   H c s
0

1 1 in Hamiltonian Equation  (3.210)  of Section 
 3.3.2 .   

   3.   Show that a (001) - oriented Hamiltonian with wurtzite bases is given 
by Equation  (3.283)  in Section  3.5.2 .   

   4.   Derive Equation  (3.134)  for a degenerate band without spin – orbit 
coupling.   

   5.   Derive the expression Equation  (3.373)  for   εxz by minimizing the 
strain energy Equation  (3.372)  with respect to the variable   εxz using 
Equation  (3.371)  in Section  3.7.1 .   

   6.   Derive three analytical solutions Equation  (3.382)  for   3 3×  Hamil-
tonian Equation  (3.381) .   

   7.   Derive the block - diagonalized Hamiltonian expression Equation 
 (3.293)  using the transformation matrix Equation  (3.291) .   

   8.   Derive matrix form Equation  (3.185)  for Equations  (3.178)  and 
 (3.179)  using the matrix elements in Equations  (3.181) ,  (3.183) , and 
 (3.184) .     
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  4    Quantum Information Science     

    4.1    QUANTUM BITS AND TENSOR PRODUCTS 

 Quantum information science is an interdisciplinary subject that 
includes physics, mathematics, chemistry, electrical engineering, and 
computer science, and has the potential to revolutionize many areas of 
science and technology. It exploits fundamentally new modes of com-
putation and information processing, because it is based on the laws of 
quantum mechanics instead of those of classical physics. It holds the 
promise of immense computing power beyond the capabilities of any 
classical computer, and it is directly linked to emerging quantum tech-
nologies, such as quantum teleportation. The key element of quantum 
information science is a quantum system with two states that can rep-
resent  “ 0 ”  and  “ 1, ”  the basic building blocks of a digital logic circuit 
called  “ qubit. ”  A qubit is a unit vector in a two - dimensional Hilbert 
space, whose basis vectors (computational basis) are defi ned as  [1] 

    0
1

0
1

0

1
= ⎛

⎝⎜
⎞
⎠⎟

= ⎛
⎝⎜

⎞
⎠⎟

and .     (4.1)   

 In order to implement any useful quantum information processing 
unit, we need to deal with many qubits at a time, and the appropriate 
model is a tensor product of qubits. Specifi cally, if we have  n  qubits, 
each with a given computational basis in a two dimensional Hilbert 
space   Hi, then the tensor product is a   2n - dimensional Hilbert space with 
a computational basis consisting of   2n vectors

    i i i i i in n1 2 1 2� �= ⊗ ⊗ ⊗ ,     (4.2)  

where the indices   ik take on the values 0 and 1. In the following, we 
give a more detailed description of a tensor product. Let  A  be an   m n×  
matrix, and  B  be a   p q×  matrix. 
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 Then

    A B

a B a B a B

a B a B a B

a B a B a B

n

n

m m mn

⊗ =

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

11 12 1

21 22 2

1 2

�
�

�
�

    (4.3)  

is an   mp nq×  matrix called the tensor product of  A  and  B . The tensor 

product of vectors   ψ = ⎛
⎝⎜

⎞
⎠⎟

a

b
 and   ϕ = ⎛

⎝⎜
⎞
⎠⎟

c

d
 is then given by

    ψ ϕ
ϕ
ϕ

⊗ = ⎛
⎝⎜

⎞
⎠⎟
=

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

a

b

ac

ad

bc

bd

.     (4.4)   

 The tensor product   ψ ϕ⊗  is often denoted as   ψ ϕ  or   ψϕ  when 
there is no cause for confusion. If  C  is an   n r×  matrix, and  D  is a   q s×  
matrix, then one can show that

    A B C D AC BD⊗( ) ⊗( ) = ( )⊗( ).     (4.5)   

 Moreover, we obtain

    A B A B⊗( ) = ⊗† † †     (4.6)  

and

    A B A B⊗( ) = ⊗− − −1 1 1.     (4.7)   

 When   Ak and   ψk  are the linear operator and the vector in the 
Hilbert space   Hk, respectively, then Equation  (4.5)  implies that

    A A A An n n n1 1 1 1⊗ ⊗( ) ⊗ ⊗( ) = ( )⊗ ⊗( )� � �ψ ψ ψ ψ .     (4.8)   

 Let   A A An= ⊗ ⊗1 �  and   ψ ψ ψ= ⊗ ⊗1 � n , then

    ψ ψ ψ ψ ψ ψA A An n n= 1 1 1 � .     (4.9)    
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   4.2    QUANTUM ENTANGLEMENT 

 Suppose we have  n  qubit states. An entangled state is defi ned as the 
superposition of tensor product states, which is not necessarily decom-
posable into a tensor product form. A general entangled state is repre-
sented as  [1,2] 

    ψ = ⊗ ⊗ ⊗
=
∑ a i i ii i i n

i
n

k

1 2 1 2

0 1

� �
,

.     (4.10)   

 Entangled states play very important roles in such aspects of quantum 
information science as quantum computing and quantum teleportation. 
Consider a system of two qubits. The basis for the two - qubit system is 
  00 01 10 11, , ,{ }. More generally, the basis for a system of  n  qubits 
could be written as   c c cn n− −{ }1 2 0� , where   c c cn n− − ∈{ }1 2 0 0 1, , , ,� . We can 
also represent this basis in terms of the decimal system. In decimal 
system, we denote

    x c c cn n= − −1 2 0� ,     (4.11)  

where

    x c c cn
n

n
n= + + +−

−
−

−
1

1
2

2
02 2 �     (4.12)   

 Using this decimal notation, the basis for the two - qubit system can 
be written as   0 1 2 3, , ,{ }. The basic principles of quantum computa-
tion can be described easily using the entangled state with decimal 
notation. Assuming that we have the system of  n  qubits from which we 
form following 2 n  qubit state:

    Ψx x= ⊗ 0 .     (4.13)   

 Let   U f  be a unitary operator, which leaves the fi rst  n  qubit, but changes 
the second  n  qubit as follows:

    U x x f xf ⊗( ) = ⊗0 ( ) .     (4.14)   

 Now, we have the new state formed by the superposition of the fi rst  n  
qubits given by

    Φ = ⊗
= −
∑ a xx

x n

0
0 1 2 1, ,

.
�

    (4.15)   
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 If we apply the unitary operator   U f  on   Φ , we obtain

    

U a U x

a x f x

f x f

x

x

x

Φ = ⊗( )

= ⊗

∑
∑

0

( ) .     
(4.16)

   

 The above result suggests that   2n different computations can be done 
at once as the result of unitary operation. Imagine that each computa-
tion takes 1 second. When  n  is equal to 32, one needs to do four billion 
computations, which takes approximately 32 years using the conven-
tional computer. On the other hand, if one has a quantum processor, 
the same computation can be done in one second. That ’ s a billionfold 
increase in computation speed! 

 In quantum information science, the unitary operators are often 
called quantum gates. The most elementary gates are single - qubit gates 
and two - qubit gates. General single qubit gate can be built from the 
following Pauli operators  X, Y, Z , and the identity operator  I :

    

I

X

Y
i

i

Z

x

y

z

= ⎛
⎝⎜

⎞
⎠⎟

= = ⎛
⎝⎜

⎞
⎠⎟

= =
−⎛

⎝⎜
⎞
⎠⎟

= =
−

⎛
⎝

1 0

0 1

0 1

1 0

0

0

1 0

0 1

,

,

,

σ

σ

σ ⎜⎜
⎞
⎠⎟
.

    (4.17)   

 The operation  I  is the identity transformation, while  X  is the negation 
(NOT),  Z  the phase shift, and   Y iXZ=  the combination of both  X  and 
 Z . 

 The CNOT (controlled - NOT) gate is the most important two - qubit 
gate in quantum computation. The gate fl ips the second qubit (the 
target qubit) when the fi rst qubit (the control qubit) is   1 , while leaving 
the second qubit unchanged when the fi rst qubit is   0 . Let 
  00 01 10 11, , ,{ } be the basis for the two - qubit system. The action of 
CNOT gate, whose matrix expression will be written as   UCNOT, is

    UCNOT    : , , , .00 00 01 01 10 11 11 10� � � �     (4.18)   

 The matrix expression of   UCNOT is given by
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U

I X

CNOT =

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

= ⊗ + ⊗

1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

0 0 1 1 .     

(4.19)

   

 Here, the outer product   u v  between two vectors

   u

u

u

un

=

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

1

2

�
   and     v

v

v

vm

=

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

1

2

�
 

is defi ned as

    u v

u v u v u v

u v u v u v

u v u v u v

m

m

n n n m

=

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

1 1 1 2 1

2 1 2 2 2

1 2

�
�

�
�

.     (4.20)   

 Another important two - qubit gate is the SWAP gate, which swaps 
the fi rst and second qubits:

    USWAP ψ φ φ ψ⊗ = ⊗ ,     (4.21)  

or

    U ei
SWAP = + + ++ + − − + + − −Φ Φ Φ Φ Ψ Ψ Ψ Ψπ ,     (4.22)  

in terms of the Bell states

    Φ Ψ± ±= ±( ) = ±( )1
2

00 11
1
2

01 10and .     (4.23)   

 Recently, it was shown that an arbitrary two - qubit operation can be 
implemented using only three   SWAP( )α gates and six single - qubit 
operations. The   SWAP( )α gate is defi ned as follows
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U e

e e

e

i

i i

i

SWAP( )
+ + − − + + − −= + + +

=

+ +

+

α
απ

απ απ

Φ Φ Φ Φ Ψ Ψ Ψ Ψ

1 0 0 0

0
1

2
1

2
0

0
1 ααπ απ

2
1

2
0

0 0 0 1

+

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟

ei
,     (4.24)  

where the exponent   α is a control parameter. The general two - qubit 
operation can be implemented when the Hamiltonian for the two - 
qubit system is of the form given below:

    H h h hx x x y y y z z z= ⊗ + ⊗ + ⊗σ σ σ σ σ σ ,     (4.25)  

where   π / 4 0≥ ≥ ≥ ≥h h hx y z . In this case,  H  can be written as

    
H

h h h h hx y z x

= + + +
= − + = +

+ + + + − − − −λ λ λ λ
λ λ

00 01 10 11

00 01

Φ Φ Ψ Ψ Φ Φ Ψ Ψ ,

,    yy z

x y z x y z

h

h h h h h h

−
= − + + = − − −

,

, .λ λ10 11  

    (4.26)    

   4.3    QUANTUM TELEPORTATION 

 Quantum teleportation is perhaps the most unique feature of quantum 
information science, in which an unknown quantum state of a qubit is 
transmitted to the recipient who can reproduce exactly the same state 
as the original qubit state. It is important to note that the qubit itself 
is not transmitted, but the information required to reproduce the 
quantum state is sent to the recipient. The original quantum state is 
destroyed in the process. Assume that Alice and Bob share an entan-
gled state, for example,

    Φ+ = +( )
AB AB AB

1
2

00 11     (4.27)  

and Alice wants to teleport an unknown quantum state belonging to 
Charlie

    φ C C Ca b= +0 1     (4.28)  
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to Bob. Then the total state is given by

    

Ψ Φ= ⊗

= +⎛
⎝⎜

⎞
⎠⎟
⊗ +⎛

⎝⎜
⎞
⎠⎟

= +

+φ C AB

C C AB AB

CAB CA

a b

a a

0 1
1
2

00 11

1
2

000 011 BB CAB CABb b+ +( )100 111 .     

(4.29)

   

 Now Alice has the fi rst two qubits while Bob has the third qubit. 
First, Alice does the Bell state measurement of her two qubits. In 
quantum mechanics, by taking a measurement of a system, we project 
the state vector to one of the basis vectors that the measurement 
defi nes. In order to do this, we defi ne the measurement operator   Mm 
such that the probability   p m( ) of obtaining the outcome m in the 
state   ψ  is  [1] 

    p m M Mm m( ) ,= ψ ψ     (4.30)  

and the state immediately after the measurement is

    m
M

p m
m= ψ
( )

.     (4.31)   

 The measurement operators satisfy the completeness relation,

    M M Im m

m

† .∑ =     (4.32)   

 Before Alice performs her measurement, it is convenient to rewrite 
the Equation  (4.29)  into  [1,2] 

   

Ψ

Φ Φ

= + + +( )

= +{ }⊗ ++ −

1

2
000 011 100 111

1

2 2
0

a a b b

a a

CAB CAB CAB CAB

CA CA B 22
1

2
0

2
1

1

Ψ Ψ

Ψ Ψ Φ Φ

+ −

+ − + −

+{ }⊗⎛
⎝⎜

+ −{ }⊗ + −{ }⊗ ⎞
⎠⎟

=

CA CA B

CA CA B CA CA B

b b

22
0 1 0 1

1 0 1

Φ Φ

Ψ Ψ

+ −

+ −

⊗ +{ }( + ⊗ −{ }

+ ⊗ +{ }+ ⊗ −

CA B B CA B B

CA B B CA B

a b a b

a b a b 00 B{ }).
   

 (4.33)   
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 If Alice measures the two qubits in her hand, she will obtain one of 
the states   Φ+ ,   Φ− ,   Ψ+ , or   Ψ−  with equal probability  ¼ . Bob ’ s qubit 
immediately collapses to   a b0 1+ ,   a b0 1− ,   a b1 0+ , or   a b1 0− , 
respectively, depending on the result of Alice ’ s measurement. Alice 
then sends her results to Bob using two classical bits through a classical 
communication channel, such as a telephone. Once Bob learns the 
result of Alice ’ s measurement, he knows which qubit state is in his 
hand. Bob reconstructs the initial state   φ  by applying unitary operators 
 I ,  Z ,  X , or  Y , respectively, depending on Alice ’ s result. As an example, 
suppose Alice lets Bob know that her measurement result was   Φ− . 
Then Bob applies an operator Z on his state to reconstruct   φ  as 
follows:

    Z a b a b0 1 0 1−( ) = + = φ .     (4.34)    

   4.4    EVOLUTION OF THE QUANTUM STATE: QUANTUM 
INFORMATION PROCESSING 

 In previous sections, we have seen that quantum entanglement plays a 
very important role in aspects of quantum information science such as 
quantum computing and quantum teleportation. Considerable progress 
has been made in developing a general quantum theory of informa-
tion processing, analogous to classical information theory founded by 
Shannon 60 years ago. In this section, we would like to understand 
how the quantum state evolves through the transmission process  [1,2] . 
Suppose  R  and  Q  are two quantum systems, and  Q  is described by a 
Hilbert space   HQ of fi nite dimension  d . Initially, the joint system  RQ  is 
prepared in an entangled state   ΨRQ , whose vector is uniquely specifi ed. 
Such a state is called a pure state. On the other hand, it may happen that 
a quantum system under consideration is in the state   Ψ i  with a prob-
ability   pi so that we cannot say defi nitely which state the system is in. 
Such a system is said to be in a mixed state. The system  R  is dynamically 
isolated and zero internal Hamiltonian, while the system  Q  undergoes 
evolution that possibly involves interaction with the environment  E . 
The evolution of  Q  may represent a coding, transmission, and decoding 
process via some quantum mechanical channel or gate for the quantum 
information in  Q . The fi nal state of  RQ  is possibly mixed, and is described 
by the density operator   ρRQ′. In order to characterize the process, we 
fi rst defi ne the fi delity of the quantum mechanical process by

    Fe
RQ RQ RQ= ′Ψ Ψρ ,     (4.35)  
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which is the probability that the fi nal state   ρRQ′ would pass a test check-
ing whether it agreed with the initial state   ΨRQ .   Fe measures how 
successfully the quantum process preserves the entanglement of  Q  with 
the reference system  R . Imagine that the system  Q  is prepared in an 
initial state   ρQ, and then subjected to some dynamical process, after 
which the state becomes   ρ ′Q . The dynamical process is described by a 
map   εQ, so that the evolution is

    ρ ρ ε ρQ Q Q Q� ′ = ( ).     (4.36)   

 In the most general case, the map   εQ must be a trace - preserving, 
completely positive linear map. In other words, we have the 
following  [1,2] :

   (1)       εQ must be linear in the density operators. That is, if 
  ρ ρ ρQ Q Qp p= +1 1 2 2 , then 

     

ε ρ ε ρ ρ
ε ρ ε ρ

Q Q Q Q Q

Q Q Q Q

p p

p p

( ) ( )

( ) ( ).

= +
= +

1 1 2 2

1 1 2 2     
(4.37)

   

 A probabilistic mixture of inputs to   εQ leads to a probabilistic 
mixture of outputs. Here,   εQ is a superoperator that acts on the 
space of linear operators, such as density operators on   HQ .  

  (2)       εQ must be trace preserving, so that 

     Tr TrQ Q( ) ( ) .ρ ρ= =′ 1     (4.38)    

  (3)       εQ must be positive. We use the term  “ positive ”  to refer to opera-
tors that are Hermitian and have no negative eigenvalues. This 
means that if   ρQ is positive, then   ρ ε ρ′ =Q Q Q( ) must be positive. 
These properties mean that the superoperator   εQ takes normal-
ized density operators to normalized density operators in a rea-
sonable way.  

  (4)       εQ must be completely positive. This means that if we extend the 
evolution superoperator   εQ to an evolution superoperator for 
the compound system  RQ , yielding   I R Q⊗ ε , where   I R is the 
identity superoperator on  R  states. This means adjoining a system 
 R  that has trivial dynamics (no state of  R  is changed), and which 
does not interact with  Q . If, for all such trivial extensions, the 
resulting superoperator   IR

Q⊗ ε  is positive, the superoperator   εQ 
is said to be  “ completely positive. ”     
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 A completely positive map is not only a reasonable map from 
density operators to density operators for  Q , but also, it is extensible 
in a trivial way to a reasonable map from density operators to 
density operators on any larger system  RQ . Since we cannot exclude 
 a priori  that our system  Q  is in fact initially entangled with some 
distant isolated system  R , any acceptable   εQ must satisfy this 
condition. 

 Completely positive, trace - preserving linear maps include all unitary 
evolutions of the state

    ρ ρ′ =Q Q Q QU U †.     (4.39)   

 They also include unitary evolutions involving interactions with an 
external system. Suppose we consider an environment system that is 
initially in the pure state   0E . Then we could have

    ε ρ ρQ Q
E

QE Q E E QETr U U( ) = ⊗( )( )0 0 † ,     (4.40)  

where   UQE is the unitary evolution on the joint system  QE . This 
map is also trace preserving and completely positive. If we can write 
a superoperator   εQ as a unitary evolution on an extended system 
 QE , followed by a partial trace over  E , we say that we have a  “ unitary 
representation ”  of the superoperator. Such a representation is not 
unique, since many different unitary operators   UQE will lead to the 
same   εQ. 

 There is another useful representation for completely positive maps 
that employs only operators on   HQ. Let   AQ

μ  be a collection of such 
operators indexed by   μ . Then the map   εQ given by

    ε ρ ρμ μ
μ

Q Q Q Q QA A( ) =∑     (4.41)  

is a completely positive map. If, in addition,   AQ
μ  operators satisfy

    A A IQ Q Q
μ μ

μ

† ,∑ =     (4.42)  

then the map is also trace preserving. Such a representation for   εQ in 
terms of operators   AQ

μ  is called an  “ operator representation ”  for   εQ. A 
single   εQ  will admit many different operator – sum representations. In 
fact, the  “ unitary representation ”  and the  “ operator – sum representa-
tion ”  are related to each other. Suppose that   ρ φ φQ Q Q= , and let 
  μE{ }  be a complete orthonormal set of states of  E . 
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 Then

    

ε ρ φ φ

μ φ φ μ

μ
μ

Q Q
E

QE Q Q E E QE

E QE Q Q E E QE E

E

Tr U U

U U

( ) = ⊗( ){ }
= ⊗( )

=

∑
0 0

0 0

†

†

UU U

A A

QE Q E Q E QE E

Q Q Q Q

φ φ μ

φ φ
μ

μ μ
μ

⊗( ) ⊗( )

=

∑
∑

0 0 †

†,     

(4.43)

  

if we defi ne the operator   AQ
μ  by

    A UQ Q E QE Q E
μ φ μ φ= ⊗( )0 .     (4.44)   

 It can be shown that every trace - preserving, completely positive 
linear map   εQ has a unitary representation and an operator – sum rep-
resentation. These are the class of allowed evolutions of a quantum 
system.  

   4.5    A MEASURE OF INFORMATION 

 In classical communication systems involving transmission and process-
ing of data, the information or data and the channel are appropriately 
represented by probabilistic models. Suppose the nonnegative numbers 
  p p1 2, ,� sum to unity and thus form a probability distribution. The 
Shannon entropy   H p( )

�
 of this probability distribution is  [1,2] 

    H p p p p p pk k

k

( ) log , ( , , ).
� � �= − =∑ 1 2     (4.45)   

 We specify the base of our logarithms to be 2. If   
�
p forms the pro-

bability for some random variable  X , so that   p x pk k( ) =  for various 
values   xk of a random variable  X , then we often write this entropy 
as   H X( ). 

 The Shannon entropy  H(X)  is the fundamental measure in classical 
information theory, and it represents the average number of binary 
digits (bits) required to represent the value of  X . It can be thought of 
as a measure of the uncertainty in the value of  X  expressed by the 
probability distribution. We can use it to defi ne various information 
theoretic quantities, such as the conditional entropy

    H X Y p y H X y p x y p x yk k

k

j k j k

j k

( | ) ( ) ( | ) ( , log ( | ))

,

= = −∑ ∑     (4.46)  

c04.indd   183c04.indd   183 4/20/2011   10:46:44 AM4/20/2011   10:46:44 AM



184  QUANTUM INFORMATION SCIENCE

for a joint distribution   p x yj k( , ) and the conditional probability   p x yj k( | ) 
over values of two variables  X  and  Y .   H X Y( | ) is interpreted as the 
average information (over   xj and   yk required to specify   xj after   yk is 
known. A particularly important quantity is the mutual information 
  I X Y( : ) between two random variables  X  and  Y ;

    I X Y H X H X Y( : ) ( ) ( | ),= −     (4.47)  

which is the average amount that the uncertainty about  X  decreases 
when the value of  Y  is known. If  X  represents the input of a commu-
nication channel, and  Y  represents the output, then   I X Y( : ) represents 
the amount of information conveyed by the channel. It turns out that

    I X Y I Y X( : ) ( : ).=     (4.48)   

 The quantum mechanical defi nition of entropy was fi rst given by von 
Neumann. Suppose   ρQ is the density operator representing a mixed 
state of  Q . Then the entropy is

    S TrQ Q Q( ) log .ρ ρ ρ= − ( )     (4.49)   

 If   λ λ1 2, ,� are the eigenvalues of   ρQ, then

    S HQ( ) ( ), ( , , ).ρ λ λ λ λ= =
� �

�1 2     (4.50)   

 The von Neumann entropy is the average number of two - level 
quantum systems (or qubits) needed to faithfully represent one of the 
pure states of an ensemble described by   ρQ.  

   4.6    QUANTUM BLACK HOLES 

 Quantum entanglement is the most valuable resource in quantum 
information science. It is found that quantum entanglement is univer-
sally found not only in microscopic quantum systems, but also in cos-
mological objects such as black holes. A black hole is a singularity 
formed when a celestial body collapses beyond a certain radius called 
the event horizon. More than 30 years ago, Hawking discovered that a 
black hole can be regarded a quantum mechanical object that emits 
quantum particles called Hawking radiation. This remarkable phenom-
enon has been called the Hawking effect ever since the discovery. 
Before the Hawking effect was discovered, it was generally believed 
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that a black hole absorbs everything surround it and nothing comes 
out. Hawking effects implies that a black hole also emits radiation and 
eventually evaporates. The question of whether the information con-
sumed by a black hole is destroyed and lost forever, or might be recov-
ered from the Hawking radiation that is emitted as the black hole 
evaporates, is one of the fundamental problems in modern physics. It 
requires a clear understanding of phenomena ranging from gravity to 
information theory. Hawking ’ s semiclassical argument predicts that the 
process of black hole formation and evaporation is not unitary  [3,4] . 
The vacuum state under the strong gravity of the black hole is com-
posed of infalling and outgoing particle states inside and outside the 
event horizon. To an observer outside the black hole, the unitarity is 
lost because he would not be able to make any measurement in the 
interior of the event horizon, and as a result he would be forced to 
make an average over the states in   Hin that corresponds to the Hilbert 
space inside of the horizon to obtain the density operator in   Hout, the 
Hilbert space outside the black hole. On the other hand, there is some 
evidence in string theory that the formation and evaporation of black 
hole is a unitary process  [4] . Nonetheless, the Hawking effect, discov-
ered nearly 30 years ago, is generally accepted as very credible, and 
considered as would be an essential ingredient of the yet unknown 
correct theory of quantum gravity. 

   4.6.1    Microcanonical Model of a Black Hole Evaporation 

 Horowitz and Maldacena (HM) proposed a fi nal - state boundary condi-
tion (FBC) in microcanonical form to reconcile the unitarity of the 
black hole evaporation with Hawking ’ s semiclassical reasoning  [5] . The 
essence of the HM proposal is to impose a unique fi nal boundary con-
dition at the black hole singularity, such that no information is absorbed 
by the singularity. The fi nal boundary state is a maximally entangled 
state of collapsing matter and infalling Hawking radiation. When a 
black hole evaporates, particles are created in entangled pairs, with 
one falling into the black hole, and the other radiated to infi nity. 
The projection of the fi nal boundary state at the black hole singularity 
collapses the state into one associated with the collapsing matter, 
and transfers the information to the outgoing Hawking radiation. The 
HM model is further refi ned by including the unitary interactions 
between the collapsing matter and infalling Hawking radiation, and a 
random purifi cation of the fi nal boundary state. The black hole evapo-
ration process as seen by the observer outside the black hole is a 
unitary process, which looks like a quantum teleportation process 
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without the classical information transmitted. This indicates that nonlo-
cal physics would be required to transmit the information outside the 
black hole, and inside and outside the Hilbert spaces do not have inde-
pendent existence. Then one could raise the following question:  “ In 
quantum theory, which is more fundamental, unitarity or locality? ”  
What locality requires is that there be no infl uence on an object due to 
any action taken in a region that is at spacelike separation with respect 
to the object. If one forces the quantum gravity be unitary to observers 
outside the event horizon, then nonlocality should be an essential 
feature of the theory. 

 In the HM model, the boundary state outside the event horizon is 
assumed to be the Unruh vacuum state  [4] . As a matter of fact, 
Hawking ’ s original discovery can be regarded as imposing a boundary 
condition at the event horizon. We would like to denote it as Hawking 
boundary condition (HBC), in contrast with the FBC proposed by HM 
(Fig.  4.1 ). HBC dictates that the quantum states inside and outside 

     Figure 4.1.     Penrose diagram of for the black hole formation and evaporation processes. 
A semiclassical theory that predicts the unitary evolution of black hole formation and 
evaporation has two boundary conditions: (1) Hawking boundary conditions (HBC) 
at the event horizon with quantum states in   Hin and   Hout maximally entangled, and 
(2) the fi nal - state boundary condition (FBC) inside the black hole for the quantum 
states of collapsing matter in   HM and the infalling Hawking radiation in   Hin  maximally 
entangled.   J+ and   J− are future and past null infi nity respectively.  (This fi gure is repro-
duced from D. Ahn,  Phys. Rev. D , 74, 084010 [2006].)   
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the event horizon of the black hole are maximally entangled. The signifi -
cance of the HM proposal is that the black hole formation and evapora-
tion process can be put into a unifi ed picture by combining HBC together 
with FBC. Moreover, the process can be unitary as predicted by string 
theory.   

 It is shown  [6]  that the black hole evaporation process will be 
affected by the boundary condition outside the event horizon. Boundary 
states outside the event horizon affect the fi nal state projection because 
the quantum states inside and outside the event horizon are entangled 
by HBC. 

 One of the critical assumptions in the HM proposal is that the inter-
nal quantum state of the black hole can be represented by maximally 
entangled states of collapsing matter and infalling Hawking radiation. 
The HM model is also based on the simplifi ed microcanonical form, 
and it would be an interesting question how the FBC will look in a 
more general case, such as a Schwarzschild black hole. 

 Here, it is shown that the internal stationary state of the Schwarzschild 
black hole can be represented by a maximally entangled two - mode 
squeezed state of collapsing matter and infalling Hawking radiation. 
The outgoing Hawking radiation is obtained by the fi nal state projec-
tion on the total wave function, which looks like a quantum teleporta-
tion process without the classical information transmitted. The black 
hole evaporation process as seen by the observer outside the black hole 
is a unitary process, but nonlocality is required to transmit the informa-
tion outside the black hole. It is also shown that the fi nal state projec-
tion by the evaporation process is affected by HBC at the event horizon, 
which clearly violates the locality principle. 

 The purpose of this section is to demonstrate that the FBC of 
Horowitz and Maldacena necessarily implies a breakdown of locality 
in whatever quantum theory of gravity one might construct that incor-
porates this proposal. We proceed by (1) reviewing the result that the 
original vacuum outside of a black hole evolves into a maximally entan-
gled two - mode squeezed state on   Hin and   HM, and then (2) showing 
that the interior state of the black hole is a maximally entangled 
two - mode squeezed state on   Hin and   HM, where   HM is the Hilbert space 
for the collapsing matter. The FBC is then applied to the latter state, 
and the outgoing radiation is obtained by projection of this onto the 
former state. However, if one took an excited state outside of the 
black hole as the HBC, then it too could be written as a maximally 
entangled two - mode squeezed state on   Hin and   Hout  — but the state of 
outgoing radiation that one would obtain via the FBC is orthogonal to 
what one obtains from the vacuum state (Eq.   (4.30)). Hence, one obtains 
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the result that the fi nal outgoing particle state for black hole evapora-
tion is dependent on the HBC. Since the interior and the exterior 
regions of the event horizon are causally disconnected, this is 
contrary to expectations based on locality. We interpret this as indi-
cating that nonlocality is required to transmit information outside a 
black hole. 

 We fi rst review the original HM proposal briefl y. We assume that the 
quantum state of the collapsing matter belongs to a Hilbert space   HM 
with dimension   N and   ψ M be the initial quantum state of the collaps-
ing matter. The Hilbert space of fl uctuations on the background spa-
cetime for black hole formation and evaporation is separated into   Hin  
and   Hout, which contain quantum states localized inside and outside the 
event horizon, respectively. In the HM proposal, HBC is assumed to be 
the Unruh vacuum state   Φ0 in out⊗  belonging to   H Hin out⊗  in micro-
canonical form:

    Φ0
1

in out in out
iN

i i⊗ = ⊗∑ ,     (4.51)  

where   i in{ } and   i out{ } are orthonormal bases for   Hin and   Hout, respec-
tively. The FBC imposed at the singularity requires a maximally entan-
gled quantum state in   ψ M, which is called the fi nal boundary state, and 
is given by

    M in M in

lN
l l S I⊗ = ⊗ ⊗∑Ψ 1

( ),     (4.52)  

where  S  is a random unitary transformation. The initial matter state 
  ψ M evolves into a state in   H H HM in out⊗ ⊗  under HBC, which is given 
by   Ψ Φ0 0M in out M in out⊗ ⊗ ⊗= ⊗ψ . Then, the transformation from the 
quantum state of collapsing matter to the state of outgoing Hawking 
radiation is given by the following fi nal state projection

    φ ψ0 0out M in M in out M M out
i

i S i= =⊗ ⊗ ⊗ ∑Ψ Ψ ,     (4.53)  

where the right side of Equation  (4.53)  is properly normalized. Let us 
assume that the orthonormal bases   i out{ } and   l M{ } are related by the 
unitary transformation  T '  . The quantum state of the collapsing matter 
is transferred to the state of the outgoing Hawking radiation with 
fi delity

    f Tout M0 0
2= ′φ ψ .     (4.54)   
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 We can also regard   ′T  as a tunneling Hamiltonian, and the evapora-
tion rate will be proportional to   ( )2 0π � f .  

   4.6.2    Elementary Relativity 

 Before we investigate the quantum state of a black hole, it is necessary 
to have some working knowledge of special and general relativity, 
which we are going to provide in this section. Special relativity is based 
on the experimental fact that the speed of light   c m= ×3 108 / sec) is the 
same for all inertial observers. This fact leads to some rather surprising 
conclusions. Newtonian intuition about the absolute nature of time, the 
concept of simultaneity, and other familiar ideas must be revised. In 
comparing the coordinates of events, two inertial observers, called 
Lorentz observers, fi nd that the appropriate coordinate transforma-
tions mix space and time. 

 In special relativity, events are characterized by the value of four 
coordinates: a time coordinate  t , and three spatial coordinates  x ,  y , and 
 z . It is convenient to collect these four numbers in the form   ( , , , )ct x y z , 
where the time coordinate is scaled by the speed of light, so that all 
coordinates have units of length. We use indices to relabel the space 
and time coordinates as follows  [7] :

    x x x x x ct x y zμ = =( , , , ) ( , , , ).0 1 2 3     (4.55)   

 Here, the superscript   μ takes four values: 0, 1, 2, and 3. The   xμ are 
spacetime coordinates. Consider a Lorentz frame  S  in which two events 
are represented by the coordinates   xμ and   x xμ μ+ Δ . Consider now a 
second Lorentz frame  S  ′ , in which the same two events are described 
by the coordinates   ′x μ and   ′ + ′x xμ μΔ , respectively. In general, not only 
are the coordinates   xμ and   ′x μ different, so too are the coordinate dif-
ferences   Δxμ and   Δ ′x μ. On the other hand, both observers will agree 
on the value of the interval   Δs2. The interval is defi ned by

    − ≡ −( ) + ( ) + ( ) + ( )Δ Δ Δ Δ Δs x x x x2 0 2 1 2 2 2 3 2
.     (4.56)   

 Note the minus sign in front of   Δx0 2( ) , as opposed to the plus sign 
appearing before the spacelike differences   Δx ii( ) =2

1 2 3( , , ). This sign 
encodes the fundamental difference between time and space coordi-
nates. The agreement on the value of the interval is expressed as

    
−( ) + ( ) + ( ) + ( )

= − ′( ) + ′( ) + ′( ) + ′

Δ Δ Δ Δ

Δ Δ Δ Δ

x x x x

x x x x

0 2 1 2 2 2 3 2

0 2 1 2 2 2 3(( )2
,
    (4.57)  
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or, in brief:

    Δ Δs s2 2= ′ .     (4.58)   

 The minus sign in the left - hand side of Equation  (4.56)  implies that 
  Δs2 0>  for events that are timelike separated. Timelike separated events 
are events for which

    Δ Δ Δ Δx x x x0 2 1 2 2 2 3 2( ) > ( ) + ( ) + ( ) .     (4.59)   

 The history of a particle is represented in spacetime as a curve, the 
world line of the particle. Any two events on the world line of a particle 
are timelike separated, because no particle can move faster than light, 
and therefore the distance the light would have travelled in the time 
interval that separates the events must be larger than the space separa-
tion between events. This is what Equation  (4.59)  implies. Events con-
nected by the world line of a photon are said to be lightlike separated. 
For such a pair of events, we have   Δs2 0= , because in this case, the two 
sides of Equation  (4.59)  are identical: The spatial separation between 
the events coincides with the distance that light would have travelled 
in the time that separates the events. Two events for which   Δs2 0<  are 
said to be spacelike separated. Events that are simultaneous in a 
Lorentz frame but occur at different points in that same frame are 
spacelike separated. It is because   Δs2 can be negative that it is not 
written as   Δs( )2. For timelike separated events, however, we do defi ne

    Δ Δ Δs s s≡ >2 2 0if .     (4.60)   

 Many times, it is useful to consider events that are infi nitesimally 
close to each other. Small coordinate differences are needed to defi ne 
velocities, and are also useful in general relativity. Infi nitesimal coordi-
nate differences are written as   dxμ, and the associated invariant interval 
is written as   ds2 . Following Equation  (4.56) , we have

    − ≡ −( ) + ( ) + ( ) + ( )ds dx dx dx dx2 0 2 1 2 2 2 3 2
.     (4.61)   

 The equality of intervals is the statement

    ds ds2 2= ′ .   

 A very useful notation can be motivated by trying to simplify the 
expression for the invariant   ds2. To do this, we introduce symbols that 
carry subscripts instead of superscripts. Let us defi ne
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    dx dx dx dx dx dx dx dx0
0

1
1

2
2

3
3≡ − ≡ ≡ =, , , .     (4.62)   

 The only signifi cant change is the introduction of a minus sign for the 
zeroth component. All together, we write

    dx dx dx dx dx dx dx dx dxμ = ( ) ≡ −( )0 1 2 3
0 1 2 3, , , , , , .     (4.63)   

 Now we can rewrite   ds2 in terms of   dxμ and   dxμ:

    

− ≡ −( ) + ( ) + ( ) + ( )
= + + +

ds dx dx dx dx

dx dx dx dx dx dx dx

2 0 2 1 2 2 2 3 2

0
0

1
1

2
2

3ddx

dx dx

3

0

3

=
=
∑ μ

μ

μ

.     

(4.64)

   

 In the following, we will use Einstein ’ s summation convention. In 
this convention, indices repeated in a single term are to be summed 
over the appropriate set of values. Using this summation convention, 
we rewrite Equation  (4.64)  as

    − =ds dx dx2
μ

μ .     (4.65)   

 For infi nitesimal timelike intervals, we defi ne the quantity

    ds ds ds= >2 2 0if .     (4.66)   

 We can also express the interval   ds2 using the Minkowski metric tensor 
  ημν, such that

    − =ds dx dx2 ημν
μ ν ,     (4.67)  

where   η00 1= − ,   η η η11 22 33 1= = = , and all the other components vanish. 
In matrix form, the Minkowski metric is written as:

    ημν =

−⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

.     (4.68)   

 In this equation, which follows a common index identifi cation of 
two - index objects with matrices, we think of   μ, the fi rst index in   η, as 
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the row index, and   ν, the second index in   η, as the column index. The 
Minkowski metric can be used to  “ lower indices. ”  Indeed, Equation 
 (4.62)  can be rewritten as

    dx dxμ μν
νη= .     (4.69)   

 If we are handed a set of quantities   bμ, we can always defi ne

    b bμ μν
νη≡ .     (4.70)   

 Given objects   aμ and   bμ, the relativistic scalar product   a b⋅  is defi ned 
as

    a b a b a b a b a b a b a b⋅ = = = − + + + =μ
μ μν μ

μη 0 0 1 1 2 2 3 3 .     (4.71)   

 It is convenient to introduce the inverse of   ημν, written conveniently 
as   ημν, whose matrix form is:

    ημν =

−⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

.     (4.72)   

 In index notation the inverse property is written as

    η η δνρ
ρμ μ

ν= ,     (4.73)  

where the Kronecker delta   δμ
ν is defi ned by

    δ
μ ν
μ νμ

ν =
=
≠

⎧
⎨
⎩

1

0

if

if
.     (4.74)   

 Einstein ’ s theory of general relativity is a theory of gravitation. In 
this elegant theory, the dynamical variables encode the geometry of 
spacetime. When gravitational fi elds are suffi ciently weak and velocities 
are small, Newtonian gravitation is accurate enough, and one needs not 
work with the more complex machinery of general relativity. The spa-
cetime of special relativity, Minkowski spacetime, is the arena for 
physics in the absence of gravitational fi elds. The geometrical properties 
of Minkowski spacetime are encoded by the metric formula Equation 
 (4.67) , which gives the invariant interval separating two nearby events. 
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Minkowski space is said to be a fl at space. In the presence of a gravi-
tational fi eld, the metric becomes dynamical. We then write

    − =ds g x dx dx2
μν

μ ν( ) ,     (4.75)  

where the constant metric   ημν is replaced by the metric   g xμν( ). If there 
is a gravitational fi eld, the metric is in general a nontrivial function 
of the spacetime coordinates. The metric   g xμν( ) is defi ned to be 
symmetric

    g x g xμν νμ( ) ( ).=     (4.76)   

 It is also customary to defi ne   g xμν( ) as the inverse of the   g xμν( ):

    g x g xμρ
ρν ν

μδ( ) ( ) .=     (4.77)   

 Because the metric is now a function of spacetime, the derivatives 
involving spacetime coordinates are modifi ed in general relativity. 
Especially, the divergence of a given dynamical quantity   V μ is 
modifi ed as

    
∂
∂ −

∂
∂

−( ) =
−

∂
∂

−( )
x

V
g x

gV
g x

gg Vμ
μ

μ
μ

μ
μν

ν�
1 1

    (4.78)  

where a scalar density   g is defi ned by

    g g= det( ).μν     (4.79)   

 On the other hand, the gradient of a scalar function takes the same 
form in general relativity. As a result, the wave Equation in general 
relativity is written as  [8] 

    
∂
∂

∂
∂

− ∂
∂

− ∂
∂

⎡
⎣⎢

⎤
⎦⎥

=
x x

x g
x

g g
x

xμ
μ

μ
μν

νφ φ( ) ( ) ( ) ( ) ./ /� 1 2 1 2 0     (4.80)    

   4.6.3    Hawking Radiation from a Schwarzschild Black Hole 

 In this section, we fi rst study the derivation of Hawking radiation and 
extend the results to the fi eld of a collapsing matter inside the event 
horizon. The stationary Schwarzschild black hole is represented by 
the metric  [4,8] 
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    ds
M
r

dt
dr

M
r

r d d2 2
2

2 2 2 21
2

1
2

= − −⎛
⎝⎜

⎞
⎠⎟

+
−

+ +( )θ θ ϕsin ,     (4.81)  

where   M is the mass of the black hole. At   r M= 2 , the Schwarzschild 
spacetime has an event horizon. The general coordinate is   x t rμ θ ϕ= ( , , , ), 
with the metric tensor given by

    
g

M
r

g
M
r

g r g rtt rr= − −⎛
⎝⎜

⎞
⎠⎟

=
−

= =1
2 1

1
2

2 2 2, , , sin .θθ ϕϕ θ
    (4.82)   

 The massless scalar fi eld satisfi es the wave equation

    ( ) ( ) ,/ /− ∂
∂

− ∂
∂

⎡
⎣⎢

⎤
⎦⎥

=g
x

g g
x

1 2 1 2 0μ
μν

ν φ     (4.83)  

and the positive frequency normal mode solution is given by

    φ π ω θ ϕω
ω

ωlm
i t

l lme f r Y= − −( | |) ( ) ( , ),/2 1 2     (4.84)  

where   f rlω ( ) satisfi es

    
∂
∂

+ − −⎛
⎝⎜

⎞
⎠⎟

+ +⎛
⎝⎜

⎞
⎠⎟

=
2

2
2

2 3
1

2 1 2
0

f
r

f
M
r

l l
r

M
r

fl
l l

ω
ω ωω

*
( )

,     (4.85)  

with   r r M r M* ln( / )= + −2 2 1 . If we denote the radiation part of the 
wave coming out of the past horizon of the black hole by   f lω

−, then it is 
given by

    f r e A el
i r

l
i r

ω
ω

ω
ω− − −≈ +( ) .* *     (4.86)   

 In Kruskal coordinate, the Schwarzschild metric becomes  [4] 

    

ds M
e

r
dudv r d r d

u Me v Me

r M

u M v

2
2

2 2 2 2 2

4 4

2

4 4

= − + +

= − =

−

−

/

/ /

sin ,

,

θ θ ϕ

  MM

u t r v t r

r r M r M

,

*, *,

* ln( / ).

= − = +
= + −

  

2 2 1

    (4.87)   
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 The Kruskal extension of Schwarzschild spacetime is shown in 
Figure  4.2 . Since the Killing vector in Kruskal coordinates is given by 
  ∂ ∂/ u on   H − (Fig.  4.2 ), the solution in Kruskal coordinates is given by  

    φ π ϖ θ ϕϖ
ϖ

lm
i u

lme Y= − −( | |) ( , )./2 1 2     (4.88)   

 On the other hand, the original positive frequency normal mode on 
  H − can be written by

    φ π ω θ ϕω
ω

ω
ω

lm
i u

l
i v

lme A e Y− − − − −= +( | |) ( ) ( , )/2 1 2     (4.89)   

 Using   e u Mi u i M− = ( )ω ω| | / 4 4  and   e v Mi v i M− −= ( )ω ω/ 4 4 , and the fact that 
  v = 0 on   H −, we obtain

    φ π ω θ ϕω
ω

lm
i M

lmu M Y− −= ( )( | |) | | / ( , )./2 41 2 4     (4.90)   

 Since   u < 0 in region  I  and   u > 0 in region  II  of the Figure  4.2 , the 
wave coming out of the past horizon of the black hole on   H − can be 
written by

    φ φ φ π ωω
π ω

ω
π ω

ωlm
M

out lm
M

in lme e M− −= +( ) /( sinh( )) ,/2 2 1 22 4     (4.91)  

where   out lmφω  vanishes inside the event horizon (region  II ), and   in lmφω  
vanishes in the exterior region of the black hole (region  I ). In Equation 

     Figure 4.2.     The Kruskal extention of the Schwarzschild spacetime. In region  I , null 
asymptotes   H+ and   H− act as future and past event horizons, respectively. The boundary 
lines labelled   J + and   J − are future and past null infi nities, respectively, and   io is the 
spacelike infi nity.  (This fi gure is reproduced from the paper by the author, D. Ahn,  Phys. 
Rev. D , 74, 084010 [2006]).   
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 (4.91) , we have used the fact that   ( )− =−1 4 4i M Meω π ω. The above defi ni-
tion of the positive frequency solution in terms of   out lmφω  and   in lmφω  
leads to the Bogoliubov transformations for the particle creation and 
annihilation operators in Schwarzschild and Kruskal spacetimes 
(Appendix  A ):

    

a r b r b

a r b

K lm out lm in lm

K lm out l

, , ,

, ,

cosh sinh ,

cosh

ω ω ω ω ω

ω ω ω

= −

=

†

†
mm in lm

M M

r b

r e r e

†

/

−

= = −( )− − −

sinh ,

tanh , cosh ,

,ω ω

ω
π ω

ω
π ω4 8 1 2

1

    (4.92)  

where   aK lm,ω
†  and   aK lm,ω  are the creation and annihilation operators, 

respectively, acting on the Kruskal vacuum in region  I ,   bout lm,ω
†  and   bout lm,ω  

are the creation and annihilation operators acting on the Schwarzschild 
vacuum of the exterior region of a black hole, and   bin lm,ω

†  and   bin lm,ω  are 
the creation and annihilation operators acting on the Schwarzschild 
vacuum inside the event horizon. Then the ground state   Φo in out⊗ , which 
looks like the vacuum in the far past, is a maximally entangled two -
 mode squeezed state on   H Hin out⊗  (Appendix  B ):

    Φo in out
M n

in
n

outr
e n n⊗
−= ⊗∑1 4

cosh
,

ω

π ω     (4.93)  

where   n in{ } and   n out{ } are orthonormal bases (normal mode solu-
tions) for   Hin and   Hout, respectively. Equation  (4.93)  shows that the 
original vacuum state evolves to a two - mode squeezed state   Φo in out⊗ , 
which is also called the Unruh state, which resides on   H Hin out⊗ . This 
state contains a fl ux of outgoing particles in   Hout. For the observer 
outside the black hole, the unitarity is lost because he would not be 
able to do any measurement in   Hin, and as a result, he would be forced 
to take an average over the states in   Hin to obtain the density operator 
in   Hout. Unlike the case of a microcanonical form, the Hilbert spaces 
are infi nite dimensional.  

   4.6.4    Gravitational Collapse and the Black Hole State 

 Here, we show that the fi eld inside the event horizon can also be 
decomposed into the collapsing matter fi eld, and the advanced wave 
incoming from infi nity has a similar form as the Hawking radiation, 
thus paving a road to the fi nal boundary condition. The Penrose diagram 
of a collapsing star is shown in Figure  4.1 . The region  I  is a fragmenta-
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tion of Figure  4.2 , including the region  II  (black hole). The collapsing 
shell metric in two dimensions is given by

    ds

d dr r R

M
r

dt
dr

M
r

r R
2

2 2

2
2

1
2

1
2

=

− + <

− −⎛
⎝⎜

⎞
⎠⎟

+
−

>

⎧

⎨
⎪⎪

⎩
⎪
⎪

τ τ

τ

, ( )

, ( ),     (4.94)  

with the shell radius   R( )τ  defi ned by

    R
R

R
o

o

( )
,

, .
τ

τ
ντ τ

=
<

− >
⎧
⎨
⎩

0

0
    (4.95)   

 We defi ne the advanced and retarded null coordinates as

    
V r R U r R

v t r R u t r R
o o

o o

= + − = − +
= + − = − +
τ τ, ,

* , * * ,* *

  

  
    (4.96)  

with   R R M R Mo o o
* ln( / )= + −2 2 1 . The null coordinates are chosen such 

that the shell begins to collapse at   U V u v= = = =* * 0. After some math-
ematical manipulations, we obtain near the shell surface,

    v M
V

R Mo

* ln
( )( )

,≈ −
− −

⎛
⎝⎜

⎞
⎠⎟

4 1
1 2

ν
ν

    (4.97)  

and

    u M
U

R Mo

* ln
( )( )

.≈ − −
+ −

⎛
⎝⎜

⎞
⎠⎟

4 1
1 2

ν
ν

    (4.98)   

 We now consider the massless scalar fi eld inside the black hole, 
incoming from infi nity, which is given by

    φ π ω θ ϕω ω
ω

lm
iwv

l
i u

lme A e Y+ − − + −= −( | |) ( ) ( , ),/2 1 2     (4.99)  

where   A lω
+  is chosen such that the fi eld vanishes at   r = 0. The normal 

mode on   H + becomes

    

φ π ω ν
ν

θ ϕω
ω

ω

π ω

lm
i R

o

i M

lm

M

e
V

R M
Y

e

o+ −
−

= −
− −

=

( | |)
( )( )

( , )/ *
2 1

1 2
1 2

4

2
MM lm

M
in lme Mφ φ π ωω

π ω
ω+( )− −2 1 22 4/( sinh( )) ,/     

(4.100)
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where   M lmφω  is a mode that vanishes for outside the shell, 
  V R Mo> − −( )( ) /1 2ν ν and   in lmφω  is the solution vanishing inside the 
shell,   V R Mo< − −( )( ) /1 2ν ν. 

 The above defi nition of the positive frequency solution in terms of 
  M lmφω  and   in lmφω  leads to the Bogoliubov transformation for the particle 
creation and annihilation operators in Schwarzschild and Kruskal 
spacetimes, as in the case of the exterior region of the black hole:

    

c r b r b

c r b

K lm M lm in lm

K lm M lm

, , ,

, ,

cosh sinh ,

cosh s

ω ω ω ω ω

ω ω ω

= −

= −

†

† † iinh ,

tanh , cosh ,

,r b

r e r e

in lm

M M

ω ω

ω
π ω

ω
π ω= = −( )− − −4 8 1 2

1
/

    (4.101)  

where   cK lm,ω
†  and   cK lm,ω  are the creation and annihilation operators, 

respectively, acting on the Kruskal vacuum in region  II ,   bM lm,ω
†  and   bM lm,ω  

are the creation and annihilation operators for the collapsing matter 
acting on the Schwarzschild vacuum, and   bin lm,ω

†  and   bin lm,ω  are the cre-
ation and annihilation operators acting on the Schwarzschild vacuum 
inside the event horizon. Then the stationary state   Φo M in⊗  inside the 
black hole is a maximally entangled two - mode squeezed state on 
  H HM in⊗

    Φo M in
M n

M
n

inr
e n n⊗
−= ⊗∑1 4

cosh
,

ω

π ω     (4.102)  

where   n in{ } and   n M{ } are orthonormal bases (normal mode solu-
tions) for   Hin and   HM, respectively.  

   4.6.4    The Final State and Hawking Boundary Conditions 

 In the previous section, we have shown that the internal state for a fi xed 
shell can be represented by the two - mode squeezed state of collapsing 
matter and infalling Hawking radiation. We now apply the fi nal bound-
ary condition at the singularity, which is given by the state   Ψ M in⊗ :

    

M in M in o

M n
M in

n

S I

r
e n S n

⊗ ⊗

−

= ⊗

= ( )⊗∑
Ψ Φ ( )

cosh
,

1 4

ω

π ω     (4.103)  

where  S  is a random unitary transformation. The random unitary 
transformation  S  represents that the interior of the black hole is a tur-
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bulent place, and it is diffi cult to distinguish the two subsystems 
presumed to compose the interior of the black hole. The stationary 
state   Φo M in⊗ , a maximally entangled two - mode squeezed state of 
the infalling Hawking radiation and collapsing matter, derived by 
the semiclassical description, corresponds to the state far from the 
singularity. 

 As in the case of the microcanonical form, the initial matter state 
  ψ M MH∈ , a pure state that will form the black hole, evolves into a 
state in   H H HM in out⊗ ⊗  under HBC, which is given by

    

Ψ Φ0 0

41

M in out M in out

M
M n

in out
nr

e n n

⊗ ⊗ ⊗

−

= ⊗

= ⊗ ⊗
⎛

⎝
⎜

⎞

⎠
⎟∑

ψ

ψ
ω

π ω

cosh
.     (4.104)   

 The transformation from the quantum state of collapsing matter into 
the state of outgoing Hawking radiation when the black hole evapo-
rates is given by the following fi nal state projection

       

φ

ψ
ω

π ω

0 0

2
41

out M in M in out

M n m
M

n m
M in inr

e m S m n n

=

= ⊗

⊗ ⊗ ⊗

− +∑
Ψ Ψ

cosh
( )

,
oout

M n

n
M M outr

e n S n= −∑1
2

8

cosh
.

ω

π ω ψ     

(4.105)

   

 Equation  (4.105)  shows that the black hole evaporation process is a 
unitary process from a pure state   ψ M in   HM to another pure state 
  φ0 out in   Hout, which looks like a quantum teleportation process without 
the classical information transmitted. On the other hand, this indicates 
that nonlocal physics would be required to transmit the information 
outside the black hole, and inside and outside the Hilbert spaces do not 
have independent existence. To continue our discussion of the nonlocal-
ity, we consider the change of HBC on the fi nal evaporation process. If 
quantum gravity is a local theory, then the fi nal outgoing particle 
state at the black hole evaporation should be independent of the HBC, 
because the interior and the exterior regions of the event horizon are 
causally disconnected. In the following, we show that this is not the case. 
We assume the Kruskal excited state as HBC, which is given by 
(Appendix  B ):
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   Φ Φ1

1

in out K lm o in out

out lm in lm

a

r b r b

⊗ ⊗=

= −( )

,

cosh sinh
c

ω

ω ω ω ω

†

,
†

,
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⎛

⎝
⎜
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⎠
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= + ⊗ +

∑ 4

2
41

1 1
nn
∑ .

  

  (4.106)   

 Then the initial matter state   ψ M evolves into a state in 
  H H HM in out⊗ ⊗  under the new HBC, which is given by

    

Ψ Φ1 1

2
41

1 1

M in out M in out

M
M n

in out
nr

e n n n

⊗ ⊗ ⊗

−

= ⊗

= ⊗ + ⊗ +
⎛

⎝
∑

ψ

ψ
ω

π ω

cosh⎜⎜
⎞

⎠
⎟,

   

 (4.107)  

and the state of outgoing Hawking radiation when the black hole 
evaporates given by the fi nal state projection is

    

φ

ψ
ω

π ω

1 1

3
41

out M in M in out

M n m
M

n m
M in inr
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π ω ψ
   

 (4.108)   

 We would like to calculate the inner product between   φo out and 
  φ1 out to see how they are related to the fi nal state projection:

   

out o out

M n m
M M M M out out
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φ φ
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(4.109)

  

c04.indd   200c04.indd   200 4/20/2011   10:46:48 AM4/20/2011   10:46:48 AM



QUANTUM BLACK HOLES  201

where an operator   Ẑ is defi ned by

    ˆ
cosh

.( ) †Z
r

ne S n n SM n
M M

n

= −− −∑1
1

5
8 2 1

ω

π ω     (4.110)   

 From an elementary quantum theory, the term   
M M

Zψ ψˆ  in 

Equation  (4.84)  is nothing but an expectation value of   Ẑ  averaged 
over the initial matter state, which can also be obtained by the trace 
operation, which is given by

    

M M

M n
M M

n

Z tr Z

tr
r

ne S n n S

tr

ψ ψ

ω

π ω

ˆ ˆ
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†

≅ ( )
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⎝
⎜

⎞

⎠
⎟
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− −( )∑1
1

1

5
8 2 1
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cosh

†
5

8 2 1

5
8 2

1

1

r
ne n n SS

tr
r

ne

M n
M M

n

M n

ω

π ω

ω

π ω

− −( )

−

−
⎛

⎝
⎜

⎞

⎠
⎟
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∑
−−( ) −

⎛

⎝
⎜

⎞

⎠
⎟

=

∑ 1 1

0

n nM M
n

,     

(4.111)

  

where we have used the fact that   tr AB tr BA( ) ( )= , and   S is unitary. 
Equation  (4.111)  shows that   φo out and   φ1 out are orthogonal states, and 
the fi nal state projection by the evaporation process is defi nitely affected 
by the HBC, which clearly violates the locality principle. 

 We have shown that the internal stationary state of the Schwarzschild 
black hole can be represented by an entangled two - mode squeezed 
state of collapsing matter and infalling Hawking radiation. The fi nal 
boundary condition at the singularity is then described by the random 
unitary transformation acting on the collapsing matter fi eld. The outgo-
ing Hawking radiation is obtained by the fi nal state projection on the 
total wave function, which looks like a quantum teleportation process 
without the classical information transmitted. The black hole evapora-
tion process as seen by the observer outside the black hole is now a 
unitary process, but nonlocal physics is required to transmit the infor-
mation outside the black hole. It is also shown that the fi nal state pro-
jection by the evaporation process is defi nitely affected by the quantum 
state outside the event horizon, which clearly violates the locality 
principle.   
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  APPENDIX A: DERIVATION OF EQUATION  (4.82)  

 Let the quantum fi elds corresponding to the wave functions in Kruskal 
and Schwarzschild spacetimes be denoted as

    K lm K lm K lm K lm K lma u a uˆ ,, ,
† *φω ω ω ω ω= +     (4.A1)  

and

    ˆ ˆ ˆ / sinh ,/φ φ φ π ωω
π ω

ω
π ω

ωlm
M

out lm
M

in lme e M− −= +( ) ( )( )2 2 1 22 4     (4.A2)  

with

    
out lm out lm out lm out lm out lm

in lm in lm

b u b u

b

ˆ ,

ˆ
, ,

† *

,

φ

φ

ω ω ω ω ω

ω ω

= +

= iin lm in lm in lmu b uω ω ω+ ,
† * .

    (4.A3)   

 Here,   α βu  is a modal function. Quantum fi elds given by Equations 
 (4.A1)  and  (4.A2)  should be equivalent on   H −, and, as a result, we obtain
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e
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e
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=
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2sinh 4
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M
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in lm K lm in lm

M

in lm

ω ω ω

π ω

ωπ ω
†† *

K lm in lmu uω ω, ,( )     

(4.A4)

  

where   ( , )φ ψ  is the Klein – Gordon inner product. Calculations of Klein –
 Gordon inner products are straightforward, and after some mathemati-
cal manipulations, we obtain

         

a
e

M
b

e

M
K lm

M

out lm

M

, ,
sinh sinh

ω

π ω

ω

π ω

π ω π ω
=

( )( )
−
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−2

1 2
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12 4 2 4/ / 22 b

r b r b

in lm

out lm in lm

,

, ,cosh sinh ,

ω

ω ω ω ω

†

†= −     
(4.A5)

  

with   cosh ( ) /r e M
ω

π ω= − − −1 8 1 2.  
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  APPENDIX B: DERIVATION OF EQUATIONS  (4.93)  
AND  (4.106)  

 Before we proceed, let us simplify the notation as follows:

    a a b b b b r rK lm out lm in lm, , ,, , , .ω ω ω ω= = = =† †     (4.B1)   

 Then, Equation (4.A5) becomes

    a rb rb= −cosh sinh ,†     (4.B2)   

 From the condition   a o in outΦ ⊗ = 0, we have

    cosh sinh ,rb rb o in out−( ) =⊗
† Φ 0     (4.B3)  

or

    b sb s ro in out−( ) = =⊗
† , tanh .Φ 0     (4.B4)   

 Now, we assume that the Kruskal vacuum   Φo in out⊗  is related to the 
Schwarzschild vacuum   0 S by

    Φo in out SF b b⊗ = ( ), † 0     (4.B5)  

where  F  is some function to be determined later. 
 From   b b, †[ ] = 1 , we obtain

   b b
b

b
m m

, †
†

†( )⎡⎣ ⎤⎦ =
∂
∂

( )    and     b F
b

F,[ ] = ∂
∂ †

.

Then, using Equations  (4.B4)  and  (4.B5) , we get the following differ-
ential Equation for  F :

    
∂
∂

− =F
b

sb F
†

† ,0     (4.B6)  

and the solution is given by

    F sb b∝ ( )exp .† †     (4.B7)   
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 By substituting Equation  (4.B7)  into Equation  (4.B5) , and by properly 
normalizing the state vector, we get

    Φo in out
n

in out
n

s s n n⊗ = − ⊗∑( ) ,/1 2 1 2
    (4.B8)  

which agrees with Equation  (4.67) . 
 In the following, we derive Equation  (4.80) . From 

  a rb rb† †cosh sinh= − , we have
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1 1 1

1

/

/

cosh

cosh ss n n n

s s r s n n n

n
in out

n

n
in out

+

=

+ ⊗ +

= −( ) −( ) + ⊗ +

∑ 2

1

2 1 2 2

1 1

1 1 1 1
/

cosh
nn

n
in out

nr
r n n n

=

=

∑

∑= + ⊗ +

0

2
0

1
1 1

cosh
tanh ,

 

where we have used the fact   cosh ( ) /r s= − −1 2 1 2 .   

 PROBLEMS 

       1.    Given state vectors

   ψ1
1
2

1

1
=

−
⎛
⎝⎜

⎞
⎠⎟
   and     ψ2

1
5

2

1
= ⎛

⎝⎜
⎞
⎠⎟
,

calculate   ψ ψ ψ3 1 2= ⊗ .   

    2.    Matrix representation of CNOT gate is given by
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   UCNOT =

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

.

For given computational basis

   0
1

0
= ⎛
⎝⎜

⎞
⎠⎟

   and     1
0

1
= ⎛
⎝⎜

⎞
⎠⎟

,

show that   UCNOT 1 0 1 1⊗( ) = ⊗  and   UCNOT 1 1 1 0⊗( ) = ⊗ .   

    3.    Let the purifi ed quantum state   ψRQ  is given by 
  ψ φRQ

k
k

R
k
Qp k= ∑ ⊗ , where   kR{ } is the orthonormal basis of 

 R . Then for arbitrary operator   XQ, which operates on  Q  only show 
that   ψ ψ φ φRQ R Q RQ

k
k k

Q Q
k
QI X p X⊗ = ∑ .     
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  5    Modern Semiconductor 
Laser Theory     

     Optical gain is probably one of the most important basic properties of 
semiconductor lasers. A free carrier model with a phenomenological 
damping is often used in an optical gain calculation for simplicity. This 
model provides some useful insight to the basic properties of a semi-
conductor laser. However, we need to include a Coulomb interaction 
between charged carriers for a more realistic description of the semi-
conductor laser. For example, many - body effects have been known to 
be very important in gallium nitride (GaN) - based lasers. Since Coulomb 
interaction processes involve more than one carrier, these effects are 
often called many - body effects. Coulomb interaction includes attrac-
tive interac tion between electrons and holes (interband) and repulsive 
interaction between same carriers (intraband), and is the dominant 
contributor to optical damping. The optical gain and the refractive 
index spectra are signifi cantly affected by these Coulomb interactions. 
That is, the spectral position of the optical gain and the refractive index 
spectra are shifted through bandgap renormalization, and their shapes 
are modifi ed through Coulomb correlation effects. 

 We need quantum mechanical many - body techniques to analyze 
these Coulomb interaction processes. The equations of motion derived 
from the many - body Hamiltonian couple expectation values of prod-
ucts of two particle operators to those of the product of four particle 
operators, which, in turn, are coupled to six operator expectation values, 
and so on. This results in an infi nite hierarchy of coupled differential 
equations involving expectation values of products of higher numbers 
of fi eld operators. Thus, we need to use truncation procedures to deal 
with this problem in reality. For example, the Hartree – Fock equation 
can be obtained by factorizing higher - order expectation values into 
products of expectation values of products of two particle operators. 
Improvements on Hartree – Fock equations are obtained by delaying the 
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208  MODERN SEMICONDUCTOR LASER THEORY

factorization procedure to the next level of the hierarchy. Contributions 
beyond the Hartree – Fock approximation are often called collision or 
correlation contributions. 

 In the Hartree – Fock equations without collision contributions, 
important many - body effects such as bandgap renormalization and 
interband Coulomb enhancement appear. However, collision contribu-
tions give rise to carrier and polarization relaxation, as well as plasma 
screening. The effects of plasma screening are included phenomeno-
logically by replacing the bare Coulomb potential   Vq with the screened 
Coulomb potential   Vsq. We can obtain the semiconductor Bloch equa-
tions in the screened Hartree – Fock approximation. Then, bandgap 
renormalization contains contributions from the Coulomb - hole (CH) 
self - energy, and from the screened - exchange (SX) shift in the screened 
Hartree – Fock approximation. 

 The collision contribution (e.g.,   ∂ ∂p t col/ |  or   ∂ ∂n t col/ | ) describes polar-
ization decay (dephasing), and can be written as   ∂ ∂ −p t pcol/ | � γ  in the 
simplest approximation. Then, using the rate equation approximation 
that the electric fi eld intensity and the total carrier density vary little 
in the dipole lifetime   1/γ , we obtain the expression for an optical gain 
with the Lorentzian line shape function. However, this model, which 
uses a Lorentzian line shape function with a constant intraband relax-
ation time, is insuffi cient in explaining the gain spectra of high - quality 
samples accurately. In particular, an anomalous absorption region 
below the bandgap and discrepancies between the transparency points 
and the Fermi - level separation appear in the gain spectra when a 
Lorentzian line shape is used. To overcome these problems, an optical 
gain model with many - body effects has been presented in the Markovian 
(Lorentzian) limit, where the carrier – carrier scattering is considered 
to obtain the line shape function. Another approach is to replace the 
Lorentzian line shape function with a sharper spectral function, that is, 
with a non - Markovian (Gaussian) line shape. 

 The effect of the Lorentzian line shape function with k - dependent 
intraband relaxation time is similar to that of the Gaussian line shape 
function in a sense that the inclusion of carrier – carrier scattering in 
the intraband relaxation time gives a steeper low energy tail than the 
Lorentzian line shape with a constant intraband relaxation time. The 
Gaussian line shape function is connected with memory effects in 
the system – reservoir interaction, while the Lorentzian line shape cor-
responds to instantaneous reaction to an external perturbation. 

 In this chapter, we derive the optical gain model with a non -
 Markovian (Gaussian) line shape. The optical gain and the line shape 
function under an external optical fi eld are derived from time -
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 convolutionless (TCL) quantum kinetic equations for electron – hole 
pairs near the band edge. These equations are the generalization of the 
semiconductor Bloch equations by incorporating the non - Markovian 
relaxation and the renormalization of the memory effects through the 
interference between the external driving fi eld and the stochastic res-
ervoir. Many - body effects such as band - gap renormalization and exci-
tonic enhancement are included by taking into account the Coulomb 
interaction in the Hartree – Fock approximation. Next, we outline the 
numerical method to calculate the valence band structure using 
Hamiltonian derived in Chapter  3 . In addition, some results for nano-
structures such as a quantum well (QW), a quantum wire (QWR), and 
a quantum box are discussed.  

   5.1    DENSITY OPERATOR DESCRIPTION 
OF OPTICAL INTERACTIONS 

 In this section, we derive an equation of motion for a density operator 
of optical interactions. The eigenstates   { }an  of   A (  A a a ai i i= ) form 
a complete orthogonal basis for the Hilbert space of the states of the 
system, so an arbitrary state   ψ  can be represented as a linear combina-
tion of elements of the basis

    ψ( ) ,t c an n

n

=∑     (5.1)  

where   an are arbitrary complex numbers. For such a case, the expecta-
tion value is given by the sum of a product between a measurement of 
the observable and its probability. In essence, we are averaging over a 
very large (or even  “ infi nite ” ) number of measurements, each per-
formed on a system whose state is precisely specifi ed by   ψ . This large 
number of identically prepared systems is referred to as a  pure ensem-
ble . That is to say, the system can be expressed by only one state   ψ . 
On the other hand, there is the case where an ensemble is composed 
of distinct, precisely defi ned states   ψ s , with the probability   Ws of occur-
rence of the state   s during measurement. This kind of ensemble is often 
referred to as a  mixed ensemble . The ensemble average on the outcome 
of a measurement of the observable   A on a mixed ensemble is

    A W As s s

s

=∑ ψ ψ .     (5.2)   

 Now we take a closer look at how the ensemble average is calculated 
in Equation  (5.2) . These states   { }ψ s  may not be orthogonal, and their 
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210  MODERN SEMICONDUCTOR LASER THEORY

number may exceed the dimensionality of the system ’ s Hilbert space —
 the only requirement is that they are distinct. First, we pick an arbitrary 
orthonormal basis   ψ  for the system ’ s Hilbert space, and then we can 
write the ensemble average for a physical observable   A as

    

A W A

W A

W A

s s s

s

s

s

s s

s s s

s

=

= ′ ′

= ′
⎛
⎝⎜

⎞
⎠⎟

′

∑
∑ ∑∑

∑∑∑
′

′

ψ ψ

ψ ψ ψ ψ ψ ψ

ψ ψ ψ ψ ψ

ψψ

ψψ

ψψ .

    (5.3)   

 Note that the expression in brackets in Equation  (5.3)  is just a matrix 
element of some operator in the   ψ  basis. In fact, this operator can be 
written as

    ρ ψ ψ= > <∑ s s s

s

W .     (5.4)   

 This operator   ρ is called the density operator. Carefully examining the 
expression in Equation  (5.4) , we can rewrite it as

    A A Tr A= ′ ′ =
′
∑∑ ψ ρ ψ ψ ψ ρ
ψψ

( ).     (5.5)   

 We consider the time evolution of the density operator. First, recall 
that in the Schr ö dinger picture, the states depend on time, and their 
evolution is given by the Schr ö dinger equation:

    
d
dt

d
dt

t t
d
dt

t t t
d
dt

tρ ψ ψ ψ ψ ψ ψ= = ⎛
⎝

⎞
⎠ + ⎛

⎝
⎞
⎠( ( ) ( ) ) ( ) ( ) ( ) ( ) .     (5.6)   

 Since

    

d
dt

t
i

H t

d
dt

t
i

H t

ψ ψ

ψ ψ

( ) ( )

( ) ( ) ,

=

= −

1

1
�

�

    (5.7)  

    
d
dt i

H t t t t H
i

H Hρ ψ ψ ψ ψ ρ ρ= − = −1 1
� �

( ( ) ( ) ( ) ( ) ) ( ).     (5.8)   
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 Therefore,

    i
d
dt

H� ρ ρ= [ , ].     (5.9)   

 The equation is the quantum analogue of Liouville ’ s theorem in 
statistical mechanics. Liouville ’ s theorem describes the evolution in 
time of an ensemble of identical classical systems.  

   5.2    THE TIME - CONVOLUTIONLESS EQUATION 

 In this section, we derive TCL quantum kinetic equations for electron –
 hole pairs near the band edge  [2] . These equations are the generaliza-
tion of the semiconductor Bloch equations. The optical gain and the 
line shape function of the QW under an external optical fi eld are 
derived from TCL quantum kinetic equations. In this section, we use a 
unit where   � = 1. 

   5.2.1    Time - Convolutionless Equation for a Reduced Density 
Operator of an Arbitrary Driven System 

 The Hamiltonian of the total system is assumed to be

    

H t H t H t H t

H t H t

H t H t

T i ext

ext

S i

( ) ( ) ( ) ( )

( ) ( )

( ) ( ),

= + +
= +
= +

0

    (5.10)  

where   H t0( ) is the Hamiltonian of the system,   H text ( ) is the the interac-
tion of the system with the external driving fi eld, and   H ti ( ) is the the 
Hamiltonian for the interaction of the system with its stochastic reser-
voir. The equation of motion for the density operator   ρT t( ) of the total 
system is given by the stochastic Liouville equation

    
d t

dt
i H t tT

T T
ρ ρ( )

[ ( ), ( )]= −     (5.11)  

    = −iL t tT T( ) ( ),ρ     (5.12)  

where   L t L t L t L t L t L t L t L tT i ext ext S i( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0= + + = + = +  is the 
Liouville super operator in one - to - one correspondence with the 
Hamiltonian. It is convenient to introduce the projection operators, 
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which decompose the total system by eliminating the dynamical vari-
ables of the stochastic reservoir. We defi ne time - independent projec-
tion operators   P and   Q as

    PX p R X Q Pi= = −0 1( ) and     (5.13)  

for any dynamical variable   X . Here   p R0( ) is the initial distribution 
function of the random variable   R, and   …… i is the average over the 
stochastic process   H ti ( ). Projection operators   P and   Q satisfy the oper-
ator identity   P P2 = ,   Q Q2 = , and   PQ QP= = 0. The information of the 
system is then contained in the reduced density operator   r t( ), which is 
defi ned by

    r t P tT i( ) ( ) .= ρ     (5.14)   

 In order to derive the TCL equation, we fi rst multiply Equation 
 (5.10)  by   P and   Q to obtain coupled equations for   P tTρ ( ) and   Q tTρ ( ):

    
d
dt

P t iPL t P t iPL t Q tT T T T Tρ ρ ρ( ) = − −( ) ( ) ( ) ( ),     (5.15)  

and

    
d
dt

Q t iQL t Q t iQL t P tT T T T Tρ ρ ρ( ) )= − −( ) ( ( ) ( ),     (5.16)  

where we used the identity   P Q+ = 1. 
 We assume that the external driving fi eld is turned on at   t = 0, and 

the total system was in an arbitrary initial condition   ρT t( ). It can be 
shown that the formal solution of Equation  (5.16)  is given by

    Q t i d H t QL P H t QT T T

t

Tρ τ τ τ ρ τ ρ( ) ( , ) ( ) ( ) ( ,0) 0
0

= − +∫ ( ),     (5.17)  

where the projected propagator   H t( , )τ  of the total system is 
defi ned as

    H t T i dsQL s QT

t

( , ) expτ
τ

= −{ }∫ ( ) .     (5.18)   

 Here,   T denotes the time - ordering operator. Next, we transform the 
memory kernel in Equation  (5.17)  into the TCL form by substituting 
the formal solution of Equation  (5.12) 
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    ρ τ τ ρT TG t t( ) ( , ) ( )=     (5.19)  

into Equation  (5.17) . 
 Here, the evolution operator   G t( , )τ  of the total system is given by

    G t T i dsL sc
T

t

( , ) ( )τ
τ

= { }∫exp ,     (5.20)  

where   T c is the antitime - ordering operator. Evolution operators   G t( , )τ  
and   H t( , )τ  satisfy the following relations:

    G t G s t G s( , ) ( , ) ( , )τ τ=     (5.21)  

and

    H t H t s H t s( , ) ( , ) ( , ).τ =     (5.22)   

 From Equations  (5.17)  and  (5.19) , we obtain

    Q t t P t t H t QT T Tρ θ ρ θ ρ( ) { ( ) 1} ( ) ( ) ( ,0) (0),= − +     (5.23)  

where   θ( ) ( )1t g t− = . Thus,

    Q t i d H t QL P G tT T

t

ρ τ τ τ τ( 1 ( , ) ( )  ( , ).
0

) = + ∫     (5.24)   

 The TCL equation of motion for   P tTρ ( ) can be obtained from 
Equations  (5.15)  and  (5.23)  as

    

d
dt

P t iPL t P t iPL t t P t

iPL t t

T T T T T

T

ρ ρ θ ρ

θ

( ) ( ) ( ) ( ){ ( ) 1} ( )

( ) ( )

= − − −

− HH t Q T( ,0) (0)ρ
    (5.25)   

 It is now straightforward to obtain the TCL equation of motion for 
a reduced density operator   ρ( )t . By taking an average of Equation 
 (5.25)  over the stochastic process   H ti ( ), we get

    
d
dt

t i L t L t t C t tS i iρ ρ ρ( ) ( ) ( ) ( ),= − + +( ( ) ( ) )     (5.26)  

where the generalized collision operator   C t( )  is defi ned by

    C t i L t t i L t t ti i i i
( ) ( ){ ( ) } ( ) { ( )} ,= − − = − − −θ 1 ( ) 1 1Σ Σ     (5.27)  
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in which

    

Σ( ) 1 ( )

( , ) ( ) ( , )

( ) ( , )

1

0

1

t t

i d H t QL PG t

i d U t S t U

T

t

= −

= −

= −

−

−

∫
θ

τ τ τ τ

τ τ (( ) ( ) ( ) ( , ) ( ).1

0
τ τ τ τQL PU R t U tT

t
−∫

    (5.28)   

 Here, we defi ne

    U t T i dsL sS

t

( ( ) ,) exp= −{ }∫τ     (5.29)  

    S t T i dsQU L s U s Qi

t

( , ) ( ) ( ) ,1τ
τ

= −{ }−∫exp     (5.30)  

and

    R t T i dsU L s U sc
i

t

( , ) ( ) ( ) ,1τ
τ

= { }−∫exp     (5.31)  

where   U t( ) is the evolution operator of the system with driving fi eld, 
and   R t( , )τ  and   S t( , )τ  are the evolution operator and the projected 
propagator of the total system in the interaction picture, respectively. 
In Equation  (5.26) , we assumed that the initial condition   ρT (0) is 
given by

    ρ ρT p R(0) 0 0= ( ) ( ),     (5.32)  

which means that the system and the reservoir were uncoupled before 
the external driving fi eld was turned on, and that the system was in an 
arbitrary state   ρ(0) at   t = 0. Then, it is obvious that   Q Tρ ( )0 0= . 

 We now consider the case where the system is interacting weakly 
with the stochastic reservoir and expand Equation  (5.26)  up to the 
second order in powers of the stochastic Hamiltonian   H ti ( ). We assume 
that the random force vanishes on the average over the stochastic 
process, that is,

    PL t Pi ( ) .= 0     (5.33)   

 We further assume that the stochastic process is stationary. 
 The equation of motion for   ρ( )t  up to the second order expansion in 

  H ti ( ) becomes
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d
dt

t iL t t C t tSρ ρ ρ( ) = − +( ) ( ) ( ) ( ),(2)     (5.34)  

where

    
C t i L t t

d L t U t L U t

i i

i i i

t

(2) 1

1

0

( ) = −

= − −∫
( ) ( )

( ) ( , ) ( ) ( , )

( )Σ

τ τ τ τ
    (5.35)  

with

    Σ( )( )1 1

0
( , ) ( ) ( , )t i d U t L U ti

t

= − −∫ τ τ τ τ     (5.36)  

and

    U t U t U( , ) ( ) ( ).1τ τ= −     (5.37)   

 We transform   C t(2)( ) to more suitable form for the perturbation 
expansions with respect to   H text ( ):

    
C t d L t U t U t U L t U U ti ext i ext

( )( )2
0 0

1
0

1( ) ( ) ( , ) ( ) ( ) ( ) ( , )= − − −τ τ τ τ τ UU t
i

t

0
1

0
( ) .−∫    
 (5.38)   

 We can expand   C t(2)( ) in powers of the driving fi eld as

    C t C tm

m

( )( )2 (2)

0

( ),=
=

∞

∑     (5.39)  

where   C tm
(2)( ) is the   mth order term given by

    
C t i d d d d dm

k m k

k

m t t

k k

k
(2)

0
0

1 2( ) = ( 1) ( )
1 1

− − −

=
+∑ ∫ ∫ ∫ ∫

−

τ τ τ τ τ
τ τ

τ

τ

τ
… 11

1 1

1

( ) ( , , , , ) ( ) ( , , , ,

τ τ

τ
τ

τ τ τ τ τ τ

t

m

i k k i m k k m

d

L t t L t

m

∫ ∫
−

× − +

…

… …Φ Φ ττ) i,
   

 (5.40)  

with

   

Φ
Φ

0 0

1 0 1 1 0 1 2

( , )

( , , , , ) = ( ) ( ) ( )

t U t

t U t L U Lk k ext

τ τ
τ τ τ τ τ τ τ

= −
− −

( ),

… eext

k k ext k kU U L U

( )

( ) ( ) ( ) ( ),
2

0 2 3 0 1 0

τ
τ τ τ τ τ τ τ× − − −−…

    (5.41)  
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    Ψ0 0( , ) ( ),t U tτ τ= −     (5.42)  

and

   
Ψk k k ext k k k ext k

k

t U t L U L

U

( , , , , ) ( ) ( ) ( ) ( )

(
1 0 0 1 1

0

τ τ τ τ τ τ τ τ
τ

… = − − − −

−− −− − −2 3 0 2 1 1 0 1) ( ) ( ) ( ).τ τ τ τ τk extU L U t…
    (5.43)   

 The TCL equation of motion for a reduced density operator given 
in Equation  (5.34)  with Equations  (5.39) – (5.43)  can be used in any time 
scale such as the femtosecond regime, and is valid up to the second 
order in powers in the interaction between the system and the stochas-
tic reservoir. In the next subsection, a TCL equation for a reduced 
density operator is used to obtain quantum kinetic equations for the 
system of interacting electron – hole pairs near the band edge in semi-
conductors under an arbitrary optical fi eld.  

   5.2.2    Time - Convolutionless Quantum Kinetic Equations for 
Interacting Electron – Hole Pairs in Semiconductors 

 Here, we apply the TCL equation  (5.34)  to the system of interacting 
electron – hole pairs in semiconductors with an external driving fi eld. 
We assume that the system is weakly interacting with its stochastic 
reservoir. Many - body effects such as bandgap renormalization and 
phase space fi lling are included by taking into account the Coulomb 
interaction in the Hartree – Fock approximation. The stochastic 
Hamiltonian   H ti ( ) may include electron – electron interaction and 
electron – LO phonon interaction for both conduction and valence elec-
trons. We will not specify the explicit forms of   Hi here. Instead, we 
obtain the intraband relaxation and the dephasing as correlation func-
tions of   H ti ( ). 

 We employ the two - band model for the semiconductor, and intro-
duce two short - handed notations   ck  and   vk  such that

    ck c k vk v k= =, ,and     (5.44)  

where   c and   v denote conduction and valence bands, respectively, and 
  k is the electron wave vector. In the following, we suppress the vector 
notation for simplicity. 

 In the time - dependent Hartree – Fock approximation, the unper-
turbed Hamiltonian   H t0( ) is given by

    α β δ α ρ βα αβk H t k E k V k k k t k
k

0
0 ( ) ( )( ) ( ) ,= − − ′ ′ ′

′
∑     (5.45)  
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where   α β, = c or   v and   V k k( )−  is the Coulomb interaction. The interac-
tion of the system with an external driving fi eld gives the interaction 
Hamiltonian   Hext, which is given by

    H t ME text p( ) ( ),= −     (5.46)  

where   M is the dipole operator, and   Ep is the electric fi eld strength of 
the optical radiation. The equation of motion for the reduced density 
operator becomes

    
d
dt

t i L t L t t C t t Dextρ ρ ρ( ) ( ( ) ( )) ( ) ( ) ( ) ,0 0
(2)

1
(2)= − + + +     (5.47)  

where

    C t t d L t U L t U t
t

i i0
(2)

0
0

1

1
( ) ( ) ( ) ,ρ τ τ τ ρτ= − −∫ −( ) ( ) ( )     (5.48)  

and

    D C t U t1 1
2

0 0= ( )( ) ( ) ( ).ρ     (5.49)   

   C t1
(2)( ) is responsible for the intracollisional fi eld effects, and can be 

derived from Equation  (5.40) :

   
C t i d ds L t U t s L s U s L U t

t t

i ext i1
2

0
0 0 0{ ( ) ( ) ( ) ( ) ( ) (( )( ) = − − −∫ ∫τ τ τ τ

τ
))

0 0 0

i

i i ext iL t U t L U s L s U s t− − − −( ) ( ) ( ) ( ) ( ) ( ) }.τ τ τ
    (5.50)   

 It can be shown that   D1
(2) contains information on the effects of 

the interference of the external driving fi eld with the stochastic 
reservoir of the system, and is the renormalization of the memory 
effects. 

 Nonequilibrium distributions   n tck ( ) and   n tvk ( ) for electrons in the 
conduction and valence bands and the nondiagonal interband matrix 
element   p tk

* ( ), which describes the interband polarization induced by 
the optical fi eld, are the matrix elements of the reduced density opera-
tor, and are given by

    
n t t

ck t ck
ck cck( )

( ) ,

=
=
ρ

ρ
( )

    (5.51)  

    
n t t

vk t vk
vk vvk( ) ( )=

=
ρ

ρ( ) ,
    (5.52)  
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and

    
p t t

vk t ck
k vck
*

( ) .

( ) ( )=
=
ρ

ρ
    (5.53)   

 Next, we calculate the matrix elements of the collision term   C t t0
(2)( ) ( )ρ ,  

 ck C t t ck0
(2)( ) ( )ρ ,   vk C t t vk0

(2)( ) ( )ρ , and   vk C t t ck0
(2)( ) ( )ρ  to obtain 

the non - Markovian intraband relaxation and dephasing. After some 
mathematical manipulations, we obtain:

   

ck C t t ck d ck L t U L t U t ck
t

i i i0
2

0
0 0

1( )( ) ( ) ( ) ( ) ( ) ( ) ( )ρ τ τ τ τ ρ= − −

= −

∫ −

dd ck H t U H t t ck

d Re ck H t

t

i i i

t

i

τ τ τ ρ

τ

0
0

0

[ ( ),[ ( ) ( ), ( )]]

2

∫
∫

−

−� { [ ( )(UU H t ck

n t t

i i

ck cck

0

0
(0)( ) ( ) ( )},

( ) ( )) }

{

τ τ

ρ

−

−    
 (5.54)  

   

vk C t t vk d vk L t U L t U t vk
t

i i i0
2

0
0 0

1( ) ( ) ( ) ( ) ( )( )( ) ( )ρ τ τ τ τ ρ= − −

= −

∫ −

dd vk H t U H t t vk

d Re vk H t U

t

i i i

i

τ τ τ ρ

τ

0
0

02

∫ −

−

[ ( ),[ ( ) ( ), ( )]]

{ [ ( )( (� ττ τ

ρ

) ( )) }

{ ( ) ( ) ( )}( )

H t vk

n t t

i i

t

vk vvk

−

−

∫0

0
0

   
 (5.55)  

and

   

vk C t t ck d vk L t U L t U t ck
t

i i i0
2

0
0 0

1( ) ( ) ( ) ( ) ( )( )( ) ( )ρ τ τ τ τ ρ= − −

= −

∫ −

dd vk H t U H t t ck

d vk H t U

t

i i i

t

i

τ τ τ ρ

τ τ

0
0

0
0

[ ( ),[ ( ) ( ), ( )]]

( )( (

∫
∫

−

= − { )) ( )

( ) ( ) ( ) ( )0

H t vk

ck U H t H t ck p t

i i

i i i k

−

+ −

τ

τ τ } *
   

 (5.56)  

where   ρ ρ0
(0)

0( ) ( ) (0)t U t= . Equation  (5.56)  is the non - Markovian optical 
dephasing, which is the temporal decay of the interband polarization 
due to scattering processes. 

 Similarly,
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ck i L t L t t ck

Im k E t V k k p t

ext

p k

k

− +

= − + − ′
⎡

⎣
′

′
∑

( ( ) ( )) ( )

2 ( ) ( ) ( ) ( )

0 ρ

μ⎢⎢
⎤

⎦
⎥

⎧
⎨
⎩

⎫
⎬
⎭

p tk
* ( ) ,

    (5.57)  

    

vk i L t L t t vk

Im k E t V k k p t

ext

p k

k

− +

= + − ′
⎡

⎣
⎢ ′

′
∑

( ( ) ( )) ( )

2 ( ) ( ) ( ) ( )

0 ρ

μ
⎤⎤

⎦
⎥

⎧
⎨
⎩

⎫
⎬
⎭

p tk
* ( ) ,

    (5.58)  

and

    

vk i L t L t t ck i E k E k p

i k E t V k

ext c v k

p

− + = −

+ +

( ( ) ( )) ( ) [ ( ) ( )]

( ) ( ) (

0 ρ

μ

*

−− ′
⎡

⎣
⎢

⎤

⎦
⎥ −′

′
∑ k p t n t n tk

k

ck vk) ( ) [ ( ) ( )],
    (5.59)  

where   μ( )k ck M ck= ,   E kc ( ), and   E kv( ) are renormalized single par-
ticle energies given by

    E k E k V k k nc c ck

k

( ) ( ) ( )0 0= − − ′ ′
′
∑     (5.60)  

and

    E k E k V k k nv v vk

k

( ) = ( ) ( ) .0 0− − ′ ′
′
∑     (5.61)   

 In Equations  (5.54) – (5.58) ,  Re  and  Im  denote the real and the imagi-
nary part of complex variable, respectively. The last term   D1

(2)  of 
Equation  (5.47)  is the interference of the driving fi eld with the sur-
roundings, and is given by

   

D t C t t

i d ds L t U t L U
t

i ext

1
2

1
(2)

0
(0)

0 0
0

( ) ( )

{ ( ) ( ) ( )

( )( ) =

= −∫ ∫
ρ

τ τ τ
τ

00 0

0 0 0

( ) ( ) ( ) (0)

( ) ( ) ( ) ( ) ( ) (

t s L s U s

L t U t s L s U s L U

i i

i i ext

−

− − −

ρ

τ τ τ)) (0) }

[ ( ),[ ( ) ( )),( ( ) ( ))
0 0

0 0

ρ

τ τ τ
τ

i

t

i ext ii d ds H t U s H t s U H t= − −∫ ∫ ]], ( )]] ,0
(0)ρ t    

 (5.62)  

where we have made use of the transformation of integral variables 
and the commutation relation between the operators  A ,  B , and  C 

    [ ,[ , ]] [ ,[ , ]]A B C B A C A B C− = [[ , ], ].     (5.63)   
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 It can be shown that the interference effects on the intraband colli-
sions vanish to the fi rst order if   vk t ckρ0

(0)( )  vanishes. In other word, 
we assume that

    ck D t ck vk D t vk1
(2)

1
(2)( ) ( ) = 0.=     (5.64)   

 In the following, we include the effects of the interference between 
the stochastic reservoir and the external optical fi eld only in the inter-
band kinetics. It is involved but straightforward to evaluate the matrix 
element of   D1

(2). The result is

   

( )

{ [ ( ) ( )]( )}

{ [ (

1
(2)

0 0

vk D t ck

i d dsexp i E k E k t

vk H t

t

v c

i

= − − −∫ ∫τ τ
τ

))( ( ) ( ))

[ ( ) ( )) ( ) } ( ) ( ){(

0

0
*

U t s H s vk

ck U t s H s H t ck k E t

i i

i i i p

−

+ − μ ρ00
(0)

0
(0)

0 0

) ( ) ( ) ( )}

{ [ ( ) ( )] }

cck vvk

t

v c

t t

i d dsexp i E k E k s

−

− −∫
ρ

τ�
ττ

τ τ

τ τ μ

∫
−

+ −

{ [ ( )( ( ) ( ))

[( ( ) ( )) ( ) (
0

0
*

vk H t U H t vk

ck U H t H t ck

i i i

i i i kk E t s

t t

p

cck vvk

) ( )

{( ) ( ) ( ) ( )},0
(0)

0
(0)

−

−ρ ρ    
 (5.65)  

where we have made use of the transformation of integral variables 
and dropped the Coulomb exchange term between electrons in the 
conduction and the valence bands. Using Equations  (5.51) – (5.65) , we 
fi nally obtain TCL quantum kinetic equations for   n tck ( ),   n tvk ( ), and 
  p tk

* ( ):

    

∂
∂

= − + − ′
⎡

⎣
⎢

⎤

⎦
⎥

⎧
⎨
⎩

⎫
⎬
⎭

′
′
∑t

n t Im k E t V k k p t p tck p k

k

k( ) 2 ( ) ( ) ( ) ( ) ( )μ *

−− −

−

∫2 { [ ( )( ( ) ( )) }

{ ( ) ( ) ( )

0
0

0
(0)

d Re ck H t U H t ck

n t t

i i i

t

ck cck

τ τ τ

ρ }},

    (5.66)  

    

∂
∂

= + − ′
⎡

⎣
⎢

⎤

⎦
⎥

⎧
⎨
⎩

⎫
⎬
⎭

−

′
′∑t

n t Im k E t V k k p t p tvk p

k

k k( ) 2 ( ) ( ) ( ) ( ) ( )μ *

22 { [ ( )( ( ) ( )) }

{ ( ) ( ) ( )}

0
0

0
(0)

d Re ck H t U H t ck

n t t

i i i

t

ck cck

τ τ τ

ρ

−

−

∫
,,

    (5.67)  
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and

   

∂
∂

= − + + − ′ ′
′t

p t i E k E k p t i k E t V k k p tk c v k p k
* * * *[( ) ( ) ( )] ( ) ( ) ( ) ( ) ( )μ

kk

ck vk

i i i

t

n t n t

d vk H t U H t vk

∑

∫

⎡

⎣
⎢

⎤

⎦
⎥

−

− −

+

[ ( ) ( )]

{ [ ( )( ( ) ( )) }0
0

τ τ τ

cck U H t H t ck p t

i d dsexp i E k E k

i i i k

t

c v

[ ( ) ( )) ( ) } ( )

{ [ ( ) (

0

0

τ τ

τ

−

+ − −∫

*

))] }

{ [ ( )( ( ) ( )) }

[( ( ) ( )) ( )

0

0

0

s

vk H t U H t vk

ck U H t H t

i i i

i i

τ

τ τ
τ τ

∫
−

+ − cck i }.

   
 (5.68)   

 The last term of Equation  (5.68)  modulates the interband polariza-
tion due to the interference of the driving optical fi eld and the stochas-
tic reservoir of the system, and gives the renormalized memory effects. 
TCL equations give the non - Markovian relaxation (both intraband 
relaxation and dephasing) and the renormalized memory effects 
through the modulation of the interband polarization. Moreover, TCL 
equations are in a form convenient for perturbation expansions in 
powers of the stochastic Hamiltonian   Hi and the interaction with the 
driving fi eld   Hext, and are valid to a very short time scale. 

 It can be shown that quantum kinetic equations are reduced to the 
conventional density matrix equations in the Markovian limit. In order 
to analyze the collision term   C t t0

(2)( ) ( )ρ  and the interference term   D t1
(2)( ) 

in the Markovian limit, we put

    α τ τ α
τ

δ τ
α

k H t U H t ki i i[ ( )( ( ) ( ))
1

2
( ).0 − =     (5.69)   

 Then, the intraband relaxation and the dephasing terms become

    ck C t t ck
k

n t t
c

ck cck0
(2)

0
(0)( ) ( )

1
( )

{ ( ) ( ) ( )},ρ
τ

ρ= − −     (5.70)  

    vk C t t vk
k

n t t
v

vk vvk0
(2)

0
(0)( ) ( )

1
( )

{ ( ) ( ) ( )},ρ
τ

ρ= − −     (5.71)  

and

    vk C t t ck
k

p t
vc

k0
(2)( ) ( )

1
( )

( ),ρ
τ

= − *     (5.72)  
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with

    
1 1

2
1
( )

1
( )

.
τ τ τvc v ck k k( )

= +⎧
⎨
⎩

⎫
⎬
⎭

    (5.73)   

 In the Markovian approximation, the interference term   vk D t ck1
(2)( )  

vanishes because, in the integration over   ds, the upper limit   τ is zero, 
and the resulting integral in Equation  (5.65)  becomes zero because of 
Equation  (5.69) . Intraband relaxation Equations  (5.70)  and  (5.71) , and 
dephasing Equation  (5.72) , characterized by the dephasing time 
Equation  (5.73) , agree well with the conventional density matrix theory 
with Markovian relaxation. As a result, the memory effects vanish in 
the Markovian limit because there is no correlation between the sto-
chastic process   H ti ( )− τ  and   H ti ( ). 

 Physically,   α τ τ αk H t U H t ki i i[ ( )( ( ) ( ))0 −  represents the averaged 
probability amplitude of fi nding a particle in the state   αk  after 
being scattered at   τ by   H ti ( ) when it is initially in the state   αk , 
gets scattered at   t − τ by   H ti ( )− τ , and goes as a free particle for the 
time interval   t. The Markovian approximation assumes that each inter-
action with the reservoir randomizes the previous information 
contained in the wave function, and treats scattering processes 
  H ti ( )− τ  and   H ti ( ) as independent stochastic processes. In the non -
 Markovian theory, the memory effects extend over the time interval 
  τc, the correlation time of the stochastic processes. For example, if we 
assume the simplest form of the non - Markovian correlation function 
  α τ τ αk H t U H t ki i i[ ( )( ( ) ( ))0 −  as

    α τ τ α
τ τ

τ
τα

k H t U H t k
k

i i i
c c

[ ( )( ( ) ( ))
1
( )

,0 − = −⎡
⎣⎢

⎤
⎦⎥

exp     (5.74)  

the intraband relaxation and the dephasing terms are reduced to the 
results of the Markovian approximation when   t = ∞, while the interfer-
ence term retains infi nitesimal phase shift in the interband polarization 
as a result of the renormalized memory effects. 

 In the derivation of ordinary semiconductor Bloch equations, 
all the kinetic effects of   D t1

(2)( ) are completely neglected, and the 
Markovian approximation in the narrowing limit   τ τr c>>  in the 
collision operator   C t t0

(2)( ) ( )ρ  is used. Here,   τr denotes the macroscopic 
relaxation time of the system. In this way, we get the familiar semicon-
ductor Bloch equations, which describe the particles as free particles in 
between collisions or interactions with photons. The more general 
Equations  (5.66) – (5.68)  include the effects of the non - Markovian 
relaxation on the motion of particles between collisions. Interband 
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kinetic equations incorporate additional interference effects between 
the system – reservoir interaction and the external driving fi eld. When 
the system is fairly dense, the particle never gets away from the other 
particles in the system, and we cannot really think of the particles as 
being  “ in between collisions. ”  Quantum mechanically, the wave func-
tions of the particles are smeared out so that there is always some 
overlap of wave functions, and, as a result, the particle retains some 
memory of the collisions it has experienced through its correlation with 
other particles in the system. These memory effects are the character-
istics of the quantum kinetic equations. Equations  (5.66)  and  (5.67)  can 
be used to describe the quantum transport phenomena, and are the 
generalization of the Boltzmann equations. Equation  (5.68)  is the 
quantum kinetic equation for the interband process, and is valid and 
useful in any time scale. The TCL nature of these equations will 
reduce the computation time required for the self - consistent numerical 
solution of the equations.   

   5.3    THE THEORY OF NON - MARKOVIAN OPTICAL 
GAIN IN SEMICONDUCTOR LASERS 

 In this section, the non - Markovian optical gain of a semiconductor laser 
is derived from TCL quantum kinetic equations for electron – hole 
pairs, including the many - body effects. Plasma screening and excitonic 
effects are taken into account using an effective Hamiltonian in the 
time - dependent Hartree – Fock approximation. In order to calculate 
the optical gain, the equation of motion for the interband pair ampli-
tude is integrated directly. Quantum kinetic equations containing 
unscreened Coulomb potential are shown to be inadequate for high -
 density systems near a quasi - equilibrium state in the high - density limit. 
In this case, it is important to include the effect of plasma screening of 
the Coulomb interaction between the charged particles. The screening 
can be described in a self - consistent way by replacing the unscreened 
potential   V k( ) by a screened one,   V ks( ) which has a reduced interaction 
strength at the long - distance and single - particle energies   E kc ( ), 
  E kv( ) by   E kc

sc ( ),   E kv
sc ( ). The replacement must be done in the original 

Hamiltonian for the system   H0 . In the following, we include the 
screening in the kinetic equations by replacing   V k( ) by   V ks( ), and 
  E kc ( ),   E kv( ) by   E kc

sc ( ),   E kv
sc ( ). Here,   E k E k V k k nc

sc
c k s ck( ) ( ) ( )0 0= − ∑ − ′′ ′, 

and   E k E k V q V q V k k nv
sc

v q s k s vk( ) ( ) [ ( ) ( )] ( )0 0= + ∑ − − ∑ − ′′ ′, where 
  ∑ −q sV q V q[ ( ) ( )] is the Coulomb - hole part of the single - particle energy 
renormalization, which is the change of electrostatic energy (or self -
 energy) due to the presence of the electron – hole plasma. 
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224  MODERN SEMICONDUCTOR LASER THEORY

 Now, we derive the optical gain and the line shape function from 
the TCL quantum kinetic equations. We simplify the theory by 
considering the case of quasi - equilibrium and steady - state interband 
polarization only. Nonlinear effects caused by population modula-
tion such as spectral hole burning are ignored here. We consider the 
system of interacting electron – hole pairs in semiconductors in the pres-
ence of coherent monochromatic radiation. The optical fi eld   E tp( ) is 
given by

    E t E e E ep p
i t

p
i t( ) = .− +ω ω*     (5.75)   

 In the rotating wave approximation, we rewrite the interband pair 
amplitude   p tk

* ( ) as

    p t e p tk
i t

k
* *( ) = ( ),ω     (5.76)  

for electron – hole pairs in the band edge semiconductors driven by 
the coherent light fi eld. Linearizing the equation of motion by 
assuming the electron – hole pairs are initially in quasi - equilibrium, 
we get:

   

∂
∂

=

+ + − ′
⎡

⎣
⎢

⎤

⎦
⎥ −′

′
∑

t
p t i p t

i E V k k p t n

k k k

k p s k

k

ck

* *

* * *

( ) ( )

( ) ( ) [ 0

Δ

μ nn

d vk H t U H t vk

ck U H t H

vk

i i i

t

i i

0

0
0

0

]

{ [ ( )( ( ) ( ))

[( ( ) ( ))

− −

+ −
∫ τ τ τ

τ τ (( ) } ( )

{ [ ( ) ( )] }

{ [ (
0 0

t ck p t

i d ds i E k E k s

vk H

i k

t

v
sc

c
sc

i

*

exp+ − −∫ ∫τ
τ

tt U H t vk

ck U H t H t ck k E t s

i i

i i i p

)( ( ) ( ))

[( ( ) ( )) ( ) } ( ) (
0

0

τ τ

τ τ μ

−

+ − −* ))[ ],0 0n nck vk−
   

 (5.77)  

where   Δk c
sc

v
scE k E k= − −( ) ( ) ω, and   nck

0  and   nvk
0  are the quasi - equilibrium 

distribution of electrons in the conduction band and the valence band, 
respectively. To derive Equation  (5.77) , we assumed that the interband 
pair amplitude follows the temporal variation of the polarization and 
the fi eld amplitude adiabatically, and suppressed the dynamics of the 
particle distributions (or assumed the particle distribution is deter-
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mined mostly by injection) by replacing   n t n tk kα α( ) ( )0→ . We also ignore 
the nonlinear effects due to the population beating caused by a reso-
nant four - wave mixing. 

 We introduce functions   g t1( ) and   g t k2( , )Δ  as

    
g t d vk H t U H t vk

ck U H t H t

t

i i i

i i

1
0

0

0

( ) [ ( )( ( ) ( ))

[( ( ) ( )) (

= −

+ −
∫ τ τ τ

τ τ )) ck i,
    (5.78)  

and

   
g t d ds i s vk H t U H t vk

ck

k

t

k i i i2
0 0

0( , ) { }{ [ ( )( ( ) ( ))

[

Δ Δ= −

+
∫ ∫τ τ τ

τ
exp

(( ( ) ( )) ( ) .0U H t H t cki i iτ τ−
    (5.79)   

 Integrating Equation  (5.77)  directly using the integrating factor, we 
obtain

    
p t i d dt i g t

E g

k k

t

k p

*

* *

exp( ) ( ( ))

[ {1 ( ,

1
0

2

= − ′ − + ′⎡
⎣⎢

⎤
⎦⎥

× +

∫∫ τ

μ τ

τ

τ
Δ

ΔΔk s k ck vk

k

V k k p n n)} ( ) ( )][ ].0 0+ − ′ −′
′
∑ * τ

    (5.80)   

 Equation  (5.80)  is the generalized form of the optical dipole 
with phase damping. Mathematical manipulations can be simplifi ed 
considerably by taking the Laplace transformation of Equation 
 (5.80) . In Equations  (5.78) – (5.80) ,   g t1( ) is the optical dephasing, 
which is the temporal decay of the interband polarization. Usually, 
dephasing is studied using the semiconductor Bloch equations by 
replacing dynamical self - energies with phenomenological relaxation 
times neglecting memory effects and the kinetic equations for the 
nonequilibrium Green ’ s functions. The latter approach shows that it 
is time dependent, and non - Markovian dephasing processes are 
expected to be a source for nonexponential decay. Experimental 
results indicated that the decay dynamics show strongly nonexponen-
tial behavior. It is suggested that the dynamics of both polarization 
and population are mainly determined by frequency fl uctuations, 
and not by scattering processes or by recombination. The physical 
nature of the dephasing is due to the interactions of the interband 
polarization, or the excited system with its surroundings. These interac-
tions cause the fl uctuation of the transition frequency within a certain 
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spectral distribution and the homogeneous dephasing, spectral migra-
tion of the excited state population or phase, and the decay of the 
excited state population are suggested to contribute to the optical 
dephasing. 

 We defi ne the following Laplace transformations:

    Ψk k
s L p t( ) { ( )},= *     (5.81)  

    Ξ Δ Δ( , ( ( )) ,1
0

s L dt i g tk k

t

) = ′ − ′{ }∫     (5.82)  

and

    G s L g tk k2 2( , ) { ( , )},Δ Δ=     (5.83)  

where   L f t{ ( )} denotes the Laplace transformation of   f t( ). We 
obtain

    Ψ Ψk k ks s Q s( ) ( ) ( ),(0)=     (5.84)  

where

    Ψ Ξ Δ Δk k k p k ck vks i s k E
s

G s n n(0)
2

0 0( ) ( , ) ( )
1

( , ) [ ],= +⎡
⎣⎢

⎤
⎦⎥

−μ* *     (5.85)  

and

   Q s
s

k E sG s
V k k s Q sk

k p k
s k k

k

( ) 1
( ) [1 ( , )]

( ) ( ) ( ).
2

(0)= +
+

− ′ ′ ′
′
∑μ* * Δ

Ψ     (5.86)   

 In the simplest Pad é  approximation, the vertex function   Q sk ( ) can 
be approximated by

    Q s
q s

k
k

( )
1

1 1

=
− ( )

,     (5.87)  

where

    q s
s

k E sG s
V k k sk

p k
s k

k

1
2

(0)( )
( ) (1 ( , ))

( ) ( ).=
+

− ′ ′
′
∑μ* * Δ

Ψ     (5.88)   

 The vertex function can be obtained exactly by a simple manipula-
tion. First, we make a summation of both sides of Equation  (5.86)  
over   k
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k k p kkk

s

( ) ( )

1
( ) [1 ( , )]
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− ′

′
′

′ μ Δ
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k k
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s Q s

s
k E sG s

V k k

(0)

* *
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( ) ( )

1
( ) [1 ( , )]

( )
μ Δ

Ψkk ks Q s(0)( ) ( ).

   
 (5.89)  

or

   
1

( ) (1 ( , )
( ) ( ) ( )

2

(0)−
′ +

′ −
⎡

⎣
⎢

⎤

⎦
⎥ =

′′
∑∑ s

k E sG s
V k k s Q s

p k
s k

k

k

k
μ* * Δ

Ψ 11.
k
∑

   
 (5.90)   

 In Equation  (5.90) , the range of   k is restricted to the fi rst Brillouin 
zone. Then, the defi nition of   Q sk ( ) is obvious and given by

   

Q s
s

k E sG s
V k k s Q sk

p k
s k k

k

( )
* *

= +
+

− ′

=

′ ′
′
∑1

( ) (1 ( , ))
( ) ( ) ( )

1
2

(0)

μ Δ
Ψ

11 ( )
,

− q sk     (5.91)  
where

    

q s
s

k E sG s
V k k s

s s

k
p kk

s k

k

( )
( ) (1 ( , ))

( ) ( )

(

2

(0)

(0)

=
′ +

′ −

=

′′
∑ μ* * Δ

Ψ

Ψ ))
( )

( ) (1 ( , ))
.

2

V k k
k E sG s

s

p kk

′ −
′ + ′′

∑ μ* * Δ

    (5.92)   

 Note that the expression for   q sk ( ) is exact, and is different from 
  q sk1 ( ) given in Equation  (5.88) , which is the fi rst - order term in 
the Pad é  approximation. The vertex function based on the TCL 
reduced - density operator formalism is equivalent to the one derived 
from the solution of the Bethe – Salpeter equation obtained from the 
many - body Green ’ s function approach, because Green ’ s functions 
can be interpreted as the matrix elements of the reduced - density 
operator. 

 The factor   Q sk ( ) describes the excitonic enhancement of interband 
polarization. The steady state interband pair amplitude is determined 
by
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    (5.93)  

with

    

q s s
V k k

k E sG s

i

k
s

k
s

p kk

(0) = ( )
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( ) (1 ( , ))0

(0)
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2
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k E
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× ′ −
′ ++ ′′

∑ sG s kk 2( , ))
.

Δ

    (5.94)   

 The interband polarization P and the susceptibility   χ can be 
expressed through the dipole operator and the interband pair 
amplitude as

    P
V

Tr k p
k

= ∞1
{ ( ) ( )}μ * ,     (5.95)  

or

    ε χ ω μ0
1

2
2

0 0( )
1 (0, )

1 ( )
( ) [1 ( , )][ ]=
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+ ∞ −⎧

⎨
⎩V

Tr i
q s
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k
k ck vk

Ξ Δ Δ ⎫⎫
⎬
⎭

.     (5.96)   

 The optical gain   g( )ω  is

   

g
c

n
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c
n V

TrRe
q

k g
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⎨
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    (5.97)  
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where

    Req Im k n n
V k k

k
k k ck vk

s

k

(0) (0, ) ( )[ ]
( )

( )
0 0= − − ′ −

′∑Ξ Δ μ
μ

*
*

,     (5.98)  

and

    Imq Re k n n
V k k

k
k k ck vk

s

k

(0) (0, ) ( )[ ]
( )

( )
.0 0= − ′ −

′′
∑Ξ Δ μ

μ
*

*     (5.99)   

 Here,   μ is the permeability,   nr is the refractive index,   c is the speed 
of light in free space,   V  is the volume,  Tr  denotes the trace, and   ε0 is 
the permittivity of free space.   χ ω( ) is the Fourier component of   χ( )t  
with   ei tω  dependence. In Equation  (5.97) ,  Re    Ξ Δ(0, )k  is the line shape 
function that describes the spectral shape of the optical gain in a driven 
semiconductor. It will be shown that the line shape function becomes 
Gaussian for the simplest non - Markovian relaxation, and Lorentzian 
for Markovian relaxation, later in this section. The denominator 
  [1 (0)]1− Req k  describes the gain enhancement due to the excitonic 
effects caused by the attractive Coulomb interaction. The excitonic 
enhancement can be neglected at room temperature for carrier 
densities above the Mott density, but one needs to keep the density 
dependent bandgap renormalization. On the other hand, excitonic 
enhancement has a noticeable contribution if the carrier density 
approaches the Mott density. 

 The factor   (1 ( , ))2+ ∞Reg kΔ  in Equation  (5.97)  describes the gain (or 
line shape) enhancement due to the interaction between the optical 
fi eld and the stochastic reservoir of the system. This enhancement of 
gain is due to the absence of a strict energy conservation in the non -
 Markovian quantum kinetics. It can be shown that   Reg k2( , )∞ Δ  vanishes 
in the Markovian limit. We now turn our attention to the study of line 
shape function and its enhancement for the cases of Markovian and 
non - Markovian relaxations. 

   5.3.1    The Markovian Limit 

 In order to analyze the collision term and the interference term in the 
Markovian limit, we put

    α τ τ α
τ

δ τ
α

k H t U H t k
k

i i i[ ( )( ( ) ( ))
1

2 ( )
( ).0 − =     (5.100)   
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 In the Markovian limit, the interference term   g t k2( , )Δ  vanishes. The 
calculation of the line shape function is straightforward, and is given 
by

    Re
k

k
k

cv

k cv

Ξ Δ
Δ

(0, )
( )

( )
,

2 2′ =
+
γ

γ
    (5.101)  

which is Lorentzian used in most calculations. Here,

    γ γ
τ τvc cv

v c

k k
k k

( ) ( )
1
2

1
( )

1
( )

.= = +⎧
⎨
⎩

⎫
⎬
⎭

    (5.102)    

   5.3.2    Simple Non - Markovian Relaxation 

 We assume the simplest form of the non - Markovian correlation func-
tion   α τ τ αk H t U H t ki i i[ ( )( ( ) ( ))0 −  as

    α τ τ α
τ τ

τ
τα

k H t U H t k
k

expi i i
c c

[ ( )( ( ) ( ))
1

2 ( )
,0 − = −⎡

⎣⎢
⎤
⎦⎥

    (5.103)  

where   τc is the correlation time for the intraband relaxation. 
 We obtain

    
Ξ Δ Δ

Δ

(0, ) [ ( )( [ ] )]

(
0

0

k k cv c c c

c k

dtexp i t k t exp t

I i

= − + − −

= −

∞

∫ γ τ τ τ

τ

/

ττ γ τc cv ck, ( ) ),
    (5.104)  

where

    I A B dt At B t exp t0
0

( , ) [ ( ( ) 1)].= − − + − −
∞

∫ exp     (5.105)   

 In general,   I A B0( , ) is evaluated by the continued fraction represen-
tation. If we expand the argument of the exponential function in 
Equation  (5.105)  up to the second order in  t  (weak modulation limit), 
we get the Gaussian line shape function:

    Re
k k

k
c

cv

c k

cv

Ξ Δ Δ
(0, )

2 ( ) 2 ( )
.

2

= −⎛
⎝⎜

⎞
⎠⎟

τ π
γ

τ
γ

exp     (5.106)   

 When   τc = 0 (strong modulation limit), Equation  (5.104)  yields the 
Markovian line shape given by Equations  (5.101)  and  (5.102) . 
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 The line shape enhancement (or gain enhancement) due to the 
interference between the driving fi eld and the stochastic reservoir is 
given by

    1 ( , ) = 1
( )

1
.2 2 2

+ ∞ +
+

Reg
k

k
cv c

k c

Δ
Δ

γ τ
τ

    (5.107)   

 The gain (or line shape) enhancement factor at resonance (  Δk = 0) 
is

    1 ( , ) = 1 ( ) .2+ ∞ +Reg kk cv cΔ γ τ     (5.108)   

 Gain enhancement is due to the renormalized memory effects, and 
may be caused by the absence of a strict energy conservation on the 
time scale as compared with the correlation time of the system gov-
erned by non - Markovian quantum kinetics. Assume that an electron at 
  k = 0 in the conduction band was scattered at   t − τ by the reservoir. For 
time   t in the time interval   τc, an electron still may retain its previous 
wave function corresponding to the state   k = 0 as a partial wave that 
decays exponentially with time   t. When there is an incident photon at 
  t c� τ  to this system, there will be a nonzero probability of transition 
for this electron to the state   k = 0 in the valence band. As a result, the 
stimulated emission probability for the state   k = 0 is enhanced by the 
presence of the memory effect. The probability that the enhanced tran-
sition occurs is proportional to the number of nonrandomizing scatter-
ing events per second,   γ cv k( ), times the time interval   τc for which the 
memory effects extend. Non - Markovian enhancement of optical gain 
becomes signifi cant as the correlation time increases. For example, 
when   τc is 50   fs, the peak value of optical gain at   Δk = 0 is predicted to 
be enhanced by as much as 50% for the typical intraband relaxation 
time of 100   fs. 

 The correlation time   τc and the intraband relaxation   γ cv k( ) are 
related to each other by the frequency fl uctuations, and their relation 
is described as follows. 

 Substituting   τ = 0 in Equation  (5.103) , we get

    α α
τ τα

k H t k
k

i i
c

2( )
1

2 ( )
.=     (5.109)   

 Then, from Equations  (5.102)  and  (5.109)  and integrating Equation 
 (5.103)  over the time   t, we obtain
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γ
τ

cv

c
i i i i

k
ck H t ck vk H t vk

( )
( ) ( ) ,2 2= +     (5.110)  

where the right half side of Equation  (5.110)  is the total intraband 
frequency fl uctuation. We assume that the intraband relaxation   γ cv k( ) 
used in the line shape functions Equations  (5.101)  and  (5.106)  is mostly 
due to elastic or randomizing collisions, that is, Markovian processes. 
The correlation time is then inversely proportional to the energy trans-
fer in the intraband frequency fl uctuations.   

   5.4    OPTICAL GAIN OF A QUANTUM WELL LASER 
WITH NON - MARKOVIAN RELAXATION AND 
MANY - BODY EFFECTS 

 In this section, we present a theoretical model of the optical gain of a 
QW laser, taking into account the non - Markovian relaxation and 
many - body effects  [3 – 5] . Many - body effects such as bandgap renormal-
ization and excitonic enhancement are included by taking into account 
the Coulomb interaction in the Hartree – Fock approximation. 
Unnormalized single - particle energies are obtained using the multi-
band effective approximation, that is, a parabolic band structure for 
electrons, and a Luttinger – Kohn model for holes. The latter includes 
the spin – orbit split - off (SO) band coupling effects on the valence band 
structure. The account of the SO coupling effects would be particularly 
important for semiconductors with narrow SO splitting such as GaN, 
InGaP, and SiGe, the heterostructures with relatively large valence 
band edge discontinuity, such as InGaAs/InP system, and the strained -
 layer QWs, as the strain causes additional coupling between the   Γ7 and 
the   Γ8 bands. 

   5.4.1    Conventional Model for Gain 

 We will fi rst discuss the conventional theory assuming the Markovian 
relaxation, which gives the Lorentzian line shape and introduces a 
phenomenological damping term in the density matrix formalism. 
Conventionally, the optical gain of a QW laser is calculated using the 
density matrix formalism. The linear gain is the result of   k� - space inte-
gration of the product of the absolute square of the dipole matrix 
element, the Fermi function difference between electrons and hole, and 
the line shape function. The linear gain   g( )ω  is given by
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where   fc
l and   fh

m
σ are the Fermi functions for the   lth subband in the 

conduction band and the   mth subband in the valence band of the   3 3×  
block - diagonalized Hamiltonian   Hσ , respectively;   σ =U (or   L) refers 
to the upper (or lower) blocks, respectively;   E kl

c ( �) and   E km
hσ( )�  are the 

  lth subband energies in the conduction band and   mth subband energy 
in the valence band of   Hσ  at   k�, respectively;   M klm

ησ( ) |2�  is the dipole 
matrix element between the   lth subband in the conduction band with 
a spin state   η, and the   mth subband in the valence band;   EG is the 
bandgap energy;   ω is the angular frequency of photons;   V is the volume; 
and   τin is the intraband relaxation time. 

 We use the envelope function approximation to calculate the valence -
 band structure of a QW within the 6    ×    6 Luttinger – Kohn model. The 
simplest approach, as commonly used by most researchers, is to assume 
a constant intraband relaxation time. Various scattering mechanisms, 
such as carrier – carrier scattering and carrier – phonon scattering, con-
tribute to the relaxation time. When we apply the Lorentzian line shape 
function to quantum well lasers, the gain coeffi cients are underesti-
mated, and an anomalous absorption region appears at photon energy 
below the bandgap in the gain spectra. Thus, the tail ends of the 
Lorentzian line shape may not be reliable. This is so because the initial 
decay or the temporal behavior of the polarization is often character-
ized by the presence of memory effects.  

   5.4.2    Non - Markovian Model for Gain with Many - Body Effects 

 We now extend the above results given in Section  5.3  to the case of 
two - dimensional electron – hole pairs in a QW. The linear gain is then 
given by
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 (5.112)  
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where
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 We also have
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   Im lmΞησ is calculated numerically from the Kramers – Kronig relations. 
That is,
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    (5.117)   

 In the following, we assume that the correlation time   τc and the 
intraband relaxation   γ cv k( )�  are constants. The bandgap renormaliza-
tion is given as a summation of the Coulomb - hole self energy and the 
screened - exchange shift. The Coulomb - hole contribution to the 
bandgap renormalization is written as

    ΔE E a
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C a
CH R o s

w

s o

= − +
⎛
⎝⎜

⎞
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2 1
32

,
3

λ π
λ

ln     (5.118)  

where   N is the carrier density and   C is a constant usually taken between 
1 and 4. The Rydberg constant   ER and the exciton Bohr radius   ao are 
given by
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where   mr is the reduced electron – hole mass defi ned by   1/mr   
 = +1 1/ /m me h. The exchange contribution to the bandgap renormaliza-
tion is given by
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 Also, a simpler expression for  q ( k  || ) than Equations  (5.113)  and 
 (5.114)  is often used in the calculation. That is, the factor   q k( , )� �ω  is 
given by  [4,5] 
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( ( , )) ( , ),

∞

∫
′ ′Ξ ΘE k k klm � � ��ω

    (5.122)  

where

    Θ( , ) 1
32

1
32

2 3

k k d
C a q
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q Ca q
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s o

w s

o

w
� �

� � �′ = +⎛
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⎞
⎠⎟

+ +⎛
⎝⎜

⎞
⎠

θ
λ
π λ π ⎟⎟

−∞

∫
1

0
.     (5.123)  

and

    q k k� � �= − .     (5.124)     

   5.5    NUMERICAL METHODS FOR VALENCE BAND 
STRUCTURE IN NANOSTRUCTURES 

   5.5.1    Finite Difference Method 

 In the case of QW, the effective mass equations can be usually solved 
using the fi nite difference method (FDM), the propagation matrix 
method, and the basis expansion method  [6] . Each method has its advan-
tages and disadvantages. Here, we consider numerical solutions for the 
Schr ö dinger equation under the framework of the FDM. The fi rst - order 
total derivative   d dxΨ/  at a point   x xi=  can be approximated as
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d
dx hi

i iΨ Ψ Ψ⎛
⎝

⎞
⎠ = −+ −1 1

2
,     (5.125)  

using a three - point central difference representation. For the second -
 order derivatives, the central difference is

    
d
dx hi

i i i
2

2
1 1

2

2
.

Ψ Ψ Ψ Ψ⎛
⎝⎜

⎞
⎠⎟

= − ++ −     (5.126)   

 As an example, consider a Schr ö dinger equation for the conduction 
band of a   GaAs/Al Ga Asx x1−  QW structure. Here,   x is the mole 
fraction of aluminum.

    − + =�2

0

2

22
( ) ,

m m
d
dx

V x E
c
*

Ψ Ψ Ψ     (5.127)  

where   mc
* is the effective mass of the electron in the conduction band. 

For a fi nite barrier QW, we have

    V z
E x L

x L
c w

w

( )
2

0 2
,=

≥
<

⎧
⎨
⎩

Δ /

/
    (5.128)  

where   Lw is the width of a QW. The band edge discontinuity is 
  Δ ΔE Ec g= 0.33 , where   ΔEg is the bandgap difference between GaAs 
and AlGaAs. 

 Dividing Equation  (5.129)  by   �2
02/ m , we get

    
1 2

( )
2

.
*

2

2
0

2
0

2m
d
dx

m
V x

m
E

C

Ψ Ψ Ψ− = −
� �

    (5.129)   

 In solving the Schr ö dinger equation by an FDM, we fi rst discretize 
the solution domain with a grid system. Let us suppose that the domain 
is discretized by an even grid system with  N  nodes and a constant grid 
size   ′ =h xΔ  with an angstrom (  Å) unit. By replacing the derivatives in 
the Schr ö dinger equation with the corresponding fi nite difference rep-
resentation, the equation is reduced to a so - called difference equation. 
The difference equation is then applied at the interior grid points 
(sometimes called the mesh points or the nodes) within the solution 
domain. That is, using central difference, we have

    
1 2

,1 1
2m h

V E
i

i i i
i i i

Ψ Ψ Ψ Ψ Ψ+ −− + − ′ = − ′     (5.130)  

where   ′=V m V xi i(2 ) ( )0
2 2Å /� ,   ′ =E m E(2 )0

2 2Å /� , and   h h= ′/Å. 
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 Substituting node numbers from   i = 1 to   i N=  into Equation  (5.130) , 
we get the eigenvalue matrix equation

    ([ ] )[ ] 0,K E− ′ =Ψ     (5.131)  

where
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0 0
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 (5.132)  

and
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    (5.133)   

 We apply the Dirichlet condition that the wave functions at the 
boundaries are set to zero:

    Ψi = 0.     (5.134)   

 This requires a further process. Since Equation  (5.130)  has to 
hold for the   ith components   Ψi of eigenvector [  Ψ], some matrix 
elements other than the diagonal terms for matrixes   [ ]K  have to be set 
as zero:

    [ ]

0

0

0 0 0 0

0

0

.K Kii=
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⎜
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⎜
⎜
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⎟
⎟
⎟
⎟
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� �     (5.135)   
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 Then,   ([ ] )[ ] 0K E− ′ =Ψ  satisfi es the Dirichlet condition. 
 Next, we consider the upper   3 3×  Hamiltonian for a (001) - oriented 

zinc blende (ZB) crystal of Equation  (3.294)  in Chapter  3 , which is 
given by
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,     (5.136)  

where
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    (5.137)  

with   k k kt x y= +2 2  being the magnitude of the wavevector in the   k kx y−  
plane,   εij the symmetric strain tensor,   γ 2,   γ 2, and   γ 3 the Luttinger param-
eters,   av and   b the deformation potentials, and   Δ so the SO energy. 

 The Hamiltonian has the following form
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 Here,   H ij takes the form similar to Equation  (5.139)  below.
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 (5.139)  

and
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…     (5.140)   

 We have to apply boundary conditions to each element   H ij before 
constructing the total Hamiltonian equation  (5.138) . 

 If there is no band - mixing effect (off - diagonal terms    =    0), bands are 
decoupled and only one component   Ψ( )i  of the wavefunction is nonzero. 
Here,   i = 1 2 3, ,  means heavy - hole (HH), light - hole (LH), and SO bands. 
However, the band - mixing effect usually exists, and one band is coupled 
to the rest of the bands. The naming of the subband follows the domi-
nant component of the wavefunction in terms of HH, LH, and SO 
bands. If components corresponding to HH and LH bands are nonzero 
and the HH component among them is dominant, the band is called 
the HL subband.  

   5.5.2    Finite Element Method 

 Two - dimensional and three - dimensional quantum - confi ned structures, 
called QWRs and quantum dot (QD), are innovative materials 
applicable in optical devices, such as laser diodes. The application 
of lower dimensional semiconductor structures as active regions of 
laser diodes promises improved device performances compared with 
conventional QW laser diodes. For low - dimensional structures, the 
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density of states at the band edge is extremely high. This should 
lead to higher optical gain, and thus very low threshold currents are 
predicted. 

 However, the calculations of the energy band diagram and the wave 
function of QWRs and QDs are generally very complicated. In general, 
they cannot be done analytically, except for under special circumstances. 
By now, several numerical techniques have been developed for the 
analysis of these structures. For example, in the case of QWRs, they 
include effective bond orbital method (EBOM), tight binding method 
(TBM), fi nite FDM, and fi nite element method (FEM). Among them, 
FEM and FDM methods are relatively simpler, and require only 6 or 
8 basis function. The advantage of FEM as a numerical technique over 
FDM is that it can utilize a nonuniform mesh; hence, the energy eigen-
state and wave functions of arbitrarily shaped geometries with a wide 
range of lateral dimensions can be analyzed accurately. In this section, 
we introduce a FEM method related to a band structure calculation of 
the QWR and QD nanostructures. 

   5.5.2.1    Quantum Wire     We assume that the system is quantized in 
the   x and   z directions. Then, the wave function   Ψh of holes in the 
valence band for a QWR is expressed with the envelope function   Fν 
and the basis functions   ν  as

    Ψh y y yk x y z F k x z k y( , , , ) ( , , ) ( ) .
1

6

=
=
∑ ν
ν

νexp     (5.141)   

 The energies and the envelope functions of valence subbands can be 
obtained by solving the effective mass equation

    
H V x z F k x z E k F k x zh y y yμν μν ν

ν
μδ+[ ] =

∈

∑ ( , ) ( , , ) ( ) ( , , ),

, { 1 , 2 , 3 , 4 ,ν μ 55 , 6 },
    (5.142)  

where   H is the Luttinger – Kohn Hamiltonian equation  (3.263)  in 
Chapter  3 , and   V x zh( , ) is the QWR potential for holes. The envelope 
function   Fν follows the normalization rules

    dy F ym

i

( )
2

1

6

( ) 1ν∫∑
=

= ,     (5.143)  
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where   m m m= { , }1 2  denotes the subband states in the valence band. 
In the QWR, the wave numbers   kx and   kz are substituted by operators 
as   k i xx →− ∂ ∂/  and   k i zz →− ∂ ∂/ , respectively We have to be careful 
that these substitutions are done to preserve the hermiticity of the 
Hamiltonian. 

 The FEM is used to solve Equation  (5.142)  for the energy levels, 
as well as the eigenfunctions   Fν. The region of interest is divided 
into a number of linear triangles. We applied the Galerkin method 
to each element, and the rank of the derivatives of the partial 
differential equations in Equation  (3.263)  in Chapter  3  is decreased 
from 2 to 1 as a result of partial integration, the derivatives of which 
are called the weak forms. The envelope function   Fe in an element   e 
is expanded as

    F N F N N N

F

F

F

N Fe i i
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e e e

e

e

e

e
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e

e
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=
∑

1

1 2 3

1

2

3

{ } { },     (5.144)  

where   Me is the number of nodes in element   e, which is 3 for a linear 
triangular element,   { }Ne  is the shape function as will be defi ned in 
Equation  (5.168) , and the expansion coeffi cient   Fi corresponds to the 
value of the envelope function at each node. 

 Substituting Equation  (5.144)  into multiband effective mass Equation 
 (5.142) , we get

    H N F E N Fe
T

e e
T

eνμ ν
μ

ν{ } { } { } { },
1

6

=
∑ =     (5.145)  

where   μ ν, 1,2,3,4,5,6= . Multiplying the left - hand side of this 
equation by the shape function   { }Ne , and integrating it for element   e, 
we get

    { } { } { } { }{ } { }.
6

N H N F dxdz E N N Fe e
T

e
e

e e
T

e
e

νμ ν
μ

ν∫∫∑ ∫∫=     (5.146)   

 We defi ne the matrices   { }Hνμ  and   { }M

    
{ { } { } ,

{ } { }{ } .

H N H N dxdz

M N N dxdz

e e
T

e

e e
T

e

νμ νμ} =
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    (5.147)   
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 Then, we get

    { }{ } { }{ }.
6

H F E M Fe eνμ ν
μ

ν∑ =     (5.148)   

 The shape function for the linear triangular element   { }Ne  is given by
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where
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and
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where   Ae is equal to the area of the linear triangular element. 
 The matrix elements for differentiations such as   Ckx

2, 
  Ck Ck k Ck Cky x z x z

2, , ,  and   C, where   C is the material parameter, are 
obtained by substituting the shape function into integration of weighted 
residual of the differentiation as follows:
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    (5.155)  

where matrix elements for   { }2Ckz  and   { }Ckz  are obtained by replacing   b 
with   c in Equations  (5.152)  and  (5.154) . Thus, the matrix elements in 
Equation (3.263) in Chapter  3  are given by

    

H P Q
m

b b

A

c c

A
ij

o

i j

e

i j

e

ij

11

2

1 2 1 2{ }
2 4

( )
4

( 2 )

(1 )

= + = + + −⎡
⎣⎢

+
+

� γ γ γ γ

δ AA
k

A
P Q V x z

e
y

ij e
h

12
( )

(1 )
12

( ( , )),

1 2
2γ γ

δ
ε ε

+ ⎤
⎦⎥

+
+

+ +

    (5.156)  

    

H P Q
m

b b

A

c c

A
ij

o

i j

e

i j

e

ij

22

2

1 2 1 2{ }
2 4

( )
4

( 2 )

(1 )

= − = − + +⎡
⎣⎢

+
+

� γ γ γ γ

δ AA
k

A
P Q V x z

e
y

ij e
h

12
( )

(1 )
12

( ( , )),

1 2
2γ γ

δ
ε ε

− ⎤
⎦⎥

+
+

− +

    (5.157)  

   H S
m

b c c b

A

c c
k

A
ij

o

i j i j

e

i j
y

ij e
12

2

3{ }
3

8 12
(1 )

1
= − = −

+
+

−⎡
⎣⎢

⎤
⎦⎥
−

+� γ
δ
22

,Sε     (5.158)  

    
H R

m

b b

A

b b
k

A
kij

o

i j

e

i j
y

ij e
y13

2

2 3
2

2{ }
3

2 4 6
(1 )

12
= = +

−
−

+⎡
⎣⎢

⎤
⎦

� γ γ
δ

γ ⎥⎥

+
+(1 )

12
,

δ
ε

ij eA
Q

    (5.159)  

c05.indd   244c05.indd   244 4/20/2011   10:51:47 AM4/20/2011   10:51:47 AM



NUMERICAL METHODS  245

    
{ }

2 4 4
(1 )

12
(1

2

1 1 1
2P

m

b b

A

c c

A

A
kij

o

i j

e

i j

e

ij e
y+ = + +

+⎡
⎣⎢

⎤
⎦⎥

+

Δ � γ γ
δ

γ

++
+ +

δ
ε

ij e
h

A
P V x z

)
12

( ( , )),Δ
    (5.160)  

where   { } { }R Rij ji
† *=  and   { } { }− = −S Sij ji

† * . 
 Finally, we need to sum matrix elements Equations  (5.156) – (5.160)  

for each element to make a   n n×  subtotal matrix with   n nodes in the 
system under consideration. The boundary condition should be applied 
to   nbc nodes on the edges of the analysis region for a subtotal matrix. 
The Dirichlet condition requires that the wave functions at the bound-
aries be set to zero:

    Ψi = 0.     (5.161)   

 A simple way to implement the Dirichlet condition is to omit the 
nodes at the boundaries, because, under the Dirichlet condition, they 
do not infl uence the other nodes. Then, the net effect is to reduce the 
dimensions of the matrix by the number of nodes at the boundaries, to 
  n nbc− . 

 The subtotal matrices with the dimension   n n ns bc= −  are then 
summed up to make a total generalized eigenvalue equation:

    [ ][ ] [ ][ ].H F E M F=     (5.162)  
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6F F F F F F F F F Fns ns ns T… … ……… … ,     (5.165)  

where the subscript denotes the Bloch wave function. 
 For an FDM, a rectangular grid with square unit cells and   N N Nx y=  

nodes can be used. Here, we have to be careful to preserve the 
Hermiticity of the Hamiltonian. To accomplish this, we introduce two 
different matrices   D( )+  and   D( )−  for both   ∂x and   ∂z with   [ ]( ) ( )D DT+ −= − . 
Here,   D( )+  and   D( )−  are used in the upper right half and the lower left 
half of each matrix element in Equation  (5.142) , respectively. The dis-
cretizations of the symmetrized expressions for   C x∂ ,   C z∂ ,   C xx∂ ,   C xz∂ , 
  C zz∂  are then obtained from the standard fi rst - order forward (back-
ward) difference quotients   ∂ +

x
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z
( ) (  ∂ −

x
( ),   ∂ −

z
( )) by
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    (5.166)   

 In the case of   ∂ +
x
( ),   ∂ +

z
( ) in  Q  and  S , the central difference 

method is used to prevent abnormal behavior in the valence subband 
energy.  

   5.5.2.2    Quantum Box     The envelope function   Fe in an element   e is 
expanded as
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{ } {{ },Fe     (5.167)  

where   Me is the number of nodes in element   e, which is 4 for a linear 
triangular element, and the expansion coeffi cient   Fi corresponds to the 
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value of the envelope function at each node. The shape function for the 
tetrahedral element   { }Ne  is given by

    { }

11 21 31 41

12 22 32 42

13 23 33 43

14 24 34 44

N

a a a a

a a a a

a a a a

a a a a

e =

⎛

⎝

⎜
⎜
⎜
⎜⎜

⎞

⎠

⎟
⎟
⎟
⎟

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

1

,
1

2

3

x

x

x

    (5.168)  

and
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    (5.169)  

where   ( )1x i,   ( )2x i, and   ( )3x i are coordinates for four nodes in the tetra-
hedral element, as shown in Figure  5.1 .   

 Substituting Equation  (5.144)  into multivalley effective mass 
Equation  (3.263)  in Chapter  3 , we get

    H N F E N Fe
T

e e
T

eνμ ν
μ

ν{ } { } = { } { },
1

6

=
∑     (5.170)  

where   μ and   ν = 1 2 3 4 5 6, , , , , . 

     Figure 5.1.     Tetrahedral element for fi nite element calculation.  

(x1,y1,z1) (x2,y2,z2)

x
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 Multiplying the left - hand side of this equation by the shape function 
  { }Ne  and integrating it for element   e, we get

    { } { } { } { }{ } { }.
6

N H N F dxdydz E N N Fe e
T

e
e

e e
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e
e
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ν∫∫∫∑ ∫∫∫=     (5.171)   

 We defi ne the matrices   { }Hνμ  and   { }M
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    (5.172)   

 Then, we get

    { }{ } { }{ }.
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ν∑ =     (5.173)   

 The matrix elements for differentiations such as   Ck Ck k Ckx x x xi i j i
2 , , , 

  Cx ki xj,   F x x x( , , )1 2 3 , and   C , where   C is the material parameter, are 
obtained by substituting the shape function into integration of weighted 
residual of the differentiation. For example,
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where
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and   Ve is the volume of the element. Then,   { }
2

2Ckx  and   { }
3

2Ckx  are obtained 
by replacing   a ai j2 2  in Equation  (5.174)  with   a ai j3 3  and   a ai j4 4 , 
respectively.
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 (5.176)  

where   { }1 2Ck kx x  and   { }2 3Ck kx x  are obtained by replacing   a ai j2 4  (  a ai j4 2 ) 
in Equation  (5.176)  by   a ai j2 3  (  a ai j3 2 ) and   a ai j3 4  (  a ai j4 3 ), respectively.
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 In the above, we used the following relation
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 For the cases   Cx ki xj and   F x x x( , , )1 2 3 , we should numerically integrate 
to obtain matrix elements. For example,
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 (5.180)   

 Here, we need to numerically integrate the above equation by using 
the relation Equation  (5.178)  to obtain the matrix element. 

 Finally, we sum matrix elements for each element to make an   n n×  
subtotal matrix, with   n nodes in the system under consideration. The 
boundary condition should be applied to   nbc nodes on the edges of the 
analysis region for a subtotal matrix. The Dirichlet condition requires 
that the wave functions at the boundaries be set to zero:

    Ψi = 0.     (5.181)   

 A simple way to implement the Dirichlet condition is to omit the 
nodes at the boundaries, because under the Dirichlet condition, they 
do not infl uence the other nodes, as we did in Equation  (5.135) . Then, 
the net effect is to reduce the dimension of the matrix by the number 
of nodes at the boundaries, to   n nbc− . The subtotal matrices with the 
dimension   n n ns bc= −  are then summed up to make a total generalized 
eigenvalue equation:

    [ ][ ] [ ][ ],H F E M F=     (5.182)  
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and
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2F F F F F F Fns ns T= … …     (5.184)  

where the subscript denotes the Bloch wave function.    

   5.6    ZINC BLENDE BULK AND QUANTUM 
WELL STRUCTURES 

 In this section, we discuss electronic and optical properties of strained 
zinc blende semiconductors  [7] . First, we review developments of con-
ventional III - V - based heterostructure lasers. In the 1970s, a pair of 
semiconductors with different bandgaps but with nearly the same 
lattice constants were investigated because a good epilayer of one 
could be grown on the other. Thus, the GaAs/AlGaAs system has been 
a major player in the fi eld of heterostructure devices because AlAs and 
GaAs are closely lattice matched but have different bandgaps. The fi rst 
semiconductor laser diodes (LDs) were GaAs homojunction devices 
fabricated in 1962. But room temperature operation of these lasers was 
not possible. It was only in 1969 that room temperature operation of 
a heterostructure semiconductor laser was demonstrated. However, 
methods using the GaAs/AlGaAs system did not produce greatly 
improved devices until late 1970s, mainly because of the limitations of 
the growth technology. The improvement of novel growth techniques, 
such as molecular beam epitaxy (MBE) and metalorganic chemical 
vapor deposition (MOCVD) growth methods have made it possible to 
produce high - performance AlGaAs lasers and other heterostructure 
lasers. GaAs QWs cladded with AlAs or AlGaAs were easily formed. 
The QW structures reduce the threshold current, and enhance perfor-
mance of lasers. However, the GaAs/AlGaAs system has some prob-
lems, because Al has high affi nity for oxygen. 

 Considerable research has also been done on the ternary InGaAs 
and the quaternary InGaAsP alloys grown on InP substrate. These 
devices are less sensitive to the environments because Al is absent. The 
ternary alloy   Ga In As0.47 0.53  is lattice matched to InP, and the quaternary 
InGaAsP alloys can be lattice matched to InP for several pairs of values 
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of Ga and As. The quaternary InGaAsP lasers emitting 1.3 to   1 5. μm 
are suitable for optical communication. However, the technology of 
fabricating the quaternary epilayers on InP substrate is involved 
because of the vapor pressure of P. In addition, the use of lattice -
 matched heterostructures severely limited the choice of conventional 
III - V semiconductors. Thus, the LEDs and LDs could emit light only 
in a narrow region of the spectrum. 

 After that, the improvement of novel growth techniques has made 
it possible to produce extremely high - quality expitaxial interfaces, 
not only between lattice - matched semiconductors, but even between 
materials that differ in lattice constant by several percent. In particular, 
the growth of strained - layer structures has had several advantages. 
Stained layers allow for new materials combinations on established 
substrates. Also, with the independent variation of bandgap and lattice 
constant, it is possible to access new band regimes. Here, we investigate 
valence band structures and optical gain of strained zinc blende 
semiconductors. 

   5.6.1    Bulk Zinc Blende Structure 

 Strain deforms the crystal lattice. However, if a crystal is under uniform 
deformation, it will be still periodic such that Bloch theorem is still 
applicable. In the following, we consider the common case of biaxial 
strain, namely,

    
ε ε ε
ε ε ε

xx yy zz

xy yz zx

= ≠
= = .

    (5.185)   

 For mismatched superlattices or QWs grown in the  z  direction, we 
obtain

    
ε ε

ε ε

xx yy
s e

e

zz xx

a a
a

C
C

= = −

= − 2
,12

11

    (5.186)  

where   as and   ae are the lattice constants of the substrate and the epi-
layer, respectively. For compressive strain,   a as e< ,   ε εxx yy= < 0, and 
  εzz > 0. In Figure  5.2 , we plotted a schematic representation of an epi-
layer   ae grown on a substrate   as: (a) tensile stained, (b) unstrained, and 
(c) compressively strained semiconductors.   
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     Figure 5.2.     A schematic representation of an epilayer   ae grown on a substrate   as: 
(a) tensile stained; (b) unstrained; (c) compressively strained semiconductors.  
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 At a zone center (  k = 0), the   6 6×  Hamiltonian given in Equation 
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 The nonvanishing terms   Pε and   Qε in the Hamiltonian equation 
 (5.187)  are

    
P a

Q
b
v xx yy zz

xx yy zz

ε

ε

ε ε ε

ε ε ε

= − + +

= − + −

( )

2
( 2 ).

    (5.188)   

 As a result of this modifi cation, we obtain the band edge energies of 
the HH, LH, and split - off bands as follows:
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    (5.189)   

 The conduction band edge is given by

    E E ac g c xx yy zz(0) ( ).= + + +ε ε ε     (5.190)   

 The factors   ac and   av are so - called hydrostatic deformation potentials; 
  b is the shear deformation potential. 

 As an example, shift and deformation of energy bands for a bulk zinc 
blende InGaAsP semiconductor under (a) biaxial compression, (b) 
lattice - matched condition, and (c) biaxial tension (C, conduction band; 
HH, heavy - hole band; LH, light - hole band) are shown in Figure  5.3 . 
The vertical axes give the energy in electron volts, the lateral axes give 
the wave number   kx and   ky, respectively. In the case of unstrained 
InGaAsP, the LH and HH bands degenerate at the Brillouin zone 
center   Γ, and the SO band lies   Δ lower in energy. Under biaxial com-
pression, the axial component splits the degeneracy of the valence band 
maximum, and introduces an anisotropic valence band structure, with 
the highest band being heavy along the strain (  kx or   ky) axis and com-
paratively light perpendicular to that axis (along   kz). Under biaxial 
tension, the valence splitting is reversed so that the highest band is now 
light along the strain axis (  kx or   ky), and comparatively heavy along   kz. 
Strained layers retain all the advantages of the lattice - matched hetero-
structures, and have, in addition, further features. Strain has relatively 
little effect on the conduction band of direct gap semiconductors, 
but splits the degeneracy of the valence band maximum, signifi cantly 
affecting its properties. The lowest conduction band (CB) is separated 
by the bandgap energy   Eg from the valence bands. It is approximately 
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parabolic near the zone center, and the electron dispersion at small   k 
can be described by  

    E k E
k

m
c g

c

( )
2

.
2 2

= + �
*

    (5.191)   

 Next, we shall discuss strain effects for QW structures.  

   5.6.2    Zinc Blende Quantum Well Structures 

 In a QW heterostructure, the carriers are quantized along the growth 
direction, but remain free to move in the well plane with wavevector 

     Figure 5.3.     Shift and deformation of energy bands for a bulk zinc blende (ZB) InGaAsP 
semiconductor under (a) biaxial compression, (b) lattice - matched condition, and 
(c) biaxial tension (C, conduction band; HH, heavy - hole band; LH, light - hole band). 
InGaAsP lattice matched to InP is used as a substrate. The vertical axes give the energy 
in electron volts, the lateral axes give the wave number   kx and   ky respectively.  
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     Figure 5.4.     Valence band structure with (a) compressive (left), (b) no (middle), and 
(c) tensile strain (right) for 5 - nm zinc blende InGaAsP/InGaAsP quantum well. The 
InGaAsP barrier is lattice matched to the InP substrate.  
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  k�. The ability to confi ne carriers along one dimension has opened the 
possibility of band structure engineering in lattice - matched hetero-
structures. In lattice - matched QWs, the conduction band properties can 
be readily modifi ed by applying hydrostatic pressure or varying QW 
layer thickness. The valence band behavior is in general dominated by 
the HH dispersion, which is much less sensitive to variations. The 
growth of strained - layer structures introduces a new degree of freedom 
to the valence bands, thereby accessing hole - based effects. The confi ne-
ment energies are determined by the dispersion along the growth direc-
tion. Figure  5.4  shows valence band structure with (a) compressive 
(left), (b) no (middle), and (c) tensile strain (right) for 5 - nm zinc blende 
InGaAsP/InGaAsP QW. For a layer under biaxial compression, the HH 
band edge shifts upwards with respect to the LH band edge, which can 
increase the energy splitting (  E EHHI LHl− ) between the highest con-
fi ned HH and LH states. For a layer under biaxial tension, the splitting 
is reversed. In a strained QW, it is then possible to vary independently 
the splitting between the two highest HH states predominantly through 
the well width, and the splitting between the highest HH and LH states 
predominantly via the axial strain.   

 The highest valence subband in a strained - layer structure can have 
a relatively low in - plane effective mass. This low effective mass could 
have signifi cant advantages for device applications, including long -
 wavelength lasers with substantially reduced threshold currents. 
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     Figure 5.5.     Gain spectra for both TE and TM polarizations of (a) a compressive 
strain ( x     =    0.320), (b) an unstrained (0.468), and (c) a tensile strain ( x     =    0.624) 
  Ga In As/InGaAsPx x1−  (barrier bandgap 0.987   eV and lattice matched to InP) quantum 
well laser. Here,   Δ ΔE Ec g= 0.39 .  
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Strained QWs are widely utilized in optoelectronics, as they allow for 
improvements of material properties, such as the optical gain. Commonly, 
strain is generated by varying the composition of the materials so that 
the lattice constant slightly deviates from that of the substrate. 

 As an example, Figure  5.5  shows the gain spectra for light with a TE 
(  ̂x or   ̂y) or TM (  ̂z) polarization for (a) a compressive strain ( x     =    0.320), 
(b) an unstrained (0.468), and (c) a tensile strain ( x     =    0.624) 
  Ga In As/GaInAsPx x1−  QW. The barrier is lattice matched to InP, and 
the bandgap is 0.987   eV. For the compressive strain and the lattice -
 matched cases, the gain for the TE polarization is always larger than 
that of the TM polarization, because the top valence subband for these 
two cases is always heavy hole in nature, and the optical matrix element 
for C1 - HH1 transition prefers TE polarization. The injected holes pop-
ulate mostly the ground (HH1) subband. On the other hand, in the case 
of the tensile strain, the TM polarization is usually dominant.     

   5.7    WURTZITE BULK AND QUANTUM WELL STRUCTURES 

 Wurtzite GaN - based semiconductors have wide bandgaps, and have the 
other properties that are necessary for making high - performance semi-
conductor devices. Wide bandgap semiconductors, including GaN, AlN, 
InN, and their alloys, have great potential for applications in high -
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 power optoelectronic devices in the blue and ultraviolet regions. Their 
bandgap values are 0.76   eV for InN, 3.4   eV for GaN, and 6.2   eV for AlN. 
III - Nitrides are stable because the bonds between nitrogen and group 
III elements are very strong. They have ideal properties for high -
 temperature and high - power electronics. 

 We provide here a short history of the research on GaN. Juza and 
Hahn synthesized small needles and platelets of GaN by passing 
ammonia over hot gallium in 1938. Grimmeiss et al. used the same 
method to produce small crystals of GaN, and measured their PL 
spectra in 1959. The fi rst large area GaN layer was deposited on sap-
phire by Maruska and Tietjen in 1969. This success created widespread 
interest in GaN research. The fi rst blue LED using Zn - doped GaN was 
fabricated by Pankove et al. in 1972. It was a metal/insulating GaN:Zn/
n - GaN structure. However, although a number of other important dis-
coveries were made, further research on GaN was hampered because 
it could not be doped p - type. The quality of the GaN was also not very 
good. 

 Breakthrough results in growth technology were obtained in the 
1980s. Akasaki, Amano, and coworkers in late 1980s showed that high -
 quality GaN layers can be grown by MOCVD on a sapphire substrate 
if the layer is grown in two steps. In the fi rst step, a thin buffer layer of 
AlN is grown on the sapphire substrate at a low temperature of   ∼500°C. 
The main GaN layer is then grown on the buffer layer at a much higher 
temperature. 

 The second breakthrough was made by Amano et al. when they 
obtained p - type conductivity in GaN for the fi rst time. They found that 
p - type conductivity can be obtained by low - energy electron beam irra-
diation of Mg - doped GaN. In 1992, Nakamura et al. discovered that 
annealing the Mg - doped GaN layers at   ≥ °750 C in nitrogen or vacuum 
also activated the Mg acceptors. 

 The fi rst InGaN/GaN - layered structures were grown by Nakamura 
et al. in 1993. Akasaki and coworkers have done extensive work on 
GaN - based LEDs. They made the fi rst p - n junction GaN LED in 1989. 
The success of bringing the blue and green LEDs to a level at which 
they could be commercialized is due to Nakamura and his colleagues 
at Nichia Laboratories. The work done by Nakamura et al. is very 
extensive. Onset of stimulated emission by current injection was fi rst 
observed by Akasaki and collaborators in 1995. A nitride - based injec-
tion laser was fabricated by Nakamura and coworkers in 1996. Akasaki 
et al. fabricated an LD emitting at 376   nm, also in 1996. A room tem-
perature CW laser emitting at   ∼400 nm with a lifetime greater than 
6000 hours has been demonstrated by Nakamura. 
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     Figure 5.6.     A wurtzite crystal consists of two interpenetrating hexagonal closely packed 
sublattices, displaced by 5/8 of the   c(0001) - axis.  
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   5.7.1    Bulk Wurtzite Structures 

 The wurtzite crystal structure with lattice constants   c0 and   a0 is illus-
trated in Figure  5.6 . The structure is formed by two intertwined hexago-
nal sublattices of Ga and N atoms. For wurtzite structures, all three 
valence bands are strongly coupled, and valence band mixing must be 
taken into account. The three valence bands are referred to as HH, LH, 
and crystal - fi eld split - hole (CH) band. Spin – orbit interaction leads to 
a slight separation of all three band edges.   

 For the biaxial strain, the strain tensor has only the following non-
vanishing diagonal elements:
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 With strain effects, the valence band edge energies are
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with
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 Here, it is important to note that energies are measured from a refer-
ence energy   Ev

0, which is taken as zero, of a given semiconductor, as 
shown in Figure  5.7 . The conduction band edge is above the top valence 
band with a bandgap energy   Eg. For GaN, the top valence band is   E1

0, 
since   Δ1 is positive. For AlN, on the other hand, with a negative   Δ1, the 
top valence band is   E2

0. Therefore, the conduction band edge consider-
ing a hydrostatic energy shift   Pcε for GaN is taken as  

    E E E Pc V g c
0 0

1 2= + + + +Δ Δ ε     (5.195)  

with

    P a ac cz zz ct xx yyε ε ε ε= + +( ).     (5.196)   

 For AlN, the conduction band edge is

    E E Ec g
0

2
0 .= +     (5.197)   

 As an example, energy bands for a bulk wurtzite GaN semiconductor 
under (a) biaxial compression, (b) lattice - matched conditions, and (c) 
biaxial tension are shown in Figure  5.8 . The vertical axes give the 
energy in electron volts, and the lateral axes give the wave number   kz 
and   ky, respectively. The difference in symmetry between the wurtzite 
and zinc blende structures causes some fundamental differences in 

     Figure 5.7.     The band lineup at the GaN/AlN interface.  
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262  MODERN SEMICONDUCTOR LASER THEORY

     Figure 5.8.     Energy bands for a bulk wurtzite GaN semiconductor under (a) biaxial 
compression, (b) lattice - matched condition, and (c) biaxial tension. The vertical axes 
give the energy in electron volts, the lateral axes give the wave number   kx and   ky, 
respectively. InAlN is used as a substrate.  
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their band structures. The degeneracy between the HH and LH bands 
at the zone center (  Γ point) for the zinc blende structure is broken for 
the wurtzite structure. For a zinc blende layer grown along the (001) 
direction with a compressive strain, the deformation potentials lift the 
HH band up and reduce its in - plane effective mass. However, for a 
wurtzite layer grown along the   c - axis, the compressive strain shifts both 
the HH and LH bands by almost the same amount, and the in - plane 
effective masses remain almost the same as those in the unstrained case. 
The polarization selection rules for the conduction band to the LH 
band are also changed. For the zinc blende structure, the dominant 
C - LH transitions are TM polarization (along the growth axis). However, 
for the wurtzite structure, TE polarization is favored for the C - LH 
transitions. In the case of tensile strain, the LH band edge shifts upwards 
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with respect to the HH band edge. The energy splitting (  E EHHI LHl− ) 
between the highest confi ned HH and LH states is improved compared 
with that for the compressive strain. The hole effective masses at the 
  Γ - point can be approximated as  
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    (5.198)    

   5.7.2    Wurtzite Quantum Well Structures 

 Figure  5.9  shows valence band structure with (a) biaxial compression 
(left), (b) lattice - matched conditions (middle), and (c) biaxial tension 
(right) for 5 - nm wurtzite GaN/InAlN QW. Here, we used the fl at - 
band model for simplicity, ignoring the internal fi eld effect due to the 

     Figure 5.9.     Valence band structures for a wurtzite GaN/InAlN QW under (a) biaxial 
compression, (b) lattice - matched condition, and (c) biaxial tension. Here, the internal 
fi eld effects due to the piezoelectric and spontaneous polarizations are neglected and 
InAlN is used as a substrate.  
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264  MODERN SEMICONDUCTOR LASER THEORY

     Figure 5.10.     Gain spectra for light with a TE (  ̂x or   ̂y) or TM (  ̂z) polarization for 
(a) a compressive strain, (b) an unstrained, and (c) a tensile strain GaN/AlInN quantum 
well. The dashed line corresponds to the TM polarization.  
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piezoelectric and spontaneous polarizations. In general, the compres-
sive strain separates the HH and the LH subbands by pulling down the 
HH subbands, and pulling away the LH subbands from the valence 
band edge. However, as shown in the bulk case, the introduction of 
biaxial strain into the (0001) plane of a wurtzite GaN - based crystal does 
not effectively reduce the effective masses in the transverse direction, 
unlike in other III - V semiconductors. Similarly, we know that in the 
case of a QW structure, both the HH and LH bands are shifted by 
almost the same amount for a layer under biaxial compression. For a 
layer under biaxial tension, the LH band edge shifts upwards with 
respect to the HH band edge. The combination of strain and mixing 
gives rise to an electron - like effective mass at the zone center.   

 In Figure  5.10 , we plotted the gain spectra for light with a TE (  ̂x or 
  ̂y) or TM (  ̂z) polarization for (a) a compressive strain, (b) an unstrained, 
and (c) a tensile strain GaN/AlInN QW. Here, we used a fl at - band 
model. Both the C1 - HHI and Cl - LHI transitions have strong TE com-
ponents near the zone center, while the Cl - CHI transition has a domi-
nant TM component, which can be larger than the other transitions for 
the TE polarizations. However, since the compressive strain in the QW 
makes the top few valence subbands HH -  or LH - like, the dominant 
transitions for the compressive QW will be TE polarization.   

 This result is different from that of a zinc blende structure, for which 
the conduction to LH subband transition has a dominant TM compo-
nent, and the LH subband can be shifted downward, away from the top 
HH subband, with a compressive strain. For a wurtzite structure, the 
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HH and LH subbands tend to shift in the same direction by almost the 
same amount of energy, resulting in competition for the hole popula-
tion in each subband. For the compressive strain and the lattice - matched 
cases, it is clearly seen that the TM - polarized gain is very small, as 
expected from the valence band structures, since the HH and LH sub-
bands contribute mostly to TE polarization. On the other hand, in the 
case of the tensile strain, the TM polarization is usually dominant.   

   5.8    QUANTUM WIRES AND QUANTUM DOTS 

 The basic theory for calculating the stress and strain fi elds for a QWR 
and a QD  [8 – 11]  can be obtained from the work of Eshelby. First, we 
will consider strain for a QWR. 

   5.8.1    Strain in Quantum Wires 

 Here, the QWR is assumed to be buried in an infi nite medium so that 
the effect of free surfaces is neglected, and materials are assumed to 
be continuous, linear, isotropic, and to obey Hooke ’ s laws. 

 The stress components at position   ( , )x y  are determined by 
evaluating

    σ ij ijx y x x y y d( , ) ( , )0 0= − − ⋅∫ A r�     (5.199)  

where the contour integral is performed around the boundary of the 
QWR in an anticlockwise sense, and   ( , )0 0x y  are points on the boundary. 
Equation  (5.199)  provides a simple method of numerically calculating 
stress fi elds inside and outside a QWR of arbitrary shape by discretizing 
the QWR boundary and converting the contour integral to a summa-
tion. The choice of vectors   A is not unique, because other expressions 
for   A could also yield the given Green ’ s function stress components 
when the curl is taken. 

 Three vectors may be defi ned as follows:

    

A

A

A

xx

yy

xy

x y
y

x y
i

x y
x

x y
j

x y
x

x y
i

( , ) ,

( , ) ,

( , )
2

2 2

2 2

2 2

= −
+

=
+

=
+

Λ

Λ

Λ

ˆ

ˆ

ˆ −−
+

⎛
⎝⎜

⎞
⎠⎟

y
x y

j
2 2

,ˆ

    (5.200)  
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     Figure 5.11.     Line element forming part of the boundary of a QWR extending from 
coordinate   ( , )1 1x y  to   ( , )2 2x y .  

where   Λ is equal to   ε π0 [2 (1 )]E/ −ν , with   ν  the Poisson ’ s ratio, and   E 
the Young ’ s modulus.   ε0 is the misfi t strain of the QWR so that 
  ε0 ( )= −a a as l l/ , where   al and   as are the lattice parameters of the QWR 
material and surrounding matrix, respectively. The QWR is initially 
strained to   ε0 in each of the   x y, , and   z directions. For simple geometries, 
Equation  (5.199)  may be evaluated analytically. The calculation is com-
pleted by employing the principle of superposition to calculate the 
stress at a point due to several strained wires. Here, as an example, we 
consider analytic expressions for a line element. 

 Figure  5.11  illustrates a line element forming part of the boundary 
of a QWR extending from coordinate   ( , )1 1x y  to   ( , )2 2x y . We obtain the 
following stress components using Equation  (5.199) .  
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 A stress component at an arbitrary point   ( , )x y  inside or outside any 
QWR with a boundary comprised of line elements can be evaluated by 
adding the contributions due to each line element as given by Equations 
 (5.201) – (5.203) . 

 However, the denominator of   E or   F  becomes zero when   Bh Hb1 1= , 
corresponding to the locus of points along the gradient as indicated by 
the dotted line in Figure  5.11 . Along this line, the stress components 
reduce to simpler forms, retaining only the log term of Equations 
 (5.201) – (5.203) ,
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 Equations  (5.201) – (5.203)  also reduce to simpler forms for horizon-
tal or vertical line elements. In particular, for a horizontal line element 
(  H = 0), it is found that   σyy = 0, which indicates that horizontal line 
elements do not contribute to the   y component of the stress. Similarly, 
for a vertical line element (  B = 0), the result   σxx = 0 is obtained. These 
results are a consequence of the choice of the vectors   A.  

   5.8.2    Strain in Quantum Dots 

 The stress components at position   ( , , )x y z  in a QD are determined by 
evaluating

    σ ij
S

x y z x x y y z z d x y z( , , ) ( , , ) ( , , ),0 0 0 0 0 0= − − − ⋅∫ A S�     (5.207)  

where the integral is over the surface of the QD, so that   ( , , )0 0 0x y z  is 
now a point on the surface. Equation  (5.207)  can be integrated numeri-
cally for an arbitrarily shaped QD, and in certain cases where the 
geometry is simple, an analytic result can be obtained. Here, we con-
sider a cuboidal QD as an example. The stress distribution for a cuboi-
dal QD is calculated analytically using Equation  (5.207) . The dot 
considered occupies a volume of   2 2 2a b c× ×  centered on the origin, 
and is aligned so that its faces are perpendicular to the direction of the 
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axes. The length   a refers to the   x direction and so forth. As a concrete 
example, the stresses   σxx and   σxz are presented here, and the other 
stresses are easily obtained. The expressions have been compacted for 
display. The stress   σxx is the sum of 8 arctan terms, one for each com-
bination of   ( ), ( )a x b y± ± , and   ( )c z± , and, similarly,   σxz is a combina-
tion of eight log terms, but in this case, the sign of the log is positive 
for combinations of   ( ), ( )a x b y± ± , and   ( )c z±  with either 1 or 3 plus 
signs, and negative for 0 or 2 plus signs.

    σxx x y z
b y c z

a x a x b y c z
( , , )

( )( )

( ) ( ) ( ) ( )
1

2 2 2
= − ± ±

± ± + ± + ±
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−Λ tan ⎟⎟ .     (5.208)  

    σxz x y z a x b y c z y b( , , ) ( ) ( ) ( ) ( ) .2 2 2= ± + ± + ± − ±{ }Λlog     (5.209)    

   5.8.3    Optical Gain of a Quantum Wire 

 For a QWR, we solve one Schr ö dinger equation for electrons and   6 6×  
Hamiltonian for holes for simplicity. The electron and hole concentra-
tions are calculated according to the following relations:

    

N k f E k dk

P k f E k dk

z c p z z

p

z v q z z

q

=

=

∞

∞

∫∑

∫∑

2 ( ) [ ( )]

2 ( ) [ ( )]

0

0

ρ

ρ ,
    (5.210)  
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are Fermi – Dirac distributions of electrons for the conduction and the 
valence band, respectively, while   Efc and   Efv are the relevant quasi -
 Fermi levels.   ρ( )kz  is the density - of - state (DOS) in   k space. For a QWR, 
  ρ( )kz  is given by

    ρ
π

( )
1

.k
A

z =     (5.212)   
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 The absorption coeffi cient becomes

    α ω δ ω( )
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 The summations over the quantum number   ka and   kb become sum-
mations over   ( , )1 2′k m mz  and   ( , )1 2k n nz . The indices   n n n= { 1 2} and 
  m m m= { 1 2} denote the electron states in the conduction band and the 
subband states in the valence band, respectively. The matrix element 
contains a   k - selection rule when we take the inner product. That is, 
  k kz z= ′. When the scattering relaxation is included, the delta function 
may be replaced by a Lorentzian function with a linewidth   Γ = 2�/τin:
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where a factor   π has been included such that the area under the func-
tion is properly normalized:

    δ ω ω( ) 1E E db a− − =∫ � �     (5.216)   

 Hence, we can write
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where   Ehm m
en n

1 2
1 2  is the energy difference between the electron subband 

and the hole subband. For example, within a two - band model, the 
quantizations of the electron and hole energies   Ea and   Eb are
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 Note that   Ehm m1 2 0<  and
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where
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and
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is the band edge transition energy (  kz = 0). When we change the sum-
mation to the integral over   kz
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we obtain the optical gain for the free carrier model
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where we used the relation   
1

0

0

ε
μ
εnc

= . 

 Assuming that the system is quantized in the   x and   y directions, the 
energies and the envelope functions of valence subbands can be 
obtained by solving the effective mass equation
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where   H is the Luttinger – Kohn Hamiltonian in Equation  (3.263)  in 
Chapter  3 , and   V x yh( , ) is the QWR potential for holes. Then, the optical 
momentum matrix elements   M for a QWR are given by

    ˆ ˆ ,e M e p⋅ = ⋅( ) 2 2
kz c

n
h
mΨ Ψη     (5.226)  
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where   Ψc and   Ψh are wave functions for the conduction and the valence 
bands, respectively, and   η = ↑ and   ↓ for both electron spins. The 
polarization - dependent interband optical matrix elements   M can be 
written as 

 TE - polarization   ̂ ˆe x= :
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 TE - polarization   ̂ ˆe y= :
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 TM - polarization   ̂ ˆe z= :
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where momentum matrix parameters   Px,   Py, and   Pz are defi ned as

    
P iS p X P iS p Y P iS p Z

P P P
x x y y z z

x y z

= = =
= =

, ,

.
    (5.233)    

   5.8.4    Optical Gain for Quantum Dots 

 In the case of a QD, the eight - band   k p⋅  Hamiltonian is often used for 
eliminating spurious solutions. The wave function   Ψ of electrons and 
holes is expressed with the envelope function   Fν, and the basis functions 
  ν  as

    Ψ( , , ) ( , , ) ,
1

8

x y z F x y z=
=
∑ ν
ν

ν     (5.234)  

where   Fν follow the normalization rules

    dz F
i

ν
α 2

1

8

1∫∑
=

= ,     (5.235)  

where   α( )=n mor  denotes the subband states in the conduction or the 
valence band. 

 The energies and the envelope functions of conduction and valence 
subbands can be obtained by solving the effective mass equation

   

H V x y z F x y z EF x y z

c c h l l

μν μν ν
ν

μδ

ν μ

+[ ] =

∈

∑ ( , , ) ( , , ) ( , , ),

, { 1 , 2 , 1 , 1 , 22 , 2 , 1 , 2 },h s s    
 (5.236)  

where   H  is the Luttinger – Kohn   8 8×  Hamiltonian in Equation (3.263) 
in Chapter  3 , and   V x y z( , , ) is the QD potential. The optical momentum 
matrix elements   M for a QD are given by

    ˆ ˆ ,e M e p⋅ = ⋅( ) 2 2
kz c

n
h
mΨ Ψ     (5.237)  
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where   Ψc and   Ψh are wave functions for the conduction and the valence 
bands, respectively. The indices   n n n n= { 1 2 3} and   m m m m= { 1 2 3} denote 
the electron states in the conduction band and the subband states in 
the valence band, respectively. That is,
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 The electron and hole concentrations are calculated according to the 
following relations:
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where
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are Fermi – Dirac distributions of electrons for the conduction and the 
valence band, respectively, while   Efc and   Efv are the relevant quasi -
 Fermi levels.   ρ( )E , the DOS for a QD, is given by

    ρ δ( )
1

( ).E
V

E Ecv= −     (5.241)   

 Similarly, the material gain for the QD is
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 Figure  5.12  shows a numerical example for the gain spectra calcu-
lated for 100    Å     ×    100    Å     ×    100    Å  cubic   GaAs/Al Ga As0.3 0.7  QD, 
100    Å     ×    100    Å  square QWR, and 100    Å  QW. The dominant electric -
 fi eld polarizations are chosen for each structures. For simplicity, a free 
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carrier model for the optical gain was used for all cases. As can be seen, 
the shape of the spectrum becomes sharper with increasing quantiza-
tion dimensions. This is due to the variation of the DOSs. The width of 
gain spectrum is determined only by the relaxation broadening for QD, 
since the DOS is given by the delta function, while for the other QWs, 
it is determined by all of the shapes of the DOS, the relaxation broad-
ening, and the thermal distribution of carriers.     

  APPENDIX: FORTRAN 77 CODE FOR THE BAND STRUCTURE 

  C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 C%%%         GaAs/AlGaAs/GaAs                                                %%% 
 C%%%         VALENCE BAND STRUCTURE                        %%% 
 C%%%         BARRIER WIDTH = DIVISI * NW                     %%% 
 C%%%         WELL WIDTH = DIVISI * (LW + 1)                  %%% 
 C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
                   IMPLICIT REAL * 8 (A — H,O — Z) 
 C 
                   INTEGER            NB,NW,ND,NN,NP,NK 
                   PARAMETER (NB = 30,NW = 39,ND = NB + NW + NB,NN = ND + ND + ND,NP = ND + 2,NK = 50) 
 C 
                   REAL * 8 CG2(NP),CF(NP),DIVISI 
                   REAL * 8 AP1(NP),AP2(NP),AP3(NP),AP4(NP),AP5(NP),AP6(NP),GDELM(NP) 
                   REAL * 8 FH(NP),FL(NP),FSO(NP) 
                   INTEGER NCB,NVB 
 C =  =  =  =  =  =  =  CB : EIGENVALUE, EIGENVECTOR  =  =  =  =  =  
                   OPEN (UNIT = 10, FILE =  ′ CVADAS.DAT ′ ,STATUS =  ′ UNKNOWN ′ ) 
                   OPEN (UNIT = 20, FILE =  ′ CVEDAS.DAT ′ ,STATUS =  ′ UNKNOWN ′ ) 
 C =  =  =  =  =  =  =  VB : EIGENVALUE  =  =  =  =  =  
                   OPEN (UNIT = 50, FILE =  ′ HVADUAS.DAT ′ ,STATUS =  ′ UNKNOWN ′ ) 

     Figure 5.12.     Gain spectra calculated for 100    Å     ×    100    Å     ×    100    Å  cubic   GaAs/Al Ga As0.3 0.7  
quantum dot, 100    Å     ×    100    Å  square quantum wire and 100    Å  quantum well.  
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 C =  =  =  =  =  =  =  VB STRUCTURE FOR PLOT  =  =  =  =  =  
                   OPEN (UNIT = 80, FILE =  ′ GRPHUAS.DAT ′ ,STATUS =  ′ UNKNOWN ′ ) 
 C 
                   NCB = 2 
                   NVB = 4 
 C%%%%%% MATERIAL PARAMETERS %%%%%%%%%%% 
                   CALL MATER(CG2,CF,DIVISI, 
                $ AP1,AP2,AP3,AP4,AP5,AP6,GDELM,FH,FL,FSO) 
 C%%%%%%      OBTAINING CB EIGENVALUE %%%%%% 
       CALL CBEIGEN(CG2,CF,DIVISI,NCB) 
 C 
                   CALL VBEIGEN(NVB,DIVISI, 
                $ AP1,AP2,AP3,AP4,AP5,AP6,GDELM,FH,FL,FSO) 
 C 
                   STOP 
                   END 
 C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 C%% MATERIAL PARAMETERS                                                %% 
 C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
                   SUBROUTINE MATER(CG2,CF,DIVISI, 
                $ AP1,AP2,AP3,AP4,AP5,AP6,GDELM,FH,FL,FSO) 
                   INTEGER            NB,NW,ND,NN,NP,NK 
                   PARAMETER (NB = 30,NW = 39,ND = NB + NW + NB,NN = ND + ND + ND,NP = ND + 2,NK = 50) 
 C 
                   REAL * 8 HBAR,EV,MO,AUNG,PI,T,KT 
                   REAL * 8 DIVISI,TLL,TLB,TLW,RATIO,AC1 
                   INTEGER I1,I2 
                   REAL * 8 BARX,GAIW,GA2W,GA3W,GAIB,GA2B,GA3B 
                   REAL * 8 DELSOW,DELSOB 
                   REAL * 8 WEG,BEG,WEMC,BEMC 
                   REAL * 8 TLCWELL,TLCBARR,TLCSUB,C11,C12,C11B,C12B 
                   REAL * 8 ACW,AVW,BW,ACB,AVB,BB,AO,EXX,EZZ,AOB,EXXB,EZZB 
                   REAL * 8 CNITW,VNITW,ZETAW,CNITB,VNITB,ZETAB 
                   REAL * 8 AP1(NP),AP2(NP),AP3(NP),AP4(NP),AP5(NP),AP6(NP) 
                   REAL * 8 FH(NP),FL(NP),FSO(NP),GDELM(NP),CG2(NP),CF(NP) 
 C 
                   HBAR = 1.0546D - 34 
                   EV = 1.60219D - 19 
                   MO = 9.1095D - 31 
                   AUNG = 1.0D - 10 
                   PI = 4.0 * ATAN(1.0) 
                   T = 300.0 
                   KT = T/300.0 * 0.026 * EV 
 C  =  =  =  =  =  =  =  =  =  QW STRUCTURE  =  =  =  =  =  =  =  =  =  =  =  =  =  =  
                   DIVISI = 2.0 * AUNG 
                   TLB = DIVISI * (NB)                  ! BARRIER LENGTH 
                   TLW = DIVISI * (NW + 1)            ! WELL LENGTH 
                   I1 = NB                                                ! BOUNDARY BETWEEN BARRIER AND WELL 
                   I2 = NB + NW + 1 
                   TLL = DIVISI * (NB + NW + NB + 1) ! TOTAL LENGTH OF QW STRUCTURE 
                   RATIO = MO/HBAR * TLL/HBAR * TLL 
                   AC1 = (ND + 1) *  * 2 
 C  =  =  =  =  =  =  =  =  =  =  GaAs/AlxGal - xAs  =  =  =  =  =  =  =  =  =  =  =  
                   BARX = 0.3 !Al COMPOSITION 
 C  =  =  =  =  =  =  =  =  =  =  =  PARAMETERS  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  
                   GA1W = 6.8 
                   GA2W = 1.9 
                   GA3W = 2.73 
                   GA1B = 6.8 * (1.0 - BARX) + 3.45 * BARX 
                   GA2B = 1.9 * (1.0 - BARX) + 0.68 * BARX 
                   GA3B = 2.73 * (1.0 - BARX) + 1.29 * BARX 
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 C 
                   DELSOW = 0.34 * EV 
                   DELSOB = (0.34 * (1.0 - BARX) + 0.28 * BARX) * EV 
 C  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  
                   WEG = 1.424 * EV 
                   BEG = (1.424 + 1.247 * BARX) * EV 
                   WEMC = 0.067 * M0 
                   BEMC = (0.067 + 0.083 * BARX) * M0 
 C  =  =  =  =  =  =  STRAIN RELATED  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  
                   TLCWELL = 5.6533 * AUNG 
                   TLCBARR = (5.6533 * (1.0 - BARX) + 5.6600 * BARX) * AUNG 
                   TLCSUB = 5.6533 * AUNG 
 C 
                   C11 = 11.879 
                   C12 = 5.376 
                   Cl1B = (11.879 * (1.0 - BARX) + 12.5 * BARX) 
                   C12B = (5.376 * (1.0 - BARX) + 5.34 * BARX) 
 C 
                   ACW =  - 7.17 * EV 
                   AVW = 1.16 * EV 
                   BW =  - 1.7 * EV 
 C 
                   ACB = ( - 7.17 * (1.0 - BARX) - 5.64 * BARX) * EV 
                   AVB = (1.16 * (1.0 - BARX) + 2.47 * BARX) * EV 
                   BB = ( - 1.7 * (1.0 - BARX) - 1.5 * BARX) * EV 
 C 
                   A0 = (TLCSUB - TLCWELL)/TLCWELL 
                   EXX = AO 
                   EZZ = ( - 2.0) * C12/C11 * EXX 
                   A0B = (TLCSUB - TLCBARR)/TLCBARR 
                   EXXB = AOB 
                   EZZB = ( - 2.0) * C12B/C11B * EXXB 
 C 
                   ZETAW =   - BW/2.0 * (EXX + EXX - 2.0 * EZZ) 
                   CNITW =  + (ACW) * (EXX + EXX + EZZ) 
                   VNITW =  - (AVW) * (EXX + EXX + EZZ) 
                   ZETAB =   - BB/2.0 * (EXXB + EXXB - 2.0 * EZZB) 
                   CNITB =  + (ACB) * (EXXB + EXXB + EZZB) 
                   VNITB =  - (AVB) * (EXXB + EXXB + EZZB) 
 C 
                   QQ = 0.65 ! BANDOFFSET IN CONDUCTION BAND 
 C  =  =  =  =  =  LUTTINGER PARAMETERS RELATED 
                   DO 45 I = 1,NP,1 
                         IF ((I .GT. (I1 + 1)) .AND. (I .LT. (I2 + 1))) THEN 
                               AP1(I) = GA1W 
                               AP2(I) = GA2W 
                               AP3(I) = GA1W 
                               AP4(I) = GA2W 
                               AP5(I) = (GA2W + GA3W)/2.0 
                               AP6(I) = GA3W 
                               FH(I) = RATIO * (0.0 + VNITW + ZETAW)/AC1 
                               FL(I) = RATIO * (0.0 + VNITW - ZETAW)/AC1 
                               FSO(I) = RATIO * (0.0 + VNITW + DELSOW)/AC1 
                               GDELM(I) = RATIO * (SQRT(2.0) * ZETAW)/AC1 
                               CG2(I) = M0/WEMC 
                               CF(I) = RATIO *  (0.0 + CNITW)/AC1 
                         ELSE 
                               AP1(I) = GA1B 
                               AP2(I) = GA2B 
                               AP3(I) = GA1B 
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                               AP4(I) = GA2B 
                               AP5(I) = (GA2B + GA3B)/2.0 
                               AP6(I) = GA3B 
                               FH(I) = RATIO * ((1.0 - QQ) * (BEG - WEG) + VNITB + ZETAB)/AC1 
                               FL(I) = RATIO * ((1.0 - QQ) * (BEG - WEG) + VNITB - ZETAB)/AC1 
                               FSO(I) = RATIO * ((1.0 - QQ) * (BEG - WEG) + VNITW + DELSOB)/AC1 
                               GDELM(I) = RATIO * (SQRT(2.0) * ZETAB)/AC1 
                               CG2(I) = M0/BEMC 
                               CF(I) = RATIO * (QQ * (BEG - WEG) + CNITB)/AC1 
                         ENDIF 
 45            CONTINUE 
 C 
                   RETURN 
                   END 
 C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 C%% SUBROUTINES FOR CONDUCTION BAND %% 
 C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
                   SUBROUTINE CBMAT(CG2,CF,AC1,CB) 
                   PARAMETER (NB = 30,NW = 39,ND = NB + NW + NB,NN = ND + ND + ND,NP = ND + 2,NK = 50) 
                   INTEGER            NB,NW,ND,NN,NP,NK 
                   INTEGER I1,I2 
                   REAL * 8 CG2(NP),CF(NP),AC1 
                   REAL * 8 CUNIM(ND,ND),CAVH2(NP),CAVDF2(ND,ND) 
                   REAL * 8      CB(ND,ND) 
 C 
                   I1 = NB            ! BOUNDARY BETWEEN BARRIER AND WELL 
                   I2 = NB + NW + 1 
 C       =  =  =  =  =  =  DEFINE MATRIX  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  
                   DO 52 I = 1,ND,1 
                         DO 54 J = 1,ND,1 
                               CUNIM(I,J) = 0.0 
 54                  CONTINUE 
 52            CONTINUE 
                   DO 56 I = 1,ND,1 
                         CUNIM(I,I) = CUNIM(I,I) + 1.0 
 56            CONTINUE 
 C 
                   DO 60 I = 1,NP,1 
                         CAVH2(I) = 0.5 * CG2(I) 
 60            CONTINUE 
                   DO 62 I = 1,NP,1 
                         IF ((I .EQ. (I1 + 1)) .OR. (I .EQ. (I2 + 1))) THEN 
                                  CAVH2(I) = (CAVH2(I - 1) + CAVH2(I + 1))/2.0 
                         ENDIF 
 62            CONTINUE 
 C 
                   DO 64 I = 1,ND,1 
                         DO 66 J = 1,ND,1 
                               CAVDF2(I,J) = 0.0 
 66                  CONTINUE 
 64            CONTINUE 
 C 
                   DO 68 I = 1,ND,1 
                         CAVDF2(I,I) = CAVDF2(I,I) - CAVH2(I + 1) - ((CAVH2(I) + CAVH2(I + 2)))/2.0 
 68            CONTINUE 
 C 
                   DO 70 I = 1,ND - 1,1 
                         CAVDF2(I,I + 1) = CAVDF2(I,I + 1) + (CAVH2(I + 1) + CAVH2(I + 2))/2.0 
                         CAVDF2(I + 1,I) = CAVDF2(I + 1,I) + (CAVH2(I + 2) + CAVH2(I + 1))/2.0 
 70            CONTINUE 
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 C 
                   DO 72 I = 1,ND,1 
                         DO 74 J = 1,ND,1 
                               CAVDF2(I , J) = CAVDF2(I ,J) * AC1 
 74                  CONTINUE 
 72            CONTINUE 
 C 
                   DO 82 I = 1,ND,1 
                         DO 84 J = 1,ND,1 
                               CB(I,J) = 0.0 
 84                  CONTINUE 
 82            CONTINUE 
 C 
                   DO 90 I = 1,ND,1 
                         DO 95 J = 1,ND,1 
                               CB(I,J) = CB(I,J) - CAVDF2(I,J) + CF(I + 1) * CUNIM(I,J) * AC1 
 95                  CONTINUE 
 90            CONTINUE 
 C 
                   DO 96 I = 1,ND,1 
                         DO 98 J = 1,ND,1 
                               CB(I,J) = CB(I,J)/AC1
98                  CONTINUE 
 96            CONTINUE 
 C 
                         RETURN 
                         END 
 C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 C%% DEFINE UPPER  &  LOWER HAMILTONIAN %% 
 C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
                   SUBROUTINE VBMAT(KP,DIVISI,AP1,AP2,AP3,AP4,AP5,AP6, 
                $ GDELM,FH,FL,FSO,HUPMAT) 
                   PARAMETER (NB = 30,NW = 39,ND = NB + NW + NB,NN = ND + ND + ND,NP = ND + 2,NK = 50) 
                   INTEGER            NB,NW,ND,NN,NP,NK 
                   REAL * 8 KP,HUPMAT(NN,NN),DIVISI 
                   REAL * 8 AP1(NP),AP2(NP),AP3(NP),AP4(NP),AP5(NP),AP6(NP),GDELM(NP) 
                   REAL * 8 FH(NP),FL(NP),FSO(NP),AC1 
                   REAL * 8 UNIM(ND,ND),AVH1(NP),AVH2(NP),BVH1(NP),BVH2(NP),GVH1(NP) 
                   REAL * 8 GVH2(NP),CVH(NP),DVH(NP),FVH1(NP),FVH2(NP),AVHDF2(ND,ND) 
                   REAL * 8 BVHDF2(ND,ND),FVHDF2(ND,ND),GVHDF2(ND,ND) 
                   REAL * 8 DVHDF1(ND,ND) 
                   REAL * 8 B(NN,NN),LL 
                   INTEGER I,J,I1,I2 
 C 
                   I1 = NB 
                   I2 = NB + NW + 1 
                   LL = DIVISI * (NB + NW + NB + I) 
                   AC1 = (ND + 1) *  * 2 
 C 
                   DO 305 I = 1,ND,1 
                         DO 307 J = 1,ND,1 
                               UNIM(I,J) = 0.0 
 307               CONTINUE 
 305         CONTINUE 
                   DO 315 I = 1,ND,1 
                               UNIM(I,I) = UNIM(I,I) + 1.0 
 315         CONTINUE 
 C  =  =  =  =  =  =  =  DEFINE MATRIX       =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  =  
                   DO 320 I = 1,NP,1 
                         AVH1(I) = 0.5 * (AP3(I) + AP4(I)) * ((LL * KP) *  * 2) 
                         AVH2(I) = 0.5 * (AP1(I) - 2.0 * AP2(I)) 
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                         BVH1(I) = 0.5 * (AP3(I) - AP4(I)) * ((LL * KP) *  * 2) 
                         BVH2(I) = 0.5 * (AP1(I) + 2.0 * AP2(I)) 
                         GVHI(I) = 0.5 * AP3(I) * ((LL * KP) *  * 2) 
                         GVH2(I) = 0.5 * AP1(I) 
                         CVH(I) = 0.5 * SQRT(3.0) * AP5(I) * ((LL * KP) *  * 2) 
                         DVH(I) = SQRT(3.0) * AP6(I) * LL * KP 
                         FVHI(I) = AP4(I)/SQRT(2.0) * ((LL * KP) *  * 2)
                        FVH2(I) = SQRT(2.0) * AP2(I) 
 320         CONTINUE 
                   DO 325 I = 1,NP,1 
                            IF ((I .EQ. (I1 + 1)) .OR. (I .EQ. (I2 + 1))) THEN 
                                     AVH2(I) = (AVH2(I - 1) + AVH2(I + 1))/2.0 
                                     BVH2(I) = (BVH2(I - 1) + BVH2(I + 1))/2.0 
                                     GVH2(I) = (GVH2(I - 1) + GVH2(I + 1))/2.0 
                                     FVH2(I) = (FVH2(I - 1) + FVH2(I + 1))/2.0 
                                     DVH(I) = (DVH(I - 1) + DVH(I + 1))/2.0 
                                     CVH(I) = (CVH(I - 1) + CVH(I + 1))/2.0 
                                     FVH1(I) = (FVH1(I - 1) + FVH1(I + 1))/2.0 
                                     BVH1(I) = (BVH1(I - 1) + BVH1(I + 1))/2.0 
                                     GVH1(I) = (GVH1(I - 1) + GVH1(I + 1))/2.0 
                                     AVH1(I) = (AVH1(I - 1) + AVH1(I + 1))/2.0 
                            ENDIF 
 325         CONTINUE 
 C 
                   DO 335 I = 1,ND,1 
                         DO 337 J = 1,ND,1 
                                  AVHDF2(I,J) = 0.0 
                                  BVHDF2(I,J) = 0.0 
                                  FVHDF2(I,J) = 0.0 
                                  GVHDF2(I,J) = 0.0 
                                  DVHDF1(I,J) = 0.0 
 337               CONTINUE 
 335         CONTINUE 
 C 
                   DO 340 I = 1,ND,1 
                         AVHDF2(I,I) = AVHDF2(I,I) - AVH2(I + 1) - ((AVH2(I) + AVH2(I + 2)))/2.0 
                         BVHDF2(I,I) = BVHDF2(I,I) - BVH2(I + 1) - ((BVH2(I) + BVH2(I + 2)))/2.0 
                         FVHDF2(I,I) = FVHDF2(I,I) - FVH2(I + 1) - ((FVH2(I) + FVH2(I + 2)))/2.0 
                         GVHDF2(I,I) = GVHDF2(I,I) - GVH2(I + 1) - ((GVH2(I) + GVH2(I + 2)))/2.0 
 340         CONTINUE 
 C 
                   DO 350 I = 1,ND - 1,1 
                         AVHDF2(I,I + 1) = AVHDF2(I,I + 1) + (AVH2(I + 1) + AVH2(I + 2))/2.0 
                         AVHDF2(I + 1,I) = AVHDF2(I + l,I) + (AVH2(I + 2) + AVH2(I + 1))/2.0 
                         BVHDF2(I,I + 1) = BVHDF2(I,I + 1) + (BVH2(I + l) + BVH2(I + 2))/2.0 
                         BVHDF2(I + 1,I) = BVHDF2(I + 1,I) + (BVH2(I + 2) + BVH2(I + 1))/2.0 
                         FVHDF2(I,I + 1) = FVHDF2(I,I + 1) + (FVH2(I + 1) + FVH2(I + 2))/2.0 
                         FVHDF2(I + 1,I) = FVHDF2(I + l,I) + (FVH2(I + 2) + FVH2(I + 1))/2.0 
                         GVHDF2(I,I + 1) = GVHDF2(I,I + 1) + (GVH2(I + l) + GVH2(I + 2))/2.0 
                         GVHDF2(I + 1,I) = GVHDF2(I + 1,I) + (GVH2(I + 2) + GVH2(I + 1))/2.0 
                         DVHDF1(I,I + 1) = DVHDFI(I,I + 1) + (DVH(I + 2) + DVH(I + 1))/2.0 
                         DVHDF1(I + 1,I) = DVHDF1(I + l,I) - (DVH(I + 2) + DVH(I + 1))/2.0 
 350         CONTINUE 
 C 
                   DO 365 I = 1,ND,1 
                         DO 367 J = 1,ND,l 
                               AVHDF2(I,J) = AVHDF2(I,J) * AC1 
                               BVHDF2(I,J) = BVHDF2(I,J) * AC1 
                               FVHDF2(I,J) = FVHDF2(I,J) * AC1 
                               GVHDF2(I,J) = GVHDF2(I,J) * AC1 
                               DVHDF1(I,J) = DVHDF1(I,J) * SQRT(AC1)/2.0 
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 367               CONTINUE 
 365         CONTINUE 
 C 
                   N2 = ND + ND 
                   DO 375 I = 1,NN,1 
                         DO 377 J = 1,NN,1 
                               B(I,J) = 0.0 
 377               CONTINUE 
 375         CONTINUE 
 C 
                   DO 380 I = 1,ND,1 
                         DO 383 J = 1,ND,l 
                               B(I,J) = B(I,J) + AVH1(I + 1) * UNIM(I,J) - AVHDF2(I,J) 
                $                                  + FH(I + 1) * UNIM(I,J) * AC1 
                               B(I + ND,J + ND) = B(I + ND,J + ND) + BVH1(I + l) * UNIM(I,J) - BVHDF2(I,J) 
                $                                  + FL(I + 1) * UNIM(I,J) * AC1 
                               B(I + N2,J + N2) = B(I + N2,J + N2) + GVH1(I + 1) * UNIM(I,J) - GVHDF2(I,J) 
                $                                  + FSO(I + 1) * UNIM(I,J) * AC1 
                               B(I + ND,J) = B(I + ND,J) + CVH(I + 1) * UNIM(I,J) + DVHDF1(I,J) 
                               B(I + N2,J) = B(I + N2,J) + SQRT(2.0) * CVH(I + 1) * UNIM(I,J) 
                $                                  - DVHDF1(I,J)/SQRT(2.0) 
                               B(I + N2,J + ND) = B(I + N2,J + ND) + FVH1(I + 1) * UNIM(I,J) + FVHDF2(I,J) 
                $                                  - SQRT(3.0/2.0) * DVHDF1(I,J) + GDELM(I + 1) * UNIM(I,J) * AC1 
 383               CONTINUE 
 380         CONTINUE 
                   DO 392 I = 1,ND,1 
                         DO 394 J = 1,ND,1 
                               B(I,J + ND) = B(J + ND,I) 
                               B(I,J + N2) = B(J + N2,I) 
                               B(I + ND,J + N2) = B(J + N2,I + ND) 
 394               CONTINUE 
 392         CONTINUE 
 C 
                   DO 404 I = 1,NN,1 
                         DO 408 J = 1,NN,1 
                               HUPMAT(I,J) = B(I,J)/AC1 
 408               CONTINUE 
 404         CONTINUE 
                   RETURN 
                   END 
 C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 C%% EIGENVLAUE AND EIGENVECTOR FOR CB %% 
 C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
                   SUBROUTINE CBEIGEN(CG2,CF,DIVISI,NCB) 
                   PARAMETER (NB = 30,NW = 39,ND = NB + NW + NB,NN = ND + ND + ND,NP = ND + 2,NK = 50) 
                   REAL * 8 CG2(NP),CF(NP),DIVISI 
                   INTEGER            NB,NW,ND,NN,NP,NK 
                   REAL * 8 HBAR,EV,MO,TLL,RATIO,AC1 
 C 
                   REAL * 8 A(ND,ND),EVALD(ND),ED(ND),NORM,CEVECD(ND,ND),ASK(ND) 
                   INTEGER I,J 
 C 
                   HBAR = 1.0546D - 34 
                   EV = 1.60219D - 19 
                   MO = 9.1095D - 31 
                   TLL = DIVISI * (NB + NW + NB + 1) 
                   RATIO = MO/HEAR * TLL/HEAR * TLL 
                   AC1 = (ND + 1) *  * 2 
 C 
                   DO 102 I = 1,ND,1 
                         DO 104 J = 1,ND,1 
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                               A(I,J) = 0.0 
 104               CONTINUE 
 102         CONTINUE 
 C 
                   CALL CBMAT(CG2,CF,ACI,A) 
 C 
                   CALL TRED2(A,ND,ND,EVALD,ED) 
                   CALL TQLI(EVALD,ED,ND,ND,A) 
                   CALL EIGSRT(EVALD,A,ND,ND) 
 C 
                   DO 222 I = ND,ND - NCB + 1, - 1 
                            NORM = 0.0 
                            DO 225 J = 1,ND,1 
                               NORM = NORM + A(J,I) * A(J,I) 
 225            CONTINUE 
                         DO 227 J = 1,ND,1 
                               CEVECD(J,I) = A(J,I)/SQRT(NORM) 
 227               CONTINUE 
 222         CONTINUE 
                   DO 232 I = 1,ND,1 
                         ASK(I) = EVALD(I)/RATIO * AC1/EV 
 232         CONTINUE 
                   BANDC1 = ASK(ND) 
 C%%%%%%%% SAVING EIGENVALUES FOR CB %%% 
                               WRITE( * ,239) (ASK(I),I = ND,ND - 3, - 1) 
 239                     FORMAT( ′  CONDUCTION : ′ ,4F10.5) 
                               WRITE(10,240) (ASK(I),I = ND,ND - NCB + 1, - 1) 
 240                     FORMAT(1OF10.5) 
 C%%%%%%% SAVING EIGENVECTOR FOR CB %%% 
                   DO 242 I = 1,ND,1 
                         WRITE(20,248) (CEVECD(I,J),J = ND,ND - NCB + 1, - 1) 
 248               FORMAT(1OF10.5) 
 242         CONTINUE 
 C 
                   RETURN 
                   END 
 C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 C%% EIGENVLAUE ANDEIGENVECTOR FOR VB %% 
 C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
                   SUBROUTINE VBEIGEN(NVB,DIVISI, 
                $ AP1,AP2,AP3,AP4,AP5,AP6,GDELM,FH,FL,FSO) 
                   INTEGER            NB,NW,ND,NN,NP,NK 
                   PARAMETER (NB = 30,NW = 39,ND = NB + NW + NB,NN = ND + ND + ND,NP = ND + 2,NK = 50) 
                   REAL * 8            DIVISI,B(NN,NN) 
                   REAL * 8 AP1(NP),AP2(NP),AP3(NP),AP4(NP),AP5(NP),AP6(NP),GDELM(NP) !AL1 
                   REAL * 8 FH(NP),FL(NP),FSO(NP) 
                   INTEGER         NVB 
                   INTEGER II,I,J,NLAST 
                   REAL * 8         KPINT,KP,NORM,HBAR,AUNG,EV,MO,TLL,RATIO,AC1 
                   REAL * 8         EVALN(NN),EN(NN),ASKN(NN),HEVEC(NN,NN) 
                   REAL * 8         HUPMAT(NN,NN) 
 C 
                   AUNG = 1.OD - 10 
                   HBAR = 1.0546D - 34 
                   MO = 9.1095D - 31 
                   EV = 1.60219D - 19 
                   NLAST = 50 
                   KPINT = 0.01/AUNG 
 C 
                   TLL = DIVISI * (NB + NW + NB + 1)         ! TOTAL LENGTH OF QW 
                   RATIO = MO/HBAR * TLL/HBAR * TLL 
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                   AC1 = (ND + 1) *  * 2 
 C 
                   DO 1000 II = 1,NLAST         ! START 
                      KP = KPINT * (II - 1) 
 C%%%%%%%%%% DEFINE MATRIX %%%%%%%%% 
                   CALL VBMAT(KP,DIVISI,AP1,AP2,AP3,AP4,AP5,AP6, 
                $ GDELM,FH,FL,FSO,HUPMAT) 
 C 
                   DO 402 I = 1,NN,1 
                         DO 404 J = 1,NN,1 
                                  B(I,J) = HUPMAT(I,J) 
 404               CONTINUE 
 402         CONTINUE 
 C 
                   DO 653 I = 1,NN,1 
                            EN(I) = 0.0 
                            EVALN(I) = 0.0 
                            ASKN(I) = 0.0 
 653         CONTINUE 
 C 
                   CALL TRED2(B,NN,NN,EVALN,EN) 
                   CALL TQLI(EVALN,EN,NN,NN,B) 
                   CALL EIGSRT(EVALN,B,NN,NN) 
 C =  =  =  NORMALIZATION OF EIGENVECTOR  =  =  =  =  =  
                   DO 712 I = NN,NN - NVB + 1, - 1 
                            NORM = 0.0 
                            DO 715 J = 1,NN,1 
                               NORM = NORM + B(J,I) * B(J,I) 
 715                  CONTINUE 
                            DO 717 J = 1,NN,1 
                               HEVEC(J,I) = B(J,I)/SQRT(NORM) 
 717                  CONTINUE 
 712         CONTINUE 
 C 
                   DO 720 I = 1,NN,1 
                               ASKN(I) = EVALN(I)/RATIO * AC1/EV      ! EV UNIT 
 720         CONTINUE 
 C =  =  =  SAVING EIGENVALUES  =  =  =  =  =  =  
                   WRITE( * ,727) KP * AUNG,( - ASKN(I),I = NN,NN - NVB + 1, - 1) 
 727         FORMAT(20F10.5) 
                   WRITE(50,757) ( - ASKN(I),I = NN,NN - NVB + 1, - 1) 
                   WRITE(80,757) KP * AUNG,( - ASKN(I),I = NN,NN - NVB + 1, - 1) 
 757         FORMAT(20F10.5) 
 C 
 1000      CONTINUE 
 C 
                   RETURN 
                   END 
 C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 C%% SUBROUTINES FOR EIGENVALUES               %%% 
 C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 C      (C) COPR. 1986 - 92 NUMERICAL RECIPES SOFTWARE 00. 
                   SUBROUTINE TQLI(D,E,N,NP,Z) 
                   INTEGER N,NP 
                   REAL * 8 D(NP),E(NP),Z(NP,NP) 
                   INTEGER I,ITER,K,L,M 
                   REAL * 8 B,C,DD,F,G,P,R,S,PYTHAG 
                   DO 11 I = 2,N 
                         E(I - 1) = E(I) 
 11            CONTINUE 
                   E(N) = 0. 
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                   DO 15 L = 1,N 
                         ITER = O 
 1                     DO 12 M = L,N - 1 
                               DD = ABS(D(M)) + ABS(D(M + 1)) 
                               IF (ABS(E(M)) + DD.EQ.DD) GOTO 2 
 12                  CONTINUE 
                         M = N 
 2                     IF(M.NE.L)THEN 
                               IF(ITER.EQ.300) PAUSE  ′ TOO MANY ITERATIONS IN TALI ′  
                               ITER = ITER + 1 
                               G = (D(L + 1) - D(L))/(2. * E(L)) 
                               R = PYTHAG(G,1.ODO) 
                               G = D(M) - D(L) + E(L)/(G + SIGN(R,G)) 
                               S = 1. 
                               C = 1. 
                               P = O. 
                               DO 14 I = M - 1,L, - 1 
                                     F = S * E(I) 
                                     B = C * E(I) 
                                     R = PYTHAG(F,G) 
                                     E(I + 1) = R 
                                     IF(R.EQ.O.)THEN 
                                           D(I + 1) = D(I + 1) - P 
                                           E(M) = O. 
                                           GOTO 1 
                                     ENDIF 
                                     S = F/R 
                                     C = G/R 
                                     G = D(I + 1) - P 
                                     R = (D(I) - G) * S + 2. * C * B 
                                     P = S * R 
                                     D(I + 1) = G + P 
                                     G = C * R - B 
 C               OMIT LINES FROM HERE    . . .     
                                     DO 13 K = 1,N 
                                           F = Z(K,I + 1) 
                                           Z(K,I + 1) = S * Z(K,I) + C * F 
                                           Z(K,I) = C * Z(K,I) - S * F 
 13                              CONTINUE 
 C                . . .    TO HERE WHEN FINDING ONLY EIGENVALUES. 
 14                        CONTINUE 
                               D(L) = D(L) - P 
                               E(L) = G 
                               E(M) = O. 
                               GOTO 1 
                         ENDIF 
 15            CONTINUE 
                   RETURN 
                   END 
 C 
                   SUBROUTINE TRED2(A,N,NP,D,E) 
                   INTEGER N,NP 
                   REAL * 8 A(NP,NP),D(NP),E(NP) 
                   INTEGER I,J,K,L 
                   REAL * 8 F,G,H,HH,SCALE 
                   DO 18 I = N,2, - 1 
                         L = I - 1 
                         H = O. 
                         SCALE = O. 
                         IF(L.GT.1)THEN 
                               DO 11 K = 1,L 
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                                     SCALE = SCALE + ABS(A(I,K)) 
 11                        CONTINUE 
                               IF(SCALE.EQ.O.)THEN 
                                     E(I) = A(I,L) 
                               ELSE 
                                     DO 12 K = 1,L 
                                           A(I,K) = A(I,K)/SCALE 
                                           H = H + A(I,K) *  * 2 
 12                              CONTINUE 
                                     F = A(I,L) 
                                     G =  - SIGN(SQRT(H),F) 
                                     E(I) = SCALE * G 
                                     H = H - F * G 
                                     A(I,L) = F - G 
                                     F = 0. 
                                     DO 15 J = 1,L 
 C               OMIT FOLLOWING LINE IF FINDING ONLY EIGENVALUES 
                                           A(J,I) = A(I,J)/H 
                                           G = O. 
                                           DO 13 K = 1,J 
                                                 G = G + A(J,K) * A(I,K) 
 13                                    CONTINUE 
                                           DO 14 K = J + 1,L 
                                                 G = G + A(K,J) * A(I,K) 
 14                                    CONTINUE 
                                           E(J) = G/H 
                                           F = F + E(J) * A(I,J) 
 15                              CONTINUE 
                                     HH = F/(H + H) 
                                     DO 17 J = 1,L 
                                           F = A(I,J) 
                                           G = E(J) - HH * F 
                                           E(J) = G 
                                           DO 16 K = 1,J 
                                                 A(J,K) = A(J,K) - F * E(K) - G * A(I,K) 
 16                                    CONTINUE 
 17                              CONTINUE 
                               ENDIF 
                         ELSE 
                               E(I) = A(I,L) 
                         ENDIF 
                         D(I) = H 
 18            CONTINUE 
 C               OMIT FOLLOWING LINE IF FINDING ONLY EIGENVALUES. 
                   D(1) = O. 
                   E(1) = 0. 
                   DO 24 I = 1,N 
 C               DELETE LINES FROM HERE    . . .     
                         L = I - 1 
                         IF(D(I).NE.O.)THEN 
                               DO 22 J = 1,L 
                                     G = O. 
                                     DO 19 K = 1,L 
                                           G = G + A(I,K) * A(K,J) 
 19                              CONTINUE 
                                     DO 21 K = 1,L 
                                           A(K,J) = A(K,J) - G * A(K,I) 
 21                              CONTINUE 
 22                        CONTINUE 
                         ENDIF 
 C                . . .    TO HERE WHEN FINDING ONLY ETGENVALUES. 
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                         D(I) = A(I,I) 
 C               ALSO DELETE LINES FROM HERE    . . .     
                         A(I,I) = 1. 
                         DO 23 J = 1,L 
                               A(I,J) = 0. 
                               A(J,I) = 0. 
 23                  CONTINUE 
 C                . . .    TO HERE WHEN FINDING ONLY EIGENVALUES. 
 24            CONTINUE 
                   RETURN 
                   END 
 C      (C) COPR. 1986 - 92 NUMERICAL RECIPES SOFTWARE 00. 
                   FUNCTION PYTHAG(A,B) 
                   REAL * 8 A,B,PYTHAG 
                   REAL * 8 ABSA,ABSB 
                   ABSA = ABS(A) 
                   ABSB = ABS(B) 
                   IF(ABSA.GT.ABSB)THEN 
                         PYTHAG = ABSA * SQRT(1. + (ABSB/ABSA) *  * 2) 
                   ELSE 
                         IF(ABSB.EQ.0.)THEN 
                               PYTHAG = O. 
                         ELSE 
                               PYTHAG = ABSB * SQRT(1. + (ABSA/ABSB) *  * 2) 
                         ENDIF 
                   ENDIF 
                   RETURN 
                   END 
 C      (C) COPR. 1986 - 92 NUMERICAL RECIPES SOFTWARE 00. 
                   SUBROUTINE EIGSRT(D,V,N,NP) 
                   INTEGER N,NP 
                   REAL * 8      D(NP),V(NP,NP) 
                   INTEGER I,J,K 
                   REAL * 8      P 
                   DO 13 I = 1,N - 1 
                         K = I 
                         P = D(I) 
                         DO 11 J = I + 1,N 
                               IF(D(J).GE.P)THEN 
                                     K = J
                                    P = D(J) 
                               ENDIF 
 11                  CONTINUE 
                         IF(K.NE.I)THEN 
                               D(K) = D(I) 
                               D(I) = P 
                               DO 12 J = 1,N 
                                     P = V(J,I) 
                                     V(J,I) = V(J,K) 
                                     V(J,K) = P 
 12                        CONTINUE 
                         ENDIF 
 13            CONTINUE 
                   RETURN 
                   END 
 C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 C%% SUBROUTINES FOR QUADRATURE                  %%% 
 C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 C      (C) COPR. 1986 - 92 NUMERICAL RECIPES SOFTWARE 00. 
                   SUBROUTINE GAULEG(X1,X2,X,W,N) 
                   INTEGER N 
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                   REAL * 8 X1,X2,X(N),W(N) 
 C                  REAL * 8 EPS 
                   DOUBLE PRECISION EPS 
                   PARAMETER (EPS = 3.OD - 14) 
                   INTEGER I,J,M 
                   DOUBLE PRECISION Pl,P2,P3,PP,XR,XM,Z,Z1 
 C 
                   M = (N + 1)/2 
                            XM = 0.5D0 * (X2 + X1)      ! ONLY HALF OF THEM BECAUSE OF THEIR SYMMETRY 
                            XR = 0.5D0 *  (X2 - X1) 
                            DO 12 I = 1,M 
                               Z = COS(3.141592654D0 * (I - 0.25D0)/(N + 0.5D0)) 
 1               CONTINUE 
                   P1 = 1.ODO 
                   P2 = 0.ODO 
                   DO 11 J = 1,N 
                            P3 = P2 
                            P2 = P1 
                            P1 = ((2.ODO * J - 1.ODO) * Z * P2 - (J - 1.ODO) * P3)/J 
 11            CONTINUE 
                   PP = N * (Z * P1 - P2)/(Z * Z - 1.ODO) 
                   Z1 = Z 
                   Z = Z1 - P1/PP 
                   IF (ABS(Z - Z1) .GT. EPS) GOTO 1 
                            X(I) = XM - XR * Z 
                            X(N + 1 - I) = XM + XR * Z 
                            W(I) = 2.ODO * XR/((1.ODO - Z * Z) * PP * PP) 
                            W(N + 1 - I) = W(I) 
 12            CONTINUE 
                   RETURN 
                   END    

 PROBLEMS 

       1.    Let   V t( ) be the projected evolution operator of the system defi ned 
as follows:

    V t V i d QL Qs

t

( ) ( )
0

= −{ }∫exp τ τ     (5.243)  

then, prove that

    V t P QU t Q( ) ( ) .= +     (5.244)     

    2.    Prove that projected operators   H t( , )τ  and   S t( , )τ  satisfy 
  H t V t S t V( , ) ( ) ( , ) ( )1τ τ τ= − . Use the following relation with the initial 
condition   H t( , ) 1τ = :

    
d
dt

H t iQL t QH tT( , ) ( ) ( , ).τ τ= −     (5.245)     

    3.    Prove that evolution operators   G t( , )τ  and   R t( , )τ  satisfy 
  G t U R t U t( , ) ( ) ( , ) ( )1τ τ τ= − .   
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    4.    Let   U text ( ) be the evolution operator of the system in the interaction
picture such that   U t U t U text( ) ( ) ( )0= , where   U t Texp i dsL s

t
0 0 0( ) { ( )}= − ∫  

is the unperturbed evolution operator of the system. Then, prove 
that   U t Texp i U t L s U s dsext

t
ext( ) { ( ) ( ) ( ) }0 0

1
0= − ∫ − .   

    5.    Using an FDM for a Schr ö dinger equation given by Equation  (5.127) , 
calculate the quantized subband energies for the conduction band 
of a   GaAs/Al Ga Asx x1−  (  x = 0.3) QW structure. Assume that the 
parameters for   Al Ga Asx x1−  are

    m x x E x x eVc g
*( ) (0.0665 0.083 ), ( ) (1.424 1.247 )( ).= + = +   

 Also, use   Lw = 50 and   Lb = 100 Å for well and barrier widths.   

    6.    Calculate the fi rst three quantized subband energies in the valence 
band for   GaAs/Al Ga Asx x1−  QW (  x = 0 3. ) using the   3 3×  Hamiltonian 
given by Equation  (5.136)  and the program in the Appendix. The 
para meters are given in the program.   

    7.    Derive the band edge energies Equation  (5.189)  of the HH, LH, and 
split - off bands using Hamiltonian equation  (5.187) .     
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INDEX

AlGaAs lasers, 252
AlN semiconductors, 258–259, 261
Angular momentum, 8
Angular momentum eigenstates, 

29–34
Angular momentum matrices, 138
Annihilation operators

coherent state and, 62
defi ned, 27
for electromagnetic fi eld quanta 

denoted as photon, 36, 37, 
38

second quantization and, 51, 52–53
squeezed state and, 67

Ansatz, 87, 95, 97
Anticommutation relations, 53–54
Antitime-order operator, 213
a-plane, bandstructure of nonpolar, 

165–168
a-plane Hamiltonian, 167–168
Arbitrary driven system, time-

convolutionless equation for 
reduced density operator of, 
211–216

Arbitrary state, 209
Atomic dipole operator, 68
Atoms, coherent interactions 

between fi elds and, 68–69

Baker-Hausdorff relation, 59
Band edge transition energy, 270
Bandgap renormalization, 208, 209, 

216, 232, 234–235
Band index, 76

Band-mixing effects, 239
Bandstructure, of nonpolar a- and 

m-planes, 165–168
Basis expansion method, 235
Basis functions, of wurtzite 

Hamiltonian, 117
Bell states, 177, 179–180
Bethe-Salpeter equation, 227
Biaxial compression

bulk wurtzite GaN 
semiconductors under, 262

bulk zinc blende semiconductor 
under, 255, 256

wurtzite GaN/In AlN quantum 
well under, 263–264

Biaxial strain, 253
on bulk wurtzite structure, 260
for general crystal orientation, 

143
for (001)-oriented zinc blende 

crystal, 124
Biaxial tensile, 145
Biaxial tension

bulk wurtzite GaN 
semiconductors under, 262

bulk zinc blende semiconductor 
under, 255, 256

wurtzite GaN/In AlN quantum 
well under, 263–264

Bir-Pikus Hamiltonian, 137
Bir-Pikus model, 120
Black hole(s), 184–185. See also 

Quantum black holes
two-mode squeezed state and, 67
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Black hole evaporation
microcanonical model of, 185–189
as unitary process, 199

Bloch bases, for zinc blende 
semiconductors, 126

Bloch theorem, 73–75
Bloch wave functions, 132, 157, 246, 

252
Block-diagonalized Hamiltonians, 

155–156, 162, 164, 233
zinc blende and wurtzite, 130–131

Bogoliubov transformations, 196, 
198

Boltzmann constant, 45
Boltzmann equations, 223
Bose-Einstein distribution, 50
Bose-Einstein particles, 47, 49–50, 51
Bra vector, 4, 5, 18, 28
Brillouin-Wigner perturbation 

expansion, 40
Brillouin zone, 85, 87, 94, 227, 255
Bulk wurtzite structures, 260–263
Bulk zinc blende semiconductors, 

261–262
Bulk zinc blende structures, 253–256

Canonical momentum, 13
for harmonic oscillator, 23

Canonical transformation, 10, 91
Carrier-carrier scattering, 208, 233
Carrier-phonon scattering, 233
Carrier relaxation, 208
CH. See Coulomb-hole (CH) 

self-energy
Charged particle in electromagnetic 

fi eld, Schrödinger equation 
for, 20

CH bands, 133, 260
Classical mechanics, 8–13

Hamiltonian formulation of, 9–13
transition to quantum mechanics, 

14–21
CNOT gate, 176–177
Coherent state, 58–62

defi ned, 58

Coherent wave function, 58
Collapsing star, 196–198
Collision contributions, 208
Commutation relations, 30, 52–53, 

64, 66–67
Commutator, 15–16
Compressively strained 

semiconductors, 253, 254
Compressive strain, 145

GaN/AlInN quantum well under, 
264

zinc blende quantum well under, 
257, 258

Conditional entropy, 183–184
Conditional probability, 4
Conduction band edge, 255

for AlN, 261
for GaN, 261

Conduction bands, 255–256
for bulk semiconductors, 132–133
matrix elements of Hamiltonian 

between valence and, 
107–109

Conduction band transverse 
deformation potentials, 122

Coordinate representation, 51
Coordinate systems

in (hkil)-oriented crystals, 153
in (hkl)-oriented QW structures, 

135
Correlation contributions, 208
Coulomb enhancement in Padé 

approximation, 235
Coulomb-hole (CH) self-energy, 208, 

234
Coulomb interaction, 207

Hamiltonian equation and, 58
in Hartree-Fock approximation, 

208, 216–217, 232
plasma screening of, 223

Creation operators
coherent state and, 62
defi ned, 27
for electromagnetic fi eld quanta 

denoted as photon, 36, 37
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fi nding excited state wave 
functions with, 28

second quantization and, 51, 52–53
Crystal orientation effects

on wurtzite Hamiltonian, 152–168
bandstructure of nonpolar 

a- and m-planes, 165–168
piezoelectric fi eld and 

spontaneous polarizations in 
quantum well structure, 
159–161

polarization-dependent 
interband optical-matrix 
elements of bulk wurtzite 
semiconductors, 158–159

polarization-dependent 
interband optical-matrix 
elements of wurtzite quantum 
wells, 164–165

strain tensors on wurtzite 
semiconductors, 152–154

valence band edges of bulk 
wurtzite semiconductors, 
154–158

valence band structure of 
quantum well and self-
consistent calculations with 
screening effect, 161–164

on zinc blende Hamiltonian, 
135–152

interband optical-matrix 
elements in (11n)-oriented 
zinc blende quantum well, 
144–145

invariant method to obtain zinc 
blende Hamiltonian for 
general crystal orientation, 
137–141

(11n)-oriented zinc blende 
Hamiltonian, 142–144

piezoelectric fi eld in 
(11n)-oriented zinc blende 
Hamiltonian, 151–152

strain tensors on zinc 
blende semiconductors for 

general crystal orientation, 
145–151

zinc blende Hamiltonian with 
general crystal orientation 
under transformation to 
wurtzite bases, 135–137

Cubic systems, 113
CW laser, 259

Degenerate band without spin-orbit 
coupling, 94–96

Delta function, 87
Density matrix equations, 221–222
Density matrix formalism, 232
Density operators, 54–58, 181

coherent state and, 60–61
defi ned, 55, 57
description of optical interactions, 

209–211
equation of motion and, 56
expectation value of, 55
reduced (See Reduced density 

operators)
time-convolutionless equation for 

reduced, 211–216
Dephasing, 208, 218
Difference equation, 236
Dilation, 112
Dipole matrix element, 232
Dirac formulation, 4–8
Dirac’s postulates, 8–9
Dirichlet condition, 237–238, 245, 

251
DOS, 274
Dynamical variables, 3

classical mechanic counterparts 
and, 8–9

EBOM. See Effective bond orbital 
method (EBOM)

Effective bond orbital method 
(EBOM), 240

Effective mass equation, 270, 272
matrix form of, 78, 79
in momentum space, 93
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multiband, 76, 80–84
Schrödinger equation and, 75–76
single-band, 76–80

Eigen equations, 132, 156–157
Eigenfunctions

of harmonic oscillator, 23
of orbital angular momentum, 

32–34
of position operator, 51
of wave functions modifi ed by 

spin-orbit coupling, 104
Eigenstates, 6, 38

angular momentum, 29–34
of harmonic oscillator, 24–26
perturbation theory and, 38

Eigenvalue equations, 101, 245–246, 
251–252

Eigenvalues, 6, 14
of density operator, 55
of harmonic oscillator, 23, 25
of wave functions modifi ed by 

spin-orbit coupling, 104
of wurtzite Hamiltonian, 116

Eigenvectors, 7, 14
of density operator, 55
of momentum operator, 20–21
of wurtzite Hamiltonian, 116

Einstein, Albert
summation convention, 191
theory of general relativity, 

192–193
Elastic stiffness constants, 112–113
Elastic stiffness tensor, 146
Electric-dipole approximation, 35, 

68
Electric displacement, 160
Electric fi eld, quantized, 36
Electromagnetic energy, in fi eld, 

36–37
Electromagnetic fi elds

charged particle in, 12–13
quantization of, 35–38
two-state atom interaction with 

single-mode quantized, 69–70

Electron-electron interaction, 
stochastic Hamiltonian and, 
216

Electron-electron scattering, 75
Electron-hole pairs, 223–224

time-convolutionless equations for 
interacting, 216–223

Electron-hole plasma, 223
Electronic band structure in 

semiconductors. See 
Semiconductor electronic 
band structure theory

Electron-LO phonon interaction, 
stochastic Hamiltonian and, 
216

Elementary relativity, 189–193
(11n)-oriented zinc blende 

Hamiltonian, 142–144
piezoelectric fi eld in, 151–152

Energy, 3
Energy bands, 56

for bulk wurtzite GaN 
semiconductors, 261–262

for bulk zinc blende 
InGaAsP semiconductors, 
255–256

Energy band structures, 76
Energy eigenvalue, of harmonic 

oscillator, 23, 25
Entangled state, 38, 175
Entropy

conditional, 183–184
quantum mechanical defi nition of, 

184
Shannon, 183
von Neumann, 184

Envelope functions
approximation of, 233
of single-band effective mass 

equation, 78–79
of valence subbands, 240–241

Envelope-function space, 6 × 6 
Hamiltonian in, 123–124

Equation of motion, 16
density operator and, 56

Effective mass equation (Cont’d)
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Equations
Bethe-Salpeter, 227
Boltzmann, 223
density matrix, 221–222
difference, 236
effective mass (See Effective mass 

equation)
eigen, 132, 156–157
eigenvalue, 101, 245–246, 251–252
Euler, 9–10
Hamilton, of motion, 10, 11–12
Hamiltonian, 58, 68–69
Hartree-Fock, 207–208
Liouville, 211
Luttinger-Khon Hamiltonian, 240
Maxwell’s, 12, 35
multiband effective mass, 76, 

80–84, 241
multivalley effective mass, 247
Schrödinger (See Schrödinger 

equations)
semiconductor Bloch, 208, 209, 

222, 225
time-convolutionless quantum 

kinetic (See Time-
convolutionless (TCL) 
quantum kinetic equations)

Euler angles, 135
Euler equation, 9–10
Event horizon, 187
Evolution operator, 213, 214
Excited state wave functions, of 

harmonic oscillator, 28
Exciton Bohr radius, 234–235
Excitonic effects, 223
Excitonic enhancement, 209, 232

FBC. See Final-state boundary 
condition (FBC)

FDM. See Finite difference method 
(FDM)

FEM. See Finite element method 
(FEM)

Femtosecond regime, 216
Fermi-Dirac distributions, 268, 273

Fermi-Dirac particles, 47, 50–51
Fermi-Diract statistics, 53
Fermi energies, 164
Fermi function difference, 232
Fermi functions, 233
Fidelity of quantum mechanical 

process, 180–181
Field operator, 56–57
Fields. See also Electromagnetic 

fi elds
atoms and, coherent interactions 

between, 68–69
quantized electric, 36

Final boundary condition, of 
Schwarzschild black hole, 201

Final boundary state, 188
Final-state boundary condition 

(FBC), 185, 186–188
Finite difference method (FDM), 

235–239, 240
Finite element method (FEM), 

239–252, 240
quantum box, 246–252
quantum wire, 240–246

Forces
generalized, 13
Lorentz, 13

Fourier series, 86
Fourier’s theorem, Luttinger-Kho 

Hamiltonian and, 87, 89
Four-wave mixing, 62
Free electronic wave function, Bloch 

theorem and, 73–75

GaAs/AlGaAs system, 252–253
GaAs semiconductors, 108
Gain enhancement, 231
Galerkin method, 241
GaN/AlN interface, 261
GaN-based lasers, 207
GaN semiconductors, 232, 258–265
Gaussian integral, 28
Gaussian line shape, 208
Gaussian line shape function, 229, 

230
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Generalized angular momentum 
operators, 64

Generalized force, defi ned, 13
Generalized momentum, 36
General relativity, 189, 192–193
Glauber displacement operator, 59
Gravitational collapse, black hole 

state and, 196–198
Green’s function, 225, 227

stress components of, 265

Hamilton equation of motion, 10, 
11–12

3 × 3 Hamiltonian, 131
4 × 4 Hamiltonian, 137
Hamiltonian equation, 58

quantum theory of light and, 
68–69

Hamiltonian formulation of classical 
mechanics, 9–13

Hamiltonian operator, perturbation 
theory and, 39–40

Hamiltonians, 16, 20. See also 
Luttinger-Khon Hamiltonian; 
Wurtzite Hamiltonian; Zinc 
blende Hamiltonian

3 × 3, 131
4 × 4, 137
6 × 6, 118–119, 154

in envelope-function space, 
123–124

matrix elements for, 105–107
of (11n)-oriented zinc blende 

crystal, 143
8 × 8, 109–110, 121–122

derivation of, 73, 84
strained, 111–114

angular momentum eigenstates 
and, 30–31

a-plane, 167–168
block-diagonalized, 155–156, 162, 

164, 233
zinc blende and wurtzite, 130–131

for charged particle in 
electromagnetic fi eld, 13

density operator and, 57
describing two-state atom 

interacting with classical 
electric fi eld, 68

for harmonic oscillator, 23
Hermiticity of, 246
interaction picture, 70
Jaynes-Cummings, 69, 71
m-plane, 165–167
for (001)-oriented zinc blende 

crystal, 238–239
stochastic, 214, 216, 221
strained, 111–114
tunneling, 189
for two-qubit system, 178
of wurtzite bulk semiconductors, 

129–130
of zinc blende bulk 

semiconductor, 123–126
for zinc blende structure, 254–255

Harmonic oscillator, 22–28
Harmonics, spherical, 34
Hartree-Fock approximation, 

207–209, 216–217, 232
time-dependent, 223

Hartree-Fock equation, 207–208
Hawking boundary condition 

(HBC), 186–188, 198–201
Hawking effect, 184–185
Hawking radiation, 184–185

black hole evaporation and, 
185–189

of Schwarzschild black hole, 
193–196, 201

HBC. See Hawking boundary 
condition (HBC)

Heavy-hole (HH) bands, 133, 137, 
239, 255, 257, 262–263

Heavy-hole (HH) dispersion, 257
Heisenberg picture, 16, 57, 69–70
Heisenberg’s uncertainty relation, 22
Hermite polynomials, 28

eigenfunctions in terms of, 23
Hermitian conjugate operators, 

62–63
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Hermitian operators, 6–8, 14, 68
Hermiticity of Hamiltonian, 246
HH. See under Heavy-hole (HH)
Hilbert space, 4, 5–6, 39, 173, 188, 

196, 210
HL subband, 230
Hole wave function, in quantum 

well, 134, 144
Hooke’s law, 112

stress and strain tensor 
components related to, 
145–147

Hydrostatic deformation potential, 
255

Identity operator, 7–8, 176
Identity transformation, 176
Impurity scattering, 75, 95
InGaAsP lasers, 252–253
InGaAsP semiconductors, 255–256
InGaN/GaN-layered structures, 

259
InGaP semiconductors, 232
InN semiconductors, 258–259
InP substrate, 252–253, 257
Interaction picture Hamiltonian, 70
Interband Coulomb enhancement, 

208
Interband kinetic equations, 222–223
Interband kinetics, 220
Interband optical-matrix elements

in (11n)-oriented zinc blende 
quantum well, 144–145

polarization-dependent, 158–159
of wurtzite quantum wells, 

164–165
Interband optical momentum matrix 

elements
in bulk semiconductors, 133
in quantum well structure, 134

Interband pair amplitude, 224–225, 
227–229

Interband polarization, 217, 218, 221, 
228–229

temporal decay of, 225

Intraband collisions, interference 
effects on, 220

Intraband relaxation, 216, 222
Intraband relaxation time, 233
Intracollisional fi eld effects, 217
Invariant method, to obtain zinc 

blende Hamiltonian for 
general crystal orientation, 
137–141

Jaynes-Cummings Hamiltonian, 71
Jaynes-Cummings model, 69–71

Kane’s parameters, 121
Ket vector, 4–5, 14
Killing vector, 195
Klein-Gordon inner product, 202
Kramers degeneracy, 131
Kronecker delta, 192
Kruskal coordinate, 194, 195
Kruskal excited state, 199
Kruskal extension of Schwarzschild 

spacetime, 195–196
Kruskal spacetime, 196, 198

wave functions in, 202
Kruskal vacuum, 196, 198, 203–204

Ladder operators, 32–33
Lagrangian, 9–10, 11

for charged particle in 
electromagnetic fi eld, 13

for harmonic oscillator, 22
Lamb shift, 35
Laplace transformation, 225, 226
Laser diodes (LDs), 239, 252, 253
Lasers. See also Semiconductor laser 

theory
AlGaAs, 252
CW, 259
fl uctuation intensity of, 35
GaN-based, 207
InGaAsP, 252–253
nitride-based injection, 259
quantum well, 232–235
III-V-based heterostructure, 252
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Lattice constants, 124, 148, 149, 153
Lattice-matched condition

bulk wurtzite GaN 
semiconductors under, 262

bulk zinc blende semiconductor 
under, 255, 256

GaN/AlInN quantum well under, 
264

wurtzite GaN/In AlN quantum 
well under, 263–264

Lattice-matched quantum wires, 257
Lattice periodicity, 86
LDs. See Laser diodes (LDs)
Least action principle, 9
LEDs (light-emitting diodes), 253

p-n junction GaN, 259
LH bands. See Light-hole (LH) 

bands
Light, quantum theory of, 68–69
Light-hole (LH) bands, 133, 137, 239, 

255, 257, 262–263
Linear operator, 6, 8
Line shape enhancement, 231
Line shape function, 232
Liouville equation, 211
Liouville’s theorem, 211
Locality, 186, 201
Lorentz force, 13
Lorentz frame, 189, 190
Lorentzian function, 269
Lorentzian limit, 208, 221–222, 

229–230
Lorentzian line shape, 232, 233
Lorentzian line shape function, 208, 

229, 230
Lorentz observers, 189
Luttinger effective mass parameters, 

107
Luttinger formulation, of 

Hamiltonian for (001) crystal 
orientation, 137

Luttinger-Khon Hamiltonian, 
84–105, 270, 272

degenerate band without spin-
orbit coupling, 94–96

nondegenerate band without 
spin-orbit coupling, 84–94

spin-orbit coupling, 96–99
wave functions modifi ed by 

spin-orbit coupling, 100–105
Luttinger-Khon Hamiltonian 

equation, 240
Luttinger-Kohn model, 232, 233
Luttinger parameters, 238

Many-body effects, 207, 208, 209, 
216, 223

optical gain of quantum well laser 
with, 232–235

Markovian approximation, 222–223
Markovian line shape, 230–231
Markovian (Lorentzian) limit, 208, 

221–222, 229–230
Markovian relaxation, 222, 229, 232
Matrix elements

for differentiations, 242–244, 
248–251

for 6 × 6 Hamiltonian, 105–107
of Hamiltonian conduction and 

valence bands, 107–109
momentum, 82, 89, 108

Maxwell’s equations, 12, 35
MBE. See Molecular beam epitaxy 

(MBE)
Measurements, 3–4
Mechanical oscillator, 62–63
Memory effects, 231

in Markovian approximation, 
222–223

renormalized, 221
Metalorganic chemical vapor 

deposition (MOCVD), 252, 
259

Microcanonical model of black hole 
evaporation, 185–189

Minkowsi spacetime, 192–193
Minkowski metric, 191–192
Minkowski metric tensor, 191
Mixed ensemble, 209
Mixed state, 180
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MOCVD. See Metalorganic chemical 
vapor deposition (MOCVD)

Molecular beam epitaxy (MBE), 
252

Momentum, 3, 8
Momentum matrix elements, 82, 89, 

108
Momentum operator, 51

eigenvectors of, 20–21
Motion

equation of, 16
density operator and, 56

Hamilton equation of, 10, 11–12
Mott density, 229
m-plane, bandstructure of nonpolar, 

165–168
m-plane Hamiltonian, 165–167
Multi-band effective approximation, 

232
Multiband effective mass equation, 

76, 80–84, 241
Multiband effective theory, 73
Multivalley effective mass equation, 

247

Nanostructures, numerical methods 
for valence band structure in, 
235–252

fi nite difference method, 235–239
fi nite element method, 239–252

Newton’s fi rst law of mechanics, 10
Nitride-based injection laser, 259
Nonclassical light, 35
Nondegenerate band without 

spin-orbit coupling, 85–94
Non-Markovian correlation function, 

222
Non-Markovian dephasing, 225
Non-Markovian (Gaussian) line 

shape, 208
Non-Markovian intraband 

relaxation, 218, 221
Non-Markovian model for optical 

gain, with many-body effects, 
233–235

Non-Markovian optical dephasing, 
218, 221

Non-Markovian optical gain theory, 
223–232

Non-Markovian relaxation, 229, 
230–232

optical gain of quantum well laser 
with, 232–235

Nonpolar a- and m-planes, 
bandstructure of, 165–168

Normalization constants, 28, 33, 34
Normalization factor, 26
Normalization rules, 134, 144, 240, 

272
Normal vector, 6
Numerical methods for valence band 

structure in nanostructures, 
235–252

fi nite difference method, 
235–239

fi nite element method, 239–252
quantum box, 246–252
quantum wire, 240–246

Observable quantities, 14
Operator method, determining wave 

function of harmonic 
oscillator using, 27–28

Operator representation, 182
Operator-sum representation, 

182–183
Optical damping, 207
Optical dephasing, 225
Optical dipole with phase damping, 

225
Optical fi eld, 224
Optical gain, 207, 208–209

conventional model for, 232–233
non-Markovian model for, 

233–235
non-Markovian theory of, 

223–232
for quantum dot, 272–274
of quantum well laser, 232–235
of quantum wire, 268–272
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Optical interactions, density 
operator description of, 
209–211

Optical-matrix elements, interband
in (11n)-oriented zinc blende 

quantum well, 144–145
polarization-dependent, 158–159, 

164–165
Optical momentum matrix elements, 

interband, 133–134
Optical parametric oscillation, 62
Optoelectronics, 258, 259
Orbital angular momentum, 

eigenfunctions of, 32–34
Orthogonal basis, 7
Orthogonality relation, 78
Orthonormal vectors, 148

Padé approximation, 226, 227, 235
Parabolic band structure, for 

electrons, 232
Partition function, 45, 48
Pauli exclusion principle, 47
Pauli matrices, 101
Pauli operators, 68, 176
Pauli spin matrices, 97
Perfectly periodic potential, 75
Periodic lattice potential, 76
Periodic potential, 75–76
Permittivity tensor, 160
Pertubation theory, 38–41
Perturbation expansions, 215
Phase space fi lling, 216
Phonon scattering, 75
Photon, quantization rule for, 36
Photon number probability 

distribution, for coherent 
state, 59

Piezoelectric constant, 151
Piezoelectric fi eld

in (11n)-oriented zinc blende 
Hamiltonian, 151–152

in quantum well structure, 
159–161

Piezoelectric polarizations, 131

Planck’s constant, 16, 163
Plasma screening, 208, 223
p-n junction GaN LED, 259
Poisson distribution, 59
Poisson’s bracket, 11, 14–16, 18

uncertainty principle and, 21
Poisson’s equation, 162, 163, 164
Poisson’s ratio, 266
Polarization decay (dephasing), 208
Polarization-dependent interband 

optical-matrix elements
of bulk wurtzite semiconductors, 

158–159
of wurtzite quantum wells, 

164–165
Polarization relaxation, 208
Polarizations, spontaneous, in 

quantum well structure, 
159–161

Position, 3
Position operator, 51
Postulate, quantum mechanics, 14–21
Potential energy

macroscopic part, 75
microscopic part, 75

Probability, 3–4
conditional, 4

Probability amplitudes, 4
Probability distribution, Shannon 

entropy of, 183
Projection operators, 39, 41, 212
Propagation matrix method, 235
Pseudomorphical growth, 147–151
Pseudomorphic interface, 148–149, 

153–154
p-type conductivity, 259
Pure ensemble, 209
Pure state, 180

QD. See Quantum dot (QD)
q quantum well, 209
Quantization, of electromagnetic 

fi elds, 35–38
Quantization rule, 36
Quantized electric fi eld, 36–37
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Quantum bits, 173–174
Quantum black holes, 184–201

elementary relativity, 189–193
fi nal state and Hawking boundary 

conditions, 198–201
gravitational collapse and black 

hole state, 196–198
Hawking radiation from a 

Schwarzschild black hole, 
193–196

microcanonical model of black 
hole evaporation, 185–189

Quantum box, 209, 246–252
Quantum computing, entangled 

states and, 175
Quantum dots (QD), 73, 239–240

optical gain for, 272–274
strain in, 267–268

Quantum entanglement, 175–178, 
184

Quantum gates, 176
Quantum information processing, 

180–183
Quantum information science, 

173–204
measure of information, 183–184
quantum bits, 173–174
quantum black hole, 184–201
quantum entanglement, 175–178
quantum information processing, 

180–183
quantum teleportation, 178–180
tensor product, 173–174

Quantum mechanical operator, 45
time evolution of, 16

Quantum mechanical process, 
fi delity of, 180–181

Quantum mechanical system of 
states, 45–48

Quantum mechanics
angular momentum eigenstates, 

29–34
Dirac formulation, 4–8
harmonic oscillator, 22–28
measurements and probability, 3–4

perturbation theory, 38–41
postulate, 14–21
quantization of electromagnetic 

fi elds, 35–38
of single particle, 51
transition from classical mechanics 

to, 14–21
uncertainty principle, 21–22

Quantum optics, 69
Quantum state, evolution of, 180–183
Quantum statistical mechanics, 

45–71
coherent interactions between 

atoms and fi elds, 68–69
coherent state, 58–62
density operators, 54–58
elementary statistical mechanics, 

45–51
Jaynes-Cummings model, 69–71
second quantization, 51–54
squeezed state, 62–67

Quantum teleportation, 178–180
entangled states and, 175

Quantum theory of light, 68–69
Quantum transport phenomena, 223
Quantum well, 73, 75

interband optical momentum 
matrix elements, 134

(11n)-oriented zinc blende, 
144–145

piezoelectric fi eld and 
spontaneous polarizations in, 
159–161

valence band structure of, 161–164
wurtzite, 164–165, 263–265
zinc blende, 256–258

Quantum well laser, optical gain of, 
232–235

Quantum wires (QWR), 73, 209, 
239–246

optical gain of, 268–272
strain in, 265–267

Qubit, 173
QWR. See Quantum wire (QWR)
QW structures, 135
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Radiation fi eld, coherent state and, 
58–62

Random fl uctuating potential, 75
Rayleigh-Schrödinger perturbation 

theory, 41
Reduced density operators, 56, 

211–216, 217, 227
Refractive index spectra, 207
Relativity

elementary, 189–193
general, 189, 192–193
special, 189

Resonance fl uorescence, 35
Rotating wave approximation, 71
Rotation matrix, 135–136, 147, 152
Rydberg constant, 234–235

Scalar potential, 12
Scattering potential, 75
Schrödinger equations

for charged particle in 
electromagnetic fi eld, 20

for conduction band, 236
effective mass equation and, 75–76
for electrons, 162, 163, 164
evolution of states and, 210
for harmonic oscillator, 23
Luttinger-Khon Hamiltonian and, 

85
matrix form of, 79
multiband effective mass equation 

and, 81
for quantum wire, 268
single-band effective mass 

equation and, 79
spin-orbit coupling and, 97, 100
for state vector, 18, 20
time-independent, 20, 29
of wave mechanics, 20

Schrödinger picture, 16–18, 69–70, 
210

Schwarz inequality, 22
Schwarzschild black hole, 187

Hawking radiation from, 193–196
internal stationary state of, 201

Schwarzschild metric, 194
Schwarzschild spacetime, 198

Kruskal extension of, 195–196
wave functions in, 202

Schwarzschild vacuum, 196, 198, 
203–204

Screened-exchange (SX) shift, 208, 
234

Screening effect, self-consistent 
calculations with, 161–164

Second quantization, 51–54
Self-consistent calculation, 161–164
Semiconductor Bloch equations, 208, 

209, 222, 225
Semiconductor electronic band 

structure theory, 73–168
bandstructure of zinc blende and 

wurtzite semiconductors, 
123–134

analytic solutions for valence 
band energies and wave 
functions in bulk 
semiconductors, 132–133

block diagonalization of zinc 
blende and wurtzite 
Hamiltonians, 130–131

Hamiltonian of wurtzite bulk 
semiconductors, 129–130

Hamiltonian of zinc blende bulk 
semiconductor, 123–126

interband optical momentum 
matrix elements in bulk 
semiconductors, 133

interband optical momentum 
matrix elements in quantum 
well structure, 134

zinc blende Hamiltonian in 
wurtzite basis functions, 
127–128

Bloch theorem, 73–75
crystal orientation effects on 

wurtzite Hamiltonian, 
152–168

bandstructure of nonpolar 
a- and m-planes, 165–168
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piezoelectric fi eld and 
spontaneous polarizations in 
quantum well structure, 
159–161

polarization-dependent 
interband optical-matrix 
elements of bulk wurtzite 
semiconductors, 158–159

polarization-dependent 
interband optical-matrix 
elements of wurtzite quantum 
wells, 164–165

strain tensors on wurtzite 
semiconductors, 152–154

valence band edges of bulk 
wurtzite semiconductors, 
154–158

valence band structure of 
quantum well and self-
consistent calculations with 
screening effect, 161–164

crystal orientation effects on 
zinc blende Hamiltonian, 
135–152

interband optical-matrix 
elements in (11n)-oriented 
zinc blende quantum well, 
144–145

invariant method to obtain zinc 
blende Hamiltonian for 
general crystal orientation, 
137–141

(11n)-oriented zinc blende 
Hamiltonian, 142–144

piezoelectric fi eld in 
(11n)-oriented zinc blende 
Hamiltonian, 151–152

strain tensors on zinc 
blende semiconductors for 
general crystal orientation, 
145–151

zinc blende Hamiltonian with 
general crystal orientation 
under transformation to 
wurtzite bases, 135–137

effective mass theory, 75–84
multiband effective mass 

equation, 80–84
Schrödinger equation and 

effective mass equation, 
75–76

single-band effective mass 
equation, 76–80

Luttinger-Khon Hamiltonian, 
84–105

degenerate band without 
spin-orbit coupling, 94–96

nondegenerate band without 
spin-orbit coupling, 85–94

spin-orbit coupling, 96–99
wave functions modifi ed by 

spin-orbit coupling, 100–105
wurtzite Hamiltonian, 114–122
zinc blende Hamiltonian, 105–114

8 × 8 Hamiltonian, 109–110
matrix elements for 6 × 6 

Hamiltonian, 105–107
matrix elements of Hamiltonian 

between conduction and 
valence bands, 107–109

strained Hamiltonian, 111–114
Semiconductor laser diodes, 252
Semiconductor lasers, non-

Markovian optical gain in, 
223–232

Semiconductor laser theory, 207–274
density operator description of 

optical interactions, 209–211
numerical methods for valence 

band structure in 
nanostructures, 235–252

fi nite difference method, 
235–239

fi nite element method, 239–252
optical gain of quantum well laser 

with non-Markovian 
relaxation and many-body 
effects, 232–235

conventional model for gain, 
232–233
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non-Markovian model for gain 
with many-body effects, 
233–235

quantum dot
optical gain for, 272–274
strain in, 267–268

quantum wire
optical gain of, 268–272
strain in, 265–267

theory of non-Markovian optical 
gain, 223–232

Markovian limit, 229–230
non-Markovian relaxation, 

230–232
time-convolutionless equation, 

211–223
for interacting electron-hole 

pairs in semiconductors, 
216–223

for reduced density operator of 
arbitrary driven system, 
211–216

wurtzite bulk structures, 258–263
wurtzite quantum well structures, 

263–265
zinc blende bulk structures, 

252–256
zinc blende quantum well 

structures, 256–258
Semiconductor quantum dot, 35
Semiconductors. See also Wurtzite 

semiconductors; Zinc blende 
semiconductors

AlN, 258–259, 261
bulk zinc blende, 261–262
compressively strained, 253, 254
GaAs, 108
GaN, 232, 258–265
InGaAsP, 255–256
InGaP, 232
InN, 258–259
SiGe, 232
strained, 120–121
tensile strained, 253, 254

time-convolutionless equations for 
interacting electron-hole pairs 
in, 216–223

unstrained, 253, 254
Shannon entropy, 183
Shear deformation potential, 255
SiGe semiconductors, 232
Single-band effective mass equation, 

76–80
Single-mode squeezed state, 67
Single-qubit gates, 176
SO. See under Split-off (SO)
Spacetime coordinates, 189
Spatial coordinates, 189
Special relativity, 189
Spectral hole burning, 224
Spherical harmonics, 34
Spinor, 96
Spin-orbit coupling, 96–99

degenerate band without, 94–96
nondegenerate band without, 

85–94
wave functions modifi ed by, 

100–105
Spin-orbit interaction, 97–99
Spin-orbit split-off (SO) band 

coupling effects, 232
Spinors, 108
Split-off (SO) bands, 133, 239, 255
Split-off (SO) coupling, 232
Spontaneous emission, 35
Spontaneous polarizations, 131
Squeezed states, 35, 62–67
Squeezed vacuum, 64
Squeezing operator, 63–64, 67
State vector, 14
Stiffness constants, 124, 130
Stiffness matrix, 113
Stochastic Hamiltonian, 214, 216, 

221
Stochastic process, 214
Strain

in quantum dot, 267–268
in quantum wire, 265–267
stress and, 112

Semiconductor laser theory (Cont’d)
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Strain-distorted primitive 
translational vectors, 154

Strained Hamiltonian, 111–114
Strained-layer QWs, 232
Strained semiconductor, 

Hamiltonian for, 120–121
Strain effects

on bulk wurtzite structure, 
260–261

on bulk zinc blende structures, 
253–256

Strain energy density, 149–150, 154
Strain energy of system, 113
Strain-induced piezoelectric fi eld, 

161
Strain tensors, 130

on wurtzite semiconductors, 
152–154

on zinc blende semiconductors for 
general crystal orientation, 
145–151

Stress, 112
strain and, 112

String theory, 187
Superlattice plane, 148
Superlattices, 75
Superoperator, 181
SWAP gate, 177–178
SX. See Screened-exchange (SX) 

shift
Symmetric operator, 53

TBM. See Tight binding method 
(TBM)

TCL. See Time-convolutionless 
(TCL) quantum kinetic 
equations

Tensile strain
GaN/AlInN quantum well under, 

264
for zinc blende quantum well, 257, 

258
Tensile strained semiconductors, 253, 

254
Tensor product, of qubits, 173–174

Tensors, relation between coordinate 
system for vectors and, 135

TE polarization
C-LH transitions, 262–263
gain spectra for light with, 258, 

264, 265
interband optical matrix elements, 

271
momentum matrix elements

for bulk semiconductors, 133
for bulk wurtzite 

semiconductors, 158
for m-plane, 167–168
for (11n)-oriented zinc blende 

quantum well, 144–145
for wurtzite quantum wells, 

164–165, 167–168
Tetrahedral element, for fi nite 

element calculation, 247
Thermal equilibrium, 45–46
III-V-based heterostructure lasers, 

252
Tight binding method (TBM), 240
Time-convolutionless (TCL) 

equation of motion, 213
Time-convolutionless (TCL) 

quantum kinetic equations, 
208–209, 211–223

for interacting electron-hole pairs 
in semiconductors, 216–223

for reduced density operator of 
arbitrary driven system, 
211–216

Time coordinate, 189
Time-dependent Hartree-Fock 

approximation, 223
Time derivative, 10–11
Time evolution of quantum 

mechanical operator, 16
Time-independent Hartree-Fock 

approximation, 216
Time-independent projection 

operators, 212
Time-independent Schrödinger 

equation, 20, 29
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Time integral, 9
TM polarization

C-LH transitions, 262
gain spectra for light with, 258, 

264, 265
interband optical matrix elements, 

271–272
momentum matrix elements

for bulk semiconductors, 133
for bulk wurtzite 

semiconductors, 158
for m-plane, 168
for (11n)-oriented zinc blende 

quantum well, 145
for wurtzite quantum wells, 165, 

167
Transformation matrix, 130–131, 155
Tunneling Hamiltonian, 189
Two-mode squeezed state, 67
2 × 2 operator, 101–102
Two-qubit gates, 176
Two-state atom, interaction with 

single-mode quantized 
electromagnetic fi eld, 69–70

Uncertainty principle, 21–22
squeezed state and, 62, 63

Unitarity, 186, 187
Unitary operator, 70
Unitary representation, 182–183
Unitary transformation, 70, 124–126, 

188
random, 198–199, 201

Unruh vacuum state, 186, 188
Unstrained semiconductors, 253, 254

Valence band edges
of bulk wurtzite semiconductors, 

154–158
energies of bulk wurtzite 

structure, 260–261
Valence band energies in bulk 

semiconductors, analytical 
solutions for, 132–133

Valence band Hamiltonian, 138–141

Valence bands
bulk zinc blende structure, 

255–256
matrix elements of Hamiltonian 

between conduction and, 
107–109

zinc blende quantum well, 257
Valence band structure, 233

of quantum well, 161–164
for wurtzite GaN/In AlN quantum 

well, 263–264
Valence band structure in 

nanostructures, 235–252
fi nite difference method for, 

235–239
fi nite element method for, 

239–252
quantum box, 246–252
quantum wire, 240–246

Variables, dynamical, 3
Vector potentials, 12, 35
Vectors. See also Eigenvectors

bra, 4, 5, 18, 28
ket, 4–5, 14
killing, 195
normal, 6
orthonormal, 148
relation between coordinate 

system for tensors and, 135
state, 14
strain-distorted primitive 

translational, 154
wave, 76
zinc blende primitive translational, 

148
Velocity, 8
Vertex function, 226–229
von Neumann entropy, 184

Wave equation, in general relativity, 
193

Wave functions
in bulk semiconductors, analytical 

solutions for, 132–133
coherent, 58
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in Kruskal and Schwarzschild 
spacetimes, 202

modifi ed by spin-orbit coupling, 
100–105

second quantization, 51–53
of single-band effective mass 

equation, 77–78
Wave mechanics, Schrödinger 

picture and, 18, 20
Wave vector, 76
Wurtzite bases, zinc blende 

Hamiltonian with general 
crystal orientation under 
transformation to, 135–137

Wurtzite basis functions, zinc blende 
Hamiltonians in, 127–128

Wurtzite bulk semiconductors, 
Hamiltonian of, 129–130

Wurtzite crystal, 122, 260
Wurtzite GaN-based semiconductors, 

258–259
Wurtzite Hamiltonian, 114–122

basis functions, 117
block diagonalization of, 130–131
crystal orientation effects on, 

152–168
bandstructure of nonpolar 

a- and m-planes, 165–168
piezoelectric fi eld and 

spontaneous polarizations in 
quantum well structure, 
159–161

polarization-dependent 
interband optical-matrix 
elements of bulk wurtzite 
semiconductors, 158–159

polarization-dependent 
interband optical-matrix 
elements of wurtzite quantum 
wells, 164–165

strain tensors on wurtzite 
semiconductors, 152–154

valence band edges of bulk 
wurtzite semiconductors, 
154–158

valence band structure of 
quantum well and self-
consistent calculations with 
screening effect, 161–164

eigenvalues of, 116
eigenvectors of, 116

Wurtzite quantum wells, 164–165
structure, 263–265

Wurtzite semiconductors
bandstructure of, 123–134
polarization-dependent interband 

optical-matrix elements of 
bulk, 158–159

strain tensors on, 152–154
valence band edges of bulk, 

154–158
Wurtzite structures, bulk, 260–263

Young’s modulus, 266

Zeroth component, 191
Zeroth-order functions, 105
(001)-oriented zinc blende crystal, 

124, 238
(001)-oriented zinc blende 

Hamiltonian with wurtzite 
bases, 128

Zinc blende Hamiltonian, 105–114
block diagonalization of, 

130–131
crystal orientation effects on, 

135–152
interband optical-matrix 

elements in (11n)-oriented 
zinc blende quantum well, 
144–145

invariant method to obtain zinc 
blende Hamiltonian for 
general crystal orientation, 
137–141

(11n)-oriented zinc blende 
Hamiltonian, 142–144

piezoelectric fi eld in 
(11n)-oriented zinc blende 
Hamiltonian, 151–152
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strain tensors on zinc 
blende semiconductors for 
general crystal orientation, 
145–151

under transformation to 
wurtzite bases, 135–137

8 × 8 Hamiltonian, 109–110
matrix elements for 6 × 6 

Hamiltonian, 105–107
matrix elements of Hamiltonian 

conduction and valence 
bands, 107–109

Zinc blende Hamiltonian (Cont’d) strained Hamiltonian, 111–114
in wurtzite basis functions, 

127–128
Zinc blende primitive translational 

vectors, 148
Zinc blende quantum well

(11n)-oriented, 144–145
structure, 256–258

Zinc blende semiconductors
bandstructure of, 123–134
Hamiltonian of, 123–126
strain tensors on, 145–151

Zinc blende structures, bulk, 253–256
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