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Preface

Quantum mechanics has evolved from a subject of study in pure physics to one with a

vast range of applications in many diverse fields. Some of its most important applica-

tions are in modern solid state electronics and optics. As such, it is now a part of the

required undergraduate curriculum ofmore andmore electrical engineering, materials

science, and applied physics schools. This book is based on the lecture notes that I

have developed over the years teaching introductory quantum mechanics to students

at the senior/first year graduate school level whose interest is primarily in applications

in solid state electronics and modern optics.

There are many excellent introductory text books on quantum mechanics for

students majoring in physics or chemistry that emphasize atomic and nuclear physics

for the former and molecular and chemical physics for the latter. Often, the approach

is to begin from a historic perspective, recounting some of the experimental observa-

tions that could not be explained on the basis of the principles of classical mechanics

and electrodynamics, followed by descriptions of various early attempts at developing

a set of new principles that could explain these ‘anomalies.’ It is a good way to show

the students the historical thinking that led to the discovery and formulation of the

basic principles of quantum mechanics. This might have been a reasonable approach

in the first half of the twentieth century when it was an interesting story to be told and

people still needed to be convinced of its validity and utility. Most students today

know that quantum theory is now well established and important. What they want to

know is not how to reinvent quantum mechanics, but what the basic principles are

concisely and how they are used in applications in atomic, molecular, and solid state

physics. For electronics, materials science, and applied physics students in particular,

they need to see, above all, how quantummechanics forms the foundations of modern

semiconductor electronics and optics. To meet this need is then the primary goal of

this introductory text/reference book, for such students and for those who did not

have any quantum mechanics in their earlier days as an undergraduate student but

wish now to learn the subject on their own.

This book is not encyclopedic in nature but is focused on the key concepts and

results. Hopefully it makes sense pedagogically. As a textbook, it is conceptually and

mathematically self-contained in the sense that all the results are derived, or derivable,

from first principles, based on the material presented in the book in a logical order

without excessive reliance on reference sources. The emphasis is on concise physical
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explanations, complemented by rigorousmathematical demonstrations, of how things

work and why they work the way they do.

A brief introduction is given in Chapter 1 on how one goes about formulating and

solving problems on the atomic and subatomic scale. This is followed inChapter 2 by a

concise description of the basic postulates of quantummechanics and the terminology

and mathematical tools that one will need for the rest of the book. This part of the

book by necessity tends to be on the abstract side andmight appear to be a little formal

to some of the beginning students. It is not necessary to master all the mathematical

details and complications at this stage. For organizational reasons, I feel that it is better

to collect all this information at one place at the beginning so that the flow of thoughts

and the discussions of the main subject matter will not be repeatedly interrupted later

on by the need to introduce the language and tools needed.

The basic principles of quantum mechanics are then applied to a number of simple

prototype problems in Chapters 3–5 that help to clarify the basic concepts and as a

preparation for discussing the more realistic physical problems of interest in later

chapters. Section 5.4 on photons is a discussion of the application of the basic theory

of harmonic oscillators to radiation oscillators. It gives the basic rules of quantization

of electromagnetic fields and discusses the historically important problem of black-

body radiation and the more recently developed quantum theory of coherent optical

states. For an introductory course on quantum mechanics, this material can perhaps

be skipped.

Chapters 6 and 7 deal with the hydrogenic andmulti-electron atoms and ions. Since

the emphasis of this book is not on atomic spectroscopy, some of the mathematical

details that can be found in many of the excellent books on atomic physics are not

repeated in this book, except for the key concepts and results. These chapters form the

foundations of the subsequent discussions in Chapter 8 on the important topics of

time-dependent perturbation theory and the interaction of radiation with matter. It

naturally leads to Einstein’s theory of resonant absorption and emission of radiation

by atoms. One of its most important progeny is the ubiquitous optical marvel known

as the LASER (Light Amplification by Stimulated Emission of Radiation).

From the hydrogenic and multi-electron atoms, we move on to the increasingly

more complicated world of molecules and solids inChapter 9. The increased complex-

ity of the physical systems requires more sophisticated approximation procedures to

deal with the related mathematical problems. The basic concept and methodology of

time-independent perturbation theory is introduced and applied to covalent-bonded

diatomic and simple organic molecules. Crystalline solids are in some sense giant

molecules with periodic lattice structures. Of particular interest are the sp3-bonded

elemental and compound semiconductors of diamond and zincblende structures.

Some of the most important applications of quantum mechanics are in semi-

conductor physics and technology based on the properties of charge-carriers in

periodic lattices of ions. Basic concepts and results on the electronic properties of

semiconductors are discussed in Chapter 10. The molecular-orbital picture and the

nearly-free-electron model of the origin of the conduction and valence bands in

semiconductors based on the powerful Bloch theorem are developed. From these
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follow the commonly used concepts and parameters to describe the dynamics of

charge-carriers in semiconductors, culminating finally in one of the most important

building blocks of modern electronic and optical devices: the p–n junction.

For applications involving macroscopic samples of many particles, the basic quan-

tum theory for single-particle systems must be generalized to allow for the situation

where the quantum states of the particles in the sample are not all known precisely.

For a uniform sample of the same kind of particles in a statistical distribution over all

possible states, the simplest approach is to use the density-matrix formalism. The basic

concept and properties of the density operator or the density matrix and their equa-

tions of motion are introduced in Chapter 11. This chapter, and the book, conclude

with some examples of applications of this basic approach to a number of linear and

nonlinear, static and dynamic, optical problems. For an introductory course on

quantum mechanics, this chapter could perhaps be omitted also.

While there might have been, and may still be in the minds of some, doubts about

the basis of quantum mechanics on philosophical grounds, there is no ambiguity and

no doubt on the applications level. The rules are clear, precise, and all-encompassing,

and the predictions and quantitative results are always correct and accurate without

exception. It is true, however, that at times it is difficult to penetrate through the

mathematical underpinnings of quantum mechanics to the physical reality of the

subject. I hope that the material presented and the insights offered in this book will

help pave the way to overcoming the inherent difficulties of the subject for some. It is

hoped, above all, that the students will find quantum mechanics a fascinating subject

to study, not a subject to be avoided.

I am grateful for the opportunities that I have had to work with the students and

many of my colleagues in the research community over the years to advance my own

understanding of the subject. I would like to thank, in particular, Joe Ballantyne,

Chris Flytzanis, Clif Pollck, Peter Powers, Hermann Statz, Frank Wise, and Boris

Zeldovich for their insightful comments and suggestions on improving the presentation

of the material and precision of the wording. Finally, without the numerous questions

and puzzling stares from the generations of students who have passed through my

classes and research laboratory, I would have been at a loss to knowwhat towrite about.

A note on the unit system: to facilitate comparison with classic physics literature on

quantum mechanics, the unrationalized cgs Gaussian unit system is used in this book

unless otherwise stated explicitly.
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1 Classical mechanics vs. quantum
mechanics

What is quantum mechanics and what does it do?

In very general terms, the basic problem that both classical Newtonian mechanics

and quantum mechanics seek to address can be stated very simply: if the state of a

dynamic system is known initially and something is done to it, how will the state of the

system change with time in response?

In this chapter, we will give a brief overview of, first, how Newtonian mechanics

goes about solving the problem for systems in the macroscopic world and, then, how

quantummechanics does it for systems on the atomic and subatomic scale. We will see

qualitatively what the differences and similarities of the two schemes are and what the

domain of applicability of each is.

1.1 Brief overview of classical mechanics

To answer the question posed above systematically, we must first give a more rigorous

formulation of the problem and introduce the special language and terminology (in

double quotation marks) that will be used in subsequent discussions. For the macro-

scopic world, common sense tells us that, to begin with, we should identify the

‘‘system’’ that we are dealing with in terms of a set of ‘‘static properties’’ that do not

change with time in the context of the problem. For example, the mass of an object

might be a static property. The change in the ‘‘state’’ of the system is characterized by a

set of ‘‘dynamic variables.’’ Knowing the initial state of the system means that we can

specify the ‘‘initial conditions of these dynamic variables.’’ What is done to the system

is represented by the ‘‘actions’’ on the system. How the state of the system changes

under the prescribed actions is then described by how the dynamic variables change

with time. This means that there must be an ‘‘equation of motion’’ that governs the

time-dependence of the state of the system. The mathematical solution of the equation

of motion for the dynamic variables of the system will then tell us precisely the state of

the system at a later time t> 0; that is to say, everything about what happens to the

system after something is done to it.

For definiteness, let us start with the simplest possible ‘‘system’’: a single particle, or

a point system, that is characterized by a single static property, its massm. We assume

that its motion is limited to a one-dimensional linear space (1-D, coordinate axis x, for

example). According to Newtonian mechanics, the state of the particle at any time t is
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completely specified in terms of the numerical values of its position x(t) and velocity

vx(t), which is the rate of change of its position with respect to time, or vx(t)¼ dx(t)/dt.

All the other dynamic properties, such as linear momentum px(t)¼mvx, kinetic energy

T ¼ ðmv2xÞ=2, potential energy V(x), total energy E¼ (TþV), etc. of this system

depend only on x and vx. ‘‘The state of the system is known initially’’ means that the

numerical values of x(0) and vx(0) are given. The key concept of Newtonianmechanics

is that the action on the particle can be specified in terms of a ‘‘force’’, Fx, acting on the

particle, and this force is proportional to the acceleration, ax¼ d2x / dt2, where the

proportionality constant is the mass, m, of the particle, or

Fx ¼ max ¼ m
d2x

dt2
: (1:1)

This means that once the force acting on a particle of known mass is specified, the

second derivative of its position with respect to time, or the acceleration, is known

from (1.1). With the acceleration known, one will know the numerical value of vx(t) at

all times by simple integration. By further integrating vx(t), one will then also know the

numerical value of x(t), and hence what happens to the particle for all times. Thus, if

the initial conditions on x and vx are given and the action, or the force, on the particle

is specified, one can always predict the state of the particle for all times, and the

initially posed problem is solved.

The crucial point is that, because the state of the particle is specified by x and its first

time-derivative vx to begin with, in order to know how x and vx change with time, one

only has to know the second derivative of x with respect to time, or specify the force.

This is a basic concept in calculus which was, in fact, invented by Newton to deal with

the problems in mechanics.

A more complicated dynamic system is composed of many constituent parts, and

its motion is not necessarily limited to any one-dimensional space. Nevertheless, no

matter how complicated the system and the actions on the system are, the dynamics of

the system can, in principle, be understood or predicted on the basis of these same

principles. In the macroscopic world, the validity of these principles can be tested

experimentally by direct measurements. Indeed, they have been verified in countless

cases. The principles of Newtonianmechanics, therefore, describe the ‘‘laws of Nature’’

in the macroscopic world.

1.2 Overview of quantum mechanics

What about the world on the atomic and subatomic scale? A number of fundamental

difficulties, both experimental and logical, immediately arise when trying to extend the

principles of Newtonian mechanics to the atomic and subatomic scale. For example,

measurements on atomic or subatomic particles carried out in the macroscopic world

in general give results that are statistical averages over an ensemble of a large number

of similarly prepared particles, not precise results on any particular particle. Also, the
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resolution needed to quantify or specify the properties of individual systems on the

atomic and subatomic scale is generally many orders of magnitude finer than the

scales and accuracy of any measurement process in the macroscopic world. This

makes it difficult to compare the predictions of theory with direct measurements for

specific atomic or subatomic systems. Without clear direct experimental evidence,

there is no a priori reason to expect that it is always possible to specify the state of an

atomic or subatomic particle at any particular time in terms of a set of simultaneously

precisely measurable parameters, such as the position and velocity of the particle, as in

the macroscopic world. The whole formulation based on the deterministic principles

of Newtonianmechanics of the basic problem posed at the beginning of this discussion

based on simultaneous precisely measurable position and velocity of a particular

particle is, therefore, questionable. Indeed, while Newtonian mechanics had been

firmly established as a valid theory for explaining the behaviors of all kinds of dynamic

systems in the macroscopic world, experimental anomalies that could not be explained

by such a theory were also found in the early part of the twentieth century. Attempts to

explain these anomalies led to the development of quantum theory, which is a totally

new way of dealing with the problems of mechanics and electrodynamics in the atomic

and subatomic world.

A brief overview of the general approach of the theory in contrast to classical

Newtonian mechanics is given here. All the assertions made in this brief overview

will be explained and justified in detail in the following chapters. The purpose of the

qualitative discussion in this chapter is simply to give an indication of the things

to come, not a complete picture. A more formal description of the basic

postulates and methodology of quantum mechanics will be given in the following

chapter.

To begin with, according to quantum mechanics, the ‘‘state’’ of a system on the

atomic and subatomic scale is not characterized by a set of dynamic variables each

with a specific numerical value. Instead, it is completely specified by a ‘‘state function.’’

The dynamics of the system is described by the time dependence of this state function.

The relationship between this state function and various physical properties of the

dynamic system that can be measured in the macroscopic world is also not as direct as

in Newtonian mechanics, as will be clarified later.

The state function is a function of a set of chosen variables, called ‘‘canonic

variables,’’ of the system under study. For definiteness, let us consider again, for

example, the case of a particle of mass m constrained to move in a linear space

along the x axis. The state function, which is usually designated by the arbitrarily

chosen symbolC, is a function of x. That is, the state of the particle is specified by the

functional dependence of the state function C(x) on the canonic variable x, which is

the ‘‘possible position’’ of the particle. It is not specified by any particular values of x

and vx as in Newtonian mechanics. How the state of the particle changes with time is

specified by C(x, t), or how C(x) changes explicitly with time, t. C(x, t) is often also

referred to as the ‘‘wave function’’ of the particle, because it often has properties similar

to those of a wave, even though it is supposed to describe the state of a ‘‘particle,’’ as will

be shown later.

1.2 Overview of quantum mechanics 3



The state function can also be expressed alternatively as a function of another

canonic variable ‘‘conjugate’’ to the position coordinate of the system, the linear

momentum of the particle px, or C(px, t). The basic problem of the dynamics of the

particle can be formulated in either equivalent form, or in either ‘‘representation.’’ If

the formC(x, t) is used, it is said to be in the ‘‘Schrödinger representation,’’ in honor of

one of the founders of quantum mechanics. If the form C(px, t) is used, it is in the

‘‘momentum representation.’’ That the same state function can be expressed as a

function of different variables corresponding to different representations is analogous

to the situation in classical electromagnetic theory where a time-dependent electrical

signal can be expressed either as a function of time, "(t), or in terms of its angular-

frequency spectrum, "(!), in the Fourier-transform representation. There is a unique

relationship between C(x, t) and C(px, t), much as that between "(t) and "(!). Either

representation will eventually lead to the same results for experimentally measurable

properties, or the ‘‘observables,’’ of the system. Thus, as far as interpreting experi-

mental results goes, it makes no difference which representation is used. The choice is

generally dictated by the context of the problem or mathematical expediency. Most of

the introductory literature on the quantum theory of electronic and optical devices

tends to be based on the Schrödinger representation. That is what will be mostly used

in this book also.

The ‘‘statistical,’’ or probabilistic, nature of the measurement process on the atomic

and subatomic scale is imbedded in the physical interpretation of the state function.

For example, the wave function C(x, t) is in general a complex function of x and t,

meaning it is a phasor of the form Y ¼ Yj j ei� with an amplitude Yj j and a phase �.

The magnitude of the wave function, jYðx, tÞj, gives statistical information on the

results of measurement of the position of the particle. More specifically, ‘‘the particle’’

in quantum mechanics actually means a statistical ‘‘ensemble,’’ or collection, of

particles all in the same state, C, for example. jYðx, tÞj2dx is then interpreted as the

probability of finding a particle in the ensemble in the spatial range from x to xþ dx at

the time t. Unlike in Newtonian mechanics, we cannot speak of the precise position of

a specific atomic or subatomic particle in a statistical ensemble of particles. The

experimentally measured position must be viewed as an ‘‘expectation value,’’ or the

average value, of the probable position of the particle. An explanation of the precise

meanings of these statements will be given in the following chapters.

The physical interpretation of the phase of the wave function is more subtle. It

endows the particle with the ‘‘duality’’ of wave properties, as will be discussed later.

The statistical interpretation of the measurement process and the wave–particle

duality of the dynamic system represent fundamental philosophical differences

between the quantum mechanical and Newtonian descriptions of ‘‘dynamic systems.’’

For the equation of motion in quantum mechanics, we need to specify the ‘‘action’’

on the system. In Newtonian mechanics, the action is specified in terms of the

force acting on the system. Since the force is equal to the rate of decrease of

the potential energy with the position of the system, or ~F ¼ �rVð~r Þ, the action

on the system can be specified either in terms of the force acting on the system

or the potential energy of the particle as a function of position Vð~r Þ. In quantum
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mechanics, the action on the dynamic system is generally specified by a physically

‘‘observable’’ property corresponding to the ‘‘potential energy operator,’’ say V̂ð~r Þ,
as a function of the position of the system. For example, in the one-dimensional

single-particle problem, V̂ in the Schrödinger representation is a function of the

variable x, or V̂ðxÞ. Since the position of a particle in general does not have a unique

value in quantum mechanics, the important point is that V̂ðxÞ gives the functional

relationship between V̂ and the position variable x. The force acting on the system

is simply the negative of the gradient of the potential with respect to x; therefore, the

two represent the same physical action on the system. Physically, V̂ðxÞ gives, for
example, the direction in which the particle position must change in order to lower

its potential energy; it is, therefore, a perfectly reasonable way to specify the action on

the particle.

In general, all dynamic properties are represented by ‘‘operators’’ that are functions

of x and p̂x. As a matter of notation, a ‘hat ^’ over a symbol in the language of

quantum theory indicates that the symbol is mathematically an ‘‘operator,’’ which in

the Schrödinger representation can be a function of x and/or a differential operator

involving x. For example, the operator representing the linear momentum, p̂x, in the

Schrödinger representation is represented by an operator that is proportional to the

first derivative with respect to x:

p̂x ¼ �i �h
@

@ x
; (1:2)

where �h is the Planck’s constant h divided by 2p. h is one of the fundamental constants

in quantum mechanics and has the numerical value h¼ 6.626� 10�27 erg-s. The

reason for this peculiar equation, (1.2), is not obvious at this point. It is related to

one of the basic ‘‘postulates’’ of quantum mechanics and one of its implications is the

all-important ‘‘Heisenberg’s uncertainty principle,’’ as will be discussed in detail in

later chapters.

The total energy of the system is generally referred to as the ‘‘Hamiltonian,’’ and

usually represented by the symbol Ĥ, of the system. It is the sum of the kinetic energy

and the potential energy of the system as in Newtonian mechanics:

Ĥ ¼ p̂2x
2m
þ V̂ðxÞ ¼ � �h2

2m

@2

@x2
þ V̂ðxÞ; (1:3)

with the help of Eq. (1.2). The action on the system is, therefore, contained in the

Hamiltonian through its dependence on V̂.

The total energy, or the Hamiltonian, plays an essential role in the equation of

motion dealing with the dynamics of quantum systems. Because the state of the

dynamic system in quantum mechanics is completely specified by the state function, it

is only necessary to know its first time-derivative, @Y@t , in order to predict howC will vary

with time, starting with the initial condition on C. The key equation of motion as

postulated by Schrödinger is that the time-rate of change of the state function is

proportional to the Hamiltonian ‘‘operating’’ on the state function:

1.2 Overview of quantum mechanics 5



i �h
@Y
@ t
¼ ĤY: (1:4)

In the Schrödinger representation for the one-dimensional single particle system, for

example, it is a partial differential equation:

i �h
@Y
@ t
¼
�
� �h2

2m

@2

@x2
þ V̂ðxÞ

�
Y; (1:5)

by substituting Eq. (1.3) into Eq. (1.4). The time-dependent Schrödinger’s equation,

Eq. (1.4), or more often its explicit form Eq. (1.5), is the basic equation of motion in

quantum mechanics that we will see again and again later in applications. Solution of

Schrödinger’s equation will then describe completely the dynamics of the system.

The fact that the basic equation of motion in quantum mechanics involves only the

first time-derivative of something while the corresponding equation in Newtonian

mechanics involves the second time-derivative of some key variable is a very interesting

and significant difference. It is a necessary consequence of the fundamental difference

in how the ‘‘state of a dynamic system’’ is specified in the two approaches to begin with.

It also leads to the crucial difference in how the action on the system comes into play in

the equations of motion: the total energy, Ĥ, in the former case, in contrast to the

force, ~F, in the latter case.

Schrödinger’s equation, (1.4), in quantum mechanics is analogous to Newton’s

equation of motion, Eq. (1.1), in classical mechanics. It is one of the key postulates

that unlocks the wonders of the atomic and subatomic world in quantum mechanics.

It has been verified with great precision in numerous experiments without exception. It

can, therefore, be viewed as a law of Nature just as Newton’s equation – ‘F equalsm a ’ –

for the macroscopic world.

The problem is now reduced to a purely mathematical one. Once the initial condi-

tionC(x, t= 0) and the action on the system are given, the solution of the Schrödinger

equation gives the state of the system at any time t. KnowingC(x, t) at any time t also

means that we can find the expectation values of all the operators corresponding to the

dynamic properties of the system. Exactly how that is done mathematically will be

described in detail in the following chapters. Since the state of the system is completely

specified by the state function, the time dependent state function Yð~r, tÞ contains all
the information on the dynamics of the system that can be obtained by experimental

observations. This is how the problem is formulated and solved according to the

principles of quantum mechanics.

Further reading

For further studies at a more advanced level of the topics discussed in this and the

following chapters of this book, we recommend the following.
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On fundamentals of quantum mechanics

Bethe and Jackiw (1986); Bohm (1951); Cohen-Tannoudji, Diu and Laloë (1977);

Dirac (1947).

On quantum theory of radiation

Glauber (1963); Heitler (1954).

On generalized angular momentum

Edmonds (1957); Rose (1956).

On atomic spectra and atomic structure

Condon and Shortley (1963); Herzberg (1944).

On molecules and molecular-orbital theory

Ballhausen and Gray (1964); Coulson (1961); Gray (1973); Pauling (1967).

On lasers and photonics

Siegman (1986); Shen (1984); Yariv (1989).

On solid state physics and semiconductor electronics

Kittel (1996); Smith (1964); Streetman (1995).
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2 Basic postulates and
mathematical tools

Basic scientific theories usually start with a set of hypotheses or ‘‘postulates.’’ There is

generally no logical reason, apart from internal consistency, that can be given to justify

such postulates absolutely. They come from ‘revelations’ in the minds of ‘geniuses,’

most likely with hints from Nature based on extensive careful observations. Their

general validity can only be established through experimental verification. If numerous

rigorously derived logical consequences of a very small set of postulates all agree with

experimental observations without exception, one is inclined to accept these postulates

as correct descriptions of the laws of Nature and use them confidently to explain and

predict other natural phenomena. Quantum mechanics is no exception. It is based on a

few postulates. For the purpose of the present discussion, we begin with three basic

postulates involving: the ‘‘state functions,’’ ‘‘operators,’’ and ‘‘equations of motion.’’

In this chapter, this set of basic postulates and some of the corollaries and related

definitions of terms are introduced and discussed. We will first simply state these

postulates and introduce some of the related mathematical tools and concepts that are

needed to arrive at their logical consequences later. To those who have not been

exposed to the subject of quantum mechanics before, each of these postulates taken

by itself may appear puzzling and meaningless at first. It should be borne in mind,

however, that it is the collection of these postulates as a whole that forms the founda-

tions of quantummechanics. The full interpretation, and the power and glory, of these

postulates will only be revealed gradually as they are successfully applied to more

realistic and increasingly complicated physical problems in later chapters.

2.1 State functions (Postulate 1)

The first postulate states that the state of a dynamic system is completely specified by a

state function.

Even without a clear definition of what a state function is, this simple postulate

already makes a specific claim: there exists an abstract state function that contains all

the information about the state of the dynamic system. For this statement to have

meaning, we must obviously provide a clear physical interpretation of the state

function, and specify its mathematical properties. We must also give a prescription

of how quantitative information is to be extracted from the state function and

compared with experimental results.
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The state function, which is often designated by a symbol such as C, is in general

a complex function (meaning a phasor, Yj j ei�, with an amplitude and a phase).

In terms of the motion of a single particle in a linear space (coordinate x), for

example, Yj j and � in the Schrödinger representation are functions of the canonical

variable x.

A fundamental distinction between classical mechanics and quantum mechanics is

that, in classical mechanics, the state of the dynamic system is completely specified by

the position and velocity of each constituent part (or particle) of the system. This

presumes that the position and velocity of a particle can, at least in principle, be

measured and specified precisely at each instant of time. The position and velocity of

the particle at one instant of time are completely determined by the position and velocity

of the particle at a previous instant. It is deterministic. That one can specify the state of a

particle in the macroscopic world in this way is intuitively obvious, because one can see

and touch such a particle. It is intuitively obvious that it is possible to measure its

position and velocity simultaneously. And, if two particles are not at the same place or

not moving with the same velocity, they are obviously not in the same state.

What about in the world on the atomic and subatomic scale where we cannot see or

touch any particle directly? There is no assurance that our intuition on how things

work in our world can be extrapolated to a much smaller world in which we have no

direct sensorial experience. Indeed, in quantum mechanics, no a priori assumption is

made about the possibility of measuring or specifying precisely the position and the

velocity of the particle at the same time. In fact, as will be discussed in more detail

later, according to ‘‘Heisenberg’s uncertainty principle,’’ it is decidedly not possible

to have complete simultaneous knowledge of the two; a complete formulation of

this principle will be given in connection with Postulate 2 in Section 2.2 below.

Furthermore, quantummechanics does not presume that measurement of the position

of a particle will necessarily yield a particular value of x predictably. Knowing the

particle is in the state C, the most specific information on the position of the particle

that one can hope to get by any possible means of measurement is that the probability

of getting the value x1 relative to that of getting the value x2 is Yðx1Þj j2: Yðx2Þj j2.
In other words, the physical interpretation of the amplitude of the state function is

that YðxÞj j2dx is, in the language of probability theory, proportional to the prob-

ability of finding the particle in the range from x to x+dx in any measurement of the

position of the particle. If it is known for certain that there is one particle in the spatial

range from x = 0 to x = L, then the probability distribution function YðxÞj j2
integrated over this range must be equal to 1 and the wave function is said to be

‘‘normalized’’:

1¼
Z L

0

YðxÞ�YðxÞdx¼
Z L

0

YðxÞj j2dx: (2:1)

If the wave function is normalized, the absolute value of the probability of finding the

particle in the range from x to x + dx is YðxÞj j2dx. Accordingly, there is also an
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average value, hxiY, of the position of the particle in the state C, which is called the

‘‘expectation value’’ of the position of the particle. It is an ordinary number given by:

hxiY¼
Z L

0

Y�ðxÞ xYðxÞ dx¼
Z L

0

x YðxÞj j2dx: (2:2)

A ‘‘mean square deviation,’’ �x2, from the average of the probable position of the

particle can also be defined:

�x2¼
Z L

0

YðxÞ�ðx� hxiYÞ
2YðxÞdx¼

Z L

0

ðx� hxiYÞ
2 YðxÞj j2dx; (2:3)

which gives a measure of the spread of the probability distribution function, YðxÞj j2, of
the position around the average value. In the language of quantum mechanics,

�x �
ffiffiffiffiffiffiffiffiffi
�x2
p

as defined in (2.3) is called the ‘‘uncertainty’’ in the position x of the particle

when it is in the stateC(x). The definitions of the ‘‘average value’’ and the ‘‘mean square

deviation,’’ or ‘‘uncertainty,’’ can also be generalized to any function of x, such as any

operator in the Schrödinger representation, as will be discussed in Section 2.3.

A more detailed explanation of the above probabilistic interpretation of the ampli-

tude of the state function is in order at this point. ‘‘ YðxÞj j2 is the probability distribu-

tion function of the position of the particle’’ implies the following. If there are a large

number of particles all in the same state C in a statistical ensemble and similar

measurement of the position of the particles is made on each of the particles in the

ensemble, the result of the measurements is that the ratio of the number of times a

particle is found in the range from x to x+dx, Nx, to the total number of measure-

ments, N, is equal to YðxÞj j2dx. Stating it in another way, the number of times a

particle is found in the differential range from x1 to x1+dx to that in the range from

x2 to x2+dx is in the ratio of Nx1: Nx2 ¼ Yðx1Þj j2: Yðx2Þj j2. The expectation value of

the position of the particle, hxiY, is the average of the measured positions of the

particles:

hxiY¼ x1
Nx1

N
þ x2

Nx2

N
þ x3

Nx3

N
þ � � � ¼

Z L

0

x YðxÞj j2dx;

as given by Eq. (2.2). The uncertainty, �x, is the spread of the measured positions

around the average value:

�x2¼ðx1 � hxiYÞ
2 Nx1

N
þ ðx2 � hxiYÞ

2 Nx2

N

þ ðx3 � hxiYÞ
2 Nx3

N
þ � � �

¼
ZL

0

ðx� hxiYÞ
2 YðxÞj j2dx;

as given by Eq. (2.3).
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The essence of the discussion so far is that the relationship between the physically

measurable properties of a dynamic system and the state function of the system in

quantum mechanics is probabilistic to begin with. The implication is that the predic-

tion of the future course of the dynamics of the system in terms of physically

measurable properties is, according to quantum mechanics, necessarily probabilistic,

not deterministic, even though the time evolution of the state function itself is

determined uniquely by its initial condition according to Schrödinger’s equation, as

we shall see.

It is also assumed as a part of Postulate 1 that the state function satisfies the

‘‘principle of superposition,’’ meaning the linear combination of two state functions

is also a possible state function:

Y¼ a1Y1 þ a2Y2; (2:4)

where a1 and a2 are, in general, complex numbers (with real and imaginary parts). This

simple property has profound mathematical and physical implications, as will be seen

later.

The physical significance of the phase, �, of a state function,C, is indirect andmore

subtle. In addition to its x-dependence, the phase factor also gives the explicit time-

dependence of the wave function, as will be shown later in connection with the

solution of Schrödinger’s equation. It is, therefore, of fundamental importance to

the understanding of the dynamics of atomic and subatomic particles.

The following example making use of the superposition principle may help to

illustrate the physical significance of this phase factor. Suppose each particle in the

stateC in the statistical ensemble can evolve from two different possible paths with the

relative probability of a1j j2: a2j j2. The atoms in the final ensemble are, however,

indistinguishable from one another and each is in a ‘‘mixed state’’ that is a super-

position of two statesC1 andC2, in the form of Eq. (2.4). The probability distribution

function of the particles in the final state in the ensemble is, however, proportional to

Yj j2. It contains not only the terms a1j j2 Y1j j2þ a2j j2 Y2j j2 but also the cross terms, or

the ‘‘interference terms’’ (a�1a2 Y1j j Y2j je�ið�1��2Þ þ a1a
�
2 Y1j j Y2j jeþið�1��2Þ). Thus, Yj j2

depends on, among other things, the relative phase (�1� �2) and the relative phases of

a1 and a2. In short, since the probability distribution function is proportional to the

square of the state function, whenever the final state function is a superposition of two

or more state functions, the probability distribution function corresponding to the

final state depends on the relative phases of the constituent state functions. It can lead

to interference effects, much as in the familiar constructive and destructive interfer-

ence phenomena involving electromagnetic waves. This is one of the manifestations of

the wave–particle duality predicted by quantum mechanics and has been observed in

numerous experiments. It has led to a great variety of important practical applications

and is one of the major triumphs of quantum mechanics.

The superposition of states of two or more quantum systems that leads to correl-

ated outcomes in the measurements of these systems is often described as ‘‘entangle-

ment’’ in quantum information science in recent literature.
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2.2 Operators (Postulate 2)

The second postulate states that all physically‘‘observable’’ properties of a dynamic

system are represented by dynamic variables that are linear operators. To understand

what an operator is, let us look at what it does and what its mathematical properties

and the corresponding physical interpretation are.

First, its connection to experimental results is the following. Consider, for example,

an operator Q̂ corresponding to the dynamic variable representing the property ‘‘Q’’ of

the system. According to quantum mechanics, knowing the system is in the state C
does not mean that measurement of the property Q will necessarily yield a certain

particular value. It will only tell us that repeatedmeasurements of the same propertyQ

of similar systems, or measurements of a large number of similar systems, all in the

same state C, will give a statistical distribution of values with an average value

equal to:

hQ̂iY¼
Z

Y�Q̂Yd~r; (2:5a)

which is the expectation value of the property Q, and an uncertainty:

�Q2¼
Z

Yð~rÞ�ðQ̂� hQ̂iYÞ
2Yð~r Þd~r; (2:5b)

in the three-dimensional Schrödinger representation. Because the operator Q̂ is in

general a function of the canonical variables~̂r and ~̂p and can be a differential operator,

one cannot arbitrarily reverse the order of multiplication ofC* and Q̂. Eqs. (2.5a & b)

are generalizations of Eqs. (2.2) and (2.3) that introduced the concepts of expectation

values and uncertainties.

Second, mathematically, an ‘‘operator’’ only has meaning when it operates on a

state function. In general, an operator changes one state function to another. For

example, the operator Q̂ applied to an arbitrary state function C generally changes it

into another state �:

Q̂ Y¼�: (2:6)

The true meaning of this simple abstract equation will not be clear until we know

exactly how to find the operator expression representing each physical property. As

corollaries of Postulate 2, there is a set of rules on how to do so for every dynamic

property of the system.

Corollary 1

All the dynamic variables and, hence, all the corresponding operators representing any

property of the system have the same functional dependence on the canonical variables
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representing the position, ~̂r, and the linear momentum, ~̂p, as in classical mechanics. For

example, the operators representing the kinetic energy, the angular momentum, the

potential energy, and the Hamiltonian (total energy), etc. are, respectively,

T̂¼ P̂2

2m
; L̂¼~̂r� ~̂p ; V̂ð~̂rÞ; and Ĥ¼ T̂þ V̂; etc:

Corollary 2

In the Schrödinger representation, the operators representing the position coordinates x̂,

ŷ, ẑ, (or ~̂r) are the ordinary physical variables x, y, z, (or ~r), but the operators

representing the Cartesian components p̂x; p̂y; and p̂z of the linear momentum, ~̂p, are

the differential operators ð�i�h @
@xÞ; ð�i�h @

@yÞ; and ð�i�h @
@zÞ; respectively, (or ~̂p is to be

replaced by �i�hr, whatever the coordinate system).

According to Newtonian mechanics, the dynamic properties of any system

depend only on the position and the velocity (hence the position and the linear

momentum) of the constituent parts of the system. Thus, on the basis of the above

two corollaries of Postulate 2, the Schrödinger representation of the operator repre-

senting any dynamic property of the system is always known. With this knowledge,

the innocent-looking simple ‘‘operator equation,’’ (2.6), is now pregnant with pro-

found physical meanings. For the operator Q̂ is also to be interpreted physically as

the process of measuring the property Q. Thus, the physical interpretation of the

operator equation (2.6) is that, in the atomic and subatomic world, the process of

measuring the property Q when the system is in the stateC generally changes it into

another state �. Furthermore, once the Schrödinger representation of any operator

is specified, Eq. (2.6) gives, mathematically, the exact effect the corresponding

measurement process will have on the system in any particular state. It predicts

that themeasurement process Q̂will change the state of the system fromC to another

state �, if the mathematical operation of Q̂ on C produces a function � that is not

equal or proportional to C. Two very important consequences follow from this

consideration:

1. the notion of ‘‘commutation relationship’’ and the ‘‘uncertainty principle’’; and

2. the concept of ‘‘eigen values and eigen functions.’’

Commutation relations and the uncertainty principle

An interesting question that can now be addressed is this. How does one know

whether it is possible to have complete simultaneous knowledge of two specific

properties of a system, say ‘‘A’’ and ‘‘B’’?

Physically, for two properties to be specified simultaneously, it must be possible to

measure one of the two properties without influencing the outcome of the measurement
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of the other property, and vice versa. In short, the order of measurements of the two

properties should not matter, no matter what state the system is in. This means that

application of the operator ÂB̂ on any arbitrary stateC should be exactly the same as

applying the operator B̂Â on the same state, or:

ÂB̂ Y¼ B̂Â Y: (2:7)

It in turn means that the effect of the operator (ÂB̂� B̂Â) on any arbitrary state of the

system must be equal to zero in this case:

½ÂB̂� B̂Â�Y¼ 0:

The operator (ÂB̂� B̂Â) itself is, therefore, equivalent to a ‘‘null operator’’:

½ÂB̂� B̂Â� ¼ 0 (2:8)

when applied to any arbitrary state of the system, if the two properties can be specified

precisely simultaneously.

The difference of two operators applied in different order is called the ‘‘commu-

tator’’ of the operators Â and B̂ and defined as [Â, B̂]:

ÂB̂� B̂Â � ½Â; B̂�: (2:9)

When the commutator of two operators is equal to zero, the two operators are said to

‘‘commute.’’ When two operators commute, as Â and B̂ in Eq. (2.8), it means that the

two corresponding dynamic properties of the system can be measured in arbitrary

order and specified precisely simultaneously, regardless of what state the system is in.

There is now, therefore, a mathematically rigorous way to determine which two

physical properties can be specified simultaneously and which ones may not be by

simply calculating the commutator of the two corresponding operators.

In general, the commutator of two operators is not equal to zero but some third

operator, say Ĉ:

½Â; B̂� ¼ Ĉ; (2:10)

which can be evaluated mathematically on the basis of Postulate 2 and its corollaries.

For example, let Â be x̂, and B̂ be p̂x. From the Schrödinger representations of x̂ and

p̂x, it follows that:

ðp̂xx̂ÞY¼ � i�h
@

@x
½xYðxÞ� ¼ ½�i�hx @

@x
YðxÞ� � i�hYðxÞ¼ ðxp̂xÞY� i�hY;

therefore,

½x̂; p̂x� ¼ i�h: (2:11a)
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Similarly, one can derive the cyclic commutation relations among all the components

of the position and momentum vectors:

½ŷ; p̂y� ¼ i�h; ½ẑ; p̂z� ¼ i�h;

½x̂; ŷ� ¼ 0; ½x̂; ẑ� ¼ 0; ½ ŷ; ẑ� ¼ 0;

½ p̂x; p̂y� ¼ 0; ½p̂x; p̂z� ¼ 0; ½p̂y; p̂z� ¼ 0: (2:11b)

Since all operators representing physically observable properties are functions of x̂,

ŷ, ẑ, p̂x, p̂y, and p̂z only, one can obtain the commutator of any two operators on the

basis of Postulate 2 or the commutation relationship (2.11a & 2.11b). Furthermore, it

follows rigorously mathematically from the ‘‘Schwartz inequality’’ that, for any arbi-

trary stateC the system is in, the product of the uncertainties in any two operators as

defined in (2.5b) is always equal to or greater than one half of the magnitude of the

expectation value of the commutator:

ð�AÞð�BÞ � 1

2
jh½Â; B̂�iYj ¼

1

2
jhĈiYj: (2:12)

(See, for example, Cohen-Tannoudji, et al. (1977), p. 287). Note that the ‘‘minimum

uncertainty product’’ on the right side of Eq. (2.12) depends both on the commutator

and the state the system is in. Thus, even if the two operators do not commute, their

uncertainty product for a particular state can still be zero as long as the expectation

value of the corresponding commutator in that particular state is equal to zero. In

other states, the expectation value of the same commutator may not be zero. For

commuting operators, even though the minimum uncertainty product is always zero,

the uncertainty product in general may not be zero. Conversely, if the expectation of

the corresponding commutator is not zero for all possible states, the minimum uncer-

tainty product of two operators is never zero and, thus, the corresponding properties

can never be specified precisely simultaneously. This is certainly the case, if the

commutator of two non-commuting operators is a non-zero constant. For example,

from Eqs. (2.11), the uncertainty product of x̂ and p̂x is always non-zero, and from

(2.12):

�x�px � �h=2; similarly for the y and z coordinates: (2:13)

Equation (2.13) gives the astonishing result that it is not possible to know, or to

specify, the position and the linear momentum in the same direction of the particle

simultaneously. The more one knows about one of the two, the less one knows about

the other. Equation (2.13) or its more general form (2.12) is a formal statement of the

‘‘Heisenberg uncertainty principle.’’ It is important to note that Eq. (2.12) shows

explicitly the direct connection between the uncertainty principle as embodied in (2.13)

and the commutation relationships (2.11a) and (2.11b) of the corresponding measure-

ment processes. It reflects, therefore, two different but entirely equivalent interpret-

ations of the uncertainty principle that are often quoted alternatively in the literature.

Equation (2.13) states that the product of the uncertainties in the results ofmeasurements
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of the position and momentum of the particles in the ensemble must be greater than or

equal to �h/2. Equation (2.12) shows that this uncertainty principle (2.13) is at the same

time a consequence of the commutation relationships (2.11a) and (2.11b), which says that

measurements of the position and the momentum of the particle are not independent

of each other.

One might question whether the key result (2.13) of the uncertainty principle is

physically reasonable. In the macroscopic world, if, for example, there is a billiard ball

sitting there and not moving, one will certainly know it by simply looking at the ball. If

it is in pitch darkness, one will not know either its position or its velocity. To know its

position by looking, photons from some light sourcemust be scattered from the billiard

ball into the eye balls of the person doing the looking. Scattering photons from the

billiard ball is not going to change its velocity. Because even though the photons have

momentum, the mass of a macroscopic billiard ball is always too large for it to be

moved anymeasurable amount by themomentum imparted to it by the photons. Thus,

one can know its position and velocity simultaneously. Why is it then one cannot

specify the position and velocity of an atomic or subatomic particle simultaneously?

A qualitative appreciation of the uncertainty principle might be gained on the basis

of its interpretation based on the commutation relationships (2.11a) and (2.11b) of the

corresponding measurement processes. Thus, consider, for example, instead of a

billiard ball, a tiny atomic or subatomic particle. In the process of scattering at least

one photon from the particle to a photodetector in order to measure its position,

momentum will be transferred from the photon to the particle, the amount of which is

not negligible for atomic or subatomic particles but is uncertain and depends upon the

accuracy of the position measurement. (For a more in-depth discussion of this issue,

see, for example, Bohm (1951). Section 5.11.) Subsequent measurement of the velocity

of the particle will then give a result that is not the same as that when the position of

the particle is determined. Thus, the position and the velocity of the atomic or

subatomic particle cannot be specified precisely simultaneously. This example gives

an intuitive basis for understanding the uncertainty principle as embodied in Eq. (2.13)

on the basis of its subtle connection, through Eq. (2.12),with the commutation properties

of the operators representing the corresponding measurement processes.

The basic commutation relationships, (2.11a & b), between the canonical variables,

x̂ and p̂x, and Heisenberg’s uncertainty principle, (2.13), are both necessary conse-

quences of the basic postulate that, in the Schrödinger representation, the operators x̂

and p̂x are x and ð�i�h @
@xÞ, respectively:

x̂ ¼ x; (2:14a)

p̂x¼
�
�i�h @

@x

�
; etc: (2:14b)

In fact, postulating any one of the three sets of the equations (2.11a, b), (2.13), or

(2.14a, b), the other two will follow as consequences. Thus, any one of the three can be

viewed as a part of the basic Postulate 2 of quantum mechanics. And, on the basis of
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Postulate 2 in either form, it is possible to determine what physical properties can

always be measured in arbitrary order and possibly be specified precisely simulta-

neously and which ones cannot.

Eigen values and eigen functions

With Postulates 1 and 2, another set of questions with great physical significance can

be addressed. What properties of a system are quantized, what are not, and why? If a

property is quantized, what possible results will measurements of such a property

yield? These questions can now be answered precisely mathematically. The allowed

values of any property (or the result of any measurement of the property) are limited to

the eigen values of the operator representing this property. If the corresponding eigen

values are discrete, this property is quantized; otherwise, it is not. What, then, are the

‘‘eigen values’’ and ‘‘eigen functions’’ of an operator? (‘‘Eigen’’ came from the German

word ‘‘Eigentum’’ that does not seem to have a precise English translation. It means

something like ‘‘characteristic’’ or ‘‘distinct,’’ or more precisely the ‘‘idio’’ part of

‘‘idiosyncrasy’’ in Greek, but its precise interpretation is probably best inferred from

how it is used in context.)

As stated earlier, in general an operator operating on an arbitrary state function

will change it to another state function. It can be shown that, associated with each

operator representing a physically observable property, there is a unique set of

characteristic state functions that will not change when operated upon by the oper-

ator. These state functions are called the ‘‘eigen functions’’ of this operator.

Application of such an operator on each of its eigen functions leads to a characteristic

number, which is a real number (no imaginary part), multiplying this eigen function.

The characteristic number corresponding to each eigen function of the operator is

called the ‘‘eigen value’’ corresponding to this eigen function. For example, the eigen

value equation with discrete eigen values:

Q̂Yqi ¼ qi Yqi ; ði¼ 1; 2; 3; . . .Þ (2:15a)

gives the effect of an operator Q̂ on its eigen function Cqi
corresponding to the eigen

value qi. For continuous eigen values:

Q̂Yq¼ qYq ; (2:15b)

where q is a continuous variable. For some operators, some of the eigen values are

discrete while the others are continuous. Accordingly, the problem of determining the

allowed values of any property of the system is now reduced to that of solving the eigen

value equation of either the form (2.15a) or (2.15b), as the case may be. Note thatCqi

can always be normalized:Z
Y�qiYqid~r¼ 1; (2:15c)

by definition. Other formal properties of the eigen functions will be discussed in detail

in Section 2.4 below.
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Suppose now the system is in the eigen state Cqi
, the expectation value will always

be qi with zero uncertainty, as can be shown by substituting Cqi
in (2.5a) and (2.5b):

hQ̂iYqi
¼
Z

Y�qi Q̂Yqid~r¼ qi; (2:5c)

and the corresponding uncertainty is:

�Q2¼
Z

Y�qiðQ̂� hQ̂iYqi
Þ2Yqid~r¼ 0: (2:5d)

The physical interpretation of the eigen value equation is now clear. If the system is in a

particular eigen state of an operator, then any subsequent measurement of the corres-

ponding property will always yield a value equal to the eigen value corresponding to that

particular eigen state with no uncertainty. For example, in the case of (2.5c), if the

system is in the particular state Cq3
, then measurement of the property Q will always

give the particular value q3 and the state of the system will always remain in Cq3
after

such a measurement, according to (2.15a or 2.15b). If the system is in an arbitrary

unknown state C, then any particular measurement of the property Q can yield any

one of the quantized values qi. In fact, to prepare a system in the particular stateCq3
in

the first place, one can simply choose the system in the state which measurement of the

property Q yields the value q3.

The discussion at this point may seem somewhat abstract, but the physical implica-

tions of all of this are profound and wide ranging. We will see many examples of eigen

value equations for real properties of dynamic systems in later chapters. A fuller

discussion of the mathematical properties of eigen values and eigen functions will be

given in Section 2.4.

2.3 Equations of motion (Postulate 3)

The third postulate states that: All state functions satisfy the ‘‘time-dependent

Schrödinger equation’’:

i�h
@

@t
Y¼ ĤY; (2:16)

where Ĥ is theHamiltonian of the system. TheHamiltonian is the operator correspond-

ing to the total energy of the system. From Postulate 2, it is always possible to write

down such an operator for any physical system of interest. Postulate 1 tells us that the

state of any system is completely specified by the state function. Thus, solution of

Schrödinger’s equation for Yð~r; tÞ describes completely the state of the dynamic

system at all times once the initial condition Yð~r; t¼ 0Þ and the Hamiltonian are

known.
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The Hamiltonian in general can be a function of time, Ĥð~r; tÞ. In the case when it is

not a function of time (the system is ‘‘conservative’’ or the potential energy of the

system V̂ð~rÞ is a function of the position coordinates only), the time-dependent

Schrödinger equation is:

i�h
@

@t
Yð~r; tÞ¼ � �h2

2m
r2 þ Vð~rÞ

� �
Yð~r; tÞ: (2:17)

Equation (2.17) is of the form that can be solved by the method of separation of

variables and the general solution is of the form:

Yð~r; tÞ¼
X
i

CiYEi
ð~r; tÞ¼

X
i

Ci�Ei
ðtÞYEi

ð~rÞ: (2:18)

YEi
ð~rÞ is an eigen function of the Hamiltonian, or a solution of the ‘‘time-independent

Schrödinger equation’’:

Ĥð~rÞYEi
ð~rÞ¼EiYEi

ð~rÞ; (2:19)

and �Ei
(t) satisfies the equation:

i�h
@�Ei
ðtÞ

@t
¼Ei�Ei

ðtÞ: (2:20)

Note that all state functions satisfy the time-dependent Schrödinger equation, (2.16);

only the eigen functions of the Hamiltonian satisfy the time-independent Schrödinger

equation, (2.19).

Equation (2.20) can be solved immediately to give:

�Ei
ðtÞ¼ e�

i
�hEit;

for the initial condition �Ei
(0)= 1. Thus, the time-dependence of the solution of the

time-independent Schrödinger equation is simply:

YEi
ð~r; tÞ¼YEi

ð~rÞe� i
�hEit: (2:21)

Thus, if at t = 0, the system is in a particular eigen state of the Hamiltonian

corresponding to the eigen value Ei:

Yð~r; t¼ 0Þ¼YEi
ð~r; t¼ 0Þ;

the corresponding probability distribution is independent of time:

jYEi
ð~r; tÞj2¼ jYEi

ð~rÞj2

from (2.21). Thus, the eigen state of the Hamiltonian is called a ‘‘stationary state’’ of

the system.
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On the other hand, if the system is initially in a superposition state of the form (2.4),

for example:

Yð~r; t¼ 0Þ¼ amYEm
ð~rÞ þ anYEn

ð~rÞ;

at some time t later, the state function becomes:

Yð~r; tÞ¼ amYEm
ð~rÞe� i

�hEmt þ anYEn
ð~rÞe� i

�hEnt: (2:22)

The corresponding probability distribution function is:

Yð~r; tÞj j2¼ amYEm
ð~r Þj j2þ anYEn

ð~rÞj j2þa�manY�Em
YEn

e�
i
�hðEn�EmÞt

þ ama
�
nYEm

Y�En
e
i
�hðEn�EmÞt:

(2:23)

It contains time-varying terms oscillating at the angular frequency,

omn¼ðEm � EnÞ=�h, and is, therefore, ‘‘not stationary’’ in time.

The fact that the eigen states of the Hamiltonian are stationary states of the system

has profound implications in understanding the structure and properties of all mat-

ters. Since the stable structure of any matter does not change with time, it must

correspond to a stationary state and the lowest energy eigen state of the corresponding

Hamiltonian. Thus, the structures and properties of atoms, molecules, solids, or any

other steady-state forms of matter can, in principle, be understood and explained on the

basis of the solutions of the corresponding time-independent Schrödinger equations, as

we will see again and again in later chapters.

In summary, for an arbitrary initial state function Yð~r; t¼ 0Þ of a conservative

system, the corresponding time-dependent Schrödinger equation can always be

solved, if the initial state function can be expanded as a superposition of the eigen

functions of the Hamiltonian:

Yð~r; 0Þ¼
X
n

CnYEn
ð~r; 0Þ:

In this case, Yð~r; tÞ at an arbitrary time t is immediately known:

Yð~r; tÞ¼
X
n

CnYEn
ð~r; tÞ¼

X
n

CnYEn
ð~rÞe� i

�hEnt (2:24)

from (2.21), where Cn is a constant independent of time. The validity of this solution

can be confirmed by substituting (2.24) into (2.16) and making use of (2.19). Solution

of the time-independent Schrödinger equation is, thus, the first step in solving the time-

dependent Schrödinger equation.

It turns out that it is always possible, in principle, to expand any state function in

terms of the eigen functions of the Hamiltonian in the form of Eq. (2.24), as will be

shown in Section 2.4 below; therefore, it is always possible to solve the time-dependent

Schrödinger equation in the form of Eq. (2.24) provided the time-independent

Schrödinger equation can be solved. To show how that is done in more detail, we

must first discuss the mathematical properties of the eigen functions.
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2.4 Eigen functions, basis states, and representations

This section is devoted to some of the mathematical properties of eigen functions and

the related expansion theorem. These are the basic tools for solving time-dependent

and time-independent Schrödinger equations and, thus, many of the important prob-

lems in the applications of quantum mechanics, as will be shown in later chapters.

As the above discussion in connection with the solution of the time-dependent

Schrödinger equation showed, the key to its solution is that it must be possible to

expand an arbitrary state function in terms of the eigen functions of the Hamiltonian.

The reason that this is always possible is that the eigen functions of not only the

Hamiltonian but all the operators corresponding to physical observables form a

‘‘complete orthonormal set.’’ It means that the eigen functions:

1. are ‘‘orthogonal’’ to each other,

2. can always be ‘‘normalized,’’ and

3. form ‘‘a complete set.’’

While a rigorous mathematical proof of this statement is not of particular interest

here, it is important to see what each of these properties mean precisely and how they

are used in solving problems.

For definiteness, let us start from Eq. (2.15a) for the discrete eigen value case:

Q̂ð~rÞYqið~rÞ¼ qiYqið~rÞ:

‘‘Orthonormality’’ means that the eigen functions have the property:

Z
Y�qið~rÞYqj

ð~rÞd~r¼ �ij �
1; if i¼ j
0; if i 6¼ j

:

�
(2:25)

Completeness means that the ‘‘delta function,’’ which is the ‘sharpest possible function

of unit area,’ can be constructed from the complete set of eigen functions:

X
n
Y�qnð~r ÞYqn

ð~r 0Þ ¼ �ð~r�~r 0Þ ¼ �ðx� x0Þ�ðy� y0Þ�ðz� z0Þ: (2:26)

� ð~r Þ here represents the Dirac delta function, which means:

Yð~rÞ¼
Z

Yð~r 0Þ�ð~r 0 �~r Þd~r 0 (2:27)

for any arbitrary state function Yð~r Þ. By multiplying the right and left sides of (2.25)

byYqið~r 0Þ followed by summing over qi, it can be shown that the completeness relation

(2.26) follows from the orthogonality condition (2.25).

Substituting (2.26) into (2.27) gives:

Yð~rÞ¼
X
n

CnYqnð~rÞ; (2:28)
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where

Cn¼
Z

Y�qnð~rÞYð~rÞd~r: (2:29)

Thus, any arbitrary state function can always be expanded as a superposition of a

complete set of orthonormal eigen functions. This is another way of saying that the set

of eigen functions is ‘‘complete,’’ in the sense that any arbitrary function can always be

constructed as a superposition of such a set of functions. The eigen functions in such

an expansion are known as the ‘‘basis states.’’ Since knowing the expansion coeffi-

cients is tantamount to knowing the state function itself, the set of expansion coeffi-

cients is a ‘‘representation’’ of the state function using this particular basis of

expansion. For example, if the operator Q̂ is the Hamiltonian Ĥ of the system in the

example above, the corresponding expansion (2.28) is then:

Yð~rÞ¼
X
n

CnYEn
ð~r Þ; (2:28a)

where

Cn¼
Z

Y�En
ð~r ÞYð~r Þd~r: (2:29a)

In (2.28a) the set of Cn then gives the state function C in the ‘‘energy representa-

tion,’’ and the CEn
are the ‘‘basis states’’ in the energy representation. The Cn as given

by the scalar product shown in (2.29a) can be viewed as the projections of the state

function C along the ‘coordinate axis’ represented by the eigen functions CEn
in a

multidimensional ‘‘Hilbert space.’’ If the number of eigen values is N, then it is an

N-dimensional Hilbert space. The expansion coefficient Cn has a very simple physical

interpretation. Its magnitude squared Cnj j2 is the relative probability that measure-

ment of the energy of the system will yield the value En. The absolute probability is

then Cnj j2=
P

i Cij j2. If the state function is normalized, or
P

i Cij j2¼ 1, then the value

of jCnj2 is the absolute probability. Similarly, in the general case where the basis states

are the eigen functions of the operator Q̂ as in (2.28), the square of the expansion

coefficient Ci gives the probability that measurement of the property Q gives the

value qi.

In the case when the eigen value is continuous, the sums in Eqs. (2.28) and (2.26) are

replaced by integrals. For example, in the case of Eq. (2.15b):

Q̂Yqð~rÞ¼ qYqð~rÞ;

the Q-representation of the state function would be C(q):

CðqÞ¼
Z

Y�qð~rÞYð~rÞ d~r; (2:28b)
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and

Yð~rÞ¼
Z

CðqÞYqð~rÞdq: (2:29b)

In analogy with the discrete eigen value case, the physical interpretation of CðqÞj j2 is
that it is the probability that measurement of the property Q of the particle in the

normalized state C will yield the value between q and q+dq. The corresponding

completeness condition is:

Z
Y�qð~r ÞYqð~r 0Þdq¼ �ð~r�~r 0Þ; (2:30)

and the orthonormality condition becomes:

Z
Y�qð~r ÞYq0 ð~r Þd~r¼ �ðq� q0Þ: (2:31)

The concept of ‘‘representation’’ of a state function in quantum mechanics is very

much like, for example, the concept of representing a time-dependent signal by a

Fourier series or integral in electrical engineering. Knowing the spectrum of the signal

in the frequency domain is tantamount to knowing the time-dependent signal itself.

In quantum mechanics, the wave functions can be represented by the coefficients

of expansion in different representations. The fact that the same state can have

different representations plays a key role in the recently proposed scheme of quantum

cryptography.

2.5 Alternative notations and formulations

The basic postulates and rules of algebra for quantum mechanics have so far all been

given in terms of state functions and operators in the Schrödinger representation,

because the vast majority of the practical problems in solid state electronics and

photonics can all be adequately dealt with using this formulation. There are, however,

problems that can be handled more conveniently using alternative, but completely

equivalent formulations, such as Heisenberg’s formulation of quantum mechanics

using matrices, which is sometimes known as matrix mechanics. In terms of notations

also, as the problems become more complicated, as practical problems always will be,

there is a real need to simplify and eliminate superfluous information from the

notations. The Dirac notation is an elegant system of compact notations that is widely

used in quantum mechanics, without which written equations in quantum theory will

become impossibly unwieldy, as we will see later. We will introduce this efficient

system first and then consider briefly Heisenberg’s matrix formulation of quantum

mechanics.
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Dirac’s notation

The Dirac notation of the abstract state function C is either a ‘‘bra’’ vector hYj or a
‘‘ket’’ vector jYi regardless of what representation it is in. The distinction between the

two forms lies in how the state vector is used and will become clear when they are used

again and again in different contexts.

The scalar product of two state functions in the Schrödinger representation� andC:Z
��ð~r ÞYð~r Þd~r

in the Dirac notation is the ‘‘bracket’’ h�jYi, which is the scalar product of the bra

vector h�j and the ket vector jYi. The bracket is by definition the corresponding

integral and it is an ordinary number. As far as the final numerical result of the integral

is concerned, the information on what coordinate system is used in carrying out the

integration is superfluous, which may be, for example, the Cartesian, or cylindrical, or

spherical system. In short, since the choice is not unique, in the Dirac notation it is

suppressed and by definition:

Z
��ð~r ÞYð~r Þd~r �h�jYi: (2:32)

Suppose the state function C in (2.32) is generated from another state function Y0

by an operator Q̂ as given by the operator equation of the form (2.6):

Q̂Y0 ¼Y:

The scalar product in (2.32) then becomes:Z
��ð~r ÞYð~r Þd~r¼

Z
��ð~r ÞQ̂Y0ð~r Þd~r:

In the Dirac notation, the integral above is, by definition:Z
��ð~rÞQ̂Y0ð~rÞd~r � h�jQ̂jY0i: (2:33)

Again, the notation is more compact and any superfluous information is not carried

along.

The time-independent Schrödinger equation in the Dirac notation, for example, is:

ĤjEii¼EijEii; (2:34)

in which the eigen function is indicated only by its corresponding eigen value and the

Dirac notation for the state function. As another example, the eigen value equation for

the operator x̂ with its continuous eigen value x and the corresponding eigen function

jxi is:

x̂jxi¼ x jxi: (2:35)
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The state function C(x) is the projection of jYi on the eigen function jxi; therefore,

YðxÞ in the Dirac notation is hxjYi; (2:36a)

and its complex conjugate Y�ðxÞ is hYjxi: (2:36b)

The orthonormality condition for the case of discrete eigen values is, for example:

hEijEji¼ �ij; (2:37)

and for the continuous eigen value case is, for example:

hxjx0i ¼ �ðx� x0Þ: (2:38)

The completeness condition (2.26) in the one-dimensional case becomes:

X
n
hxjEnihEnjx0i ¼ �ðx� x0Þ; (2:39)

which can also be written as

hxj
X

n
jEnihEnj

� �
jx0i¼ �ðx� x0Þ: (2:40)

Comparison of (2.40) and (2.38) shows that the factor in the parentheses on the left

side of (2.40) must have the meaning of a ‘‘unit operator’’:

X
n
jEnihEnj ¼ 1̂: (2:41)

The analogous result in the case of an operator such as x̂ with a continuous eigen

value x is:

Z
jxihxjdx¼ 1̂: (2:42)

These alternative expressions of the completeness condition are extremely useful

tools for arriving at the expansion of state functions in different bases such as the form

(2.28) and (2.29) or (2.28a) and (2.29a). For example, applying the unit operators

(2.41) and (2.42) to an arbitrary state vector jYi gives immediately the expansion of

this state vector in the representation with the eigen states of the Hamiltonian as the

basis:

YðxÞ¼ hxjYi¼ hxj 1̂ jYi¼
X

n
hxjEnihEnjYi

¼
X

n
CnhxjEni¼

X
n
CnYEn

ðxÞ;
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where

Cn¼ hEnjYi¼ hEnj1̂jYi¼ hEn jð
Z
jxihxjdxÞ jYi

¼
Z
ð hEnjxihxjYi Þ dx¼

Z
Y�En
ðxÞYðxÞdx;

which are exactly the same as in (2.28a) and (2.29a). Similarly, expressing the unit

operator in any representation with discrete or continuous eigen values of the form (2.41)

and (2.42), respectively, can lead immediately to the expansion theorem in any

representation.

With these powerful tools, we can now introduce the basic concepts of Heisenberg’s

formulation of quantummechanics in terms of matrices. There are no new postulates,

only the mathematics is in different but equivalent forms.

Heisenberg’s matrix formulation of quantum mechanics

The key point is that the state function jYi can be represented as a vector by its

projections on a complete set of basis states, for example, the eigen functions of the

Hamiltonian, Cn¼hEnjYi, or some other operator of choice. This means that the ket

vector jYi is a vector in matrix algebra:

jYi¼

hE1jYi
hE2jYi
� � �
� � �

0
BBBB@

1
CCCCA:

In the same representation, the basic operator equation (2.6):

Q̂ Y¼� (2:6)

becomes a matrix equation, which can be derived from (2.6) by multiplying from the

left by the bra vector hEnj:

hEnjQ̂jYi¼ hEnj�i:

Inserting a unit operator in the above equation:

hEnjQ̂ � 1̂jYi¼ hEnj�i

in the same representation, and making use of the completeness condition, (2.41),

we have:

X
m
hEnjQ̂jEmihEmjYi¼ hEnj�i; (2:43)
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which is a matrix equation:

hE1jQ̂jE1i hE1jQ̂jE2i hE1jQ̂jE3i � � �
hE2jQ̂jE1i hE2jQ̂jE2i � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �

0
BBB@

1
CCCA

hE1jYi
hE2jYi
� � �
� � �

0
BBB@

1
CCCA

¼

hE1j�i
hE2j�i
� � �
� � �

0
BBB@

1
CCCA:

(2:43a)

Thus, in this representation, the state functions and operators have all become column

vectors and square matrices, respectively. Of particular interest is the matrix repre-

sentation of Ĥ in this representation. Because the basis states jEni are the eigen states

of Ĥ, its matrix representation is ‘‘diagonal’’:

E1 0 0 0 � � � � � �
0 E2 0 0 � � � � � �
0 0 E3 0 � � � � � �
� � � � � � � � � � � � � � �
� � � � � � � � � � � � � � �

0
BBBB@

1
CCCCA;

and the diagonal elements are the eigen values of Ĥ. The terminology is that this is ‘‘the

representation in which Ĥ is diagonal.’’ In the matrix formulation, ‘‘diagonalizing the

matrix’’ according to the rules of matrix algebra is, therefore, equivalent to solving the

time-independent Schrödinger equation.

In the representation in which Ĥ is diagonal, the scalar product h�jYi is:

h�jYi¼ h�j1̂jYi¼
X

n
h�jEnihEnjYi

¼ h�jE1ih�jE2i :::ð Þ

hE1jYi
hE2jYi
� � �
� � �

0
BBB@

1
CCCA;

(2:44)

which is the scalar product of a row vector and a column vector in matrix algebra.

Thus, in the matrix representation, the bra vector h�j is a row vector, while the ket

vector jYi is a column vector. It distinguishes one from the other, even though both

represent state functions.

Note also the absolute importance of the order of multiplication of the bra vectors

and ket vectors. Product of a bra vector on the left with a ket vector on the right results

in a bracket which is a scalar or a number, as in (2.32) and (2.44). Product of a ket

vector on the left and a bra vector on the right leads to a matrix or an operator, as in

(2.41) and (2.42).
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With the matrix representations of state functions and operators in the form of Eq.

(2.43a), the related operations in quantum mechanics described in the previous sec-

tions can all be carried out and expressed according to the rules of matrix algebra, in

complete equivalence to those in the Schrödinger representation. This is the basis of

Heisenberg’s formulation of quantum mechanics using matrices. It is a widely used

approach to solving practical problems, especially in dealing with, for example,

problems involving the angular momentum of atoms and molecules or the interaction

of electromagnetic radiation and matters of different forms, as we shall see later.

Heisenberg’s equation of motion

Consider now the equations of motion. In Schrödinger’s picture, the dynamics of the

system is completely described by the time-dependent Schrödinger equation for the

wave function. In the alternative Heisenberg’s picture, it is described by ‘‘Heisenberg’s

equation of motion for the dynamic variables.’’ The link between the two is that both

approaches ultimately give the same numerical results for the expectation values of

any observable of the system at all times. Therefore, insofar as experimental results are

concerned, it makes no difference which equation of motion is used to describe the

results.

Consider, for example, an arbitrary property represented by the operator Q̂, which

does not have any explicit time-dependence. Suppose at t=0 the system is in the state

jY0i¼Yð~r; 0Þ and the expectation value of Q̂ is hY0jQ̂jY0i. In Schrödinger’s picture,

the state function is a function of time, jYti � Yð~r; tÞ. The only time variation in the

expectation value comes from the time dependence in the state function jYti. In
contrast, in Heisenberg’s picture, the state function does not vary with time and

remains jY0i, the same time variation in the expectation value due to the time

variation in the state function in the Schrödinger picture is now ascribed to a time-

dependent dynamic variable Q̂t, which at t¼ 0 is the same as the operator Q̂ in

Schrödinger’s picture. If the two pictures are such that they give exactly the same

expectation value at all times:

hY0jQ̂tjY0i � hYtjQ̂jYti; (2:45)

they must be describing the same dynamics. Let us now express the above equation in

the representation in which Ĥ is diagonal:

X
nn0
hY0jEnihEnj Q̂tjEn0 ihEn0 jY0i

�
X

mm0
hYtjEmihEmj Q̂jEm0 ihEm0 jYti: (2:46)

From solutions of the time-dependent Schrödinger equation (2.21), we know that:

hYtjEm0 i ¼ e
i
�hEm0 thY0jEm0 i (2:47a)
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and

hEm0 jYti ¼ e�
i
�hEm0 thEm0 jY0i: (2:47b)

Substituting (2.47a) and (2.47b) for all the state functions into (2.46) gives:

X
nn0
hY0jEni hEnj Q̂tjEn0 i hEn0 jY0i

�
X

mm0
hY0jEmi e

i
�hEmthEmj Q̂jEm0 i e�

i
�hEm0 thEm0 jY0i:

(2:48)

Since jY0i is totally arbitrary, similar terms in the sums on both sides of (2.48) must be

equal to each other term-by-term and, therefore,

hEnjQ̂tjEn0 i¼ e
i
�hEnt hEnjQ̂jEn0 i e�

i
�hEn0 t:

Differentiating the above equation and making use of the time-independent

Schrödinger equation gives:

d

dt
hEnjQ̂tjEn0 i ¼

i

�h
En � En0ð ÞhEnjQ̂tjEn0 i

¼ i

�h
hEnjðĤQ̂t � Q̂tĤjEn0 i;

which leads to the operator equation:

d

dt
Q̂t¼

i

�h
ðĤQ̂t � Q̂tĤÞ �

i

�h
½Ĥ; Q̂t�: (2:49)

One important result immediately follows from this equation of motion: Any operator

that commutes with the Hamiltonian represents a physical property of the system that is

a constant of motion, or d
dt Q̂t¼ 0; just like the total energy of the system which is

represented by the Hamiltonian itself. Since the eigen values of the complete set of

commuting operators including the Hamiltonian are needed to characterize com-

pletely the state of a dynamic system, the states of the system are specified by the

eigen values of all the constants of motion of the system. The corresponding eigen

values of the complete set of commuting operators are sometimes referred to as the

‘‘good quantum numbers’’ of the state.

If Q̂ has an explicit time-dependence because of some external parameter not directly

dependent on the dynamics of the system under the influence of the action represented

by the Hamiltonian Ĥ, then the above equation must be modified to take that into

account. It results in the equation of motion in Heisenberg’s picture of the form:

d

dt
Q̂t¼

i

�h
½Ĥ; Q̂t� þ

@

@t
Q̂t

� �
; (2:50)

which is also known as ‘‘Heisenberg’s equation of motion.’’ Thus, the scheme using the

matrix representations of the state functions, operators, and Heisenberg’s equation of

2.5 Alternative notations and formulations 29



motion is a complete alternative approach to that of Schrödinger’s formulation for

solving all quantum mechanic problems.

Note that, in Heisenberg’s picture, the dynamics of the system is described by the

time dependence of the dynamic variables, not the state functions. In that sense, it

superficially resembles the picture in classical mechanics in which the dynamics is

described by the time dependence of the dynamic variables x and vx. There are,

however, important differences in that the quantum mechanical dynamical variables,

such as Q̂t, are operators or matrices, not ordinary physical variables. Also,

Heisenberg’s equation of motion (2.50) involves the Hamiltonian and the commutator

and it is of a very different form from Newton’s equation of motion for x or vx, which

involves the force. On the other hand, Heisenberg’s equation is of the form of

Hamilton’s equation of motion in classical mechanics with the ‘‘Poisson bracket’’

playing the role of the commutator. We will not, however, digress into a discussion

of this topic here; it is not germane to our main concerns and is outside the scope of

this book.

Concluding remarks

The fact that there are different formulations of quantum mechanics is a two-edged

sword. At first sight, it seems confusing that something as definitive as the laws of

physics can be interpreted and treated mathematically this way or that way. Why is it

necessary, or desirable, even to mention any alternative approach? The reward for this

apparent confusion is that it offers great flexibility in treating different problems, as

we will see in later chapters. One should not forget that, in classical mechanics also,

Newton’s formulation is not the only way to deal with mechanics problems in the

macroscopic world. To be sure, it is the most convenient and useful one. It is the

approach that is customarily taught in the schools from the earliest days on and is used

to solve the simplest to the most challenging and complex problems in mechanics.

There are, however, also Hamilton’s and Lagrange’s formulations of classical

mechanics, which are occasionally used for specialized problems. In the case of

quantum mechanics, however, both Schrödinger’s formulation based on the wave

functions and Heisenberg’s matrix formulation complement each other and both are

widely used.

Although a great deal more can be said about the basic postulates and the for-

malisms of quantum mechanics, the foundations for formulating and solving prob-

lems in the atomic and subatomic world have now been established. We will now

proceed to use these basic principles to solve the problems of interest in the following

chapters. We will see many unusual predictions about the world on the atomic and

subatomic scale that are unfathomable from the point of view of classical mechanics,

but are logical consequences of the basic postulates of quantum mechanics. Without

exception, these all agree with experimental observations. There is no question that the

principles of quantum mechanics describe the laws of Nature of the atomic and

subatomic world.
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2.6 Problems

2.1. Consider the following hypothetic wave function for a particle confined in the

region �4 � x � 6:

YðxÞ¼

Að4þ xÞ; �4 � x � 1

Að6� xÞ; 1 � x � 6

0; otherwise:

8>><
>>:

(a) Sketch the wave function.

(b) Normalize this wave function over the range the particle is confined in.

(c) Determine the expectation values hxi; hx2i; and �2 � hðx� hxiÞ2i using the
normalized wave function.

(d) Again, using the normalized wave function, calculate the expectation value

of the kinetic energy of the particle.

2.2. Suppose an electron is confined to a zero-potential region between two impene-

trable walls at x=0 and a for all times. Its initial wave function is given by:

YðxÞ¼
ffiffi
2
a

q
sin 3px=að Þ; for 0 � x � a

0; for x � 0 and x � a:

(

(a) Calculate the expectation value of the energy hĤi in this state.

(b) Calculate the energy eigen value corresponding to this state.

(c) What is the time dependence of Yðx; tÞ?
(d) Calculate the uncertainty in the total energy in this state, �Ĥ. Is the answer

what you expect? Explain.

2.3. Prove the following commutation relationships:

(a) ½Â þ B̂ ; Ĉ� ¼ ½Â; Ĉ� þ ½B̂; Ĉ�,
(b) ½Â; B̂Ĉ� ¼ ½Â; B̂�Ĉþ B̂½Â; Ĉ�.

2.4. Prove the following commutation relations:

(a) ½p̂x; x̂n� ¼ � i�hnx̂n�1.

(b) ½x̂; p̂2x� ¼ i 2�h p̂x.

(c) From (b) above, what can you say about the possibility of measuring the

position and kinetic energy of a particle in an arbitrary state simultaneously

with zero uncertainty in each measurement?

2.5. Consider the two-dimensional matrices �̂x¼
0 1
1 0

� �
; �̂y¼

0 � i
i 0

� �
; and

�̂z¼
1 0
0 � 1

� �
; whose physical significance will be discussed later in Chapter 6
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(a) Find the eigen values and the corresponding normalized eigen functions of

these matrices in the matrix notation.

(b) Write these eigen functions in the Dirac notation in the representation in

which �̂z is diagonal.

2.6. Consider the Hamiltonian operator Ĥ with discrete eigen values. Suppose we

know that the Hamiltonian is a Hermitian operator which by definition satisfies

the condition:

Z
Y�ðxÞ Ĥ�ðxÞdx¼

Z
��ðxÞ ĤYðxÞdx

� ��
:

Show that:

(a) The eigen values of the Hamiltonian are all real.

(b) The eigen functions of Ĥ corresponding to different eigen values must be

orthogonal to each other.

2.7. Consider a particle of mass m in a potential field VðxÞ.

(a) Show that the time variation of the expectation value of the position is

given by:

d

dt
hxi¼ hpxi

m
:

(b) Prove that the time variation of the expectation value of the momentum is

given by:

d

dt
hpxi¼ �

dV

dx

	 

¼Fx;

which is known as Ehrenfest’s theorem.
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3 Wave/particle duality
and de Broglie waves

While the basic principles and mathematical tools of quantummechanics are outlined

in the previous chapter, it remains to be seen what the physical consequences are and

how it deals with specific problems. It is shown in this chapter that a particle in motion

in free space has wave properties. This wave/particle duality is a consequence of

Heisenberg’s uncertainty principle. Because particles are also waves, localized par-

ticles must be ‘‘wave packets’’ corresponding to superpositions of de Broglie waves,

and the spatial Fourier transform of the wave function in real space is its momentum

representation in the de Broglie wave-vector ~k-space.

3.1 Free particles and de Broglie waves

One simple question that can be asked is what is the state function for a particle of

massmmoving in free space with a constant velocity vx or linear momentum px¼mvx.

Based on the discussion in connection with Eqs. (2.15a) and (2.15b), this state function

must be the eigen function corresponding to the eigen value px, which can be of a

positive or negative value, of the operator p̂x representing the x component of the

linear momentum:

p̂xYpxðxÞ¼ pxYpxðxÞ: (3:1)

Following Corollary 2 of Postulate 2 or as a necessary consequence of the commuta-

tion relationship (2.11a), (3.1) becomes a simple ordinary differential equation in the

Schrödinger representation:

� i�h
@

@x
YpxðxÞ¼ pxYpxðxÞ (3:2)

with the solution

YpxðxÞ¼Ce
i
�hpxx; (3:3)

where C is a constant to be determined by the normalization condition. Since the

particle is in free space, there is no boundary condition on the state function; the

velocity or linear momentum of the particle can have any value and is a continuous

eigen value of the operator p̂x.
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This simple result, (3.3), has some very interesting implications. First, the corres-

ponding probability distribution function:

YpxðxÞ
�� ��2¼ Cj j2

is a constant independent of x, meaning the particle could equallywell be anywhere. This

is exactly what Heisenberg’s uncertainty principle would have told us: if the linear

momentum of the particle is known precisely to be of the value px, or the uncertainty

�px¼ 0, the uncertainty in the position, �x, must be infinite and the particle can be

anywhere with equal probability. This is what quantum mechanics says. How can one

understand it intuitively? Superficially, it is not as unreasonable as one might think on

first sight. As we recall, in quantummechanics, the result of measurements must always

be understood in the probability sense. ‘‘A particle traveling with a constant velocity vx’’

always means ‘‘an ensemble of similar particles all in the same state of having the same

linearmomentum px¼mvx.’’ Clearly, if this is the only information about the state of the

particle, the particle in the ensemble can be anywhere with equal probability. It must be

emphasized, however, that Heisenberg’s uncertainty principle goes far deeper than this

intuitive argument about semantics. The uncertainty principle states that it is fundamen-

tally not even possible to specify the position and velocity precisely simultaneously.

The constant C in (3.3) can be fixed by the normalization condition. Since

the distribution function is independent of x, if there is only one particle in all space

from x ¼ �1 to þ1, Cj j2 must be zero. A more meaningful situation is when there

are N particles per unit length in space or one particle in the space range 1/N:

1¼
Z 1=N

0

YpxðxÞ
�� ��2dx¼ Cj j2=N; (3:4)

therefore, Cj j2¼N, or C¼ (N)1/2. By convention, the phase of C can be chosen to be

zero, since the expectation value of any observable always involvesC andC* in pairs

and the reference phase factor cancels out. The state function:

YpxðxÞ¼
ffiffiffiffi
N
p

e
i
�h pxx (3:5)

describes, therefore, a beam of N particles per unit length traveling with the constant

velocity vx¼ px/m.

For a free particle, the Hamiltonian is:

Ĥ¼ p̂2x
2m
¼� �h2

2m

@2

@x2
; (3:6)

and the corresponding time-independent Schrödinger equation is:

Ĥ YEðxÞ¼ � �h2

2m

@2

@x2

� �
YEðxÞ¼ E YEðxÞ: (3:7)

34 3 Wave/particle duality and de Broglie waves



Substituting the state function (3.5) into (3.7) shows that it is also an eigen function of

the Hamiltonian:

YEðxÞ¼
ffiffiffiffi
N
p

e
i
�h pxx; (3:8)

corresponding to the eigen value:

E ¼ p2x
2m

; (3:9)

where E must also be a continuous variable. Thus, we reached the important conclu-

sion that the energy of a particle in free space is not quantized since px is not quantized.

The fact that Cpx
(x) is also an eigen function of Ĥ also means that the energy and

linear momentum of a particle in this state are precisely known, or both can be

simultaneously measured precisely. This is expected, based on the discussions on the

uncertainty principle and the commutation relationship in connection with Eqs. (2.7)

and (2.8), since the Hamiltonian and the linear momentum operators commute in this

case:

½ Ĥ; p̂x � ¼ � �h2

2m

@2

@x2
; �i�h @

@x

� �
¼ 0:

It is an example which shows that when two operators commute, it is possible to find

‘‘simultaneous eigen functions’’ of the two. In the case under discussion, Cpx
(x) is the

simultaneous eigen function of both Ĥ and p̂x.

Knowing the eigen functions of the Hamiltonian also means that it is immediately

possible to find the solutions of the corresponding time dependent Schrödinger

equation or the time dependence of Cpx
(x) or CE(x):

YEðx; tÞ¼
ffiffiffiffi
N
p

e
i
�h pxx� i

�h E t; (3:10)

according to Eq. (2.21).

Amazingly, it has the form of a plane monochromatic wave:

YEðx; tÞ¼
ffiffiffiffi
N
p

eikxx� i! t;

with the amplitude
ffiffiffiffi
N
p

. The propagation constant and frequency are, respectively:

kx¼
px
�h
; (3:11)

and

!¼ E

�h
: (3:12)

The probability distribution function Ypxðx; tÞ
�� ��2¼N is, then, the intensity of the wave.
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The state function (3.10) endows the particle with all the properties of a wave. It is a

‘‘matter wave’’ that is also known as the ‘‘de Broglie wave,’’ in honor of its discoverer;

hence, the state function is also a ‘‘wave function.’’ This is the origin of the wave/

particle duality, and it is an explicit consequence of the uncertainty principle

(Postulate 2). The corresponding ‘‘de Broglie wavelength’’ is, from (3.11) and (3.9):

ld¼
2p
kx
¼ h

px
¼ hffiffiffiffiffiffiffiffiffiffi

2mE
p : (3:13)

One cannot over-emphasize the practical importance of these results, (3.8)–(3.13).

If a beam of particles traveling with a constant velocity is also a plane wave, it

should be possible to observe such wave phenomena as, for example, the equivalent of

the well-known Bragg diffraction or Young’s two-slit interference experiment in

optics. Indeed, in the well-known Davidson–Germer experiment (see, for example,

Bohm (1951)), Bragg diffraction patterns of electrons scattered from various crystal-

line solids were observed which proved experimentally the wave nature of particles.

Suitable beams of particles can, thus, be used in different ways as powerful tools to

study the atomic structures of all kinds of materials and structures.

If the particle is not traveling in free space, but is in a region of constant potential

energy V, then the de Broglie wavelength given in (3.13) is:

ld ¼
hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2mðE� VÞ
p ; (3:14)

from the solution of the corresponding time-independent Schrödinger equation. Thus,

for the de Broglie wave, the equivalent ‘‘relative index of refraction’’ of the medium is

proportional to
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE� VÞ=E

p
and can be changed through the potential energy term in

the Hamiltonian. For charged particles such as electrons and ions, one can then use

electrostatic potentials to manipulate de Broglie waves, just like the use of optical

elements such as lenses, prisms, etc. Numerically, the de Broglie wavelength of an

electron with a kinetic energy of 1 eV (1 electron-volt=1.6� 10�12 erg) is 1.23 nm. By

comparison, the wavelength of a photon of energy E is:

lph¼
2p
kx
¼ c

�
¼ hc

E
: (3:15)

where c is the velocity of light, 3�1010 cm/sec. For a photon of energy 1 eV, the

wavelength is 1.24 mm, which is much larger than that of the de Broglie wave of an

electron of the same energy. It is not very difficult to accelerate electrons or ions to

energies much greater than 1 eV and use electric andmagnetic fields tomanipulate and

precisely control the motions of charged particles. Thus, devices based on the wave

nature of particles, such as electrons or ions, potentially can have much higher

resolution than optical instruments and are indeed widely used in, for example,

lithography, microfabrication processes, and analytic instruments in the electronics

industry and in many branches of science.
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3.2 Momentum representation and wave packets

Let us now relax the condition that the linear momentum of the particle is precisely

specified. Suppose the spread in the momentum value, or the uncertainty, is �px 6¼ 0.

The uncertainty principle states that the uncertainty in the position of the particle�x

can correspondingly be finite, meaning the particle can now be localized. For the

position of the particle to be known precisely, the momentum must be totally uncer-

tain. This conjugate relationship between the momentum and the position can be

made more precise on the basis of Eqs. (2.28b), (2.29b), and (2.31):

YðxÞ¼
Z

YðpxÞYpxðxÞdpx; (3:16)

where

YðpxÞ¼
Z

Y�pxðxÞYðxÞdx (3:17)

and

Z
Y�pxðxÞYp0xðxÞdx ¼ � ðpx � p0xÞ: (3:18)

To satisfy the orthonormality condition (3.18) for the continuous eigen values px,

the eigen function Cpx
(x) must be normalized as follows:

YpxðxÞ¼
1ffiffiffiffiffiffiffiffi
2p�h
p e

i
�h pxx; (3:19)

so that

Z1

�1

Y�pxðxÞYp0xðxÞdx ¼ lim
L!1

1

2p�h

Z
�L

L

e�
i
�hðpx�p0xÞxdx

¼ 1

p
lim
L!1

sin ðpx � p0xÞL=�h
� �
ðpx � p0xÞ

¼ �ðpx � p0xÞ:

(The mathematical basis for the last equality in the above equation is a little subtle.

See, for example, the more detailed discussions on the Dirac delta function, following

Eq. (8.20) in chapter 8, and Dirac (1947).)

Substituting (3.19) into Eq. (3.16) shows that an arbitrary state function C(x) can

be expanded as a superposition of de Broglie waves:
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YðxÞ¼ 1ffiffiffiffiffiffiffiffi
2p�h
p

Z1

�1

YðpxÞ e
i
�hpxxdpx; (3:20)

and, from (3.17) and (3.19), the corresponding complex amplitude function C(px) is

exactly the spatial Fourier transform of the state function:

YðpxÞ¼
1ffiffiffiffiffiffiffiffi
2p�h
p

Z1

�1

e�
i
�h pxxYðxÞdx; (3:21)

which is also known as the ‘‘the momentum representation’’C(px) of the state function

C(x). The corresponding x component of the de Broglie wave vector kx is equal to

px=�h. The probability distribution function in the momentum space is then the square

of the momentum representation of this state function, YðpxÞj j2. It has the physical

meaning that YðpxÞj j2dpx is the probability that measurements of the momentum of

the particle in this state will find the value in the range from px to px + dpx.

Consider, for example, the case where the normalized probability distribution

function in the momentum space is a Gaussian function with an average value hpi
and uncertainty �p:

YðpxÞj j2¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pð�pÞ2

q e
� ð px� h p iÞ

2

2ð�pÞ2 : (3:22)

By choosing the reference phase factor to be zero, the momentum representation of

the state function is taken to be:

YðpxÞ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2pð�pÞ24

q e
� ðpx�h p iÞ

2

4ð�pÞ2 : (3:23)

Taking the inverse Fourier transform according to (3.16), the corresponding state

function must be:

YðxÞ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pð�xÞ24

q e
� x2

4ð�xÞ2
þ i

�hh p ix; (3:24)

and the normalized probability distribution function in real space is:

YðxÞj j2¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pð�xÞ2

q e
� x2

2ð�xÞ2 ; (3:25)

with the average value hxi¼ 0 and the uncertainty spread �x2¼ �h=2�p½ �2.
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Equations (3.22)–(3.25) lead to some very interesting conclusions. As would be

expected on the basis of ordinary Fourier transform theory, if �p2 is finite, the prob-

ability distribution function of the position of the particle also has a finite width,

meaning the particle can be localized as a ‘‘wave packet.’’ In fact, these results show

that if the probability distribution in the momentum space is Gaussian, (3.22), it is also

Gaussian in the real space, (3.25), and vice versa. Also, the uncertainty product is:

�px�x¼ �h

2
;

which satisfies, and is at the minimum allowed by, Heisenberg’s uncertainty relation-

ship, (2.13). Thus, a Gaussian wave packet is a ‘‘minimum uncertainty wave packet,’’

and is in some sense ‘‘the best one can do or the most one can know about a wave

packet.’’

3.3 Problems

3.1 Sketch the de Broglie wavelength versus the kinetic energy up to 10 eV (=1.6

� 10�18 Joules) for

(a) electrons, protons, and

(b) neutrons, and compare these results with the corresponding result for photons.

3.2 Suppose we know that there is a free particle initially located in the range�a< x< a

with a spatially uniform probability.

(a) Give the normalized state function C(x, t=0) of the particle in the

Schrödinger representation. Assume the phase of the wave function is arbi-

trarily chosen to be zero.

(b) Give the corresponding momentum representation of the particle.

(c) Give the corresponding state function at an arbitrary later time C(x, t > 0).

(You can give the result in the integral form.)

3.3 Consider a free particle with the initial state function in the form of:

Yðx; t¼ 0Þ¼Ae�ax
2þikx:

(a) Normalize this state function.

(b) Find the corresponding momentum representation of this state function.

(c) Find the corresponding state function C(x, t > 0).

(d) Find the expectation values of the position and momentum, and their respec-

tive uncertainties, of the particle in this state at an arbitrary time t > 0.

(e) Show that Heisenberg’s uncertainty principle holds for this state.
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4 Particles at boundaries,
potential steps, barriers,
and in quantum wells

Going beyond the motion of particles in free space considered in the previous chapter,

the dynamics of particles subject to various forces, or more appropriately in the

language of quantum mechanics under the actions of potentials of various forms,

are studied in this chapter. They include: a simple boundary, potential steps, potential

barriers, and quantum wells. Even with such simple models, new and practically

important quantum phenomena will show up. These include the quantum mechanical

reflection and transmission effects; the quantum mechanical tunneling effect, which is

the basis for the practically important tunnel diode, for example; the appearance of

bound states in quantum wells, which have the same origin as the quantized energy

levels in atoms,molecules, and ultimately the states of electrons, or the band structures

in semiconductors; etc. The latter lead to devices such as transistors and diode lasers.

4.1 Boundary conditions and probability currents

More important than particles moving in free space are the dynamics of particles

subject to various forces, or in regions of different potentials.

Let us consider first a simple one-dimensional problem. A beam of particles moving

with a constant initial velocity v0, or kinetic energy T0 ¼
1

2
mv20 ¼

p20
2m

, in Region I is

incident on a simple boundary (at x=0) separating two constant potential-energy

regions:

VðxÞ ¼
�
0 in Region I; x5 0

V> in Region II; x4 0:
(4:1)

V> can be positive (þV0) or negative (�V0) corresponding to a potential step up or

down. What will happen to the state of the particles passing through such a boundary

between the potential regions?

First, because the probability distribution function must be single-valued every-

where in space, it must be continuous across the boundary, which implies that the

wave function must be continuous:

Y Ið Þðx ¼ 0; tÞ ¼ Y IIð Þðx ¼ 0; tÞ: (4:2)
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If the incident wave function in Region I corresponds to a particle with a constant

velocity (hence, constant energy), Y Ið Þðx; tÞ must be an eigen function Y Ið Þ
E ðx; tÞ of the

Hamiltonian corresponding to the eigen value E ¼ p2
0

2m with the time dependence e�
i
�hEt.

To satisfy the condition (4.2), the wave functions on both sides of the boundary must

have the same time dependence, orY Ið Þðx; tÞ ¼ Y Ið Þ
E ðxÞe�

i
�hEt ¼ Y IIð Þðx; tÞ¼Y IIð ÞðxÞe� i

�hEt

at x¼ 0, with the same E, which means the total energy must be conserved and E is a

constant of motion across the boundary.

The continuity of wave functions across a boundary, Eqs. (4.2), is a most important

basic boundary condition on all wave functions in quantum mechanics.

Consider now the boundary condition on the spatial derivative of the wave func-

tion, @
@xYEðxÞ. Since the wave function must satisfy the time-independent Schrödinger

equation, we can integrate it over an infinitesimal range � across the boundary from

x¼� � / 2 to+� / 2:

Zþ�
2

� �
2

� �h2

2m

@2

@x2
þ VðxÞ

� �
YEðxÞdx ¼ E

Zþ�
2

��
2

YEðxÞdx;

� �h2

2

1

m

@

@x
YEðxÞ

� �x¼þ�
2

x¼��
2

¼ E� 1

2
V>

� �
YEðx ¼ 0Þ �:

In the limit of �! 0, one has the boundary condition:

1

mI

@

@x
Y Ið Þ

E
ðxÞ

� �
x¼0
¼ 1

mII

@

@x
Y IIð Þ

E
ðxÞ

� �
x¼0

: (4:3)

Since an arbitrary wave function can always be expanded as a superposition of the

eigen functions of the Hamiltonian, Yðx; tÞ ¼
P

n CnYEn
ðxÞe� i

�hEnt, the corresponding

derivatives of any linear combination of the eigen functions must satisfy the same

condition, or:

1

mI

@

@x
Y Ið Þðx; tÞ

� �
x¼0
¼ 1

mII

@

@x
Y IIð Þðx; tÞ

� �
x¼0

: (4:4)

The (1 /mI,II) factors in (4.4) need particular attention. In the case where the ‘‘effective’’

mass of the particle does not change across the boundary, the derivative of the wave

function must be continuous across the boundary:

@

@x
Y Ið Þðx; tÞ

� �
x¼0
¼ @

@x
Y IIð Þðx; tÞ

� �
x¼0

: (4:5)

The concept of ‘‘effective mass’’ of particles in solids, semiconductors in particular,

will be discussed in detail in Chapter 10. For the purpose of the present discussion, it

can be considered as the ‘‘mass’’ of the particles under consideration. It is important to

note that, when the effective mass of the particle changes across the boundary between
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two potential regions, such as across a heterojunction between two different semiconduc-

tors (e.g. GaAs and AlxGa1�xAs), it is the spatial derivative of the wave function divided

by the effective mass that must be continuous across the boundary, as in (4.4).

We will now show that the boundary condition on the derivative of the wave

function is also a consequence of the physical condition that the ‘‘probability current,’’
~J, or the number of particles through a boundary per unit area per unit time, must be

continuous, because particles cannot accumulate, or be stored, in an infinitely thin

boundary. The probability current can be defined in terms of the wave function on the

basis of the usual mass-conservation equation:

r � ~J¼� @

@t
�¼� @

@t
Yð~r; tÞj j2: (4:6)

In the one-dimensional case,

@Jx
@x
¼�Y�ðx; tÞ @

@t
Yðx; tÞ�Yðx; tÞ @

@t
Y�ðx; tÞ: (4:7)

Making use of the time-dependent Schrödinger equation (2.16), the right side of (4.7)

leads to:

@Jx
@x
¼ � i�h

2m
Y�ðx; tÞ @

2

@x2
Yðx; tÞ þ i�h

2m
Yðx; tÞ @

2

@x2
Y�ðx; tÞ

¼ @

@x
� i�h

2m
Y�ðx; tÞ @

@x
Yðx; tÞ þ i�h

2m
Yðx; tÞ @

@x
Y�ðx; tÞ

� �
;

and the x component of the probability current can, thus, be defined as:

Jx ¼ �
i�h

2m
Y�ðx; tÞ @

@x
Yðx; tÞ þ i�h

2m
Yðx; tÞ @

@x
Y�ðx; tÞ: (4:8)

Finally, generalizing to three dimensions, we have an expression for the general

probability current:

~J ¼ � i�h

2m
Y�ð~r; tÞrYð~r; tÞ þ i�h

2m
Yð~r; tÞrY�ð~r; tÞ: (4:9)

Assuming continuity of the current as defined in (4.9) and the continuity of the wave

function across the boundary, (4.2), one obtains the boundary condition on the

derivative of the wave function (4.5) again. Note also the (1/m) factor in the definition

of the current in (4.9). If the mass of the particle changes across a boundary, the

continuity condition on the current leads to the boundary condition (4.4), instead of (4.5).

Note that, if the wave function Y is such that Y�ð~r, tÞrYð~r, tÞ is purely real (no

imaginary part), (4.9) shows that the current ~Jmust be equal to zero. This means that,

for the current in a given region not to be zero, the corresponding de Broglie wave in

that region must be some sort of a propagating wave. For exponentially damped

waves or standing waves, the corresponding particle current is zero, as is intuitively

expected.
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4.2 Particles at a potential step, up or down

We now ask what happens to a beam of particles moving with a constant velocity

impinging on the potential step at x ¼ 0 as specified in Eq. (4.1), where the potential-

energy step can be up or down depending on whether �V � V> is positive (+V0) or

negative (�V0) (Figure 4.1)? Such a boundary can represent the interface, or a

heterojunction, between two material regions and plays an extremely important role

in modern solid state electronic and laser devices. For the present discussion, we assume

that any change in the mass of the particles across the boundary is negligible. In

semiconductor optical structures, the consequence of the change in the effective mass

of charge-carriers across some practical heterojunctions often may not be negligible.

The answer according to classical mechanics based only on energy considerations is:

if �V¼�V0 is negative, the particles will have 100% probability of going from

Region I to Region II while gaining in kinetic energy of the amount V0 and in velocity

from v0 to
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v20 þ 2V0=m

q
. If �V¼+V0 and T0=1/2 mv0

2<V0, then there is 100%

probability that no particle will get into Region II. If �V¼+V0 and T0¼ 1/2

mv0
2>V0, the particles will again have 100% probability of going through the bound-

ary from Region I to Region II but losing in kinetic energy from T0 to T0�V0 and in

velocity from v0 to
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v20 � 2V0=m

q
.

Quantum mechanics, on the other hand, paints a more detailed and intricate

picture. To know exactly what will happen to the particles, it is necessary to find the

wave function of the particles from Region I to II. Knowing the conditions the wave

function must satisfy at the boundary, it is now possible to find the wave function

throughout Regions I and II with the specified potential, (4.1). Because energy is

E

Region I Region II

E

V >

V >
–V0

+V0
V = 0

V = 0

x = 0

Figure 4.1. A beam of particles incident on a potential-energy step.
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conserved, the total energy is a constant of motion and the same in both regions;

therefore, the wave function must be an eigen function of the Hamiltonian of the

particle corresponding to the eigen value E ¼ 1
2mv20:

ĤYEðxÞ ¼ EYEðxÞ:

In the Schrödinger representation, it is:

� �h2

2m

@2

@x2
þ VðxÞ

� �
YEðxÞ ¼ EYEðxÞ; (4:10)

where VðxÞ is given in (4.1).

The general solution corresponding to the situation where a beam of |A|2 particles

per unit length is incident on the boundary at x¼ 0 from Region I is:

YðIÞE ðxÞ ¼ Aeik1x þ Be�ik1x; for x5 0; (4:11a)

and

YðIIÞE ðxÞ ¼ Ceik2x; for x> 0; (4:11b)

where

k1 ¼
ffiffiffiffiffiffiffiffiffiffi
2mE
p

�h
; (4:12a)

k2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðE� V>Þ

p
�h

: (4:12b)

In general, when E is less thanV, it is also useful to define explicitly the imaginary part

of k as a:

k ¼ i� and � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðV� EÞ

p
�h

: (4:12c)

Note that the solutions are of the same forms as the solutions of the wave equations for

electromagnetic or optical waves propagating in two regions of different dielectric

constants. Here the kinetic energy (E�V ) for the de Broglie waves plays the role of the

relative dielectric constant, in complete analogy with electromagnetic or optical

waves. A, B, and C in Eqs. (4.11a & b) are the amplitude of the incident, reflected,

and transmitted de Broglie waves, respectively. Applying the boundary conditions

(4.2) and (4.5) to (4.11a) and (4.11b), we have:

Aþ B ¼ C

k1ðA� BÞ ¼ k2C;

therefore,
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B

A
¼ k1 � k2

k1 þ k2
¼

ffiffiffiffi
E
p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E� V>

p
ffiffiffiffi
E
p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E� V>

p ; (4:13a)

C

A
¼ 2k1

k1 þ k2
¼ 2

ffiffiffiffi
E
p

ffiffiffiffi
E
p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E� V>

p : (4:13b)

B /A andC /A are the ratios of the complex amplitude of the reflected and transmitted

waves to that of the incident wave, respectively. With these, we can now find the

transmission coefficient T and the reflection coefficient R defined as the ratios of the

corresponding currents, from Eq. (4.8):

T � J
ðtransmittedÞ
x

J
ðincidentÞ
x

� k2
k1

C

A

����
����
2

¼ 4k1k2
k1þ k2ð Þ2

����
���� ¼ 4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E E� V>ð Þ

p
ffiffiffiffi
E
p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E� V>

p� �
2

�����
�����; (4:14a)

for E greater than V> or k2 purely real. For E less than V>, or k2 purely imaginary,

Eq. (4.8) shows that T must always be zero. (E is always positive or k1 is always purely

real for a propagating wave in Region I). Also, whether E is greater or less thanV>, or

whether k2 is purely real or imaginary, the reflection coefficient is always:

R � J
ðreflectedÞ
x

J
ðincidentÞ
x

� B

A

����
����
2

¼ k1 � k2
k1 þ k2

����
����
2

¼
ffiffiffiffi
E
p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E� V>

p
ffiffiffiffi
E
p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E� V>

p
����

����
2

: (4:14b)

These results have interesting and important physical implications.

First, as can be shown from (4.14a) and (4.14b), the total current into and out of the

boundary is always conserved as expected, or R + T¼ 1, regardless of whether E is

greater or less than V>, as expected since no particle can accumulate in the thin

boundary layer.

Second, (4.14b) shows that, for a finite potential step, whether it is down or up

(�V¼� or +V0), R can never be equal to zero, or the particles can never have 100%

probability of going through the sharp boundary (T¼ 1) separating the two regions,

unlike in the classical case. According to classical mechanics, if the initial kinetic

energy of the incident particles is greater than �V, there will be no reflection.

According to quantum mechanics, this reflection is a wave phenomenon. As such,

whether such a reflection takes place or not will depend on how ‘sharp’ the ‘boundary’

is. Reflection at the boundary can only occur when the boundary is sharp relative to

the wavelength ld ¼ hffiffiffiffiffiffiffi
2mE
p of the incident de Broglie wave. Thus, no such reflection can

possibly be seen experimentally in the macroscopic world, because no physical poten-

tial can vary spatially fast enough to appear as a sharp boundary to a moving

macroscopic particle of any measurable mass and velocity.

Third, whenE is less thanV>, the corresponding wave function is a damped wave in

Region II:

Y IIð Þ
E ðxÞ ¼ Ce��2x; for x> 0; (4:15a)
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where

�2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðV> � EÞ

p
�h

: (4:15b)

Based on the discussion following (4.9), there can be no net current flow in Region II.

Thus, T = 0 and R = 1. Nevertheless, the probability distribution function of the

particles in Region II is not equal to zero and, hence, there are particles present in

Region II. It can only mean that, in Region II, there are as many particles going in the

+x as the �x direction, or every particle that penetrates into Region II eventually

turns around and heads back into Region I (Figure 4.2); thus R = 1 and T = 0. The

fact that the probability distribution function is of the form Y IIð Þ
E

��� ���2¼ Cj j2e�2�2x means

that the number of particles in Region II decreases exponentially with distance from

the boundary x = 0, which is a quantum mechanic effect.

How does one know such an effect actually takes place on the atomic and sub-

atomic scale? This effect canmanifest itself in a number of ways where it can be studied

in the macroscopic world, as will be discussed in more detail in later chapters. One

possible simple situation where this effect can be seen directly is the tunneling effect.

Suppose, for example, there is a second interface separating Region II and another

potential Region III, and VII >E>VI and VIII (see, for example, Figure 4.3). Because

the wave function must be continuous at all boundaries, some particles reaching the

second boundary between Regions II and III will have a finite probability of passing

through the boundary and reaching Region III and being detected. This is called the

‘‘quantummechanical tunneling effect.’’ With the current semiconductor microfabric-

ation technology, it is relatively easy to fabricate a structure that can be used

to observe and study such a tunneling effect in detail. The basic principle of the

x  = 0 x

Ψ 
(II)(x ) 2

Region II

Figure 4.2. Schematic showing that the probability of penetration of the particles decreases with

the distance into Region II.
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phenomenon of tunneling through a potential barrier will be developed in the follow-

ing section.

4.3 Particles at a barrier and the quantum mechanical tunneling effect

From a single boundary separating two potential regions of semi-infinite extent, we

now move on to a finite potential structure:

VðxÞ ¼
�
VI ¼ VIII for 05 x and x > d

VII ¼ VI þ�V for 05 x5 d; (4:16)

consisting of two boundaries separating three potential regions, as shown in Figure

4.3. A new key feature that will show up in this structure is the quantum mechanical

tunneling effect.

For the three-region case, the general form of the solution of the corresponding

time-independent Schrödinger equation is:

YðIÞE ðxÞ ¼ Aeik1x þ Be�ik1x; for x5 0; (4:17a)

YðIIÞE ðxÞ ¼ Ceik2x þDe�ik2x; for 05 x5 d; (4:17b)

∆V  > 0

∆V  < 0

E

E

E

Region I II III

x  = 0 x  = d

VI

VI

Figure 4.3. A beam of particles traveling at a constant velocity incident on a potential barrier in

the region 05x5 d.
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YðIIIÞE ðxÞ ¼ Feik3x; for x> d; (4:17c)

where

k1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðE� VIÞ

p
�h

; (4:18a)

k2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðE� VIIÞ

p
�h

; (4:18b)

k3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðE� VIIIÞ

p
�h

: (4:18c)

In this section, we will consider only the cases whereE>VI=VIII. In that case, k1 and

k3 are always real. k2, on the other hand, can be real or imaginary. In the latter case, we

define the imaginary part of k2 as:

k2 ¼ i�2 and �2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðVII�EÞ

p
�h

; (4:18d)

and

YðIIÞE ðxÞ ¼ Ce��2x þDe�2x; for 05 x5 d: (4:17d)

Applying the boundary conditions (4.2) and (4.5) to (4.17a–c) at x = 0 and d gives,

after some algebra:

F

A
¼ e�ik3d

cos k2d� i
k2
1
þk2

2k1k2
sin k2d

h i ; (4:19)

and the corresponding current transmission coefficient is:

T ¼ 1þ �V2 sin2 k2d

4ðE� VIÞðE� VIIÞ

� ��1
; (4:20a)

for E either greater or less than VII. When E is less than VII, it is sometimes useful to

replace the sine-function in (4.20a) by the corresponding sinh-function:

T ¼ 1þ �V2 sinh2 �2d

4ðE� VIÞðVII � EÞ

� ��1
; (4:20b)

so that all the factors in (4.20b) are positive real. The two forms are, however,

completely equivalent and either form can be used for E either greater than VII or

less than VII. Numerical examples of the transmission coefficient as a function of the

incident energy of the particle are shown in Figure 4.4. Such traces have a number of

general features that illustrate a number of important points.
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First, as is obvious from Fig. 4.4(b), when the kinetic energy E�VI in Region I is

greater than the potential step �V,T is a damped oscillatory function of E and

asymptotically approaches the value 1. The interesting point is that there are parti-

cular values of E corresponding to where k2d is an integral multiple of p at which the

transmission coefficient is also equal to unity. At these values, even though there is a

barrier present, the particles have 100% probability of going through the barrier as if

it were transparent. This resonance effect in the transmission is due to the constructive

interference of the de Broglie waves in the forward direction as a result of multiple

reflections between the two boundaries of Region II. At other values of energy, T is

not equal to 1; therefore, there is always reflection back into Region I even when

E�VI is greater than the potential step �V. According to classical mechanics based

on energy considerations only, when E�VI is greater than �V, every particle will

always go over the barrier into Region III.

Second, when E�VI is less than the potential step �V, according to classical

mechanics, no particle should get into Region II, much less into Region III. Yet

(4.20a or b) and Figure 4.4 show that the transmission from Region I through

Region II into Region III is finite. It means that, even though the kinetic energy of

the particles in Region II is negative, the particles nevertheless have a finite probability

of ‘‘tunneling’’ through the barrier Region II and emerging in Region III. This

quantum mechanical tunneling effect is the basis for many physical phenomena and

has many important practical applications in electronics, such as the tunnel diode,

(b)

(a)

T

0.8

0.4

1.0

2 4 6 8

(E  – VI) / ∆V

100

β = 2

1.0

0.4

(E  – VI) / ∆V

0.8

T

2 4 6 8 100

β = 6

Figure 4.4. Examples of transmission curves (solid curves) of a potential barrier. (a)
� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�V
p

d=�h ¼ 2; (b) � ¼ 6. The fact that T is not equal to zero for E5VII corresponds
to the quantum mechanical tunneling effect. The dashed lines show the classical limits.
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cold emission of electrons from metals, Josephson superconductor tunneling, etc.

Mathematically, it should be noted that, when E�VI is less than the potential step

�V, even though the wave function in the barrier region consists of superpositions of

non-propagating waves of the forms e��x, there still is a net probability current

flowing through the barrier. This is because the amplitudes of these non-propagating

waves are complex because of the boundary conditions and, therefore, the total wave

function in the barrier region is not purely real. As a result, the total probability

current, from (4.9), in the barrier region is not equal to zero.

4.4 Quantum wells and bound states

The potential structure of special interest, as shown in Figure 4.5, is the case where the

potential-energy step �V¼�V0 and E�VI¼E�VIII are both negative but E�VII

is positive. For this case, we shift the origin of the energy scale to the bottom of the

potential-well, as shown in the figure. The potential-energy function is, therefore:

VðxÞ ¼
V0 for jxj4 d=2;

0 for jxj5 � d=2:

(
(4:21)

This is the case where the kinetic energy of the particle in both Regions I and III is

negative and the corresponding de Broglie waves must be damped non-propagating

waves. Therefore, the particle is trapped in, or ‘‘bound’’ to, Region II with a finite

probability of penetrating a small distance into and then turning around in the wall

E

V0

V = 0 x

–d /2 d /2 –d /2 d /20

En

ΨΕn

n = 4

3

2

1

(a) (b)

Figure 4.5. Schematics of (a) the energies and (b) the wave functions of the bound states in a

square well potential or quantum well. (The horizontal axes for the wave functions in (b) are
shifted for clarity.)
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regions defined by Regions I and III. As will be shown below, the energy of the

particles in the well must be quantized. These are the single-particle quantized

‘‘bound states’’ of the square well potential, or the ‘‘quantum well.’’

Infinite potential well

We begin with the limiting case of a particle confined in an infinite potential well,

V0 ! 1; or Regions I and III represent impenetrable walls. In this case, the wave

functions in Regions I and III must vanish. This follows from the fact that, whereverV

is infinite, the wave function must be zero in order to satisfy Schrödinger’s equation.

Thus, the solution of the time-independent Schrödinger equation in this case is of the

form:

YðI;IIIÞEn
¼ 0; for xj j > d=2;

YðIIÞEn
¼ Aeik2x þ Be�ik2x; for xj j5 d=2; (4:22)

where, with reference to Figure 4.5:

k2 ¼
ffiffiffiffiffiffiffiffiffiffi
2mE
p

�h
: (4:23)

To satisfy the boundary condition (4.2) at x=d/2 and �d/2 :

Aeik2
d
2 þ Be�ik2

d
2 ¼ 0;

Ae�ik2
d
2 þ Beik2

d
2 ¼ 0;

(4:24a)

which implies that

e2ik2d ¼ 1; or eik2d ¼ �1: (4:24b)

Thus, k2 must have discrete values and is equal to integral multiples of p :

k2nd ¼ np; where n ¼ 1; 2; 3; 4; . . . ; (4:25)

and, based on the interpretation according to (3.11), the corresponding momentum of

the particle inside the well must have quantized values of:

pxn ¼ �
np�h
d

; where n ¼ 1; 2; 3; 4; . . . (4:25a)

One should be careful with this interpretation, however, because of the finite range of x

over which the wave function is defined due to the finite width of the well. If the

momentum of the particle in the box is to be measured, the uncertainty principle will

come into play. Based on the representation given in (3.21), the probability distribu-

tion function of the measured values of the momentum in the box in terms of the free-

space eigen function of the momentum operator of the particle moving in each

direction will have an uncertainty range of the order of � �h=d centered around each
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of the quantized values given in (4.25a), because of the finite range of x over which the

wave function is defined. It will only go to zero for large d. The overall uncertainty of

the measured momentum of the particle in the box based on the quantized momentum

states is, on the other hand, due to the opposite directions, or the plus andminus signs,

of the momentum values given in (4.25a) and has the magnitude
np�h
d

� �
, which

increases with n and decreases with increasing d. (For a more detailed discussion,

see, for example, Cohen-Tannoudji, et al. (1977) Vol. I, p. 270–274.)

The condition (4.25) leads to the important result that the energy of the particle in

the well must be quantized. The energy eigen values are, from (4.23) and (4.25):

En ¼
p2n2�h2

2md 2
; (4:26)

unlike the energy E of the particles in free space considered in Sections 4.1 to 4.3,

which is a continuous variable. Furthermore, from (4.24a):

A ¼ B; for k2nd ¼ np; where n ¼ 1; 3; 5; . . .

A ¼ �B; for k2nd ¼ np; where n ¼ 2; 4; 6; . . .
(4:27)

Since the particle and the corresponding wave function are now confined in a finite

range �d=25 x5 d=2, the normalization condition is such that the integral of the

corresponding probability distribution function over this range is equal to 1. Thus, the

normalized energy eigen states are:

YðIIÞ
En
ðxÞ ¼

ffiffi
2
d

q
cos npd x; for n ¼ 1; 3; 5; . . .ffiffi

2
d

q
sin np

d x; for n ¼ 2; 4; 6; . . . ;

8<
: (4:28)

as shown schematically in Figure 4.5(b).

Note that there is no state with the quantum number n=0, because the wave

functionYE0
ðxÞ ¼ 0. This implies that the lowest energy state is not when the particle

is completely at rest in the box, unlike in the macroscopic world, where one can surely

have a particle sitting motionless in a box. On the atomic and subatomic scale,

however, if we know that the particle is confined in the range �d=25 x5 d=2, or

the uncertainty in its position is finite, Heisenberg’s uncertainty principle, (2.13),

predicts that the uncertainty in the momentum of the particle must also be finite and

the particle must have a minimum amount of kinetic energy. Therefore, the lowest

energy the particle in the box can have must not be zero.

This lowest energy state is a stationary state corresponding to the situation where

the corresponding de Broglie waves traveling in the opposite directions have a definite

phase relationship such that the zeros of the corresponding interference pattern occur

exactly at the boundaries x=d/2 and � d/2. At the same time, it also describes a state

in which the particle continuously bounces back with the average velocities vx¼ � p �h
md

between the two confiningwalls at x=d/2 and � d/2 with no energy loss. Numerically,

such a quantum effect can not possibly be seen in the macroscopic world for any

measurable values of massm and square potential well width d. For example, even for
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a particle as small as one microgram and potential well width on the order of the width

of a hair (tenth of a millimeter), E1 is still only of the order of 6� 10�44 erg and the

minimum velocity is of the order of 3� 10�19 cm/s, which are too small to be

measured.

It is also of interest to note that the forms of the eigen functions, (4.28), show that

the more nodes or wiggles there are in a wave function, the higher is the corresponding

quantized energy of the bound state. This general feature is common to all the

quantized bound states of atomic systems.

Equation (4.26) shows that the quantized energy levels increase quadratically with

the quantum number n (Figure 4.6a) and decrease with increasing square of the width

of the square well d 2. These general features provide a qualitative clue as to what

might be expected of the pattern of quantized energy levels in potential wells of other

shapes. For example, if the width of the potential well is not a constant but increases

with energy, one would then expect the energy levels not to increase as fast as n2.

Indeed, if the well width increases quadratically with energy, as in the case of the

harmonic oscillator, the n-squared dependence exactly cancels out the 1/d-squared

dependence. The resulting quantized energy levels of the harmonic oscillator are

exactly equally spaced (see Figure 4.6b), as will be shown in more detail in Chapter 5.

Also, if the well width increases even faster with energy, as in the case of the Coulomb

potential in a one-electron atom where V(r)¼�e2/r, the quantized energy levels will

actually become closer and closer together and increase as (�1/n2) (see Figure 4.6c), as
will be shown in Chapter 6.

Finally, the form of the wave functions in (4.28) illustrates an important general

property of the eigen functions of the Hamiltonian called ‘‘parity’’.
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(a)
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Figure 4.6. Schematic diagrams showing the quantized energy levels of (a) a square well
potential, (b) potential for a harmonic oscillator, and (c) Coulomb potential for a one-

electron atom.
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The concept of parity

Note that the eigen functionsYEn
ðxÞ in (4.28) are either symmetric or antisymmetric in

x with respect to the center of the well, depending on the n value:

YðIIÞEn
ð�xÞ ¼ YðIIÞEn

ðxÞ for n ¼ 1; 3; 5; . . .

�YðIIÞEn
ðxÞ for n ¼ 2; 4; 6; . . .

(
(4:29)

The property that specifies whether the wave function changes sign or not when the

coordinate axes are inverted is called the ‘‘parity’’ of the wave function. If the wave

function does not change or only changes its sign under coordinate inversion, it is said

that ‘‘the parity of the wave function is well defined.’’ If the wave function changes

more than just its sign under coordinate inversion, then the parity of the wave function

is not well defined. If the parity is well defined and the wave function does not change

sign and remains invariant when the coordinate axes are inverted, it is said to have

even parity, such as the case with n=1, 3, 5, . . . in (4.29). If it changes sign but

otherwise remains the same, it has odd parity, such as the case with n=2, 4, 6, . . . in

(4.29).

The fact that the parity of the wave function for the square well potential is well

defined is no accident. It has to do with the fact that the potential energy function in

the Hamiltonian is symmetric under coordinate inversion, or more precisely V(x)

given in (4.21) is symmetric with respect to x, or V(x) is equal to V(�x). When the

potential well is physically symmetric with respect to inversion of any coordinate axis,

it is obvious that the probability distribution of the particle position must also be

symmetric. Thus, the probability distribution function in any stationary state or the

square of the eigen function of the Schrödinger equation must be symmetric:

jYEn
ð�xÞj2¼ jYEn

ðxÞj2;

for all values of x. It follows that the wave function itself must be either symmetric or

antisymmetric:

YEn
ð�xÞ ¼ �YEn

ðxÞ: (4:30)

We can also formally define a ‘‘parity operator P̂,’’ which means the process of

determining the parity of the wave function. Consistent with the meaning of opera-

tors, as discussed in Section 3.2:

P̂YEn
ðxÞ ¼

YðIIÞEn
ðxÞ for n ¼ 1; 3; 5; . . .

�YðIIÞEn
ðxÞ for n ¼ 2; 4; 6; . . .

(
(4:31)

This means that the parity operator must have the eigen value +1 with the eigen

functionsYEn
ðxÞ where n¼ 1, 3, 5, . . . , and the eigen value –1 with the eigen functions
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YEn
ðxÞ where n¼2, 4, 6, . . . , respectively. From (4.30) and (4.31), the parity operator

can also be interpreted as the operation of inverting the coordinate axis:

P̂YEn
ðxÞ ¼ YEn

ð�xÞ: (4:32)

Furthermore, since �En
ðxÞ in this case is a simultaneous eigen function of both the

parity operator and the Hamiltonian, the product (ĤP̂) operating on any wave

function must be equal to the effect of (P̂Ĥ) on the same wave function:

ĤP̂
X
n

CnYEn
ðxÞ¼ �

X
n

CnEnYEn
ðxÞ ¼ P̂ Ĥ

X
n

CnYEn
ðxÞ:

This means the parity operator must commute with the Hamiltonian if the potential

energy is symmetric under inversion of the coordinate axis:

½Ĥ; P̂� ¼ 0; (4:33)

since the kinetic energy term in the Hamiltonian is always symmetric under inversion

of the coordinate axes. Generalizing the above discussion to the three-dimensional

case, we have the important conclusion that if the Hamiltonian is invariant under

inversion of the coordinate axes, the parity of the system is well defined and the

Hamiltonian commutes with the parity operator, meaning that the energy and parity of

the system can be known and specified precisely simultaneously. Parity plays an impor-

tant role in optical transitions in atomic systems, as will be discussed in later chapters.

Extending to two and three-dimensional systems, the Hamiltonian may be invari-

ant under other symmetry operations, such as reflection in a plane, rotation of fixed

angles about an axis, or combination of these operations among themselves or any of

these with the inversion operation. Considerations of the related transformation

properties of the eigen functions of the Hamiltonian under such symmetry operations

can reveal important information about the structural and dynamic properties of

atomic and subatomic systems. It is a powerful technique that forms the basis of

space group theory in atomic, molecular, and solid state physics.

Finite potential well

Suppose the depth of the potential well is not infinite, or V0 as shown in Figure 4.5 is

finite. The wave functions in the three regions are then:

YðIÞEn
¼ Ce�x; for x5 �d=2;

YðIIÞEn
¼ Aeik2x þ Be�ik2x; for xj j5 d=2;

YðIIIÞEn
¼ De��x; for x > þd=2;

(4:34)

where

� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðV0 � EÞ

p
�h

and k2 ¼
ffiffiffiffiffiffiffiffiffiffi
2mE
p

�h
: (4:35)
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To determine the quantized energy levels for the bound states with En< 0, we must

apply the boundary conditions (4.2) and (4.5) to the wave functions at x=�d / 2. It
will lead to four coupled homogeneous algebraic equations for the four unknowns

A, B, C, and D. The corresponding secular determinant of the four homogeneous

algebraic equations will determine the quantized energies of the particle in the quan-

tum well. The algebra can, however, be significantly simplified by considering the

parity of the eigen functions first. Since the finite potential well under consideration is

symmetric with respect to inversion of the x-axis, the parity of the eigen functionsmust

be well defined. The eigen functions must be either symmetric or anti-symmetric under

inversion of the x-axis. Let us consider the two types of eigen functions separately.

First, for the eigen functions with even parity, or the symmetric states, C=D and

A=B in (4.34), the wave functions in the three regions of space are:

YðIÞEn
¼ Ce�x; for x5 �d=2;

YðIIÞEn
¼ 2A cos k2x; for xj j5 d=2;

YðIIIÞEn
¼ Ce��x; for x > þd=2:

(4:36)

The wave function in Region II is a coherent superposition state of two counter-

propagating de Broglie waves of equal amplitude and the same phase at the middle of

the well at x= 0. Applying the boundary conditions (4.2) and (4.5) at x=d/2 gives:

2A cosðk2d=2Þ ¼ Ce��d=2;

2Ak2 sinðk2d=2Þ ¼ C�e��d=2:

The secular equation of these coupled homogeneous equations for the two unknowns

A and C is:

ðk2d=2Þ tanðk2d=2Þ¼�d=2: (4:37)

Note that (4.35) also shows that:

ð�d Þ2þðk2d Þ2¼
2mV0d

2

�h2
: (4:38)

Simultaneous solutions of (4.37) and (4.38) will give the allowed quantized values of

the momentum, �hk2n, and, hence, the energies En from (4.35) of the symmetric (with

even parity) bound states ( En < V0) of the particle in the finite potential well.

For the anti-symmetric states, or the eigen states with odd parity, C=�D and

A=�B in (4.33). The corresponding wave functions in the three regions of space are:

YðIÞEn
¼ Ce�x; for x5 �d=2;

YðIIÞEn
¼ 2iA sin k2x; for xj j5 d=2;

YðIIIÞEn
¼ �Ce��x; for x > þd=2:

(4:39)
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The wave function in Region II in this case is a superposition of two counter-

propagating de Broglie waves of equal amplitude but opposite phase that produces

a null at the middle of the well, x=0. Again, applying the boundary conditions at

x¼ d=2 leads to the secular equation for the two coupled homogeneous equations for

the two unknowns C and A:

�ðk2d=2Þ cotðk2d=2Þ¼�d=2: (4:40)

Simultaneous solutions of (4.38) and (4.40) give the allowed values of the momentum,

�hk2n, and the quantized energies, kn, of the anti-symmetric bound states of the particle

in the finite potential well.

For quantitative results, one should obviously solve these equations numerically.

To gain insights into the general characteristics of the quantized energies and the

corresponding eigen functions of the bound states of the particle in the quantum well,

it is useful to use a semi-graphical approach to analyze the problem. Equations (4.37),

(4.38), and (4.40) are shown schematically as functions of �d versus k2d in Figure 4.7.

Qualitatively, all the features of quantized energy levels and the wave functions can be

understood on the basis of such an analysis. Note that the trajectory of (4.38) is a

circle. Where it crosses the trajectories of (4.37) and (4.40) gives the quantized values

of k2nd and, thus, from (4.35), the quantized energiesEn of, respectively, the symmetric

and anti-symmetric bound states of the quantum well. The asymptotes of the tangent-

like and minus-cotangent-like curves representing the left sides of Eqs. (4.37) and

(4.40), respectively, in Figure 4.7 correspond exactly to the quantized k2nd values, np,
given in (4.25) for the infinite potential well case. Note that in the limit whereV0 or the

radius of the circle corresponding to Eq. (4.38) becomes infinitely large, the crossing

points are exactly at k2d = np, as expected from the solutions of the infinite potential

well. On the other hand, the crossing points in Figure 4.7 will always have values

of k2d somewhat smaller than np. Thus, the wavelengths of the corresponding

k2d

αd

π 2π 3π 4π 5π0

(4.40)(4.37)

(4.38)

Figure 4.7. Schematic of semi-graphical solutions of Eqs. (4.37), (4.38), and (4.40). The crossing
points of the quarter-circle (4.38), the tangent-like curves corresponding to the left side of

Eq. (4.37), and the minus-cotangent-like curves corresponding to the left side of Eq. (4.40)
give the symmetric (solid circle) and anti-symmetric (open circle) bound states, respectively.
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de Broglie waves of the bound states will always be longer in the finite potential well

case than those in the corresponding infinite potential well case. The corresponding

wave functions for the finite potential well case will not vanish at the boundaries at

x=d/2 and �d/2 (see Figure 4.8a), allowing the wave functions in the wall regions I

and III of the finite potential well to be finite. Since the wave functions are finite

damped exponential waves in Regions I and III, they imply that the particle actually has

a finite probability of penetrating the wall regions (see Figure 4.2) where the kinetic

energy of the particle in the bound states is negative. Compared to the infinite potential

well case, the over-all wave functions in the finite potential well case aremore spread out

than the corresponding wave functions in the infinite potential well case. According to

Heisenberg’s uncertainty principle, because the wave functions are more spread out,

the uncertainty in the momentum, or the difference between the þ and � k2nj j values,
must be smaller in the finite potential well case, as indeed is the case from Figure 4.7.

The fact that the k2nj j values are smaller also means that the quantized energies are

always down-shifted in the finite potential well case from the corresponding quantized

energies in the infinite potential well (see Figure 4.8(b)). Furthermore, the closer is the

quantized level to the top of the well, the larger is the down-shift, which is consistent

with the fact the wave functions for these state are spread out more.

Finally, the number of bound states, N, can be determined easily from where the

quarter-circle (4.48) crosses the horizontal axis �d¼ 0 in the graph shown in

Figure 4.7. The radius of the circle is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mV0d2=�h

2
q

; therefore, the condition

ðN� 1Þp5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mV0d2=�h

2
q

5Np determines the value of N and, hence, the number of

3

2

1

(a)

–d/2 d/2

ΨΕn

n = 4

(b)

x

3

2

1

V0

–d /2 d /2

En

n = 4

Figure 4.8. Schematic of (a) the symmetric and anti-symmetric wave functions, and (b) the

quantized energies (solid lines) of the bound states of the finite potential well. The dashed lines
show the corresponding energies in the limit V0 ! 1 . (The horizontal axis in (a) is shifted for
clarity.)
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crossing points. For example, in Figure 4.7, the crossing point x on the horizontal

axis is between 3p and 4p, and there are, indeed, four crossing points. IfN is even, there

is always the same number of symmetric and anti-symmetric states. IfN is odd, there is

always one more symmetric state than there are anti-symmetric states. Finally, no

matter how small the radius of the circle is, or how narrow the well width is, there is

always at least one symmetric bound state.

4.5 Three-dimensional potential box or quantum well

All the results given in the previous section can be easily extended to the case of a three-

dimensional box where, for example:

Vðx; y; zÞ ¼
0; xj j5 a

2
; yj j5 b

2
; zj j5 c

2

V0; xj j4 a

2
; yj j4 b

2
; zj j4 c

2
:

8><
>: (4:41)

The corresponding time-independent Schrödinger equation:

� �h2

2m

@2

@x2
þ @2

@y2
þ @2

@z2

� 	
þ Vðx; y; zÞ

� �
YEn
ðx; y; zÞ ¼ EnYEn

ðx; y; zÞ;

(4:42)

for a box with impenetrable walls at x¼ � a

2
, y¼� b

2
, and z¼ � c

2
, orV0!1, can be

solved by the standard method of separation of variables. Thus, one looks for

particular solutions that can be factored in the following form:

YEn
ðx; y; zÞ¼YnxðxÞYnyðyÞYnzðzÞ: (4:43)

Each factor in (4.43) can be found as a solution of a one-dimensional infinite potential

well problem of the form considered in Section 4.4. The corresponding energy eigen

values of the 3-D time-independent Schrödinger equation (4.42) is:

Enxnynz ¼Enx þEny þEnz : (4:44)

Each quantized energy level is then specified by a set of three quantum numbers nx, ny,

and nz, where nx, ny, nz each=1, 2, 3, . . .

In the multi-dimensional case, it is possible that several quantum states have the

same energy value:

Enxnynz ¼ En
0
xn
0
yn
0
z
:

Such an energy level is said to be ‘‘degenerate.’’ The ‘‘degeneracy’’ of that level is equal

to the number of states that have the same energy eigen value. For example, suppose

the 3-D potential box has impenetrable walls (V0!1) and the dimensions of the box

are such that a= b=2c. The energy eigen value of the box is then:
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Enxnynx ¼
p2�h2

2m

n2x
a2
þ
n2y

b2
þ n2z

c2

" #

¼ p2�h2

2ma2
n2x þ n2y þ 4n2z

h i
:

(4:45)

The states (nx, ny, nz) and ðn
0

x, n
0

y, n
0

zÞ that satisfy the condition:

n2x þ n2y þ 4n2z ¼ n
02
x þ n

02
y þ 4n

02
z

are degenerate. For example, the states:

nx ny nz
1 2 2
1 4 1
2 1 2
4 1 1

are degenerate. The energy of the degenerate level is:

Enxnynz ¼
21p2�h2

2ma2

with a four-fold degeneracy.

4.6 Problems

4.1 Verify the expressions (4.20a) and (4.20b) given in the text for the transmission

coefficient of a potential-barrier of height V0 and width d. Derive the expression

for T for the special case where E=V0. Plot T versus (E/V0), from (E/V0) to 10,

for �=2 and �=6, where � � ½ð2mV0d
2Þ=�h2�1=2Assume VI ¼ 0 and VII ¼ �V.

4.2 A particle with energyE in a region of zero potential is incident on a potential well

of depth V0 and width ‘‘d ’’. From the expression for the probability of trans-

missionT of the particle past the well given in (4.20a), find the approximate values

of E (in terms of �h2=2md2) corresponding to the maxima and minima in T for

(a) � =10; (b) �=250.

4.3 Consider a one-dimensional rectangular potential well structure such as that

shown in Figure 4.9.

V ¼ V1 for x5� a;

V ¼ 0 for �a5x50;

V ¼ V1=2 for 05x5a;
V ¼ V1 for x > a;
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Write the wave functions in regions I through IV and the equations (but do not

try to solve these equations) describing the boundary conditions on these wave

functions for

(a) E>V1;

(b) V1 >E>V1=2;

(c) E5V1=2 .

4.4 Suppose the following wave function describes the state of an electron in an

infinite square potential well, 05 x5 a, with V(x)=0 inside the well:

VðxÞ ¼ Asin
3px
2a

� 	
cos

px
2a


 �
for 0 	 x 	 a;

0 elsewhere:

8<
:

(a) Normalize the wave function.

(b) Write down the full space- and time-dependent wave function C (x, t) that

describe the state of the electron for all time.

(c) If measurements of the energy of the electron were made, what values of

energy would be observed and with what absolute probabilities?

4.5 Consider the one-dimensional potential of Figure 4.10:

Region

V¼1; x5 0; I

V¼ 0; 05 x5 a; II

V¼V0; a> x: III

(a) Obtain, for this potential, the equationwhose solution gives the eigen energies

of the bound states (E < V0).

(b) Sketch the eigenfunctions of the three lowest energies assuming V0 is suffi-

ciently large so that there are at least three bound states.

I II III

E

V = 0

–a 0

V1

IV

a

V1/2

Figure 4.9. Multiple quantum well potential profile for problem 4.3.
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4.6 Consider the case of an electron (me=0.91� 10�27 g) in a finite potential well of

depth 1.25 V and width 145 Å.

(a) First, estimate the number of bound states.

(b) Calculate the energies of the lowest two bound states.

(c) Sketch the wave functions for the lowest three bound states found in (b).

4.7 A particle of mass m is confined to move in a quantum well in the (x, y) plane

which consists of a pair of impenetrable walls at x=� a but is unbounded for

motion in the y direction.

(a) Let the total energy of the particle be E and the energy associated with the

motion in the x and y directions be Ex and Ey, respectively. What are the

allowed values of Ex, Ey, and E?

(b) Sketch E versus ky for various allowed values of Ex.

(c) Suppose the particle motion in the x direction corresponds to the second

bound state of the infinite potential well and the total energy of the particle is

E. Find the energy of the particle associated with its motion in the y direction.

(d) Find an acceptable, un-normalized, space- and time-dependent wave func-

tion to describe the particle in (c).

(e) If the particle’s total energy is E ¼ p2�h2=4ma2, find the space- and time-

dependent unnormalized wave function for the particle.

(f) Suppose now an infinite potential barrier at y=�a is imposed. Can the

particle’s energy be measured to be 3p2�h2=4ma2? Why?

I II III

E

V = 0

V = V0

0 a

V ∞

Figure 4.10. Quantum well potential profile for problem 4.5.
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5 The harmonic oscillator
and photons

The harmonic oscillator is a model for many physical systems of scientific and

technological importance. It describes the motion of a bound particle in a potential

well that increases quadratically with the distance from the minimum or the bottom of

the potential well. Quantum mechanically, Heisenberg’s equation of motion for the

position of such a particle is of the same form as that of a classical harmonic oscillator.

As such, it is a model for any physical system whose natural motion is described by the

harmonic oscillator equation, such as the vibrational motion of molecules, lattice

vibrations of crystals, the electric and magnetic fields of electromagnetic waves, etc.

Quantization of the electromagnetic waves leads to the concepts of photons and

coherent optical states. The eigen functions and quantized energies of harmonic

oscillators in general share some general features with those of the square well

potential considered in the previous chapter.

5.1 The harmonic oscillator based on Heisenberg’s formalism of quantum
mechanics

Consider the case of a point mass, m, attached to the end of a linear spring with a

spring constant k (Figure 5.1). The classical equation of motion of the particle is:

m
d2x

dt2
¼ FxðxÞ ¼ �kx; (5:1)

where x is the deviation of the position of the mass point from its equilibrium position.

It can be put in the form of the harmonic oscillator equation:

d2x

dt2
þ !2

0x ¼ 0; (5:2)

where !0 ¼
ffiffiffiffiffiffiffiffiffi
k=m

p
is the angular frequency of the oscillator.

The potential energy of the particle is (see Figure 5.1), from � @
@x VðxÞ ¼ FxðxÞ:

VðxÞ ¼ �
Zx

o

Fxðx0Þdx0 ¼
k

2
x2: (5:3)
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The corresponding time-independent Schrödinger equation for the harmonic oscilla-

tor is then:

ĤYEn
¼ � �h2

2m

@2

@x2
þ k

2
x2

� �
YEn
¼ EnYEn

: (5:4)

Before attempting to solve Eq. (5.4), which is a differential equation with a variable

coefficient and can be quite tedious to solve, it is instructive to derive Heisenberg’s

equation of motion for the harmonic oscillator according to Eq. (2.49) of Chapter 2

and compare it with the classical harmonic oscillator equation, (5.2). Thus,

dx̂t
dt
¼ i

�h
Ĥ; x̂t
� �

¼ i

�h

p̂2xt
2m
þ k

2
x̂2t

� �
; x̂t

� �
:

(5:5)

Making use of the commutation relationship (2.11a), we have:

dx̂t
dt
¼ p̂xt

m
: (5:6a)

Similarly,

dp̂xt
dt
¼ i

�h
Ĥ; p̂xt
� �

¼ i

�h

p̂2xt
2m
þ k

2
x̂2t

� �
; p̂xt

� �

¼ �kx̂t:

(5:6b)

Combining Eqs. (5.6a) and (5.6b) leads to the Heisenberg’s equation ofmotion for the

harmonic oscillator:

d2xt
dt2
þ !2

0xt ¼ 0; (5:7)

V (x )

x

0

m
k

x0

Figure 5.1. Schematic of a harmonic oscillator represented by a mass point attached to a linear
spring. The potential energy of the particle varies quadratically with the deviation from its

equilibrium position (x¼ 0).
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which is of the same form as the classical equation of motion for the harmonic

oscillator, (5.2). Thus, any dynamic variable that satisfies a classical equation

of motion of the form (5.2) can be dealt with quantum mechanically as a har-

monic oscillator, such as the vibrational motion of the normal mode coordinates of

molecules.

Another very important class of examples is the radiation oscillators associated

with electromagnetic waves. For instance, the electric field, eðz; tÞ ¼ e cosð! t� kz� �Þ,
associatedwith a transverse electromagnetic wave at a givenwavelength (or propagation

constant k¼ 2p/l) in free space satisfies the wave equation:

@2eðz; tÞ
@ t2

þ k2c2eðz; tÞ ¼ 0: (5:8)

In analogy with the mechanical harmonic oscillator, the radiation oscillators corres-

ponding to the normal modes of the electromagnetic waves will, thus, also have

particle properties in the form of photons. This point will be discussed in considerable

detail in Section 5.4.

We will now derive the remarkable result that the energy eigen values, En, of the

Hamiltonian of any harmonic oscillator are quantized and of the form:

En ¼ ðnþ
1

2
Þ�h!o;

where n is an integer 0, 1, 2, 3, . . . This can be done by solving the time-independent

Schrödinger equation (5.4) to find the eigen values En, or by a clever use of the

commutation relationship between x̂ and p̂x, as shown by Dirac (see Dirac (1947),

pp. 136–138). The former approach follows the standard procedure of using the

method of power series expansion to solve ordinary differential equations with vari-

able coefficients. It is tedious mathematically and does not offer a great deal of

insights. We will postpone doing so for now. The latter approach is an interesting

example of the power and elegance of using the operator relationships to solve

quantum mechanical problems.

Suppose we introduce a pair of new variables âþ and â� formed from the canonical

variables x̂ and p̂x:

âþ � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�h!0

p p̂x þ i!0mx̂½ �; (5:9)

â� � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�h!0

p p̂x � i!0mx̂½ �: (5:10)

Substituting these into the expression for the Hamiltonian, Ĥ ¼ p̂2x
2mþ

m!2
0

2 x̂2, and

making use of the commutation relationship (2.11a), we have:

Ĥ ¼ âþâ� þ 1

2

� �
�h!0; (5:11)
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and the commutation relationships:

½ â�; âþ � ¼ 1; ½ â�; â�� ¼ 0; ½ âþ; âþ� ¼ 0: (5:12)

To economize on notations, we now make use of Dirac’s compact notations and let

H0and jH0i be the eigen value and the corresponding eigen function of the

Hamiltonian (5.11):

ĤjH0i ¼ H0jH0i: (5:13)

It follows from (5.11) that:

�h!0 hH0jâþâ�jH0i ¼ hH0jðĤ�
1

2
�h!oÞjH0i

¼ ðH0 � 1

2
�h!oÞhH0jH0i: (5:14)

Since the magnitude of the ket vector â�jH0i is always greater than or equal to zero,

ðâ�jH0iÞ jj 2 ¼ hH0jâþâ�jH0i � 0:

The equality occurs only for ðâ�jH0iÞj j ¼ 0. Thus, for a non-trivial eigen state,

hH0jH0i 6¼ 0, it follows from (5.14) that:

H0 � 1

2
�h!0; (5:15)

and the minimum energy, E0, of the harmonic oscillator is not zero but:

E0 ¼
1

2
�h!0; (5:16)

this occurs when and only when â�jH0i ¼ 0. Let the corresponding normalized eigen

state jH0i belonging to this eigen value be designated j0i thus:

Ĥj0i ¼ 1

2
�h!0j0i; (5:17)

â�j0i ¼ 0; (5:18)

and

h0j0i ¼ 1: (5:19)

Starting with (5.17) and making use of the commutation relationship (5.12), it can

be shown that âþj0i is also an eigen state of Ĥ, but the corresponding eigen value is

1þ 1
2

� 	
�h!0, or:

Ĥ âþj0


¼ 1þ 1

2

� �
�h!0 â

þj0


: (5:20)
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Through repeated use of this procedure, it can be shown that âþðâþj0iÞ, âþðâþâþj0iÞ,
etc. are also eigen states of the Hamiltonian corresponding to the eigen values

ð2þ 1=2Þ�h!0, ð3þ 1=2Þ�h!0, . . . , respectively. Finally, we have the remarkable conclu-

sion that the eigen values of the Hamiltonian, or the energy of the harmonic oscillator,

is quantized in units of �h!0:

H0 ¼ En ¼ nþ 1

2

� �
�h!0; (5:21)

where n is an integer 0, 1, 2, . . . , and the lowest energy state is not zero but �h!0=2. The

corresponding eigen states are: ðâþÞnj0i:
Since the derivation of these results does not depend in any way on the physical

nature of the oscillator, be it mechanical or electrical, the energy of the electromag-

netic radiation oscillators is also expected to be quantized in units of �h!0; therefore, a

light wave can be viewed as consisting of particles, or photons, of energy �h!0. The fact

that the minimum energy is not equal to zero is expected on the basis of Heisenberg’s

uncertainty principle, just as in the square well potential case considered in Chapter 4,

because the particle is localized in the well. This energy is called the ‘‘zero-point

energy’’ of the oscillator, representing the energy due to the fluctuating motions of

the particle around its equilibrium position at x¼ 0 in the ground state of the

oscillator. In the harmonic oscillator case, the position of the particle cannot be

localized exactly at x¼ 0; for, otherwise, the kinetic energy will have to be infinitely

large according to the uncertainty principle. On the other hand, the kinetic energy also

cannot be zero. For if it were so, the wave function will have infinite width and the

potential energy would have to be infinitely large. Thus, the total energy in the

minimum energy state must be partly potential energy and partly kinetic energy. In

fact, it can be shown that the expectation values of the kinetic energy and the potential

energy in any eigen state of the harmonic oscillator are always equal. This is also a

result of what is called the virial theorem. In the case of electromagnetic waves, the

zero-point energy corresponds to the fluctuations of the electric and magnetic fields in

vacuum, or the ‘‘vacuum fluctuations’’ of the radiation fields.

Returning now to the eigen states of the Hamiltonian, although the states ðâþÞnj0i
are eigen states of the Hamiltonian belonging to the eigen value nþ 1

2

� 	
�h!0, for

n ¼ 0, 1, 2, . . . , they are not necessarily normalized eigen states. Let us designate the

normalized eigen states j0i,j1i,j2i; . . . jni, . . . , so that:

h0j0i ¼ h1j1i ¼ h2j2i ¼ � � � ¼ hnjni ¼ 1: (5:22)

These normalized eigen states are state by state proportional to the ðâþÞnj0i states. The
proportionality constants for different states are different, and the state |ni is not equal
to, but only proportional to âþjn� 1i, for example. Let

âþjn� 1i ¼ �njni;
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where the proportionality constant �n is a real number. Thus, using the commutation

relationship (5.12) and since both jni and jn� 1i are normalized:

hn� 1jâ�âþjn� 1i ¼ hn� 1jð1þ âþâ�Þjn� 1i
¼ ½1þ ðn� 1Þ�hn� 1jn� 1i ¼ n;

at the same time,

hn� 1jâ�âþjn� 1i ¼ hnj �n�njni ¼ ð�nÞ2hnjni ¼ ð�nÞ2:

Therefore,

�n ¼
ffiffiffi
n
p

;

and

âþjn� 1i ¼
ffiffiffi
n
p
jni: (5:23a)

Similarly, it can be shown that:

â�jni ¼
ffiffiffi
n
p
jn� 1i; (5:23b)

and

hnjâþâ�jni ¼ n: (5:24)

Therefore, a complete orthonormal set of eigen functions for the quantized energy states

can be generated from the ground state wave function of the harmonic oscillator

through repeated use of the operator âþ:

j1


¼ âþffiffiffi

1
p j0




j2


¼ âþffiffiffi

2
p j1



¼ ðâ

þÞ2ffiffiffiffi
2!
p j0




j3


¼ âþffiffiffi

3
p j2



¼ ðâ

þÞ3ffiffiffiffi
3!
p j0



�
�
�

jn


¼ âþffiffiffi

n
p jn� 1



¼ ðâ

þÞnffiffiffiffi
n!
p j0



;

(5:25)

and all these jn


states are now normalized as in (5.22).

Since jn� 1i and jni represent quantum states of the harmonic oscillator with n� 1

and n quanta of energy �h!0, respectively, (5.23a) and (5.25) show clearly that the effect
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of the operator âþ on the oscillator state with n�1 quanta is to create an additional

quantum and change it to the state with n quanta. âþ, therefore, has the meaning of a

‘‘creation operator.’’ Similarly, the effect of the operator â� on the oscillator state with

n quanta is to decrease the number of quanta from n to n�1. â�, therefore, has the
meaning of an ‘‘annihilation operator.’’ Furthermore, in the context of the discussions

of Heisenberg’s matrix formulation of quantum mechanics in Section 2.5, the matrix

representation of the creation operator âþ using the eigen states jni as the basis states
is, from (5.23a): hnjâþjn0i ¼

ffiffiffi
n
p

dn0;n�1, and the annihilation operator is, from (5.23b):

hn0jâ�jni ¼
ffiffiffiffiffiffiffiffiffiffiffi
n� 1
p

dn0;n�1, or:

âþ ¼

0 0 0 0 0 0 � � �ffiffiffi
1
p

0 0 0 0 0 � � �
0

ffiffiffi
2
p

0 0 0 0 � � �
0 0

ffiffiffi
3
p

0 0 0 � � �
� � � � � � � � �

0
BBBBBB@

1
CCCCCCA
; and

â� ¼

0
ffiffiffi
1
p

0 0 0 0 � � �
0 0

ffiffiffi
2
p

0 0 0 � � �
0 0 0

ffiffiffi
3
p

0 0 � � �
0 0 0 0

ffiffiffi
4
p

0 � � �
� � � � � � � � �

0
BBBBBB@

1
CCCCCCA
:

(5:26)

The matrix representation of the Hamiltonian in the same basis is diagonal, and

from (5.24): hnjĤjn0i ¼ nþ 1
2

� 	
�h!0dn;n0 , and its diagonal elements are the quantized

energies of the harmonic oscillator:

Ĥ ¼

1
2 0 0 0 0 0 � � �

0 3
2 0 0 0 0 � � �

0 0 5
2 0 0 0 � � �

0 0 0 7
2 0 0 � � �

� � � � � � � � � � � �

0
BBBBBBBB@

1
CCCCCCCCA

�h!0: (5:27)

The eigen states in the matrix representation using these states as the basis states are

simply:

j0i ¼

1

0

0

0

..

.

0
BBBBBB@

1
CCCCCCA
; j1i ¼

0

1

0

0

..

.

0
BBBBBB@

1
CCCCCCA
; j2i ¼

0

0

1

0

..

.

0
BBBBBB@

1
CCCCCCA
; j3i ¼

0

0

0

1

..

.

0
BBBBBB@

1
CCCCCCA
; etc: (5:28)
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With the matrix representations, one can easily verify that all the operator relation-

ships and equations, from (5.12) to (5.25), for the harmonic oscillator are satisfied.

Thus, with the exception of the wave functions of the quantized energy states in the

Schrödinger representation, all the quantum mechanical properties of the harmonic

oscillator are now formally known.

The conventional approach to derive the wave functions of the energy eigen states in

Schrödinger’s representation is to solve the time-independent Schrödinger equation,

(5.4), for the harmonic oscillator. However, with the results already obtained in this

section, (5.23a) – (5.25), it is possible to obtain these wave functions in a uniquely simple

way, which does not require ever having to solve any differential equation with variable

coefficients in a complicated way. It is based on Eqs. (5.18), (5.19), and (5.25). Using the

annihilation operator defined in (5.10), Eq. (5.18) in the Schrödinger representation is:

â�hxj0i ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�h!0

p �i�h @

@x
� im!0x

� �
YE0
ðxÞ ¼ 0: (5:29)

Introducing the variable z¼ x2, (5.29) becomes:

@

@z
YE0
ðzÞ ¼ �m!0

2�h
YE0
ðzÞ;

therefore,

YE0
ðzÞ ¼ C0e

� m!0
2�h z; (5:30)

where C0 is a constant to be determined by the normalization condition. Converting z

back to x2 and applying the normalization condition (5.19), we obtain the ground-

state wave function of the harmonic oscillator:

YE0
ðxÞ ¼ m!0

�hp

� �1=4
e�

m!0
2�h x

2

: (5:31)

Note that this wave function of the ground state of the harmonic oscillator is a

Gaussian wave packet. As such, it is a ‘‘minimum-uncertainty wave packet’’ as the

discussion following (3.25) showed.

Using the Schrödinger representation of the creation operator defined in (5.9), one

can then generate, without solving any differential equations, the wave functions for

all the other quantized states of the harmonic oscillator according to (5.25).With these

and earlier results, all the formal properties of the harmonic oscillator are now known.

We will discuss their physical significance after the discussion on the use of the

alternative Schrödinger approach to solve the problem in the following section.

5.2 The harmonic oscillator based on Schrödinger’s formalism

The conventional way to deal with the harmonic oscillator problem is to find the eigen

values and eigen functions of the Hamiltonian by solving the time-independent
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Schrödinger equation in the form (5.4). The standard method for solving such a differ-

ential equation with a variable coefficient is to expand the solution in a power series of

the independent variable x and then find the recursion relationships for all the expansion

coefficients.Many such equations have, however, already been solved in the past and the

solutions are well known and tabulated. Therefore, there is no need to barge ahead to try

to solve (5.4) from scratch by the same method. It behooves us to see first whether the

equation can be recast in a form that fits one of these equations that have already been

solved years ago. It turns out that indeed it can be. Bymaking the following substitution:

YEn
ðxÞ ¼ CnHn

ffiffiffiffiffiffiffiffiffi
m!0

�h

r
x

� �
e�

m!0
2�h x

2

; (5:32)

Eq. (5.4) for Cn(x) can be transformed into one for Hn(u):

d2HnðuÞ
du2

� 2u
dHnðuÞ

du
þ 2

En

�h!0
� 1

2

� �
HnðuÞ ¼ 0; (5:33)

where u ¼
ffiffiffiffiffiffiffi
m!0

�h

p� 	
x. The solutions of Eq. (5.33) that correspond to the bounded states

of the harmonic oscillator ð YEn
ðxÞj j does not diverge as x! �1Þ are well known as

the Hermite polynomials:

H0ðuÞ ¼ 1;

H1ðuÞ ¼ 2u;

H2ðuÞ ¼ �2þ 4u2;

H3ðuÞ ¼ �12uþ 8u3;

H4ðuÞ ¼ 12� 48u2 þ 16u4;

..

.

HnðuÞ ¼ ð�1Þneu
2 dn

dun
e�u2 ;

..

.
: (5:34)

which satisfy the recursion relationship:

dHnðuÞ
du

¼ 2nHn�1ðuÞ: (5:35)

The corresponding eigen values are:

En

�h!0
� 1

2
¼ n ¼ 0; 1; 2; 3; 4; � � � or En ¼ nþ 1

2

� �
�h!0: (5:36)

The normalization constant is:

Cn ¼
1ffiffiffiffiffiffiffiffiffi
2nn!
p m!0

�hp

� �1=4
: (5:37)
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These results are exactly the same as those obtained in the previous section, 5.1: (5.32),

(5.34), and (5.37) are equivalent to (5.25) and (5.31); (5.36) is exactly the same

as (5.21).

The first four wave functions are shown schematically in Figure 5.2 as an illustra-

tion. Qualitatively, they are similar to the wave functions found in Section 4.4 for the

finite square well potential and can be understood on the same basis. First of all, the

potential of the harmonic oscillator is symmetric under inversion of the coordinate

axis (x!�x); therefore, the parity of the wave functions is well defined. The wave

functions are either symmetric (n¼ 0, 2, 4, . . . ) or anti-symmetric (n¼ 1, 3, 5, . . . ) with

respect to x. Second, within the well-width where the kinetic energy of the oscillator is

positive, the wave functions consist of de Broglie waves of spatially-varying speeds

propagating in opposite directions, giving rise to the sinusoidal-like interference

patterns. The energy is totally kinetic energy in the middle of the well and totally

potential energy at the edges of the well. There is an exponentially smaller probability

of finding the particle penetrating the regions outside the well width where the kinetic

energy is negative and the wave functions are decaying functions.

The result on the energy eigen values of the harmonic oscillator, (5.21), is of

fundamental importance. It has two key points. First, the energy of the harmonic

oscillator is quantized; second, it is quantized in units of �h!0. As pointed out earlier,

the harmonic oscillator is also a model for the radiation oscillators of the electro-

magnetic wave. The fact that the electromagnetic wave is quantized was a totally new

concept before the discovery of the principles of quantum mechanics and quantum

electrodynamics. In fact, as will be shown in Section 5.4 below, it was the attempt to

solve the black-body radiation problem that led Planck to his far-reaching pioneering

hypothesis that the energy of the radiation oscillators is quantized and in units of �h!0.

It was one of the key steps in the development of quantum mechanics.

n = 3

2

1

0

u

0

ΨΕn
(u )

Figure 5.2. Schematic of the wave functions for the harmonic oscillator. The dashed line
corresponds to V(u) and the dotted line corresponds to the quantized energy levels of the
oscillator. ðu �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m!0=�h

p
x:Þ
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The seminal idea that light waves are also particles of photons has led to the successful

explanations of numerous physical phenomena and countless applications of great

importance. Although Planck’s postulate on the radiation oscillators can be considered

a basic postulate of quantum mechanics, as we have seen from the discussions in this

chapter, it is also a direct mathematical consequence of two even more fundamental

postulates: Heisenberg’s uncertainty principle which relates themomentum operators to

the spatial derivative operators (Postulate 2, Section 2.2), and Schrödinger’s equation

which relates the time-derivative operator to theHamiltonian or the energy (Postulate 3,

Section 2.3) of all dynamic systems. These basic postulates are at the roots of every

quantum phenomenon in the atomic and sub-atomic world and have now been verified

experimentally again and again in countless experiments without exception, so far.

5.3 Superposition state and wave packet oscillation

The wave functions found in the previous sections are eigen functions of the

Hamiltonian. As such they are stationary states, and the corresponding probability

distribution functions are independent of time. How then can we reconcile the inform-

ation obtained on the wave functions and the quantized energies with the simple

classical picture of the natural oscillating motion of a mass point at the end of a spring

bouncing back and forth around its equilibrium position at x¼ 0, as shown in Figure

5.1? To describe such an oscillating motion according to quantum mechanics, we

must take the time-dependence of the wave functions into account and form a super-

position state, C(x; t), of these wave functions to correspond to the state of the mass

point that is localized at an initial non-equilibrium position, say, x¼ x1. If we know

the mass point is localized at this position, its state functionC(x; 0) cannot be an eigen

function of the Hamiltonian. It must be a superposition of the eigen functions, or a

mixed state:

Yðx; 0Þ ¼
X
n

CnYEn
ðx; 0Þ; (5:38)

where
P
n

Cnj j2 ¼ 1. The precise form ofC(x, 0) is not important for the present general

discussion. It is sufficient to say that it is a sharply peaked wave packet centered on

x¼ x1. At a later time t, the state function becomes:

Yðx; tÞ ¼
X
n

CnYEn
ðx; tÞ

¼
X
n

CnYEn
ðxÞe� i

�hEnt;

from (2.24). The eigen states have either even (e) or odd (o) parity, and

En ¼ ðnþ 1=2Þ�h!0; therefore,
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Yðx; tÞ ¼ YðeÞðx; tÞ þYðoÞðx; tÞ

¼ e� i
!0 t

2

X
n¼ 0; 2; 4; ���

CnY
ðeÞ
En
ðxÞe� in!0t þ

X
n¼ 1; 3; 5; ���

CnY
ðoÞ
En
ðxÞe� in!0t

( )
: (5:39)

After an odd number of half-cycles, or !0t¼ p, 3p, 5p . . . (2Nþ1)p, . . . , whereN is an

integer equal to 0, 1, 2, 3, . . . , it follows from (5.39) that the probability distribution

function for the position of the mass point is:

Yðx; t ¼ ð2Nþ 1Þp=!oÞj j2¼
X

n¼ 0; 2; 4; ���
CnY

ðeÞ
En
ð�xÞ þ

X
n¼ 1; 3; 5; ���

CnY
ðoÞ
En
ð�xÞ













2

¼ Yð�x; t ¼ 0Þj j2; ð5:40aÞ

which means the initial wave packet is reproduced exactly on the opposite side of the

equilibrium point and centered on x¼�x1. Similarly, after an even number of half-

cycles, or !0t¼ 2p, 4p, 6p, . . . , 2Np, . . . , the corresponding probability distribution

function becomes:

Yðx; t ¼ 2Np=!oÞj j2¼ Yðx; t ¼ 0Þj j2; (5:40b)

or the initial wave packet is exactly reproduced in the original position centered on

x¼ x1. In summary, the initial wave packet oscillates at the angular frequency !0 back

and forth between the extreme points at x¼�x1 according to:

Yðx; t ¼ Np=!oÞj j2¼ Y½ð�1ÞNx; t ¼ 0�


 

2; (5:41)

whereN is an integer ¼ 0, 1, 2, 3, . . . , similar to the classical picture of the motion of a

harmonic oscillator. In between the extreme points the wave packet may disperse and

change in shape somewhat.

For a better understanding of the formal mathematical proof of the wave packet

oscillation phenomenon given above, let us limit the superposition state of the initial

wave packet to two eigen states, one with even parity and one with odd parity:

Yðx; t ¼ 0Þ ¼ YðeÞ
E0
ðx; 0Þ þYðoÞ

E1
ðx; 0Þ; (5:42)

as shown in Figure 5.3(a). With just two states, the wave packet is, of course, not as

localized as one that can be formed from the complete set of eigen functions. At half a

cycle later, or t¼ p/!0, the n¼ 1 component in (5.42) acquires a minus sign:

Yðx; t ¼ p=!0Þ ¼ e� ip=2 YðeÞE0
ðxÞ þYðoÞE1

ðxÞe� ip
n o

¼ �i YðeÞE0
ðxÞ �YðoÞE1

ðxÞ
n o

:
(5:43)

74 5 The harmonic oscillator and photons



Mathematically, this odd-parity state�YðoÞ
E1
ðxÞ is equal toYðoÞ

E1
ð�xÞ, or equivalently to

the wave function resulting from inversion of the coordinate axis x. For the even-

parity state, YðeÞ
E0
ðxÞ is the same as YðeÞ

E0
ð�xÞ. Thus,

Yðx; t ¼ p=!0Þj j ¼ �i YðeÞE0
ð�xÞ þYðoÞE1

ð�xÞ
n o


 


 ¼ Yð�x; 0Þj j: (5:44)

Physically, as clearly shown in Figure 5.3(b), the corresponding wave packet is now a

reflection in x(x!�x) of the initial wave packet. Repeating this procedure for succes-

sive half cycles leads to oscillation of the wave packet back-and-forth around x¼ 0 and

to a result for the two-state wave packet that is in complete agreement with Eq. (5.41).

5.4 Photons

Until now, we have been concentrating mainly on the wave nature of classical

particles. In this section, we will explore the particle nature of classical waves, such

as the duality of electromagnetic waves and photons on the basis of the analogy

between harmonic oscillators and radiation oscillators, as mentioned briefly in

Sections 5.1 and 5.2. The rules of quantization of electromagnetic waves leading to

the concept of photons will be introduced. The validity of these rules and the concept

of photons are confirmed by comparing the experimentally observable black-body

radiation spectrum with Planck’s quantum mechanical radiation law. The quantum

x

x

Ψ(x ,t = π /ω0)

(a)

(b)

x

Ψ(x ,t = 0) 2

Ψ(x ,t = 0)

0

0

x
0

Ψ(x ,t = π /ω0) 2

Figure 5.3. Schematics showing oscillation of the initial wave packet of the harmonic oscillator

around the equilibrium point x¼ 0, (a) at t¼ 0, and (b) at t¼ p/!0. Dashed curves: YðeÞ
E0
ðxÞ.

Dotted curves: YðoÞE1
ðxÞ. Solid curves: C(x, t) and Yðx, tÞj j2 (arbitrary scale).
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mechanical coherent optic state which reduces to the classical coherent electromag-

netic wave in the limit of large photon numbers is introduced.

Quantization of electromagnetic waves

Classical electromagnetic waves are characterized by a precisely measurable electric

field ~E ð~r; tÞ and amagnetic field ~B ð~r; tÞ at every spatial point and every instant of time.

These fields satisfy Maxwell’s equations in free space:

r � ~D ¼ 0; (5:45a)

r � ~B ¼ 0; (5:45b)

r� ~E ¼ � 1

c

@~B

@t
; (5:45c)

r� ~H ¼ 1

c

@ ~D

@t
; (5:45d)

and can be expanded in a complete set of orthonormal ‘‘modes’’,~ukð~rÞ, corresponding
to the frequency !k, that satisfy the equation:

r2~ukð~r Þ þ
!2
k

c2
~ukð~rÞ ¼ 0 (5:46a)

and the prescribed boundary conditions. For transverse electromagnetic waves,~ukð~rÞ
also satisfies the condition:

r �~ukð~rÞ ¼ 0: (5:46b)

To simplify the discussion to follow, we assume a single-mode plane wave with the

electric field linearly polarized in the x direction and propagating in the z direction in

free space. The normalized mode function for a length L� l and unit area of free

space is, therefore:

~ukð~rÞ ¼ L�1=2eikz ex; (5:47)

where ex is a unit polarization vector and !k
2¼ k2c2. The corresponding electric field

can, thus, be written in the form:

~Eð~r; tÞ � Exðz; tÞe x ¼ i

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2p�h!k

L

r
a�k e

�i!ktþikz � aþk e
i!kt�ikz

� 	
ex; (5:48a)

where ak
þ and a�k � ðaþk Þ

	 are ordinary variables proportional to the complex ampli-

tude of the classic electric and magnetic fields of the particular plane-wave mode k.
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The particular form of (5.48a) may appear to be somewhat arbitrary at this point. The

proportionality constant i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p�h!k=L

p
is there so that the complex amplitudes ak

� so

defined can be more easily compared with the corresponding parameters in the

harmonic oscillator problem discussed in Section 5.1, as will be shown below.

Substituting (5.48a) into (5.45c) gives:

~Bð~r; tÞ � Byðz; tÞ ey ¼ i

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2p�h!k

L

r
a�k e

�i!ktþikz � aþk e
i!kt�ikz

� 	
ey: (5:48b)

Because the electric and magnetic fields are precisely measurable properties of the

classical electromagnetic wave, the magnitude and phase of the complex amplitude of

the wave can be specified precisely simultaneously. As will be seen below, this is not the

case for quantized fields.

Note that both Ex(z, t) and By(z, t) satisfy the wave equation of the form (5.8),

which is analogous to the harmonic oscillator equation of the form (5.7). Based on this

analogy with the harmonic oscillator, to quantize the fields, the dynamic variables

corresponding to the complex amplitudes ak
� of the fields become operators âk

� that

satisfy the commutation rules:

½ â�k ; âþk � ¼ 1; ½ â�k ; â�k � ¼ 0; ½ âþk ; âþk � ¼ 0: (5:49)

Like the basic postulates in quantummechanics (as discussed in Chapter 2), there is no

a priori reason to expect that these rules of quantization for electromagnetic waves

would be correct. Their validity can only be established by comparing the predictions

based upon these rules with experimental results. As will be shown in the discussion in

the following subsection on the black-body radiation spectrum and Planck’s radiation

law, these rules are indeed correct. This conclusion is further verified in countless other

experiments.

The classical electromagnetic energy in free space of unit cross-sectional area and

length L is (in unrationalized cgs Gaussian units, "0¼ 1 and �0¼ 1):

1

8p

Z L

0

E2
xðz; tÞ þ B2

yðz; tÞ
h i

dz:

From (5.48a & b) and the commutation rules (5.49), the corresponding Hamiltonian

of the fields is, therefore:

Ĥ ¼ ½âþk â�k þ
1

2
� �h!k: (5:50)

The commutation rules, (5.49), and theHamiltonian, (5.50), of the radiation oscillator

are exactly the same as those of the harmonic oscillator, (5.12) and (5.11), respectively.

Thus, all the results obtained for the harmonic oscillator obtained in Section 5.1–5.3

are directly applicable to the radiation oscillators. One of the most important results is

that electromagnetic waves also have particle properties in the sense that the energy in
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each normal mode of the wave is quantized in units of �h!, or h�, with the energy eigen

values of the Hamiltonian:

Ekn ¼ ðnk þ
1

2
Þ �h!k; where nk ¼ 0; 1; 2; 3; . . . (5:50a)

and the corresponding eigen states are the fixed-photon-number states jnki. nk is the
photon number per radiationmode in a volume of unit cross-sectional area and length

L of the medium.

It is of interest to note that, because âk
� and âk

þ do not commute, it implies that an

uncertainty relationship exists between the intensity, or the photon number n, and the

phase � of the light wave. (See, for example, W. Heitler (1954), p. 65.) Qualitatively,

since the time-dependence of the solutions of the Schrödinger equation is e�
iEnt
�h , in

analogy with the uncertainty relationship between the momentum and the coordinate

variables of the harmonic oscillator, there is an uncertainty relationship between

the variables En and t: �En�t ¼ �ðn�hÞ�ð!tÞ � ð
�hÞ, which leads to an uncertainty

relationship between the photon number and phase of the light wave: �n�� � ð
1Þ.
Thus, quantum mechanically, one cannot know the magnitude and the phase of the

complex amplitude of the fields precisely simultaneously. In the case of a classical

coherent single-mode monochromatic optical wave, the phase of the wave is known

accurately, or �� � 0. On the other hand, the uncertainty relationship implies that,

quantummechanically, the uncertainty in the photon number�nmust be large. Since in

a classical wave the intensity can also be specified accurately or �n=hni � 0, the

expectation value of the photon number hni in such a wave must then be very

much larger than �n. Thus, the classical description is good only when the photon

number in the optical wave is large. For weak optical beams, the quantum description

must be used. These subtle points will be discussed in more detail and made more

quantitative later in this section in connection with the quantum theory of coherent

optical states.

Black-body radiation

Historically, it was the attempt to resolve the puzzling obvious discrepancy between

the classical theory of black-body radiation and the experimental observations

that led Planck to postulate in the first place that light waves must also be particles

in the form of photons. One simple test that confirmed the validity of the basic rules of

quantization of electromagnetic waves (5.49) and the related results was that only

quantum theory could correctly explain the ‘‘black-body radiation spectrum.’’

A ‘‘black-body’’ is a body that absorbs electromagnetic radiation completely at all

wavelengths; thus it appears totally ‘black’. A model of an ideal ‘‘black-body’’ is a

completely enclosed cavity, like a light-proof dark room, at 0 K temperature. Looking

in from outside through a tiny observation hole in the wall, the interior of the cavity

will appear pitch dark because any light that gets into the cavity through the small hole

will bounce back-and-forth all around the cavity and be absorbed by the cavity walls

eventually with a very small probability of re-emitting from the tiny hole. Thus, it is
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totally black. If the cavity walls are at a finite temperatureT, then the atoms in the wall

will radiate heat in the form of electromagnetic radiation. In thermal equilibrium, the

thermal radiation inside the cavity will be at equilibrium with the wall at the temper-

ature T. A small amount of the thermal radiation can escape from the small hole as the

‘‘black-body radiation’’ and be measured by an external detector. What is the spec-

trum of the thermal radiation from this ideal black-body? We will first try to find the

answer to this simple question on the basis of classical physics and see that the answer

cannot possibly be correct.

The black-body radiation spectrum is a replica of the spectrum of the thermal energy

spectrum inside the cavity. It can be determined from the thermal energy hEthi permode

and the density-of-modes, Dð�Þ � �N= ðV ���Þ, which is defined as the number of

electromagnetic radiation modes per volume per frequency interval from � to � +��.

Consider a cavity with linear dimensions very much larger than the wavelength in

the wavelength range of interest, so that the radiation modes are essentially the same

as those in free space. The shape of the cavity does not matter. For definiteness, let us

assume it to be a cubic cavity of linear dimension L. The boundary conditions of the

fields inside the cavity also do not matter for a large enough cavity. Assume the modes

inside satisfy the periodic conditions and are of the form ei
~k�~r, where

kx ¼ �
2pNx

L
; ky ¼ �

2pNy

L
; and kz ¼ �

2pNz

L
: (5:51)

From Maxwell’s equations:

!2 ¼ k2c2 ¼ ðk2x þ k2y þ k2z Þc2: (5:52)

Each set of ð kx, ky, kz Þ values corresponds to a possible propagation mode and each

propagation mode has two polarization modes. Thus, each cubic volume of

2p
L

� �
� 2p

L

� �
� 2p

L

� �
in the k-space corresponds to two radiation modes. For

L� l, the k-values can be considered continuous. The total number of radiation

modes per physical volume L3 from 0 to j~kj � k in the three-dimensional k-space in

the spherical coordinate system is, therefore:

N

L3
ffi 2� volume of sphere of radius kð Þ

�
8p3

L3

� �
� L3

¼ 2� 4pk3

3

� ��
8p3

L3

� �
� L3 ¼ k3

3p2
;

and the density-of-modes is:

Dð�Þ ¼ @

@ �

N

L3

� �
¼ @

@ �

!3

3p2c3

� �
¼ 8p �2

c3
: (5:53)

According to the theorem of equipartition of energy in classical statistical

mechanics, the thermal energy hEthi per mode of the radiation oscillator is kB̂ T,
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where kB̂ is the Boltzmann constant and is equal to 1.38� 10�16 erg/K. Thus, the

black-body radiation spectrum should, according to classical physics, be:

�bð�Þ ¼ Dð�Þ � hEthi ¼
8p �2

c3
kBT; (5:54)

which varies quadratically with the frequency � and is proportional to the temperature

of the radiation. It is known as the Rayleigh–Jeans law. It agrees very well with

experiments in the low frequency range. It fails totally, however, in the high frequency

limit; for it predicts that the thermal radiation energy increases as the frequency-squared

indefinitely, as shown in Figure 5.4, which cannot possibly be correct physically. This

anomaly is known as the ‘‘ultraviolet catastrophe.’’ The correct explanation lies in the

fact that the radiation must be quantized and hEthi 6¼ kBT equally for all the modes.

According to quantum mechanics, the average thermal energy per mode will

depend on the frequency of the mode and the temperature, because the extent of

thermal excitation in each mode is determined by the probability of occupation of the

quantized energy levels of the radiation in that mode. Furthermore, the energy of each

mode is not a continuous variable but is quantized corresponding to the eigen values

nþ 1
2

� 	
�h!, (5.50a), of the Hamiltonian (5.50), where n is the number of photons due to

thermal excitation in the mode and it is an integer equal to 0, 1, 2, 3, . . . The
1

2
�h! term

corresponds to the vacuum fluctuations associated with each linear polarization of the

radiation mode. The probability of occupation due to thermal excitation of each of

these quantized levels is:

Pn ¼
e�nh�=kBTP

n¼0;1;2;3:::
e�nh�=kBT

¼ e�nh�=kBT½1� e�h�=kBT�:

5

4

3

2

1

0 1 2 30.5 1.5 2.5

ρ b(ν )

ν

Figure 5.4. Black-body radiation spectrum. Dashed curve – Rayleigh–Jeans law (T¼ 1600 K �
in 1014 Hz and �(�) in 10�16 ergHz�1cm�3). Solid curves – Planck‘s law. (Top to bottom:
T ¼ 1600, 1400, 1200, 1000 K.)
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The average photon number per mode based on this probability distribution function

is:

hni ¼
X
n

n Pn ¼
1

eh�=kBT � 1
;

which is generally referred to as the ‘‘Bose–Einstein law.’’ The corresponding average

thermal energy per mode is then:

hEthi ¼
X
n

Pnn h� ¼
h�e�h�=kBT

1� e�h�=kBT
:

Thus, the black-body spectrum according to quantum mechanics is:

�bð�Þ ¼ Dð�Þ � hEthi ¼
8p h�3

c3
� 1

eh�=kBT � 1
; (5:55)

which is also shown in Figure 5.4 and agrees precisely with the experimental results.

There is no longer any ‘‘ultraviolet catastrophe,’’ since lim
�!1

�bð�Þ ! 0. In the limit of

low frequencies, (5.55) agrees exactly with the Rayleigh–Jeans law. Equation (5.55) is

known as Planck’s black-body radiation law, which was first derived empirically

based on his postulate that the energy of light waves is quantized in units of h� as

‘‘photons.’’ The precise agreement of Planck’s radiation law with observations was

historically the first experimental proof of the validity of the concept of photons. This

postulate has since been substantiated by numerous experiments including, for exam-

ple, the all-important photoelectric effect.

Quantum theory of coherent optical states

From (5.48a) and (5.48b), the quantum mechanic operators representing the electric

and magnetic fields of a monochromatic linearly polarized plane light wave are,

respectively, of the forms:

~̂Eð~r; tÞ � Êxðz; tÞ ex ¼ i

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2p�h!k

L

r
â�k e

�i!ktþikz � âþk e
i!kt�ikz

� 	
ex; (5:56a)

and

~̂Bð~r; tÞ � B̂yðz; tÞ ey ¼ i

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2p�h!k

L

r
â�k e

�i!ktþikz � âþk e
i!kt�ikz

� 	
ey: (5:56b)

Since âþk and â�k do not commute, there is no simultaneous eigen state of these two

operators and one cannot specify simultaneously the complex amplitude and its

complex conjugate of the E field or B field. One can, however, specify the intensity

of the wave in terms of the photon number, or the eigen value n of the operator âþk â
�
k
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and the corresponding photon-number state jnki. Many quantum optics problems can

be studied using these states as the basis states. However, in such a state, the phase

information is completely lost and it is difficult to compare the results expressed in the

representation in which âþk â
�
k is diagonal directly with the results in the classical limit

where the intensity and phase of the coherent optical wave are both known accurately,

such as the output of an ideal single-mode laser.

A useful alternative approach is to use the eigen states j�ki of the operator

representing the complex amplitude of the electromagnetic field, for example, â�k
corresponding to the eigen values �k:

â�k j�ki ¼ �kj�ki (5:57)

as the basis states. From (5.56a) and (5.56b), the eigen value �k is then proportional to

the complex amplitude of the electric and magnetic fields. For reasons to be discussed

in detail below, the j�ki state is known as the ‘‘coherent state,’’ because it asymptoti-

cally approaches the state of a classical coherent electromagnetic wave with a well

defined phase and amplitude as the average photon number increases. These j�ki
states form a complete but not necessarily orthogonal set. A full quantum theory

based on such a representation was developed by R. J. Glauber and first published in

Phys. Rev. Letters 10, 84 (1963) and Phys. Rev. 131, 2766 (1963). Only a very brief

introduction is given in what follows.

Measurement of the photon number when the electromagnetic wave is in a coherent

state j�iwill not always yield the same result since â� and âþ do not commute. In fact,

one will find a statistical distribution of the photon numbers. This probability dis-

tribution can be found from the scalar product j hnj�ij 2, or the expansion coefficients

of j�i in terms of the basis states jni:

j�i ¼
X
n

hnj�i jni; (5:58)

which can be readily obtained on the basis of the solutions of the harmonic oscillator

problem already found in the previous sections. From (5.25) and (5.57), we know that:

hnj�i ¼ h0j ðâ
�Þnffiffiffiffi
n!
p j�i ¼ ð�Þ

nffiffiffiffi
n!
p h0j�i: (5:59)

Normalizing the state j�i gives:

1 ¼ h�j�ij j2 ¼
X
n

jhnj�i j2

¼ h0j�ij j2
X
n

�2n

n!
¼ h0j�ij j2ej�j

2

;

therefore,

h0j�i ¼ e�
1
2j�j

2

; (5:60)
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taking its inconsequential phase to be zero. Equation (5.60) shows that the ground

state j� ¼ 0i in the coherent state representation is identical to the ground state

jn ¼ 0i in the photon-number state representation, which is the vacuum state; in

both cases, there is no photon present beyond the vacuum fluctuations. If the magni-

tude of the complex amplitude is finite, the coherent state is in general a superposition

of fixed-photon-number states, from (5.58) – (5.60):

j�i ¼ e�
1
2j�j

2 X
n

ð�Þnffiffiffiffi
n!
p jni: (5:61)

The photon number probability distribution for a beam in the j�i state with an

intensity:

I ¼ j�j2h�c=L ¼ �n h�c=L; (5:62)

is, from (5.61), the well-known ‘‘Poisson distribution’’:

Pnð�Þ ¼ hnj�ij j2¼ j�j
2n

n!
e�j�j

2

; (5:63)

with the mean photon number, �n � h�jâþâj�i ¼ j�j2, per radiation mode in a

volume of unit cross-sectional area and length L. Note that, from (5.62), for a long

section (L� l) optical wave of duration � ¼ L=c and intensity I, the mean number of

photons per mode per pulse of unit cross-sectional area is equal to:

�n ¼ I �

h�
; (5:64)

as expected.

The physical significance of the coherent state, (5.57) and (5.61), is that, in the limit

of large |�|, it represents a state of the fields approaching that of the classical coherent

electromagnetic wave and � has the meaning of being the complex amplitude of the

classical fields. This fact can, perhaps, best be appreciated qualitatively by looking at a
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n

Figure 5.5. Probability distribution functions (Poisson) of the photon numbers in the coherent
optical states with: j�j ¼ 10, 20, 30, 40, and 50 (from left to right). Note that the area under each
curve is equal to 1.
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few numerical examples based on the Poisson distribution function (5.63), as shown in

Figure 5.5. Five numerical cases are shown corresponding to the j�j2 values of 102, 202,
302, 402, and 502. Although these mean photon numbers per mode are still very small,

the trend is, however, clear from the numerical results. The average photon numbers �n

are indeed equal to the numerical values of j�j2. As the average photon number �n

increases, the numerical results show that, although the uncertainty increases, it

increases far slower than the average photon number. Thus, the uncertainty relative

to the average photon number decreases with increasing average photon numbers.

Indeed, from (5.57), the average photon number is:

�n ¼ j h�jâþâ�j�ij2 ¼ j�j2;

and, from (5.57) and (5.49), the absolute value of the uncertainty in the photon number is:

� n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h�jðâþâÞ2j�i � ðh�jâþâj�iÞ2

q
¼ j�j ¼ ð�nÞ

1
2;

which increases as ð�nÞ1=2. Thus, from the uncertainty relationship between the phase

and the photon number, the phase of the wave, ��, decreases as 
ð �nÞ�1=2 and

becomes better defined and approaches that of a classical coherent wave as the average

photon number increases. On the other hand, the uncertainty in the photon number

relative to the average value of the photon number � n= �n is also equal to

j�j�1 ¼ ð�nÞ�1=2 and decreases as ð �nÞ�1=2. It means that, as the photon number

increases, the intensity of the wave in the j�i state becomes better and better defined

as well, again as in a classical coherent wave.

In conclusion, for large photon numbers, the quantum coherent state approaches

the limit of a classical coherent wave with a well defined phase. The corresponding

intensity of the classical coherent wave is determined by the average photon number

with a small relative uncertainty and the phase of the wave is well defined. In contrast,

the fixed-photon-number state has a probability distribution function that is always a

delta function in the photon number space. In other words, the intensity is specified

with absolute certainty, but the phase is totally uncertain. To describe effects involving

coherent waves with well defined phases quantum mechanically, one should, there-

fore, use the coherent state functions (5.61) as the basis states. This is a relatively new

theory. It is important for understanding the statistical properties of the laser beam

and for the new fields of atom lasers and quantum information science with possible

applications in quantum computing and quantum cryptography.

5.5 Problems

5.1 Show that, for an eigen state of a one-dimensional harmonic oscillator, the

following results are true:

(a) The expectation values of the position and momentum are zero.
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(b) The expectation values of the potential energy and the kinetic energy are

equal.

(c) The uncertainty product of the position and momentum �x�px is equal to

ðnþ 1

2
Þ�h.

5.2 For a one-dimensional harmonic oscillator, give in the basis in which the

Hamiltonian is diagonal the matrix representations of:

(a) the position and momentum operators x̂ and p̂x, respectively;

(b) the operator products âþâ� and â�âþ:

(c) Using the matrices found in (b), show that the commutation relationship

(5.12) is satisfied.

5.3 Show that the wave function of the form given in Eq. (5.32) indeed satisfies the

time-independent Schrödinger equation for the one-dimensional harmonic

oscillator.

5.4 Suppose the harmonic oscillator is initially in a superposition state

jYðt ¼ 0Þi ¼ 1ffiffiffi
2
p ½ j0i þ j1i�, give the expectation value of the position of the

oscillator hxit � hYðtÞjxjYðtÞi as a function of time.

5.5 Verify Eqs. (5.48a), (5.48b), (5.50), and (5.50a).

5.6 Give the Rayleigh–Jeans law and Planck’s law for black-body radiation as func-

tions of wavelength and in units of energy per volume per wavelength-interval,

rather than in terms of frequency as in (5.54) and (5.55). Show explicitly that the

corresponding Rayleigh–Jeans law shows that �bðlÞ dl is proportional to l�4 in
the wavelength-space and, therefore, diverges in the ultraviolet limit l! 0.
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6 The hydrogen atom

The hydrogen atom is the Rosetta stone of the early twentieth century atomic physics.

The attempt to decipher its structure and properties led to the development of

quantum mechanics and the unraveling of many of the mysteries of atomic, molecu-

lar, and solid state physics, and a good deal of chemistry and modern biology. Unlike

the various one-dimensional model problems that we have been studying in the

previous chapters, the hydrogen atom is a real physical system in three dimensions.

It consists of an electron moving in a spherically symmetric potential well due to

the Coulomb attraction of the positively charged nucleus. In three dimensions,

the electron is not constrained to move linearly. It can execute orbital motions

and, thus, has angular momentum. Not only is the total energy of the electron in

the atom quantized, its angular momentum also has interesting and unexpected

quantized properties that cannot possibly be understood on the basis of classical

mechanics and electrodynamics. They are, however, the natural and necessary con-

sequences of the basic postulates of quantum mechanics, as will be shown in this

chapter.

According to classical mechanics and electrodynamics, it is not possible to have a

stable structure consisting of a small positively charged nucleus at the center of an

electrically neutral atom with an electron sitting in its vicinity. For the electron not to

be attracted into the positive charge, it must be orbiting around the nucleus so that the

centrifugal force will counter the Coulomb attraction of the nucleus and maintain a

constant electron orbit. Yet, if the electron is orbiting, it is being accelerated and must

radiate and lose energy according to classical electrodynamics. Losing energy means it

will slow down and eventually collapse into the nucleus. Thus, if quantum mechanics

is to provide an explanation of how the electron and the nucleus can form a stable

atom, it must show that the Coulomb potential well centered on the positively charged

nucleus has stationary bound states with finite binding energies for the electron to

occupy.

6.1 The Hamiltonian of the hydrogen atom

The model of the hydrogen atom being considered consists of an electron of negative

charge �e (4.803� 10�10 esu) and mass me (0.91� 10�27g) and a nucleus with a

positive charge of þ e and a much larger mass M equal to 1836 times me. Both are
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assumed to be point particles of infinitely small size. This two-particle (electron of

massme and nucleus ofmassM) problem can be converted into a one-particle problem

by considering the motion of the electron relative to that of the nucleus in the center-

of-mass frame of the two particles according to the principles of classical mechanics.

In this frame, the electron of mass me is replaced by a particle of ‘‘reduced mass’’

� � Mme

Mþme
moving relatively to a nucleus at rest and fixed at the origin (0, 0, 0) of, for

example, a spherical coordinate system (r, � ,� ). To simplify the notation, in the

following discussion of the hydrogen atom, we simply use ‘m’ (�me for M� me) in

place of the reduced mass � .

The potential energy V(r) of the electron due to the Coulomb attraction of the

nucleus in free space is (unrationalized cgs units, "0¼ 1):

VðrÞ ¼ � e2

r
: (6:1)

The corresponding Hamiltonian and the time independent Schrödinger equation are:

ĤYEðr; �; �Þ ¼ � �h2

2m
r2 þ VðrÞ

� �
YEðr; �; �Þ ¼ EYEðr; �; �Þ; (6:2)

which in the spherical coordinate system is:

� �h2

2m

1

r2
@

@r
r2

@

@r

� �
þ 1

r2 sin2 �

@

@�
sin �

@

@�

� �
þ 1

r2 sin2 �

@2

@�2

� �
� e2

r

� �
YEðr; �; �Þ

¼ EYEðr; �; �Þ: ð6:3Þ

The boundary conditions on the eigen functions are thatYEðr; �; �Þmust be finite and

single valued at any spatial point (0 � r, 0 � � � p, 0 � � � 2p). Since jYEðr; �; �Þj2 is
the probability distribution function corresponding to a bound state, it must be square

integrable to unity, i.e. normalizable:
RRR
jYEðr; �; �Þj2r2dr sin �d�d� ¼ 1.

At this point, one can proceed to solve the time-independent Schrödinger equation

(6.3) by the standard method of separation of variables and find the eigen functions

and eigen values. It will, however, involve a great deal of mathematical details without

offering much insight. We will postpone doing so until Section 6.3. Instead, we will try

to reach some conclusions about the angular momentum properties first. The results

will greatly facilitate the solution of (6.3) later.

6.2 Angular momentum of the hydrogen atom

The theory of angular momentum plays a crucial role in the understanding of

the structure and properties of atoms, molecules, and solids. The hydrogen atom is a

simple model with which to introduce some of the elementary concepts of the theory.
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The classical expression of the orbital angular momentum of a point particle is:
~L ¼~r�~p. Therefore, the corresponding quantum mechanical operator in the

Schrödinger representation is:

~̂L ¼ ~̂r� ~̂p ¼ ~̂r� ð�i�hrÞ; (6:4)

or

L̂x ¼ �i�h y
@

@z
� z

@

@y

� �
; (6:4a)

L̂y ¼ �i�h z
@

@x
� x

@

@z

� �
; (6:4b)

L̂z ¼ �i�h x
@

@y
� y

@

@x

� �
: (6:4c)

A total orbital angular momentum operator can also be defined and it is:

L̂2� L̂2
xþ L̂2

yþ L̂2
z : (6:5)

It follows from (2.11a & b) and (6.4a, b, c) that the components of the orbital angular

momentum operator satisfy the cyclic commutation relationships:

½L̂x; L̂y� ¼ i�h L̂z; ½L̂y; L̂z� ¼ i�h L̂x; ½L̂z; L̂x� ¼ i�h L̂y; (6:6)

and

½L̂2; L̂x � ¼ 0; ½ L̂2; L̂y � ¼ 0; ½ L̂2; L̂z � ¼ 0: (6:7)

Note that, instead of the x and y components of the orbital angular momentum, we

can also define a right and a left circular component in the (xy) plane of the angular

momentum as:

L̂þ ¼ L̂x þ iL̂y and L̂þ ¼ L̂x � iL̂y: (6:8)

The corresponding commutation relations are:

½L̂z; L̂þ� ¼ �h L̂þ; ½L̂z; L̂��¼��h L̂�; ½L̂þ; L̂�� ¼ 2�h L̂z; (6:9)

and

½ L̂2; L̂��¼ 0: (6:10)

These commutation relations have the very important implication that the total

orbital angular momentum of the electron can be specified simultaneously with

one and only one of the three components of the orbital angular momentum, because
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of (6.6), (6.7), and (6.9), but the choice of which one is arbitrary. The chosen com-

ponent is the one in the direction of an arbitrarily chosen ‘‘axis of quantization,’’ for

reasons that will become clear later. By convention, the z axis is usually chosen

arbitrarily as the axis of quantization. With this choice, it means physically that, in

general, the magnitude of a finite orbital angular momentum vector of the electron

and its projection along the axis of quantization can be precisely specified, but its

particular direction in the xy plane can not be specified, because the x and y compon-

ents of the vector are totally uncertain. Thus, the orbital angular momentum vector

must lie on the surface of a cone with the axis of quantization as the symmetry axis and

its apex at (0, 0, 0). The cosine of the half-apex angle is equal to the ratio of the

projection of the vector along the symmetry axis to the magnitude of the angular

momentum vector. Amore detailed discussion of this point will be given later when we

show that both the magnitude of this vector and its projection along the axis of

quantization are quantized. It should be pointed out, however, if the particle is in

the particular state where it does not possess any angular moment, then all three

components can be specified as precisely zero with certainty (see, for example, the

discussion immediately following (2.12)).

Knowing that the total orbital angular momentum and its projection along the axis

of quantization can be specified precisely at the same time means that the electron can

be in a state that is a simultaneous eigen state of L̂2 and L̂z. Let us first find the eigen

states and eigen values of L̂z, which in the Schrödinger representation in the spherical

coordinate system is, from (6.4c), simply:

L̂z ¼ �i�h
@

@�
: (6:11)

The corresponding eigen value equation is:

L̂z�‘zð�Þ ¼ ‘z�‘zð�Þ; (6:12a)

or

� i�h
@

@�
�‘zð�Þ ¼ ‘z�‘zð�Þ; (6:12b)

Since the general boundary condition on the wave functions is that they must be finite

and single-valued at any spatial point, the value of the wave function at any value of �

and ð�þ 2NpÞ, where N is an integer¼�0,�1,�2,�3, . . . , must be the same, or

more explicitly:

�‘zð�Þ ¼ �‘zð�þ 2NpÞ: (6:13)

To satisfy (6.12b), �‘zð�Þ must be of the form:

�‘zð�Þ ¼ Ce
i‘z
�h �: (6:14)
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To satisfy the boundary condition (6.13), the eigen value must be:

‘z ¼ m‘�h; where m‘ ¼ 0;�1; �2; �3; . . . ; (6:15)

therefore, the corresponding normalized eigen function of L̂z, or the ‘‘azimuthal

angular momentum,’’ must be of the form:

�m‘
ð�Þ ¼ 1ffiffiffiffiffiffi

2p
p eim‘�: (6:16)

These results have profound physical implications: Eqs. (6.12a) and (6.15) show

that the z component of the orbital angular momentummust be quantized and in units

of ��h. This is a concept that is totally absent in classical mechanics. Historically, the

conjecture by Bohr and Sommerfeld that the angular momentum of the atom might

have to be quantized was one of the first hints from Nature that a totally new kind of

physics might be needed to understand the structure of atoms. From the point of view

of quantum mechanics, the reason the azimuthal angular momentum must be quant-

ized is that the corresponding eigen state of the electron is a de Broglie wave circulating

in the � direction around the axis of quantization, as shown in Eqs. (6.14). Because

the wave function must be single-valued in space, it must satisfy a periodic boundary

condition on � as in (6.13). Much like the reason why the linear momentum of a

particle in a box must be quantized because of the boundary conditions at the walls

defining the spatial region to which the particle is confined, the boundary condition

relating the value of �(� ) at � ¼ 0 and 2p leads to the quantization of the angular

momentum. The reason it is quantized in units of ��h is related to the basic commu-

tation relationships, (2.11 a & b), and can be viewed as a consequence of Heisenberg’s

uncertainty principle. Note that there is also a very subtle point involving the analogy

between the quantization of the angular momentum and the linear moment of a

particle in a box. In the case of a particle in a box of impenetrable walls, the quantized

linear momentum has an uncertainty associated with it because the wave function is

defined only within the box of finite width. For the angular momentum, the boundary

condition (6.13) is a periodic one with no restriction on the value of � , which can be

from�1 toþ1, not just from 0 to 2p . It means that the uncertainty in � is unlimited

and, hence, the corresponding azimuthal angular momentum can have sharply

defined quantized values of m �h. All this may sound a little bizarre from the view

point of classical mechanics. Yet, as we will see later, all these predictions based on

quantum mechanics agree perfectly well with numerous results of the most sophisti-

cated experiments, while classical mechanics would have missed all of it.

We can now try to find the simultaneous eigen state of the operators L̂2 and L̂z,

which must be a function of both � and � . Let us designate such an eigen function by

YLð�; �Þ. It must satisfy the eigen value equation:

L̂2YLð�; �Þ ¼ L2YLð�; �Þ (6:17)
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with the corresponding eigen value L2, which is a number yet to be determined. In the

spherical coordinate system, (6.17) becomes:

��h2 1

sin �

@

@�
sin �

@

@�
þ 1

sin2 �

@2

@�2

� �� �
YLð�; �Þ ¼ L2YLð�; �Þ: (6:18)

SinceYLð�, �Þ is a simultaneous eigen function of L̂z and L̂
2, it must be proportional to

the eigen function of L̂z, or�m‘
ð�Þ, and the proportionality factormust be independent

of � but a function of � only. Thus, YLð�, �Þ must depend on m‘ and must be

separable into products of two factors, one involving � only, and the other

involving � only:

YLm‘
ð�; �Þ ¼ �Lm‘

ð�Þ�m‘
ð�Þ: (6:19)

Substituting (6.16) and (6.19) into (6.18) gives the eigen value equation for �Lm‘
ð�Þ:

1

sin �

@

@�
sin �

@

@�
� m2

‘

sin2 �

� �
YLm‘

ð�; �Þ ¼ �L2

�h2
YLm‘

ð�; �Þ: (6:20)

Here again, just like in the case of Schrödinger’s equation for the harmonic oscillator

considered in Chapter 5, we have a differential equation with complicated variable

coefficients. Fortunately, this differential equation is related to the Legendre equation

and its solutions are well known as the ‘‘spherical harmonics.’’ There is no need for us to

‘‘reinvent the wheel’’ here. We will just quote the known results, and discuss their

physical significance. It is well known that Eq. (6.20) will only have solutions that

satisfy the boundary condition that the wave functions are finite and single-valued

everywhere spatially, if the eigen values are of the form:

L2 ¼ ‘ð‘þ 1Þ�h2; (6:21)

where the orbital angular momentum is quantized and the orbital quantum number

‘ is equal to:

‘ ¼ 0; 1; 2; 3; . . . ; (6:22)

and the magnitude of the azimuthal quantum numberm‘ in (6.15) and (6.16) is limited

to less than or equal to ‘:

m‘j j ¼ 0; 1; 2; 3; :::�‘: (6:23)

The corresponding eigen functions are proportional to the well-known associated

Legendre functions of the form Pm‘

‘ ðcos �Þ, which are all tabulated. The complete

normalized eigen functions Y‘m‘
ð�, �Þ, with the label in the subscript now changed

from L to ‘, of L̂2 are the spherical harmonics:

Y‘m‘
ð�; �Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2‘þ 1Þð‘�m‘Þ!

4pð‘þm‘Þ!

s
ð�1Þm‘Pm‘

‘ ðcos �Þe
im‘�; (6:24)
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thus,

L̂2Y‘m‘
ð�; �Þ ¼ ‘ð‘þ 1Þ�h2Y‘m‘

ð�; �Þ; (6:25)

L̂zY‘m‘
ð�; �Þ ¼ m‘�hY‘m‘

ð�; �Þ; (6:26)

and

Z2p

0

Zp

0

Y‘m‘
ð�; �ÞY‘0 m0

‘
ð�; �Þ sin � d� d� ¼ �‘‘0�m‘m

0
‘
: (6:27)

The associated Legendre function can be generated from the Legendre polynomial

Pm‘

‘
ð�Þ defined as follows:

Pm‘

‘
ð�Þ ¼ 1

2‘‘!
ð1� �2Þ

m‘
2
@ ‘þm‘

@�‘þm‘
ð�2 � 1Þ‘; (6:28)

where � ¼ cos � and ‘ is a positive integer 0, 1, 2, . . . The associated Legendre function

and the spherical harmonics are all well-known and tabulated. The first few of the

associated Legendre functions are:

P0
0ð�Þ ¼ 1; P0

1ð�Þ ¼ �; P1
1ð�Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2;

p

P0
2ð�Þ ¼

1

2
ð3�2 � 1Þ; P1

2ð�Þ ¼ 3�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p
; P2

2ð�Þ ¼ 3ð1� �2Þ: (6:28a)

The first few spherical harmonics are listed in Table 6.1.

Table 6.1. Examples of spherical harmonics Y‘m‘
(�, �)

Y00 ¼
1ffiffiffiffiffiffi
4p
p ; Y10 ¼

ffiffiffiffiffiffi
3

4p

r
cos � ¼

ffiffiffiffiffiffi
3

4p

r
z

r
;

Y1�1 ¼ 	
ffiffiffiffiffiffi
3

8p

r
e�i� sin � ¼ 	

ffiffiffiffiffiffi
3

8p

r
x� iy

r
;

Y20 ¼
ffiffiffiffiffiffiffiffi
5

16p

r
ð3 cos2 �� 1Þ ¼

ffiffiffiffiffiffiffiffi
5

16p

r
2z2 � x2 � y2

r2
;

Y2�1 ¼ 	
ffiffiffiffiffiffi
15

8p

r
e�i� cos � sin � ¼ 	

ffiffiffiffiffiffi
15

8p

r
ðx� iyÞz

r2
;

Y2�2 ¼
ffiffiffiffiffiffiffiffi
15

32p

r
e�i2� sin2 � ¼

ffiffiffiffiffiffiffiffi
15

32p

r
ðx� iyÞ2

r2
:
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A word about the parity of the spherical harmonics. By inverting the coordinate

axes through the origin ~r! �~r, or through the transformation �! �þ p and

�! p� �, it can be shown on the basis of (6.16), (6.24), and (6.28) that the spherical

harmonics transform as Y‘m‘
ð�; �Þ ! ð�1Þ‘Y‘m‘

ð�; �Þ. Therefore, the parity of the

spherical harmonics is even or odd according to whether ‘ is even or odd.The parity

of the stationary states of the atom will have interesting consequences in the con-

sideration of the interaction of atoms with electromagnetic fields, as will be discussed

later. It is, therefore, of fundamental importance to such applications as the optical

absorption or emission process.

In working with the eigen value equations and the functions of L̂2 and L̂z, the more

efficient and compact Dirac’s notation is often used. Thus, Eqs. (6.25)–(6.27) can also

be written as:

L̂2j‘m‘i ¼ ‘ð‘þ 1Þ�h2j‘m‘i; (6:25a)

L̂zj‘m‘i ¼ m‘�hj‘m‘i; (6:26a)

and

h‘m‘j‘0m0‘i ¼ �‘‘0�m‘m
0
‘
: (6:27a)

As is obvious, much of the information that is superfluous and repeated, such as the

symbols Y, �, �, and the complicated integral, is not shown in Dirac’s notation. In the

same notation, the matrix representations in which L̂2 and L̂z are diagonal are simply:

h‘m‘jL̂2j‘0m0‘i ¼ ‘ð‘þ 1Þ�h2�‘‘0�m‘m
0
‘
; (6:29)

and

h‘m‘jL̂zj‘0m0‘i ¼ m‘�h�‘‘0�m‘m0
‘
: (6:30)

It can be shown from the properties of the spherical harmonics that the corresponding

matrix representations of the circular components of the angular momentum oper-

ator, L̂þ and L̂� defined in (6.8), are:

h‘m‘jL̂�j‘0m0‘i ¼ ½ð‘	m‘Þð‘�m‘ þ 1Þ�
1
2�h�‘‘0�m‘;ðm0‘�1Þ: (6:31)

Note that L̂þ and L̂� have the same general form as the creation and annihilation

operators âþ and â� defined in connection with the harmonic oscillator problem

studied in Chapter 5. Indeed, they have the same physical implications: L̂þ and L̂�
applied to the state j‘m‘i change it into a state with one more or one fewer �h of

azimuthal angular momentum, respectively, in its projection along the axis of

quantization.

These results on the eigen states of L̂2 and L̂z give specific information on the

orbital motion of the electron in the hydrogen atom. The length of the orbital angular
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momentum vector of the electron and its projection on the axis of quantization must

be quantized according to Eqs. (6.25) and (6.26). The vectors themselves must lie on

the surfaces of cones centered on the axis of quantization with specific apex angles

2�‘m‘
depending on the quantum numbers ‘ and m‘ : �‘m‘

¼ cos�1 m‘ffiffiffiffiffiffiffiffiffiffi
‘ð‘þ1Þ
p , as shown in

Figure 6.1. For each set of ‘ and m‘ values, the projection of the angular momentum

vector ~L in the xy plane is always independent of � and, therefore, the vector has equal

probability of being in any particular direction.

6.3 Solution of the time-independent Schrödinger equation
for the hydrogen atom

With the eigen value equations for L̂2 and L̂z solved and the corresponding eigen

functions and eigen values at hand, the solution of the time-independent Schrödinger

equation for the hydrogen atom is greatly simplified. By making use of Eq. (6.20), the

corresponding Hamiltonian, (6.3), can also be written as:

Ĥ ¼ � �h2

2m

1

r2
@

@r
r2

@

@r

� �
� L̂2

�h2r2

" #
� e2

r
: (6:32)

Thus,

½Ĥ; L̂2� ¼ 0; ½Ĥ; L̂z� ¼ 0; (6:33)

and the simultaneous eigen functions of L̂2 and L̂z must be simultaneously the eigen

functions of the Hamiltonian, Ĥ, also. This means that all the results we have obtained

in the previous section (6.2) on the orbital angular momentum apply also to the

stationary states of the hydrogen atom, and the magnitude and one component of

z

x
mh

z

x

(a) (b)
√�

(�
+1

)h

90°
θ

Figure 6.1. (a) An orbital angular momentum vector ~L of length
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
‘ð‘þ 1Þ

p
�h with its projection

m�h on the axis of quantization, the z-axis. (b) Orbital angular momentum vectors ~L
corresponding to the ‘ ¼ 1 and m‘ ¼ �1 and 0 states are uniformly distributed over the

surfaces of cones centered on the z-axis with an apex angle of 900 and the circular plane-
surface in the (xy)-plane, respectively.
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the orbital angular momentum are constants of motion. The solutions, YEðr; �; �Þ, of
the Schrödinger equation:

� �h2

2m

1

r2
@

@r
r2

@

@r

� �
� L̂2

�h2r2

" #
� e2

r

( )
YEðr; �; �Þ ¼ EYEðr; �; �Þ (6:34)

must then be proportional to Y‘m‘
ð�; �Þ and of the form:

YEðr; �; �Þ ¼ REðrÞY‘m‘
ð�; �Þ: (6:35)

Substituting (6.35) into (6.34) shows that the ‘‘radial wave function’’ RE(r) and E

depend on the quantum number ‘ and satisfy the equation:

� �h2

2m

1

r2
@

@r
r2

@

@r

� �
@

@r
� ‘ð‘þ 1Þ

r2

� �
� e2

r

� �
RE‘
ðrÞ ¼ E‘RE‘

ðrÞ: (6:36)

Again, this is an ordinary differential equation with variable coefficients and can be

solved by the standard method of power series expansion. It has been solved by

mathematicians years ago and the solutions are now well known. There is no point

in repeating the steps here. We will simply quote the results and concentrate on its

physical implications.

First, the eigen value E‘ is independent of the azimuthal quantum number m‘.

Therefore, the energy level E‘ is degenerate with ‘‘ð2‘þ 1Þ-fold orbital degeneracy.’’

Physically, this spatial degeneracy is due to the fact that, because the probability

distribution functions of the electron in all these j‘m‘i states are independent of the
azimuthal angle �, the potential energy of the electron in the spherical Coulomb

potential of the nucleus can not be different for these states. The kinetic energy of

these (2‘þ 1) states are also the same because they all have the same orbital quantum

number ‘. It is, therefore, expected that these states would have the same total energy

and must be degenerate. Such a (2‘þ 1)-fold degeneracy is call ‘‘normal degeneracy’’;

it is a consequence of the spherical symmetry of the atom. For the particular case of

Coulomb potential of the form �e2=r, but not for spherical potential of any other

form, it so happens that mathematically the eigen value E‘ is also independent of

orbital quantum number ‘. Thus, for the hydrogenic model that includes only the

Coulomb interaction between the electron and the nucleus, the energy levels are also

degenerate with respect to the orbital angular momentum quantum number ‘. This

degeneracy is called ‘‘accidental degeneracy.’’ This accidental degeneracy of the

hydrogen atom will be removed when other smaller effects that are neglected in the

simple model used here are taken into account.

In an atom, the electron is bound to the nucleus. Of particular interest here are the

‘‘bound states’’ of the atom in which the electron energy is negative relative to that of a

free electron, so that it is confined within the Coulomb potential well of the electron in

the presence of the positively charged nucleus. These are analogous to the bound states
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of a finite square well potential case considered in Section 4.4. Solving Eq. (6.36) by the

standard method of power series expansion shows that the Hamiltonian of the

hydrogen atom has negative quantized eigen values:

En ¼ �
�h2

2ma20n
2
¼ E1

n2
; (6:37)

where a0 �
�h2

me2
is the ‘‘Bohr radius’’ and is equal to 0.529 A

o

. E1 is the ground-state

energy of the hydrogen atom. Furthermore, the ‘‘principal quantum number’’

n ¼ 1; 2; 3; . . . ;1, and the orbital quantum number ‘ now must be less than or

equal to (n� 1), or ‘ ¼ 0; 1; 2; 3; . . . ðn� 1Þ, so that the corresponding eigen functions

Yn‘mðr; �; �Þ are finite for all values of r 
 0 and square integrable from r¼ 0 to1 .

These are the bound states of the hydrogen atom. Note the interesting similarities, and

the differences, of the form of the quantized energies of the Coulomb potential well

case, (6.37), with that of the infinite square well potential case given in (4.26). Here the

n2 term appears in the denominator ofEn rather than in the numerator as in (4.26), and

the Bohr radius plays the role of d/p in the square well potential case. Thus, the

quantized energy levels for the hydrogen atom come closer and closer together rapidly

as the energy increases and merge into a continuum at E1 ¼ 0 and above, as we

anticipated previously on the basis of the quantized energy level structure of the simple

square-well potential model discussed in Section 4.4.

Each of the bound states is specified by three ‘‘quantum numbers’’: jn; ‘;m‘i. Thus,
each energy level corresponding to the principal quantum number n has a total of

Xn�1
‘¼0
ð2‘þ 1Þ ¼ n2

fold orbital degeneracy. The zero energy level En¼ 0, for the state n¼ 1 , is the

‘‘ionization limit’’ of the atom. For E > 0, the electron has a positive kinetic energy

relative to the ionization limit throughout three-dimensional space in the presence of a

positively charged hydrogen ion.

Numerically, the ground-state (n¼ 1) energy E1 of the hydrogen atom is –13.6 eV

(1eV ¼ 1:6019� 10�12erg) below the ionization limitE1¼ 0. In other words, it takes a

minimum of this amount of energy to free the electron from a hydrogen atom in its

ground state. Since this minimum eigen value of the Hamiltonian is negative but finite,

the electron can remain in this stable stationary ground state forever and never

collapse into the nucleus. According to classical mechanics, this is not possible.

Quantum mechanically, it is.

The r-dependent part of the eigen function or the normalized radial wave function

Rn‘ðrÞ is related to the so-called ‘‘associated Laguerre functions,’’ L2‘þ1
nþ‘ ð�Þ:

Rn‘ðrÞ ¼ An‘e
��=2 �‘L2‘þ1

nþ‘ ð�Þ;

where � � 2
na0

r, and An‘ is a normalization constant. The details of the derivation and

the exact general forms of L2‘þ1
nþ‘ ð�Þ and this normalization constant are not important
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except in detailed numerical work. When needed, they can always be found in the

literature. For the present discussion, it ismore informative to see a few explicit examples

and consider their physical implications. The first few Rn‘ðrÞ are listed in Table 6.2.

6.4 Structure of the hydrogen atom

Knowing the energy eigen values and eigen functions of the hydrogen atom, we can

now describe and show schematically some of the structural properties of the atom in

its ground and excited states.

First, the energy levels of the hydrogen atom relative to the Coulomb potential are

shown qualitatively in Figure 6.2, and the various orbital degenerate states for each

energy level are shown in Figure 6.3.

As a matter of notation, the orbital angular momentum states with ‘ ¼ 0, 1, 2, 3,

4, 5, 6, . . . were often referred to by the spectroscopists as the s (for ‘‘sharp’’), p (for

‘‘principal’’), d (for ‘‘diffused’’), f (for ‘‘fundamental’’), g, h, i, . . . states, respectively,

before quantum mechanics was fully developed; this is now a widely used convention.

For example, the | n¼ 1, ‘ ¼ 0i and jn ¼ 3, ‘ ¼ 2i levels are commonly referred to as

the 1s and 3d levels, respectively.

Table 6.2. Examples of normalized radial wave
functions Rn‘ðrÞ of the hydrogen atom

R10ðrÞ ¼ a
�3=2
0 2e�r=a0

R20ðrÞ ¼ ð2a0Þ
�3=22 1� r

2a0

� 	
e�r=2a0

R21ðrÞ ¼ ð2a0Þ
�3=2 1ffiffi

3
p r

a0
e�r=2a0

R30ðrÞ ¼ ð3a0Þ
�3=2 2 1� 2

3
r
a0
þ 2

27
r
a0

� 	2� �
e�r=3a0

R31ðrÞ ¼ ð3a0Þ
�3=2 4

ffiffi
2
p

3
r
a0

1� r
6a0

� 	
e�r=3a0

R32ðrÞ ¼ ð3a0Þ
�3=2 2

ffiffi
2
p

27
ffiffi
5
p r

a0

� 	2
e�r=3a0
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Note that the 2s and 2p levels of the hydrogen atom are degenerate accidentally

because of the particular form of the Coulomb potential in the simple model used for

the atom. For other forms of spherically symmetric potentials, the energy eigen values

will depend on the orbital angular momentum quantum number ‘ and this accidental

degeneracy will be lifted. In addition, even in the case of Coulomb potential, if such

subtle and small effects as, for example, the relativistic corrections and other correc-

tions due to the interaction of the electron with its own field (‘‘Lamb shift’’) (see, for

example, Bethe and Jackiw (1986)) are taken into account, there is a small shift of the

2p from the 2s level. Such considerations go beyond the scope of this book.

Continuum (E > 0)

n

1
s

p

d
f

g

0 1 2

5
4
3

2

3 4

En

0.00

–0.25

–0.50

–0.75

–1.00

�

Figure 6.3. Schematic of the energy Levels and orbital degenerate states of the hydrogen atom
(En in units of 13.6 eV).

r

V (r )

E1

E2

E3

Figure 6.2. Schematic of the Quantized Energy Levels of a Coulomb Potential Well.
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Due to the spherical symmetry of the Coulomb potential, the states with different

m‘ values but the same n and ‘ values are normally degenerate. This model neglects,

however, the effects of the spinning motion of the electron. If the additional magnetic

interaction between the spinning and the orbital motions of the electron is taken into

account, this normal degeneracy also will be lifted, partially at least. Thus, for exam-

ple, the 2p level of hydrogen will further split into two groups of states with different

total spin–orbit coupled angular momentum values, as will be shown in Section 6.5.

The probability distribution of the electron in various stationary states depends on

the wave function Yn‘m‘
ðr, �, �Þ ¼ Rn‘ðrÞY‘m‘

ð�, �Þ of the hydrogen atom. In the

lowest energy state, or the ground-state Y100ðr, �, �Þ, Y00ð�, �Þ is spherically sym-

metric and independent of � and �. The probability of finding the electron in the

spherical shell between r and rþ dr is:

Z2p

0

Zp

0

R10ðrÞj j2r2dr sin � d� d� ¼ 4p R10ðrÞj j2r2dr;

which is shown schematically in Figure 6.4. It can be shown that the peak of this

distribution function is exactly at the Bohr radius r¼ a0. The electron in the stationary

ground state can, therefore, be qualitatively visualized as being angularly uniformly

distributed in some sort of spherical shell of radius a0 around the nucleus in the

hydrogen atom. Also, quantum mechanically, in the ground state ‘ ¼ 0 and there is

no orbital angular momentum.

The probability distribution functions Rn‘ðrÞj j2r2 corresponding to some of the

radial wave functions of the hydrogenic states jn, ‘, m‘i tabulated in Table 6.1 are

shown in Figure 6.4. Note that the major peaks and average values of the distribution

functions of the states with the same principal quantum number tend to cluster around

each other and fall within the same general shell region radially. Within each such a

shell, however, the distribution functions for states with different angular momentum

quantum numbers ‘ andm‘ are very different. A few examples of the angular depend-

ence of some of these are shown schematically in Figure 6.5.

In the chemistry literature, the wave functions are often referred to as the ‘‘orbi-

tals,’’ since they describe the orbital motions of the electrons in the atoms. Thus, the

distribution functions shown in Figure 6.5 correspond to the s orbital and the pz and

the p�1 orbitals. Note that the donut-shaped probability distribution functions corre-

sponding to the p�1 orbitals are independent of the azimuthal angle �. We can also

form px and py orbitals from the linear combinations of the p�1 orbitals:

jpxi ¼ �
1ffiffiffi
2
p ðjpþ1i � jp�1iÞ and jpyi ¼ iðjpþ1i þ jp�1iÞ (6:38)

In this case, the probability distribution functions for the px and py orbitals have

exactly the same shape as that for the pz orbital except that they are now pointed in the

x and y directions, respectively, rather than in the z direction as in the former case. The

shapes and the orientations of the atomic orbitals are of fundamental importance in
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determining the basic structures and properties of molecules and solids formed from

the constituent atoms, as we shall see later.

One can also gain some degree of qualitative understanding of the properties of the

orbital angular momentum of the atom on the basis of the geometry of the wave
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Figure 6.4. Examples of the radial probability distribution functions of the 1s, 2s, 2p, 3s, 3p and
3d states of the hydrogen atom.
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Figure 6.5. Examples of the angular dependence of the probability distribution functions

Y‘m‘
ð�, �Þj j2: (a) ‘ ¼ 0, m‘ ¼ 0; (b) ‘ ¼ 1, m‘ ¼ 0; (c) ‘ ¼ 1, m‘ ¼ �1, in this case the cross

sections of the donut-shaped Y1,�1ð�, �Þj j2 in the xz– and yz– planes are shown.
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functions. The probability distribution function corresponding to the s-state is spherically

symmetric. An electron in such a state cannot be moving in any orbital trajectory, or

posses any orbital angular momentum. Thus, the orbital angular momentum quantum

number ‘ and themagnitude of the corresponding angularmomentumvector
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
‘ð‘þ 1Þ

p
�h

are expected to be zero. The kinetic energy of the electron in the ground state is, therefore,

due to the radial motion of the electron trapped in the Coulomb potential well.

For the p states, the magnitude of the orbital angular momentum is equal to
ffiffiffi
2
p

�h.

For the p�1 orbitals, the projections along the z axis are ��h. The projections of the

angular momentum vectors in all directions in the xy-plane are equally probable, as

shown in Figure 6.1. This is qualitatively consistent with the probability distributions

of the corresponding electron orbits shown in Figure 6.5(c).

For the p0 orbital, the orbital angular momentum is also finite and equal to
ffiffiffi
2
p

�h, but

the projection of the angular momentum vector along the z axis is zero, and the

corresponding projection in the xy plane has equal probability of pointing in any direc-

tion, as shown in Figure 6.1. Thus, the electron must be orbiting around the nucleus

at a distance in planes that contain the z axis but can have any orientation. Thus,

qualitatively, the probability distribution function of the electron must be centered

on the z axis with azimuthal symmetry in the form shown in Figure 6.5(b).

For the higher excited eigen states of the atom, the wave functions are more

complicated spatially. Extending the kind of semi-classical qualitative reasoning

given above beyond the simple s and p states to such higher excited states is of

questionable validity and usefulness.

6.5 Electron spin and the theory of generalized angular momentum

If an electron is assumed to be a point particle of infinitely small size, it cannot have

any spin angular momentum, according to classical mechanics. It is, therefore, not

possible to describe the dynamics of the electron spinning motion quantummechanic-

ally on the basis of Schrödinger’s representation embodied in Corollary 1 of Postulate

2 (Section 2.2). On the other hand, there are numerous well established experimental

observations that could only be understood if an electron has an intrinsic spin.What is

implied in the current understanding of the electron is that, although its size is too

small to be characterized, its magnetic effects due to its spinning motion are experi-

mentally observable and can be characterized quantum mechanically. Therefore, the

quantum theory of atomic particles must be expanded to accommodate the existence

of spin angular momentum ~S. For this purpose, a generalized angular momentum

vector ~J, represented by the operator ~̂J , is introduced which includes both the orbital

angular momentum and the spin angular momentum.

Since the generalized angular momentum can also represent only the orbital

angular momentum, its components must satisfy the same cyclic commutation rela-

tions (6.6) as the orbital angular momentum:

½Ĵx; Ĵy� ¼ i�h Ĵz; ½Ĵy; Ĵz� ¼ i�h Ĵx; ½Ĵz; Ĵx� ¼ i�h Ĵy: (6:39)
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The magnitude of the generalized angular momentum Ĵ is by definition:

Ĵ2� Ĵ2x þ Ĵ2y þ Ĵ2z : (6:40)

A right and a left circular component in the xy plane of the generalized angular

momentum can also be defined as:

Ĵþ ¼ Ĵx þ iĴy and Ĵ� ¼ Ĵx � iĴy: (6:41)

In addition,

½Ĵ2; Ĵx� ¼ 0; ½ Ĵ2; Ĵy� ¼ 0; ½Ĵ2; Ĵz � ¼ 0; (6:42)

½Ĵz; Ĵþ� ¼ �h Ĵþ; ½Ĵz; Ĵ�� ¼ ��h Ĵ�; ½Ĵþ; Ĵ�� ¼ 2�h Ĵz; (6:43)

and

½ Ĵ2; Ĵ��¼ 0: (6:44)

The cyclic commutation relations (6.39), the sum rules (6.40), and (6.44) can be

used as the basis for defining a generalized angular momentum operator ~̂J. Any three

operators that satisfy the cyclic commutation relations (6.39) can be defined as the

three Cartesian components of an equivalent generalized angularmomentum vector ~̂J.

This operator vector gives the angular momentum properties of the particle. This

definition certainly applies to the orbital angular momentum operators. In addition, it

includes the spin angular momentum of the particle for which there is no

Schrödinger’s representation of the form (6.4).

At this point, it may not be obvious what has been gained by introducing the

concept of the generalized angular momentum beyond what is already known about

the orbital angular momentum. The key difference, and a powerful one at that, is that

the eigen values of ~̂J 2 and ~̂Jz as defined by (6.39) and (6.40) are jð jþ 1Þ�h2 and

mj�h, respectively, where j and mj now include half integers; therefore:

j ¼ 0, 1=2, 1, 3=2, 2, . . . and mj¼ � j ,� jþ 1 ,� jþ 2, . . . j� 2, j � 1, j : The for-

mal mathematical proof of this important result is somewhat involved. It would be

an unproductive diversion from the discussion here to go into it in detail; it can be

found in the literature. (For rigorous mathematical derivations of the properties of the

generalized angular momentum, see, for example, Edmonds (1957)). The physical

consequences of these additional half-integer eigen values are, however, profound, as

we shall see later.

We recall that the results on the eigen values and eigen functions of the orbital

angular momentum operators are obtained by solving the corresponding eigen value

equations in the Schrödinger representation. For a point particle of infinitely small

size, there is no way to write down the spin angular momentum of such a particle
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according to classical mechanics and make use of the recipe given in Corollary 1 of

Postulate 2 (Section 2.2) to arrive at the corresponding eigen value equation in the

Schrödinger representation to begin with. On the other hand, there is no problem in

writing down the corresponding eigen value equations in the operator form or in

Heisenberg’s matrix form:

Ĵ2j jmji ¼ jð jþ 1Þ�h2j jmji; (6:45)

Ĵzj jmji ¼ mj�hj jmji: (6:46)

In the representation in which ~̂J2 and ~̂Jz are diagonal, the matrix representations of the

generalized angular momentum operators are, in analogy with (6.29) to (6.31):

hjmjjĴ2jj0m0ji ¼ jðjþ 1Þ�h2�jj0�mjm
0
j
; (6:47)

hjmjjĴzjj0m0ji ¼ mj�h�jj0�mjm
0
j
; (6:48)

and

hjmjjĴ�jj0mj
0i ¼ ½ðj	mjÞðj�mj þ 1Þ�

1
2�h�jj0�mj;ðmj

0�1Þ; (6:49)

in the Dirac notation.

When the generalized angular momentum of the point particle represents the spin

angular momentum only, the quantum numbers are such that j¼ s and mj¼ms. The

physical implication is that, although the particle size is too small to characterize, its

spin angular momentum has, nevertheless, definite measurable properties. The mag-

nitude of the spin angular momentum vector is equal to
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sðsþ 1Þ

p
�h and its projection

along the axis of quantization, the z–axis, is ms�h. For s ¼ 1=2, the magnitude of the

spin-1/2 vector is equal to
ffiffi
3
p

2 �h, and Sz is either up or down:þ�h=2 or��h=2. ‘‘Spin-1/2’’
particles are of great fundamental importance, for they include such elementary

particles as electrons, protons, neutrons, etc. that are collectively termed ‘‘fermions.’’

Thematrix representations of the spin angular momentum operators Ŝx, Ŝy, Ŝz and

Ŝ2 of the spin-1/2 particle in the representation in which Ŝ2 and Ŝz are diagonal are:

Ŝ
2 ¼

3
4 0

0 3
4

 !
�h2; Ŝz ¼

1
2 0

0 � 1
2

 !
�h; Ŝx ¼

0 1
2

1
2 0

 !
�h;

Ŝy ¼
0 � i

2

i
2 0

 !
�h:

(6:50)

The spin matrices are often expressed in terms of the widely used Pauli-matrices

�̂x, �̂y, �̂z by splitting off the �h=2 factor: ~̂S � ~̂�
�h

2
, where

�̂x �
0 1
1 0

� �
; �̂y �

0 �i
i 0

� �
; �̂z �

1 0
0 �1

� �
; (6:51)
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and Ŝ2 � 3�h2

4

� 	
�̂2 � 3�h2

4

� 	
1 0
0 1

� �
. �̂2 is a unit matrix. It can be verified easily that

all these spin matrices or the Pauli-matrices satisfy the commutation relationships

(6.39), (6.40) and (6.42–6.44). The operator representing the spin angular momentum

in an arbitrary direction ~n ¼ cos �x ~xþ cos �y ~yþ cos �z ~z is ~n � ~̂S ¼ ~n � ~̂� �h
2, where:

~n � ~̂�¼ cos �x�̂x þ cos �y�̂y þ cos �z�̂z

¼
cos�z cos �x � i cos �y

cos �x þ i cos �y �cos�z

� �
:

(6:52)

Note that the eigen values of �̂z ¼ 2=�hŜz are simply+1 or –1, and the corresponding

eigen states j s;ms i are: j1=2; 1=2i ¼
1
0

� �
and j 1=2; �1=2 i ¼ 0

1

� �
, corresponding

to the spin-up and spin-down states. Diagonalizing the Pauli-matrix �̂x ¼
2

�h
Ŝx gives

again the eigen values +1 and –1. It means that measurement of the x component of

the spin angular momentum of the spin-1/2 particle will also yield the values þ�h=2
or ��h=2. The corresponding normalized eigen states j 1=2; mx ¼ �1=2i in the repre-

sentation in which �̂2 and �̂z are diagonal are:

j 1=2; mx ¼ þ1=2i ¼
1ffiffiffi
2
p

1

1

� �
¼ 1ffiffiffi

2
p

1

0

� �
þ

0

1

� �� �

¼ 1ffiffiffi
2
p j1=2; 1=2i þ j1=2; �1=2i½ �

(6:53)

and

j 1=2; mx ¼ �1=2i ¼
1ffiffiffi
2
p j1=2; 1=2i � j1=2; � 1=2i½ �: (6:54)

This shows the interesting result that the spin state that yields the valueþ�h=2 or��h=2
in the x direction is a coherent superposition of the spin þ�h=2 or ��h=2 states in the z

direction. That is, if measurement of the x–component of the spin gives the value of,

for example, either þ�h=2 or ��h=2, then subsequent measurement of the z component

of the same spin systemwill have an equal probability of getting aþ�h=2 or��h=2 value.
The same conclusions about eigen values and eigen states hold for the y component of

the Pauli-matrix, �̂y ¼
2

�h
Ŝy also. These results have important general implications in

the studies of, for example, nuclear magnetic or para-magnetic resonance effects.

The attempt to understand the detailed features of the properties of hydrogen and

other atoms in the early days of modern physics led to the indisputable conclusions

that the electron is a spin-1/2 particle and has a magnetic moment of � e�h

2mc

� �
~̂�. The
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constant
e�h

2mc
is generally referred to as the ‘‘Bohr magneton’’ and is numerically equal

to 0:927�10�20erg=gauss. Furthermore, as shown by Dirac, there are compelling

theoretical reasons based on the requirements of the theory of special relativity that

the electron must have a magnetic moment of � e�h

2mc

� �
~̂� and a spin angular momen-

tum corresponding to s ¼ 1=2. These are profoundly important conclusions that can

be tested experimentally, and have been verified in numerous experiments without

exception. It is difficult to over-emphasize the importance of the consequences of these

results to modern science, such as in spectroscopy and magnetism, and to technology

and medicine from all the computer and video storage devices to the magnetic

resonance imaging applications, just to mention a few.

In the case when the particle has both an orbital angular momentum ~̂L and a spin

angular momentum ~̂S, the total angular momentum of the particle is the vector sum of

the two:

~̂J ¼ ~̂Lþ ~̂S; (6:55)

and its magnitude squared is:

Ĵ2 ¼ L̂2 þ Ŝ2 þ ð~̂L � ~̂Sþ ~̂S � ~̂LÞ: (6:56)

Since the orbital and spinning motions involve different degrees of freedom of a

particle, ~̂L and ~̂S must commute, or

½~̂L ; ~̂S� ¼ 0; (6:57)

and

Ĵ2 ¼ L̂2 þ Ŝ2 þ 2~̂L � ~̂S: (6:58)

Because of the commutation relations (6.39), it is clear that L̂z and Ŝz do not

commute with ~̂L � ~̂S. Thus, the simultaneous eigen states j‘,m‘; s, msi cannot also be

simultaneous eigen states of Ĵ2 and Ĵz. On the other hand, based on the commutation

relations (6.7), (6.42), and (6.44), Ĵ2 and Ĵz each commute with L̂2 and Ŝ2. Therefore,

the simultaneous eigen states of these four commuting operators Ĵ2, Ĵz, L̂
2, and Ŝ2 are

the ‘‘spin–orbit coupled states’’ j j,mj, ‘, si, which must be linear combinations of the

uncoupled states j‘,m‘; s,msi in the basis in which L̂2, L̂z, Ŝ
2, and Ŝz are diagonal:

j j;mj; ‘; si ¼
X
m‘; ms

h‘,m‘; s,msj j,mj, ‘, sij‘,m‘; s;msi: (6:59)

The expansion coefficients h‘,m‘; s,msj j,mj, ‘, si are the so-called vector-coupling, or the
Clebsch–Gordon, coefficients. They are either tabulated directly or in terms of the related

3 - j symbols ofWigner (see, for example, Edmonds (1957). For a specific example of how
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the vector-coupling coefficients may be calculated on the basis of degenerate perturba-

tion theory, see Problem9–1 inChapter 9 ). The eigen values corresponding to these eigen

states are multiples of half-integers and, from (6.55), they are:

j ¼ ‘� sj j; ‘� sj j þ 1; . . . ; ‘þ sj j � 1; ‘þ sj j; (6:60)

mj ¼ m‘ þms ¼ �j; �jþ 1; �jþ 2; . . . ; j� 2; j� 1; j: (6:61)

The theory of generalized angular momentum is an elegant frame work for dealing

with the spin angular momentum and the interaction of angular momentum vectors in

atomic particles. A specific example is the spin–orbit interaction in the hydrogen

atom in particular and in all atoms in general, as will be discussed in the following

section.

6.6 Spin–orbit interaction in the hydrogen atom

Since the Hamiltonian including only the Coulomb interaction term is independent of

Ŝ2 or Ŝz, the eigen energy levels are degenerate with respect to the spin angular

moment quantum numbers s and ms. It also means that there are two more constants

of motion in addition to those associated with the orbital angular momentum: the

magnitude and the z component of the spin angular momentum vectors. Thus, taking

the electron spin into account, there are now five good quantum numbers to com-

pletely specify the stationary states of the hydrogen atom: jn, ‘,m‘, s,msi, because
there are five commuting operators: Ĥ; L̂2; L̂z; Ŝ

2; Ŝz.

Taking spin into account, there is actually a magnetic interaction between the

orbital motion and the spinning motion of the electron. Qualitatively, the physical

origin of the interaction is that the orbital motion of a charged particle such as the

electron sets up a magnetic field ~B which is proportional to the orbital angular

momentum ~L. It is a relativistic effect: in the rest-frame of the electron moving with

the velocity~v in the Coulomb potential V(r) (here, V refers to the electrical potential,

not the electron potential-energy as defined elsewhere in this book) of the nucleus with

the charge þZe, it sees an effective magnetic field:

~B0 ¼ � 1

c
rVðrÞ �~v ¼ Ze

c

� �
~r

r3
�~v ¼ Ze

mcr3

� �
L
*

:

The magnetization associated with the spinning motion of the electron is proportional

to the spin angular momentum ~S and is equal to� e

mc
~S. The corresponding magnetic

interaction energy �~B0: ~M is then proportional to the product of the orbital angular

momentum and the spin angular momentum: ~L: ~S. Taking into account the Thomas

precession effect, which requires an extra factor of (1/2) (see, for example, Bethe and

Jackiew (1986), p.152), it leads to a ‘‘spin–orbit interaction’’ term in the Hamiltonian

of the form:
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Ĥs�o ¼
Ze2

2m2c2r3

� �
~̂L � ~̂S � �ðrÞ~̂L � ~̂S: (6:62)

The proportionality constant �ðrÞ is generally known as the ‘‘spin–orbit parameter.’’ It

is a function of the distance r of the electron from the nucleus, the positive chargeZe in

the nucleus, and the mass of the orbiting electron. This model can be extended to

describe the spin–orbit interactions in ‘‘hydrogenic atoms or ions’’ (with Z > 1) or

charged particles in solids in general. In that case, �ðrÞ may be a more complicated

function of r than that shown in (6.62) and the electron mass may be replaced by an

‘‘effective mass’’ of the charged particle in the solid.

The total Hamiltonian of the hydrogen atom (Z¼ 1) including the spin–orbit

interaction is, therefore:

Ĥ ¼ � �h2

2m
r2 � e2

r
þ �ðrÞ ~̂L � ~̂S ¼ � �h2

2m
r2 � e2

r
þ �ðrÞ

2
ðĴ2 � L̂2 � Ŝ2Þ: (6:63)

Note that this Hamiltonian no longer commutes with L̂z and Ŝz, but with Ĵ2, Ĵz , L̂
2, and

Ŝ2. The z components of the orbital and the spin angularmomentum vectors are no longer

constants of motion. Instead, the magnitude and the z component of the spin–orbit

coupled total angular momentum vector, Ĵ2 and Ĵz, are the new constants of motion in

addition to themagnitude of the orbital and the spin angularmomentum.Thus, taking the

spin–orbit interaction into account, the stationary eigen states of the hydrogen atom are

the simultaneous eigen states jn, j,mj, ‘, si of the Hamiltonian and these four commuting

operators (Ĵ2, Ĵz, L̂
2, and Ŝ2). The energy eigen values,En‘j, are no longer as simple as that

shown in Eq. (6.37). They depend not only on the principal quantum number n, but also

on the orbital and the total angular quantum numbers ‘ and j, respectively. The radial

wave functions are also considerably more complicated because the spin–orbit parameter

�ðrÞ is a function of r andhas to be evaluated numerically. The angular and the spin part of

the wave functions are the spin–orbit coupled states j j,mj, ‘, si of the form given in (6.59).

Assuming, however, that the effect of the spin–orbit interaction on the radial wave

function is much smaller than that of the rest of the terms in the Hamiltonian and is

negligible, the eigen values Enj‘ become approximately, from (6.63):

En‘j ffi En þ
�n‘�h

2

2
jðjþ 1Þ � ‘ð‘þ 1Þ � 1

2
� 3
2

� �
; (6:64)

where �n‘ �
R1
0 �ðrÞjRn‘ðrÞj2r2dr. It shows that the manifold of degenerate states with

the same ‘ and s values but different m‘ and ms values are now split into two groups of

still degenerate states with shifts of �n‘�h
2‘=2 and ��n‘ð‘þ 1Þ �h2=2 corresponding to

j ¼ ‘þ 1=2 and j ¼ ‘� 1=2, respectively. Thus, the accidental degeneracy of the hydro-

gen atom is now lifted, because of the ‘ and j dependence in the energy eigen values, as

anticipated earlier in Section 6.4. For example, the 2p level is now split into two groups

corresponding to two degenerate levels with shifts of �n‘�h
2=2 and��n‘�h2 corresponding

to j ¼ 3=2 ðmj ¼ �3=2; �1=2Þ and j ¼ 1=2 (mj ¼ �1=2), respectively. This splitting
is called the ‘‘spin–orbit splitting.’’ The spin–orbit parameter �n‘ can be regarded as a

fitting parameter that can be determined from experimental data on such a splitting.
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6.7 Problems

6.1 Give the matrix representations of the angular momentum operators

L̂x; L̂y; L̂z; L̂þ; L̂�; and L̂2, for ‘ ¼ 0; 1; and 2, in the basis in which L̂z and

L̂2 are diagonal.

6.2 Using the matrix representations of the Cartesian components of the angular

momentum operators for ‘¼ 1 and 2 found in Problem 6.1, show that the cyclic

commutation relationships (6.6) and (6.7) are indeed satisfied.

6.3 Since the three Cartesian components of the orbitial angular momentum oper-

ators do not commute with each other, does that mean we can never specify the

three components of the orbitial angular momentum of hydrogen atom precisely

simultaneously? If that is not the case, give the conditions when they can and

cannot be specified simultaneously and why.

6.4 Show that the n¼ 2, ‘ ¼ 1, and m‘ ¼ 1 wave function indeed satisfies the time-

independent Schrödinger equation given in the text for the hydrogen atom. Show

explicitly also that this wave function is normalized.

6.5 A particle is known to be in a state such that L̂2 ¼ 2�h2. It is also known that

measurement of L̂z will yield the valueþ�hwith the probability 1/3 and the value��h
with the probability 2/3.

(a) What is the normalized wave function,Yð�,�Þ, of this particle in terms of the

spherical harmonics?

(b) What is the expectation value, hL̂zi, of the z component of the angular

momentum of this particle?

6.6 The wave function of a particle of mass m moving in a potential well is, at a

particular time t:

Yðx; y; zÞ ¼ ðxþ yþ zÞ e��
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2þy2þz2
p

:

(a) WriteY in the spherical coordinate system and normalize the wave function,

Yð�; �Þ.
(b) What is the probability measurement of L̂2 and L̂z gives the values 2�h

2 and 0,

respectively?

6.7 Consider a mixed state of hydrogen:

Y ¼ R21ðrÞY11ð�; �Þ þ 2R32ðrÞY21ð�; �Þ:

(a) Normalize Y.

(b) Is Y an eigen function of L̂2; of L̂z? Explain.

(c) Calculate the expectation value hYjL̂2jYi in terms of �h.

(d) Calculate hYjL̂zjYi in terms of �h.

(e) Calculate hYjĤjYi. Give your answer in eV.
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6.8 Consider a hydrogen atom in the following mixed state at t ¼ 0:

Yðr; �; �; t ¼ 0Þ ¼ 3R32ðrÞY20ð�; �Þ þ R21ðrÞY11ð�; �Þ:

(a) Normalize the wave function.

(b) Is the atom in a stationary state? Explain briefly.

(c) What is the expectation value of the energy at t > 0?

(d) What is the expectation value of L̂2 and L̂z at t¼ 0?

(e) What is the uncertainty of L̂z in this state?

�Lz ¼ ½hYjL̂zjYi � hYjL̂zjYi2�
1
2:

6.9 A particle of mass m is placed in a finite spherical well:

VðrÞ ¼ 0; if r � a;
V0; if r 
 a:

�

Find the ground state wave function by solving the radial equation with ‘ ¼ 0. Show

that there is no bound state at all if V0a
2 5 p2 �h2=8m.
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7 Multi-electron ions and the
periodic table

An electron in a hydrogenic atom or ion can occupy any of the jn‘sjmji eigen states

of the Hamiltonian of the atom or ion. In ions or atoms with more than one electron,

the solutions of the time independent Schrödinger equations become complicated

because the electrons interact not only with the positively charged nucleus, but also

with each other. Particles with half-integer spin angular momentum, such as electrons,

must also satisfy Pauli’s exclusion principle, which forbids two such particles to

occupy the same quantum state. Furthermore, the electrons in the multi-electron ion

or atom are indistinguishable from one another. Taking these considerations into

account, the electrons will systematically fill all the available single-electron states of

successively higher energies in multi-electron ions or atoms. Because of the nature

of the quantum states occupied by the electrons, the physical and chemical properties

of the elements exhibit certain patterns and trends which form the basis of the

periodic table.

7.1 Hamiltonian of the multi-electron ions and atoms

Consider an ion with N electrons and Z protons in the nucleus; for a neutral multi-

electron atom, Z¼N. Again, because the nucleus is much heavier than the electrons,

we assume it to be stationary at the origin of a spherical coordinate system, as shown

in Figure 7.1.

Including only the kinetic energy of the electrons and the potential energy due to

the electrostatic interactions among the electrons and between the electrons and the

nucleus, the Hamiltonian of the electrons in the ion for the orbital part of the motion

only is:

Ĥ ¼
XN
i¼1
½� �h2

2m
r2

i �
Ze2

ri
� þ

XN
i >j¼1

e2

ri j
: (7:1)

The form of the summation sign in the last term is to ensure that the electrostatic

interaction between each pair of electrons is counted only once. The factor
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ri j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xjÞ2 þ ðyi � yjÞ2 þ ðzi � zjÞ2

q
in the last term of (7.1) makes it impossible

to solve the equation without approximations.

The standard approximation procedure is to assume that each electron is moving

primarily in a spherically symmetric potential V(r), due to the nucleus and the average

potential of all the other electrons:

Ĥ ¼
XN
i¼1
½� �h2

2m
r2

i þ VðriÞ� þ�Ves; (7:2)

where

�Ves ¼
XN
i>j¼1

e2

ri j
�
XN
i¼1

Ze2

ri
þ VðriÞ

� �( )
� 0 (7:3)

is considered a negligibly small perturbation in a first order approximation; or:

Ĥ ffi
XN
i¼1
½� �h2

2m
r2

i þ VðriÞ�
( )

: (7:4)

Thus, the time-independent Schrödinger equation for the multi-electron ion or atom

to be solved approximately is:

XN
i¼1
½� �h2

2m
r2

i þ VðriÞ�
( )

Y Ef gnð~r1;~r2; : : : ;~rN�1;~rNÞ

¼ fEgnY Ef gnð~r1;~r2; : : : ;~rN�1;~rNÞ: (7:5)

ri

x

y

rij

z

rj

Figure 7.1. Coordinate system used for the model for the multi-electron ion or atom. The
nucleus is assumed stationary at the origin (0, 0, 0).
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7.2 Solutions of the time-independent Schrödinger equation for
multi-electron ions and atoms

Because the differential operator in Eq. (7.5) is comprised of separate terms of the

electron coordinates~ri of the same form, its eigen functions must be products of the

eigen functions of the individual differential-operator terms:

Y Ef gnð~r1;~r2; : : : ;~rN�1;~rNÞ¼
YN
i¼1

YEi
ð~riÞ

¼ YE1
ð~r1ÞYE2

ð~r2Þ : : : YEN�1ð~rN�1ÞYEN
ð~rNÞ; (7:6)

where

� �h2

2m
r2

i þ VðriÞ
� �

YEi
ð~riÞ ¼ EiYEi

ð~riÞ; (7:7)

and the eigen value {E}n is the total energy of the atom and must be the sum of the

individual eigen values Ei:

Ef gn¼ E1 þ E2 þ . . .þ EN�1 þ EN �
XN
i¼1

Ei: (7:8)

Thus, the key to solving Eq. (7.5) is to find the eigen states and eigen values of the

single-electron Hamiltonian, (7.7). The only difference between this equation and the

time-independent Schrödinger equation for the hydrogen atom given in Chapter 6 is in

the form of the spherical potential term V(r), which is a function of r only, but not of

� and �, in the present approximation. Therefore, the single-electron orbital states are:

Yni‘im‘i
ðri; �i; �iÞ ¼ Rni‘iðriÞY‘im‘i

ð�i; �iÞ; (7:9)

where, from (6.36), the radial part of the wave function satisfies the equation:

� �h2

2m

1

r2
@

@r
r2

@

@r

� �
� ‘ð‘þ 1Þ

r2

� �
þ VðrÞ

� �
RE‘
ðrÞ ¼ E‘RE‘

ðrÞ; (7:10)

and the angular part is the known spherical harmonicsY‘m‘
ð�; �Þ. The jni‘im‘ii states,

are the available single-electron states of the multi-electron ion or atom. The N

electrons of the multi-electron ion or atom will occupy some of these available

single-electron states, and the resulting wave functions for the ion or atom are

basically of the form (7.6). There are, however, other considerations, such as the

permutation degeneracy, the indistinguishability of the electrons, the Pauli exclusion

principle, and the electron spin that must be taken into account, as will be discussed

later. Taking these into account will make the wave functions of the multi-electron

ions or atoms much more complicated.
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The angular part of the wave function Yni‘im‘i
ðri; �i; �iÞ is not a problem; it is the

spherical harmonics. To find the radial part of the solution of (7.10), the spherical

potential V(ri) must be specified. Since it represents the average potential due to the

effects of the nucleus and all the other electrons on the i-th electron, rigorously

speaking, this means that we must know the wave functions of all the electrons before

we can specify V(r) for any one of the electrons. This then becomes a circular problem

and an impossible task, since this would require solving the equations of the form

(7.10) for all the electrons simultaneously before knowing what V(r) is. Looking for

rigorous eigen functions and eigen values of the exact Hamiltonian (7.1) is, therefore,

not what is done in practice. Fortunately, to understand the properties of the multi-

electron ion or atom, it is not necessary in general to know the detailed form of the

radial part of the wave functions. It is sufficient to know that, in most cases, the radial

wave functions can be derived using for V(r) a ‘‘shielded Coulomb potential energy’’

model in the Hamiltonian; that is, near the nucleus, it can be closely approximated by

a Coulomb potential, and outside of some nominal distance ��1 (called the ‘‘Debye

length’’) from the nucleus the potential becomes exponentially smaller with distance

(known as the ‘‘screened-Coulomb’’ or ‘‘Yukawa’’ potential):

VðrÞ � � e2

r
expð�� rÞ:

Numerically, there are well-developed iterative procedures, such as the Hartree or

Hartree–Fockmethod, for calculating the eigen functions and eigen values of themore

exact Hamiltonian. (See, for example, Bethe and Jackiw (1986)). It is beyond the scope

of the present discussion to get involved in such topics.

To proceed, we will assume that the single-electron wave function Yni‘im‘i
ðri; �i; �iÞ

and the corresponding eigen value Eni‘im‘i
can be obtained by one method or another

and are known. The eigen functions and the corresponding eigen values of the multi-

electron ion or atom will then depend on which of these single-electron states are

occupied, subject to the following considerations:

1. For more than one electron, there is an additional degeneracy called ‘‘permutation’’

degeneracy, meaning the assignment of the electrons to the occupied single-electron

states is not unique and can be permuted. This degeneracy will ultimately be

removed, however, when the following consideration (2 below) is taken into account.

2. Since ‘‘all electrons are alike,’’ they cannot be distinguished from one another. That

is, the ‘‘indistinguishability’’ of the electrons occupying the same general space in

the atom or ion must be taken into account.

3. There is the additional basic postulate of Pauli’s exclusion principle, which says

that no two ‘‘fermions’’ (particles of half-integer spin angular momentum quantum

numbers), such as electrons, can occupy the same quantum state defined over the

same space.

4. Given the indistinguishability of the electrons, the wave function squared must not

change when the coordinates of any two particles in the atomic wave function are

exchanged. This means that the atomic wave function itself must either remain

invariant or, at most, change sign upon exchanging the coordinates of any two
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particles. It is known from experiment that for fermions, and hence electrons, the

atomic wave function changes sign. Pauli’s exclusion principle then necessarily follows

as a consequence for fermions. For bosons (particles of integral spin angular momen-

tum quantum numbers, such as photons), the wave function does not change sign and

remains invariant; therefore, Pauli’s exclusion principle does not apply to bosons.

Let us now see how these new considerations will ultimately determine the form of the

wave functions for the energy eigen states of the multi-electron ion or atom.

First, in the product wave function of the form, (7.6), each electron (~ri) is uniquely

associated with one specific quantum state (ni‘im‘i):

YfEgnð~r1;~r2; : : : ;~rN�1;~rNÞ

¼ Yn1‘1m‘1
ð~r1ÞYn2‘2m‘2

ð~r2Þ . . .YnN�1‘N�1m‘N�1
ð~rN�1ÞYnN‘Nm‘N

ð~rNÞ:

But, since the electrons in themulti-electron atom are indistinguishable from one another,

the i th electronmay just as well be in the j th eigen state. For example: electron 1 could be

in the single-electron state specified by the set of quantum numbers a2, and electron 2

could well be in the state a1. (To simplify the notations, instead of spelling out the

quantum numbers ni‘im‘i repeatedly, we have used the symbol ai to represent the whole

set of good quantum numbers.) Thus, the corresponding multi-electron wave function:

Ya1a2::::aN�1aNð~r1;~r2; . . . ;~rN�1;~rNÞ

¼ Ya2ð~r1ÞYa1ð~r2Þ . . .YnN�1‘N�1m‘N�1
ð~rN�1ÞYnN‘Nm‘N

ð~rNÞ

is also a valid eigen state of the Hamiltonian corresponding to the energy {E}n. In fact

any electron can be associated with any one of the occupied eigen states, or any of the

multi-electron wave functions with the electrons permuted among the occupied single-

electron states is a valid eigen functions corresponding to the same eigen value {En}

with equal probability. Such a degeneracy is called ‘‘permutation degeneracy’’ for the

multi-electron ion or atom. This degeneracy will, however, be eliminated, when the

indistinguishability of the electrons in the multi-electron ion or atom (consideration 2

above) is taken into account. The true eigen state of the multi-electron atom is then the

superposition state constructed from all these permuted degenerate states with equal

probability. It turns out that there is an elegant form of such a state function that not

only satisfies that requirement but also Pauli’s exclusion principle (consideration 3

above). It is known as the ‘‘Slater determinant’’:

Ya1a2::::aN�1aNð~r1;~r2; . . . ;~rN�1;~rNÞ

¼ 1ffiffiffiffiffiffi
N!
p

Ya1ð~r1Þ Ya1ð~r2Þ . . . Ya1ð~rN�1Þ Ya1ð~rNÞ
Ya2ð~r1Þ Ya2ð~r2Þ . . . Ya2ð~rN�1Þ Ya2ð~rNÞ
. . . . . . . . . . . . . . .

. . . . . . . . . . . . . . .

. . . . . . . . . . . . . . .

YaN�1ð~r1Þ YaN�1ð~r2Þ . . . YaN�1ð~rN�1Þ YaN�1ð~rNÞ
YaNð~r1Þ YaNð~r2Þ . . . YaNð~rN�1Þ YaNð~rNÞ

�����������������

�����������������

: (7:11)
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Note that every possible set of the electron coordinates ~ri is associated with every

possible set of quantum numbers ai in all possible permutations with equal probabil-

ity, thus satisfying consideration 2 above. Furthermore, if any ai is the same as any aj,

the Slater-determinant (7.11) would automatically vanish, thus satisfying consider-

ation 3 above. Finally, exchanging the coordinates of any two particles, ~ri $ ~rj, is

equivalent to exchanging two columns in the Slater-determinant in (7.11). It changes

the sign of the determinant above, as required of fermions (consideration 4).

Also, to include the spin of the electrons, we can expand the definition of ai to

include the spin angular momentum as well; thus, ai represents the complete set of five

good quantum numbers (ni, ‘i, m‘i , s ¼ 1=2, msi ). If the individual spin–orbit inter-

action of each electron is to be taken into account, the quantum numbers can simply

be replaced by (ni, ‘i, s ¼ 1=2, ji,mji ). We have then, in principle, the approximate

wave function of any state of any multi-electron ion or atom. Depending on how the

neglected higher order perturbation terms are taken into account, the improved eigen

functions of the original Hamiltonian, (7.1), will be various linear combinations of

such multi-electron wave functions. For real ions or atoms, however, the simple

picture presented here is only a good model for a qualitative understanding of the

general properties of the ions and atoms with ‘not too many electrons.’ Even in the

‘‘simple’’ cases, calculation of the radial wave functions is not a simple matter.

Nevertheless, it is amazing how much can be learned from such a simple model, as

we shall see.

7.3 The periodic table

For a multi-electron atom in the ground state, the electrons will fill the available

single-electron states one by one from the lowest energy states, the 1s states, up. The 1s

level has no orbital degeneracy but a spin degeneracy of 2. Starting with the one-

electron atom, the single electron in the hydrogen atom is in the n¼ 1, ‘¼ 0, andm‘¼ 0

orbital state, but it can be in either of the spin degenerate states with s¼ 1/2 and

ms¼�1/2. In the hydrogen atom, since only one of the two available spin states of the

1s level is filled, there is a tendency for the atom to accommodate another electron of

the opposite spin from another atom and form a molecule. This kind of bonding of

two atoms to form a molecule by sharing electrons is called ‘‘covalent bonding,’’ as we

shall see later.

Next, in the two-electron atom, helium, the two electrons must be in the n¼ 1, ‘¼ 0,

m‘¼ 0, s¼ 1/2 and ms¼�1/2 states. It is interesting to note that, once the two

available single-electron states in the 1s level are filled, it is less likely for the atom to

bond with other atoms to form a molecule, and the atom becomes relatively ‘‘inert’’

chemically. The detailed reason is more involved. Qualitatively, it is because the next

available single-electron state in the helium atom is far above the ground state in

energy. Therefore, it is not energetically favorable for electrons from another atom to

be near the nucleus and the electrons of a helium atom in a stable molecular config-

uration. For the same reason, neon (10 electrons, all the n¼ 1 and n¼ 2 states are
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filled) and argon (18 electrons, all states up to the 3p and 3s states) are also inert gases.

If spin–orbit interaction is taken into account, then it is the jn, ‘, s, j,mj i states, not the
jn, ‘,m‘, s, ms i states, that must be filled successively.

As the number of electrons in the atom increases, they will fill states of successively

higher energy. As long as the number of electrons is not too large, the pattern of the

few occupied eigen states of the atoms are similar to that of the hydrogenic states, as

shown in Figure 6.3. Thus, the electrons tend to fill the states with smaller principal

quantum numbers first, forming ‘‘filled shells.’’ Within each manifold of states with

the same principal quantum number, the s and p states tend to get filled first, but when

there aremore andmore electrons so that the d states are beginning to be occupied, the

pattern tends to become less and less clear, because the hydrogenic model of the multi-

electron atom is less and less realistic for such multi-electron ions or atoms. In such

cases, the states with the same principal quantum numbers may not all be filled

sequentially. When the available s and p states are filled, they tend to be inert

chemically, however. Examples are krypton (36 electrons, all the ns2p6 states up to

n¼ 4 are filled, but not the 4d states), xenon (54 electrons, all the ns2p6 states up to

n¼ 5 are filled, but not the 5d and 5f states), etc. They are all inert gases.

If the chemical elements are tabulated according to the types of the orbitals of the

‘‘valence electrons,’’ or the electrons in the outermost shells, we end up with what is

known as the ‘‘periodic table.’’ For the purpose of illustration, the first few rows of the

periodic table involving elements with valence electrons with principal quantum

numbers up to n¼ 6 are shown in Table 7.1. The elements in each row are arranged

in order according to the total number of electrons in the elements. For the first four

rows, the configurations given refer to the valence electrons only; the designations

of the electrons in the closed shells are suppressed. For example, a neutral gallium

(Ga) atom has a total of 31 electrons. Its full ground state configuration is:

(1s)2(2s)2 (2p)6 (3s)2 (3p)6 (3d)10 (4s)2 (4p). Only (4s)2 (4p) is shown. For elements with

valence electrons with n greater than 5, some of the ns and np states are occupied

before all the available d and f states with lower n values are occupied due to energy

considerations. The columns that are labeled from I toVIII refer to elements with s- and

p-electrons in the valence shells. For the ones that are not labeled, the outer-most d- and

f-electrons are also shown. A fuller table can be found in many introductory physics or

chemistry text books and will not be repeated here (see, for example, Kittel (1996)).
It was known long before the development of quantum mechanics that if the

elements were arranged more or less as in the periodic table, there were certain

similarities between the chemical properties of the elements of the same column of

the first few rows, and certain trends from element to element of the same row. With

the development of quantum mechanics, such patterns and trends can be understood

qualitatively on the basis of the nature of the wave functions of the valence electrons.

The elements of the same column have valence orbitals of the same type. For example,

the first few column-IV elements: carbon, silicon, and germanium, all have four

valence electrons with s2p2 orbitals. The geometry of these orbitals are similar, as

shown in Figure 6.5. The crystalline solids formed from these atoms tend to have the

same structure and similar electronic properties, because of the nature and geometry
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of these orbitals. All the rest of the electrons in these atoms have smaller orbits and are

more tightly bound to the nucleus than, and are shielded by, the valence electrons. It is

the valence electrons of an atom that tend to respond more readily to any external

perturbations, such as an applied electric field or in chemical reactions, and determine,

for example, the optical and chemical properties of the element. Also, from the outside

world, it is the geometry of these valence orbitals that determines the ‘‘shape’’ of the

atom, and thus the structure of the molecules and crystalline solids formed from such

atoms, as will be shown in later chapters.

7.4 Problems

7.1. Show that the Slater determinant for a two-electron atom in the form given in

(7.11) is normalized, if all the single-electron wave functions in the determinant

are normalized.

7.2. Write out the Slater determinant explicitly for a two-electron atom, in terms of

the radial wave functions and the spherical harmonics in the Schrödinger repre-

sentation and the spin state functions in the Heisenberg representation of a

hydrogenic atom.

7.3. What are the total orbital and spin angular momentum quantum numbers of the

ground-state helium and lithium atoms?

7.4. Give the ground state configurations of carbon and silicon. What is the degen-

eracy of each of these configurations?

7.5. Write the ground state configurations of Ga and As.
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8 Interaction of atoms with
electromagnetic radiation

The study of interaction of electromagnetic radiation with atoms played a crucial role

in the development of quantum mechanics and forms the basis of such important

fields of study as spectroscopy, quantum optics, electro-optics, and many important

modern devices, such as photo-detectors and lasers. Because the electromagnetic fields

acting on the atom are time-varying parameters, the corresponding Schrödinger

equation is a partial differential equation with time-varying coefficients. As such, it

can only be solved by approximate methods, in general. The standard technique of

time-dependent perturbation theory for solving such problems is introduced in this

chapter. The absorption and emission processes due to electric dipole interaction of

atoms with electromagnetic radiation and the related ‘‘transition probabilities’’ and

‘‘selection rules’’ can be understood on the basis of the first order perturbation theory.

An important application of the theory is the process of Light Amplification by

Stimulated Emission of Radiation (LASER).

8.1 Schrödinger’s equation for electric dipole interaction of atoms with
electromagnetic radiation

For the present discussion, we consider the electric dipole interaction of an atom with

a monochromatic transverse electromagnetic wave with a wavelength l, long com-

pared with the spatial extent of the atom. It is assumed that the electric field of the

wave is a known applied field of the form:

~EðtÞ ¼ ~Ee�i!t þ ~E �ei!t (8:1)

and is not modified by its interaction with the atom. Thus, the Hamiltonian of the

atom in the field is of the form:

Ĥ ¼ Ĥ0 þ V̂1; (8:2)

whereV1 is the electric dipole interaction energy between the atom and the field and is

equal to:

V̂1 ¼ �~̂P � ~EðtÞ: (8:3)
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~̂P is the operator corresponding to the electric dipole operator of the atom and Ĥ0 is

theHamiltonian of the atom in the absence of the externally applied field. For a single-

electron atom at~r ¼ 0, and assuming that the electromagnetic wave is propagating in

the x direction and polarized in the z direction, the electric dipole interaction term in

the Schrödinger representation is:

V̂1ðz; tÞ ¼ ez EzðtÞ ¼ ez ~Eze
�i!t þ ez ~E�ze

þi!t: (8:4)

For the single-electron hydrogenic atom or ion, the corresponding time-dependent

Schrödinger equation is of the form:

i�h
@

@t
Yð~r; tÞ ¼ Ĥð~r; tÞYð~r; tÞ ¼ ½Ĥ0ð~r Þ þ V̂1ðz; tÞ�Yð~r; tÞ

¼ ½� �h2

2m
r2 þ V̂ðrÞ� þ V̂1ðz; tÞ

� �
Yð~r; tÞ: (8:5)

Because of the z and t dependences in the V̂1ðz; tÞ factor, the method of separation of

variables cannot be used and Eq. (8.5) becomes impossibly difficult to solve.

Fortunately, if the intensity is not too high and the applied electric field amplitude is

small compared to the Coulomb field experienced by the electron in the atom, the

effect of V̂1 on the wave function can be considered a small perturbation in compari-

son with that of Ĥ0. Thus, the standard time-dependent perturbation theory can be

used to find an approximate solution of Eq. (8.5).

8.2 Time-dependent perturbation theory

The time-dependent perturbation technique for solving the time-dependent

Schrödinger equation is a powerful general approximation technique. In general,

two requirements must be met for any approximate solution to be useful: (1) The

error in the neglected remainder must be demonstrably small, and (2) there must be a

systemic way to improve the accuracy of the approximate result. The following proced-

ure leads to such a solution.

If the effect of the perturbation term V̂1ðz; tÞ is small compared to that of the

unperturbed Hamiltonian Ĥ0, it is assumed the solution can be expanded in a power

series of successive orders of ‘‘smallness,’’ for which an artifice ‘‘"’’ is introduced:

Y ¼ Yð0Þ þ "Yð1Þ þ "2Yð2Þ þ "3Yð3Þ þ � � � þ "nYðnÞ: (8:6)

Consistent with such an expansion, the effects of V̂1ðz; tÞ on the eigen values and eigen

functions of the Hamiltonian Ĥ are considered an order of " smaller than those of Ĥ0

and are identified as such by multiplying it by ", which can eventually be set to 1:

i�h
@

@t
Y ¼ ĤY ¼ ½Ĥ0 þ "V̂1�Y: (8:5a)
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Substituting (8.6) into (8.5a) and equating terms of the same order term-by-term, one

obtains a hierarchy of equations of successive orders of ":

"0: i�h
@

@t
Yð0Þ � Ĥ0Yð0Þ ¼ 0; (8:7a)

"1: i�h
@

@t
Yð1Þ � Ĥ0Yð1Þ ¼ V̂1Yð0Þ; (8:7b)

"2: i�h
@

@t
Yð2Þ � Ĥ0Yð2Þ ¼ V̂1Yð1Þ; (8:7c)

..

.

"n: i�h
@

@t
YðnÞ � Ĥ0YðnÞ ¼ V̂1Yðn�1Þ: (8:7d)

These equations can be solved order-by-order. It is important to note that the basic

partial differential equations to be solved for every order are always the same; only the

driving term on the right, which depends on the solution of the previous order,

changes. Therefore, once the zeroth order problem is solved, one can, in principle,

solve the nth order equation and find the solution to Eq. (8.5a) to any order of

accuracy systematically. For example, the 0th order equation (8.7a) is the unperturbed

time-dependent Schrödinger equation. Once it is solved, the driving term V̂1Yð0Þof the
first order equation (8.7b) is known. Solving (8.7b) leads to the driving term, V̂1Yð1Þ,
of the 2nd order equation (8.7c), and so on. In the final solution, the artifice " can be

set to 1 and the systematic approximate solution is:

Y ¼ lim
"!1

Yð0Þ þ "Yð1Þ þ "2Yð2Þ þ "3Yð3Þ þ � � � þ "nYðnÞ
n o

: (8:8)

Terminating the series at the nth term gives an nth-order solution, whose error is of the

(n+1)th order. Furthermore, solutions of equation (8.7d) of successively higher

orders following this procedure systematically will, in principle, improve the accuracy

of the solution of the time-dependent Schrödinger equation. Thus, both criteria of a

legitimate approximation procedure are formally met. In practice, however, such an

approximation procedure should be applied with caution beyond the lowest few

orders and in the limit of large t.

The first order solution according to the above perturbation procedure leads to the

famous ‘‘Fermi golden rule.’’ An important example of the application of such a

perturbation technique is in the problem of resonant emission and absorption of

electromagnetic radiation by atomic systems, which is discussed in detail in the

following section.
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8.3 Transition probabilities

We return now to the problem of interaction of electromagnetic radiation with a

hydrogenic atom, as formulated in Section 8.1. Applying the time-dependent perturb-

ation theory to Eq. (8.5) gives the zeroth and first order equations in the Schrödinger

representation:

"0: ½i�h @

@t
þ �h2

2m
r2 � VðrÞ�Yð0Þð~r; tÞ ¼ 0; (8:9a)

"1: ½i�h @

@t
þ �h2

2m
r2 � VðrÞ�Yð1Þ ¼V1Yð0Þ: (8:9b)

Let us assume that the initial condition is that, at t¼ 0, the system is in the stateYEi
ð~rÞ,

or:

Yð0Þð~r; t ¼ 0Þ � Yið~r; t ¼ 0Þ ¼ YEi
ð~r Þ; (8:10)

assuming that the relevant time-independent Schrödinger equation:

�h2

2m
r2 � VðrÞ

� �
YEi
ð~rÞ ¼ �Ei YEi

ð~rÞ

is solved. From (2.21), the solution of Eq. (8.9a) is then:

Yð0Þi ð~r; tÞ ¼ YEi
ð~rÞe� i

�hEit: (8:11)

Substituting (8.11) into Eq. (8.9b) gives:

i�h
@

@t
þ �h2

2m
r2 � VðrÞ

� �
Yð1Þð~r; tÞ ¼ V1YEi

ð~rÞe� i
�hEit: (8:12)

For (8.12), because the differential operator involves terms of separate independent

variables ~r and t, the method of separation of variables applies, and the general

solution is of the form:

Yð1Þð~r; tÞ ¼
X
j

Cð1Þ
i j
ðtÞYEj

ð~rÞe� i
�hEjt: (8:13)

Substituting (8.13) into (8.12) followed bymultiplying the resultant equation byY�Ej
ð~rÞ

from the left and integrating over the space coordinates show that the expansion

coefficient C
ð1Þ
i j ðtÞ satisfies the equation:

i�h
@

@t
C
ð1Þ
i j ðtÞ ¼

Z
Y�j ð~r Þ V1YEi

ð~r Þei
�hðEj�EiÞtd~r; (8:14)

122 8 Electromagnetic Interaction with atoms



making use of the orthonormality condition of the eigen functions. Equation (8.14) is

a simple ordinary differential equation. Its solution is:

C
ð1Þ
i j ðtÞ ¼ �

i

�h

Z t

0

Z
Y�j ð~r Þ V1ð~r; t0ÞYEi

ð~r Þd~r
� �

e
i
�hðEj�EiÞt0dt0; (8:15)

which satisfies the initial condition C
ð1Þ
i j ðt ¼ 0Þ ¼ 0 from (8.10). For the particular

perturbation term of the harmonic type given in (8.4), C
ð1Þ
i j ðtÞ is explicitly:

C
ð1Þ
i j ðtÞ ¼

ezij ~Ezð1� eið!j i�!ÞtÞ
�hð!j i � !Þ þ ezij ~Ezð1� eið!j iþ!ÞtÞ

�hð!j i þ !Þ

ffi ezij ~Ezð1� eið!j i�!ÞtÞ
�hð!j i � !Þ ;

(8:16)

in the ‘‘near-resonance’’ case where !j i þ !� !j i � !
�� �� � 0, assuming Ej>Ei, corres-

ponding to the absorption process. Thus, to the first order, the formal solution of

Eq. (8.5) that satisfies the initial condition (8.10) is:

Yð~r; tÞ ¼ YEi
ð~r Þe� i

�hEit þ
X
j6¼i

C
ð1Þ
i j ðtÞ YEj

ð~r Þe� i
�hEjt þOð"2Þ

ffi YEi
ð~r Þe� i

�hEit þ
X
j6¼i

ezij ~Ezð1� eið!j i�!ÞtÞ
�hð!j i � !Þ

� �
YEj
ð~r Þe� i

�hEjt þOð"2Þ; ð8:17Þ

where

zi j ¼
Z

Y�Ej
ð~r Þ zYEi

ð~r Þd~r
� �

(8:18)

is the z-component of the ‘‘induced electric dipole moment,’’ or the ‘‘transition

moment,’’ between the eigen states YEi
and YEj

. From parity considerations, zii � 0

(see also Section 8.4); the ith term is, therefore, excluded from the sum in (8.17). The

physical interpretation of this very important result, (8.17), is somewhat tricky.

Equation (8.17) shows that there is a certain probability that an applied electric

field can induce a transition of the atom from the initial state YEi
to the state YEj

.

According to the interpretation of the wave function, the probability of finding the

atom in the state YEj
at time t is:

C
ð1Þ
i j ðtÞ

��� ���2 ¼ e2

�h2
zij
�� ��2 ~Ez

�� ��2 2� 2 cosð!ji � !Þt
ð!ji � !Þ2

; (8:19)

8.3 Transition probabilities 123



where j 6¼ i. A ‘‘transition probability,’’ corresponding to the probability per unit time

an atom initially in the stateYEj
is induced tomake a transition to theYEj

state, can be

defined:

Wij �
@ C

ð1Þ
i j ðtÞ

��� ���2
@ t

¼ e2

�h2
zij
�� ��2 ~Ez

�� ��2 2 sinð!ji � !Þt
ð!ji � !Þ

� �
: (8:20)

The last factor is proportional to the Dirac delta-function in the limit of t!1:

lim
t!1

sinð!j i � !Þt
ð!j i � !Þ ¼ p �ð!j i � !Þ;

because, near where ð!j i � !Þ 	 0, it increases as t approaches 1, and it decreases

rapidly to exactly 0 at ð!j i � !Þ ¼ 
p=t, and to essentially zero (relative to the peak)

beyond. The area under the peak between ð!j i � !Þ ¼ 
p=t is approximately equal to

p. Thus, the probability of transition from the state YEi
to the state YEj

per unit time

induced by the monochromatic incident wave on the atoms is:

Wij ¼
2p e2

�h2
zij
�� ��2 ~Ez

�� ��2 �ð!j i � !Þ; (8:21a)

which shows the important resonance condition that the frequency ! of the incidence

wave must be equal to the transition frequency !ij of the atom, and that transition

probability is linearly proportional to the intensity of the incident wave. Equation

(8.21a) is a form of the ‘‘Fermi golden rule.’’ Since the energy of the photon is �h!,

the resonance condition shows that energy is conserved in the single-photon absorp-

tion process. The atom can only absorb one photon of energy �h!¼ �h!ji at a time

while being promoted from the YEi
to the YEj

state. Similarly, if Ej<Ei, the corres-

ponding process corresponds to the spontaneous emission of a single photon of energy

�h! while the atom drops from the state YEj
to the state YEj

with the transition

probability:

Wij ¼
2p e2

�h2
zij
�� ��2 ~Ez

�� ��2 �ð! i j � !Þ: (8:21b)

Equations (8.21a) and (8.21b) are derived for radiative transitions between sharply

defined energy levels induced by monochromatic waves. In practical situations, the

finite widths of the radiation spectrum and the transition frequency range must be

taken into account.

If the transition frequency is not sharply defined, either because the lifetimes of the

initial and final states are finite or because of the slight variation in the local environ-

ment of the atoms in a macroscopic sample, then radiative transition can take place
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over a range of frequencies. The corresponding ‘‘line shape function’’ is not a delta-

function as in (8.21a) or (8.21b) but some normalized general distribution function

gð! i j � !ijÞ centered on !i j, where
R
gð! � !ijÞ d! ¼ 1: If the energy levels of the initial

and final states of the radiative induced transition are broadened because of the finite

lifetimes of these states only, the mechanism is called ‘‘homogeneous broadening’’ and

the corresponding line shape function gð! i j � !ijÞ is ‘‘Lorentzian,’’ as will be discussed
in detail in Chapter 11. If the energy levels are broadened because of the local

environmental variations, it is called ‘‘inhomogeneous broadening’’ and the line

shape function gð! i j � !ijÞ tends to be ‘‘Gaussian.’’

In the case of spontaneous emission, or fluorescence, from the upper level Ei, the

transition probability must be integrated over the transition frequency:

Wij ¼
2p e2

�h2
zij
�� ��2 ~Ez

�� ��2 Z gð! i j � !i jÞ �ð!� !ijÞ d!ij

¼ 2p e2

�h2
zij
�� ��2 ~Ez

�� ��2 gð!� !ijÞ; (8:21c)

and the fluorescence line shape function gfð!� !ijÞ is of the form gð!� !ijÞ.
In the case of resonance absorption from the lower energy level Ei and the incident

radiation being not a monochromatic wave but having a normalized spectrum of the

form �(!), the transition probability in (8.21a) must be integrated over both the

distribution of the transition frequency and incident radiation spectrum:

Wij ¼
2p e2

�h2
zij
�� ��2 ~Ez

�� ��2 Z Z
gfð! ij � �!ijÞ �ð!Þ �ð!� !ijÞd!ij d!

¼ 2p e2

�h2
zij
�� ��2 ~Ez

�� ��2 Z gfð! ij � �!ijÞ �ð!ijÞ d!ij: (8:21d)

Thus, if the fluorescence line width is much narrower than the spectral width of the

incident radiation, the transition probability for absorption, (8.21d), reduces to:

Wij ffi
2pe2

�h2
zij
�� ��2 ~Ez

�� ��2 �ð! i jÞ: (8:21e)

If the spectral width of the incident radiation is much narrower than the fluorescence

line width, the transition probability (8.21d) becomes:

Wij ffi
2p e2

�h2
zij
�� ��2 ~Ez

�� ��2 gfð!0 � ! i jÞ; (8:21f)

where !0 is the center-frequency of the incident radiation.

Equations (8.21b)–(8.21f) are the Fermi golden rule for radiative transitions.
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8.4 Selection rules and the spectra of hydrogen and hydrogen-like ions

Equations (8.21a) and (8.21b) show that the transition probability for the absorption

or emission process between the initial stateYEi
and the final stateYEj

depends on the

magnitude of the induced matrix element defined in (8.18):

zi j ¼
Z

Y�Ej
ð~rÞ zYEi

ð~rÞd~r: (8:18)

Thus, whether a particular transition is allowed or not depends on the spatial sym-

metry of the wave functions of the initial and final states in the spatial integral defining

the induced matrix element zij.

For example, for the case of linearly polarized wave, induced transition can take

place only between states of opposite parity, as we will now show. Since the integration

in (8.18) is to be carried out over all space, the integral should be invariant under

inversion of the coordinate axes; thus,

zi j ¼
Z

Y�Ej
ð~rÞ zYEi

ð~rÞd~r

¼
Z

Y�Ej
ð�~rÞð� zÞYEi

ð�~rÞd~r: (8:22)

Making use of the concept of parity operator defined previously in Eq. (4.31), (8.22)

becomes:

zi j ¼
Z

Y�Ej
ð�~rÞð�zÞYEi

ð�~rÞd~r

¼
Z
½P̂YEj

ð~rÞ�� ð�zÞ ½P̂YEi
ð~rÞ� d~r;

thus, the product of the eigen values of the parity operator P̂ corresponding to the

eigen states YEi
andYEj

, respectively, must be equal to �1, and the statesYEi
andYEj

must be of opposite parity. Similar considerations apply to the x and y components of

the transition matrix element. This is one of the ‘‘selection rules’’ for the emission and

absorption processes.

There are other rules depending on other symmetry properties such as the angular

symmetry properties of the wave functions involved. For example, suppose the angular

parts of the initial and final wave functions in (8.18) are Y‘m‘
ð�; �Þ and Y‘0m0

‘
ð�; �Þ,

respectively. Analogous to the parity consideration, integration of the coordinate vari-

able � leads to the selection rules on the azimuthal quantum numbers m‘ and m0‘:

�m‘ � m‘ �m0‘ ¼ 0 for waves linearly polarized in the z-direction; (8:23a)

and

�m‘ � m‘ �m0‘ ¼ 
1 for right and left circularly polarized waves. (8:23b)
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For (8.23b), the axis of quantization of the atomic wave function is perpendicular to

the plane of polarization of the incident wave.

These selection rules reflect the conservation of angular momentum in the emission

and absorption process, since the angularmomentum of the circularly polarized photons

is
�h, and the linearly polarized photon is an equal mixture of the photon states with
�h
angular momentum relative to the axis of quantization of the atomic wave functions.

Similar considerations in � involving associated Legendre functions lead to the selection

rule on the orbital quantum numbers ‘ and ‘
0
for dipole induced transitions:

�‘ � ‘� ‘0 ¼ 
1: (8:23c)

Thus, the selection rules depend on the nature of the quantum states involved in the

transition and the state of polarization of the radiation. Such rules and the resonance

condition are the key considerations that determine the general features of the emis-

sion and absorption spectra of all atoms, molecules, and solids.

Consider, for example, the discrete absorption spectra of hydrogen and hydrogen-

like ions (Z protons in the nucleus and one electron) initially in the ground 1s state.

The selection rule (8.23c) for the orbital quantum numbers shows that from this

ground state, the atom can absorb a photon and be excited into one of the quantized

np levels, where n¼ 2, 3, 4 . . . For the hydrogen atom in particular, Z ¼ 1, and the

corresponding wavelengths of the discrete absorption lines are:

1

l1s;np
¼ RHZ

2 1� 1

n02

� �
; for 15n0 ¼ 2; 3; 4; . . . ; (8:24)

where RH ¼
me4

4pc�h3
, from (6.37), is the Rydberg constant and is numerically equal to

109 737.3 cm�1. The longest wavelength of this series of discrete absorption lines is,

therefore, 121.566 nm in the ultraviolet. These absorption lines and the corresponding

fluorescence emission lines (np! 1s) form the so-called ‘‘Lyman series’’ of the hydro-

gen spectrum and are tabulated in Table 8.1.

Table 8.1. Approximate measured wavelengths in air (in nm except as otherwise indicated) of
some of the discrete lines in the spectrum of hydrogen. (See, for example, Herzberg (1944). More
precise values can be found from the data in the USNational Institute of Standards and Technology
Handbooks on Atomic Energy Levels.)

n= 1 2 3 4 5

n0=2 121.6
3 102.6 656.3
4 97.3 486.1 1875.1
5 95.0 434.0 1281.8 4.06 mm
6 93.8 414.1 1093.8 2.63 mm 7.40 mm
7 397.0 1005.0
8 388.9 954.6
9 383.5
10 379.8
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Based on the model of the hydrogen-like ions in general given in this chapter, the

wavelengths of the discrete line spectra corresponding to the transitions between other

energy eigen states of the hydrogen atom (Z=1) subject to the selection rule (8.23c)

satisfy the Rydberg formula:

1

ln‘;n0‘
1
¼ RH

1

n2
� 1

n02

� �
;where n ¼ 1; 2; 3; . . . and n0 > n; (8:24a)

including (8.24) for the Lyman series (n¼ 1). The series with n¼ 2, 3, 4, 5, . . .

correspond to the Balmer (n¼ 2), Ritz-Paschen (n¼ 3), Bracket (n¼ 4), Pfund

(n¼ 5), . . . series, respectively. Examples of the experimentally observed wavelengths

in air of some of these lines are also tabulated in Table 8.1

8.5 The emission and absorption processes

A simple picture of the emission and absorption processes can be given on the basis of

the formal mathematical solutions developed in the previous section. For definiteness,

let us consider the specific example of the hydrogen atom. Suppose the atom is initially

in the 1s level. Since the electric dipole interaction termV1 in the Hamiltonian does not

involve the spin of the atom, we can neglect the spin quantum numbers in labeling the

wave functions; thus, the initial state is the j100 i state, and the final states are the

jn‘m‘ i states, of the hydrogen atom.

The probability distribution function of the electron in the j100 i state of the

hydrogen atom is shown schematically in Figure 6.5(a). It is spherically symmetrically

centered on the positively charged nucleus and has even parity. Therefore, the atom in

the 1s state has no electric dipole moment and does not interact with any applied

electric field if it remains in the ground state. In fact, the probability distribution of the

electron in any unperturbed energy eigen state of the atom is always invariant under

coordinate inversion~r! �~r because the potential term in the Hamiltonian is invari-

ant under the same inversion of the coordinate system. Thus, the atom in an unper-

turbed energy eigen state cannot have any electric dipole moment. For the atom to

have an electric dipole moment, the atomic wave function must be in a superposition

state of mixed parity. Consider, for example, an applied electric field polarized in the

z direction. The selection rules (8.23a) and (8.23c) dictate that, for a 1s initial state, the

state function in the presence of the incident field in the single-photon absorption

process must be, for example, a superposition of the 1s or j100 i state and the j210 i or
2pz state (for a linearly polarized wave), which has odd parity:

jEf i ¼j100 i e�
i
�hE1t þ C

ð1Þ
12 j210 i; e�

i
�hE2t: (8:25)

The expectation value of the induced electric dipole moment, Pz, of the atom in this

mixed state is finite:

Pz ¼ hEfjð�ezÞjEf i ¼ C
ð1Þ
12 h 100jð�ezÞj210 ie�i!21t þ complex conjugate;
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where C
ð1Þ
12 is given by (8.16). The amplitude of this induced dipole moment is the

largest at resonance !¼!21. In this limit, (8.17) shows that it increases with t. It also

shows that, in this limit, the dipole moment oscillates at the angular frequency !21¼!,

lags the applied electric field in phase by p/2, and is proportional to the amplitude of

the incident field and the transition moment h100jzj210i. This is the physical basis of
the single-photon absorption process.

This induced absorption process can also be understood qualitatively, as shown in

Figure 8.1. The wave functions and the corresponding charge distribution functions of

the 1s and 2pz states are shown schematically in Figure 8.1(a). In both cases, the charge

distribution functions are symmetrically located relative to the positively charged

nucleus. The wave function and charge distribution function corresponding to (8.25)

are shown schematically in Figure 8.1(b). It is clear that, because the two components

have opposite parity, the distribution function corresponding to the sum of the two

wave functions is skewed in the z direction relative to the nucleus and, therefore, the

atom in the mixed state has an induced dipole moment. At resonance, !¼!21, when

t¼ p /!, the phase of the 2pz state changes by p relative to that of the 1s wave function,

the resultant charge distribution function now becomes skewed in the opposite direc-

tion and the direction of the induced dipole reverses. This is analogous to the wave

packet oscillation phenomenon discussed in Section 5.3 It repeats every cycle, leading

to a larger and larger oscillating dipole at the frequency ! of the applied field and a

bigger and bigger 2pz component in the mixed state. This is the basic quantum

mechanic picture of the resonant absorption process of the atom.

Suppose the energy of the initial state is above that of the final state, orEi> Ej . For

example, if the hydrogen atom is initially in the 2pz state and the final state is the 1s

state, the term with (!ji�!) in the denominator in (8.16) should be replaced by the

resonant term with (!jiþ!) in the denominator, leading to an emission process. The

resulting induced dipole moment will lead the applied field in phase by p/2. If the

(a) (b)

+

+

–

z

x,y

x,y

z

|1s 〉

|2pz 〉

+

x,y

|ψ 〉 = c 1|1s 〉 + c 2|2pz 〉 

+

pz

Figure 8.1. Schematics showing the wave functions (left, the + and� signs refer to the numerical
values of the wave functions) and the corresponding probability distribution functions (right) of

(a) the energy eigen states, and (b) the mixed state (solid curves: t ¼ 0; 2p=!21; 4p=!21, . . . ;
dashed curves: t ¼ p=!21; 3p=!21, . . . ) of the wave functions shown in (a). As the charge
distribution oscillates up and down, so will the induced dipole moment Pz oscillate up and down

at the frequency !21.
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existing field is the externally applied field of an incident wave, the field emitted by the

oscillating dipole will be in phase with and add to the incident field. The corresponding

emission process is the ‘‘stimulated emission process,’’ as will be discussed in more

detail in the following section. If the only field present is the vacuum fluctuation field

(see the discussion following (5.21)), the emission process is the ‘‘spontaneous emission

process’’ which is responsible for the ‘‘fluorescence’’ or ‘‘luminescence’’ spectra of the

atom in the excited non-equilibrium states. The corresponding emitted field will have

random phases reflecting those of the vacuum fluctuation fields.

8.6 Light Amplification by Stimulated Emission of Radiation (LASER) and
the Einstein A- and B-coefficients

One of the most important practical consequences of the quantum theory of the

process of light emission by atomic systems is the development of the ubiquitous

laser. (See, for example, Siegman (1986) or Yariv (1989).) As shown in the previous

section, when the atom is initially in an excited state, it can be stimulated to emit a

photon of the same frequency and phase as that of the incident photon at resonance.

Furthermore, if the phase of the incident wave is well defined, as in a classical wave of

the form (8.1), the emitted wave will be in phase with and add to the incident wave

coherently. This is the stimulated emission process.

Consider, for example, an incident monochromatic plane wave, polarized in the x

direction, of the form:

~Eðz; tÞ ¼ ~Exe
iðkz�!tÞ þ ~E

�
xe
�iðkz�!tÞ

h i
Ex (8:26)

propagating in the z direction in a macroscopic medium of ‘‘two-level’’ atoms with

energies E2 and E1, where E2 � E1ð Þ=�h ¼ !21 	 !. Real atoms have, of course, many

energy levels. In the resonant emission or absorption process, only the initial and final

states are directly affected by the interaction process. We can, therefore, focus only on

these two relevant energy levels of the atom. Let us assume that, in the absence of the

incident wave, the medium is in an equilibrium state and that there are N2 atoms per

unit volume in the upper level and N1 atoms per unit volume in the lower level. In the

presence of the incident wave, the atoms in the lower level will absorb photons and be

excited into the upper level and the atoms in the upper level will emit photons and drop

down to the lower level. If N1 is greater than N2, there will be net absorption of

photons. If N2 is greater than N1, there will be net emission of photons. The rates of

change of the ‘‘populations’’ of the atoms in the upper and lower levels due to such

photon-induced transitions are, therefore, respectively:

dN2

dt
¼ �N2W21 þN1W12;

dN1

dt
¼ N2W21 �N1W12;

(8:27)
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where W12¼W21 is defined in (8.21a) or (8.21b). The net rate of change of the

‘‘population inversion’’ (N2�N1 ) is, therefore:

d

dt
ðN2 �N1Þ ¼ �2ðN2 �N1ÞW21 (8:28)

and the corresponding change in the photon numbers Nph per unit volume is:

dNph

dt
¼ ðN2 �N1ÞW21:

If the incident wave is not a monochromatic wave and the spectral density of

the incident radiation is �(�), where
R
�ð�Þd� ¼ 1, the rate of change of the volume

density of the light wave energy "� j ~Exj2=2p in the medium is, from (8.21d):

d

dt
" ¼ ðN2 �N1Þ

4p2e2�
�h

x12j j2�ð�21Þ ": (8:29)

In a real medium, there may be other processes taking place in the medium, so that the

transition probability is spectrally broadened from the delta-function dependence

shown in (8.21a & b) into a fluorescence line shape function gf(�), whereR
gfð�Þ d� ¼ 1. In that case, if the line width of the incident radiation is much

narrower than the fluorescence line width and can be considered a monochromatic

wave of frequency �, the spectral line shape function �(�21) of the radiation in (8.29)

should be replaced by the fluorescence line shape function gf(�) evaluated at the

frequency �, as shown in (8.21f):

d

dt
" ¼ ðN2 �N1Þ

4p2e2�
�h

x12j j2gfð�Þ "; (8:30)

Converting this to the spatial rate of change of the intensity of the wave gives the

spatial gain coefficient, g, in the medium:

@ I

@ z
¼ g I ¼ ðN2 �N1Þ �st I; (8:31)

where �st ¼ 4p2e2�
�hc x12j j2gfð�Þ and c is the velocity of the wave in the medium. �st is

known as ‘‘the stimulated emission cross section.’’ This equation shows the important

result that the electromagnetic wave will be ‘‘amplified’’ if there is population inversion

in the medium, i.e. N2>N1. If such an amplifying medium is enclosed in a suitable

electromagnetic cavity in which most of the emitted radiation can be reflected back

into the medium along the same path again and again for repeated amplification, even

a small amount of initially present spontaneous emission can grow into a powerful

coherent beam of stimulated emission at the frequency !�!21. This is the basis of the

‘‘laser’’ with its numerous practical applications.
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Einstein A- and B-coefficients

Instead of the cross section, the stimulated emission process is often characterized by

the well known ‘‘Einstein B-coefficient,’’ which is by definition:

B12 �
2pe2

�h2
jx12j2 ¼ �stc=h� gfð�Þ: (8:32)

There is also an ‘‘Einstein A-coefficient,’’ which characterizes the ‘‘spontaneous emis-

sion process.’’ It has to do with the fact that, if an atom is in an excited state, it must

eventually drop down to an available lower energy state. Take the two-level atom with

allowed radiative dipole transition between the two levels 2 and 1 as an example again.

The rate of change of the population in the upper level must have a decay term even in

the absence of any applied radiation:

d

d t
N2 ¼ �

N2

t2
; (8:33a)

and there is a corresponding rate of increase term for the population of the lower state:

d

d t
N1 ¼ þ

N2

t2
: (8:33b)

This ‘‘relaxation time’’ t2 gives the ‘‘radiative life time’’ of level 2 (this population

relaxation time t2 for ‘level 2’ is not to be confused with the ‘‘atomic coherence time

T2’’ to be introduced in Chapter 11), if there is no other lower energy level the atom

can decay to. The corresponding ‘‘relaxation rate’’ t�12 is by definition the ‘‘Einstein

A-coefficient’’ A21. If there are n levels of lower energies to which the atom in a higher

energy level i can decay, then the total radiative decay rate out of the ith level is:

Ai ¼
Xn
i¼1

Ai j; (8:34)

and the radiative life time of the ith level ti is equal to A�1i .

The Einstein A- coefficient is directly related to the Einstein B-coefficient for the

same transition. The relationship between the two can be found simply by considering

the situation where the two-level atom is in thermal equilibrium with the black-body

radiation �b(�, 21), as discussed in Section 5.4. The corresponding rate equation for the

population in level 2 in the presence of the black-body radiation is, from (5.55), (8.28),

(8.32), and (8.33a & b):

d

dt
ðN2 �N1Þ ¼ �2A21N2 � 2B21ðN2 �N1Þ�bð�21Þ

¼ �2A21N2 � 2B21ðN2 �N1Þ
8p h�321

c3
� 1

eh�21=kBT � 1

� �
: (8:35)
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In thermal equilibrium at the temperature T, we know that d
dt ðN2 �N1Þ ¼ 0 and the

ratio of the populations in the upper and lower energy levels is determined by the

Boltzmann factor: e
� h�21

kBT. Thus, from (8.35), the ratio of the Einstein coefficients must be:

A21

B21
¼ 8ph�321

c3
: (8:36)

This is a very important result which shows that the B-coefficient, or the induced

dipole matrix element jx21j2, can be determined from the A-coefficient, which can in

turn be determined experimentally from the measured corresponding radiative life

time of the atoms in level 2. The Einstein B-coefficient determines the stimulated

emission cross section and, hence, the gain coefficient in the laser.

In this section, in considering the interaction of electromagnetic radiation with a

uniformmacroscopic medium ofN two-level atoms per unit volume, it is assumed that

all the atoms are independent of each other and that there are exactlyN1 atoms in the

lower level andN2 atoms in the upper level. The net absorption per unit volume of the

medium is, therefore, (N1�N2) times the absorption cross section per atom. It often

happens that, in practical situations involving the interaction of optical media with

coherent electromagnetic radiation, such as the laser light, it is not possible to know the

exact state of the N-particle system. The most that can be known and specified is

the probability distribution function PC over all the possible states jY i the N atoms

in the macroscopic medium can be in. Furthermore, the optical properties of the

medium under intense coherent light often depend on the collective response of the

atoms in the medium. For such problems, the state and the dynamics of the medium are

generally analyzed using the density-matrix formulation and the quantum mechanic

Boltzmann equation, which will be discussed in detail in Chapter 11

8.7 Problems

8.1 Verify that the result given in Eq. (8.17) indeed satisfies the time-dependent

Schrödinger equation (8.5) to the first order of V1.

8.2 Derive the transition probability analogous to (8.21b) for right- and left-

circularly polarized electromagnetic waves.

8.3 Verify the selection rules given in (8.23a–c) for hydrogenic ions.

8.4 Compare the experimentally observed Lyman series discrete spectra for hydrogen

given in Table 8.1 with the predictions of the Rydberg formula (8.24).

8.5 Give the expectation value of the z component of the electric dipole moment of

the hydrogen atom in the mixed state:

Yð~r; tÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ C12j j2

q Y100ð~r; tÞ þ C12Y210ðr; �; �; tÞ½ �:
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8.6 An electron in the n¼ 3, ‘¼ 0, m¼ 0 state of hydrogen decays by a sequence of

(electric dipole) transitions to the ground state.

(a) What decay routes are open to it? Specify them in the following way:

j300 i ! jn‘m i ! jn0‘0m0 i � � � ! j100 i:
(b) What are the allowed transitions from the 5d states of hydrogen to lower states?

8.7 Give the stimulated emission cross section (in cm2) defined in connection with

(8.31) for a hypothetical hydrogen laser with linearly polarized emission at

121.56 nm (Lyman-� line). Assume a Lorentzian fluorescence linewidth of

10 Ghz. What is the corresponding spatial gain coefficient (in cm�1) if the

total population inversion between the 1s and 2p levels of hydrogen in the

gaseous medium is 1010 cm�3? (Assume all the degenerate states in the 2p level

are equally populated.)
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9 Simple molecular orbitals
and crystalline structures

With the basic quantum theory of atomic systems developed in the previous chapters,

it is now possible to address the question, at least in a qualitative way, of how atoms

can be held together to formmolecules and crystalline solids. The explanation is based

on the time-independent Schrödinger equation, which is solved on the basis of time-

independent perturbation theory.

When the atoms are brought together, the electrons and ions in the atoms interact also

with the positive charges in the nuclei and the electrons of the neighboring ions.Quantum

mechanically, it may be energetically more favorable for the atoms to form molecular

complexes than to exist as separate atoms.A simplemolecular orbital theory of ‘‘covalent

bonded’’ diatomic molecules is introduced. This model can lead to a qualitative under-

standing of, for example, some simple sp-, sp2-, or sp3- bonded organic molecules, and

sp3-bonded tetrahedral complexes that are the basic building blocks of such important

IV–IV elemental semiconductors as Si and Ge and various III–V and II–VI compound

semiconductors such GaAs, GaP, ZnS, and CdS. The basic geometry of the atomic

orbitals of the constituent atoms determines the structures of the tetrahedral complexes,

which in turn determine the crystalline structures of the solids. Of particular interest are

semiconductors with broad applications in electronics and photonics.

9.1 Time-independent perturbation theory

The key to solving the time-dependent Schrödinger equation is to solve the corres-

ponding time-independent Schrödinger equation. Yet, in the vast majority of cases,

the time-independent Schrödinger equation cannot be solved exactly analytically.

Time-independent perturbation theory is a powerful rigorous procedure for system-

atically solving time-independent Schrödinger equations approximately. The general

procedure of such a theory is outlined in this section. It will be used to deal with a

variety of problems related to molecules and solids in the following sections. The

procedures for the non-degenerate states and the degenerate states are different. We

will consider these separately in order.

Non-degerate perturbation theory

The more compact Dirac notation is used here. Just like the time-dependent perturb-

ation theory, the basic idea is to separate the Hamiltonian Ĥ into a large part, the
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unperturbed Hamiltonian Ĥ0, and a small part Ĥ1,which is considered a perturbation

and is identified as such with a multiplier ":

Ĥ ¼ Ĥ0 þ "Ĥ1: (9:1)

" will eventually be set equal to 1 in the final results. To find systematically the eigen

functions and eigen values approximately, we expand each in a power series of ":

Ei ¼ E
ð0Þ
i þ "E

ð1Þ
i þ "2E

ð2Þ
i þ . . . ; (9:2)

jEii ¼ jEð0Þi i þ "jEð1Þi i þ "2jEð2Þi i þ . . . ; (9:3)

subject to the normalization condition:

hEijEii ¼ 1 (9:4)

in the corresponding eigen value equation. Substituting (9.1)–(9.3) in the

time-independent Schrödinger equation:

ĤjEii ¼ EijEii; (9:5)

and equating terms of the same order of " term-by-term leads to a hierarchy of

operator equations in successive orders of ":

"0 : Ĥ0jEð0Þi i ¼ E
ð0Þ
i jE

ð0Þ
i i; (9:5a)

"1 : ðĤ0 � E
ð0Þ
i ÞjE

ð1Þ
i i þ ðĤ1 � E

ð1Þ
i ÞjE

ð0Þ
i i ¼ 0; (9:5b)

"2 : ðĤ0 � E
ð0Þ
i ÞjE

ð2Þ
i i þ ðĤ1 � E

ð1Þ
i ÞjE

ð1Þ
i i � E

ð2Þ
i jE

ð0Þ
i i ¼ 0; (9:5c)

�
�
�

This is the so-called Rayleigh–Schrödinger perturbation procedure (there are other

procedures, such as the Brillouin perturbation procedure).

The first step in solving these equations is to solve the unperturbed Schrödinger

equation (9.5a). It is assumed that this can been done; otherwise, the procedure will

not work. Thus, it is assumed that E
ð0Þ
i and jEð0Þi i are known. Multiplying (9.5b) from

the left by the bra-vector hEð0Þi j gives the first order correction to the eigen value Ei due

to the perturbation:

E
ð1Þ
i ¼ hE

ð0Þ
i jĤjE

ð0Þ
i i: (9:6a)

136 9 Molecules and Crystalline Structures



Multiply (9.5b) from the left by a bra-vector hEð0Þj j corresponding to a different eigen

state ðj 6¼ iÞ gives:

hEð0Þj jE
ð1Þ
i i ¼

hEð0Þj jĤ1jEð0Þi i
E
ð0Þ
i � E

ð0Þ
j

; (9:6b)

and from (9.4),

hEð0Þi jE
ð1Þ
i i ¼ 0; (9:6c)

therefore, the eigen function to the first order is:

jEii¼ jEð0Þi i þ
X
j6¼i

hEð0Þj jĤ1jEð0Þi i
E
ð0Þ
i � E

ð0Þ
j

jEð0Þj i þ . . . : (9:6d)

A similar procedure will give the higher order corrections of the eigen values and

eigen functions. For example, the perturbation solutions (9.2) and (9.3) carried to the

second order correction of the eigen value with " set to 1 is:

Ei¼E
ð0Þ
i þhE

ð0Þ
i jĤ1jEð0Þi i þ

X
j6¼i

hEð0Þj jĤ1jEð0Þi i
��� ���2

E
ð0Þ
i � E

ð0Þ
j

þ . . . : (9:7)

Thus, once the zeroth order equation (9.5a) is solved, it is possible to follow this

procedure to obtain rigorously and systematically a perturbative solution to the time-

independent Schrödinger equation to an arbitrary order of accuracy, at least in principle.

It should be pointed out, however, that the choice of what should be considered the

unperturbed part of the Hamiltonian and what should be considered the perturbation

is not unique. One should generally choose Ĥ1 to be small enough so that only a small

number of terms in the perturbation series are needed to give a reasonably accurate

answer, and yet it is not so small that the unperturbed part of the problem becomes too

difficult to solve.

These results, (9.6d & 9.7), clearly will not be valid for unperturbed eigen states that

are degenerate (i.e. different zeroth-order eigen states with the same eigen value, or

E
ð0Þ
i ¼E

ð0Þ
j ). When that happens, a special degenerate perturbation theory is needed.

Degenerate perturbation theory

It frequently happens that some unperturbed eigen energy level has degeneracy,

because there are other constants of motion in addition to the total energy of the

system (see the discussion following Eq. (2.49)). Suppose such a constant of motion is

represented by the operator B̂ with eigen values �j, which commutes with the
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unperturbed Hamiltonian Ĥ0 of the system. The simultaneous eigen states of the two

operators are jEð0Þi �ji so that:

Ĥ0jEð0Þi �ji ¼ E
ð0Þ
i jE

ð0Þ
i �ji; (9:8a)

and

B̂jEð0Þi �ji ¼ �jjEð0Þi �ji: (9:8b)

In this case, there is a whole family of degenerate states jEð0Þi �ji that all have the same

energy E
ð0Þ
i . This degeneracy may be partially removed when the perturbation Ĥ1 is

taken into account through the following procedure. First, multiplying (9.5a) by the

bra-vector hEð0Þj �kj, where Eð0Þj 6¼ E
ð0Þ
i , from the left and making use of (9.8a) give:

ðEð0Þj � E
ð0Þ
i ÞhE

ð0Þ
j �kjEð0Þi i ¼ 0; or hEð0Þj �kjEð0Þi i ¼ 0: (9:9)

With degeneracy and (9.8a), the first order equation (9.5b) is still of the form:

ðĤ0 � E
ð0Þ
i ÞjE

ð1Þ
i i þ ðĤ1 � E

ð1Þ
i ÞjE

ð0Þ
i i ¼ 0:

jEð0Þi i is, however, some unspecified linear combination of jEð0Þi �ji in view of (9.9):

jEð0Þi i ¼
X
j

hEð0Þi �jjEð0Þi ijE
ð0Þ
i �ji: (9:10)

The linear combination, or the expansion coefficients hEð0Þi �jjEð0Þi i, are yet to be

determined. Multiplying (9.5b) by the bra-vector hEð0Þi �j0 j from the left and making

use of (9.10) and the completeness theorem, 1̂ ¼
P
�k

jEð0Þi �kihEð0Þi �kj, give:

X
�k

hEð0Þi �j0 jĤ1jEð0Þi �kihEð0Þi �kjEð0Þi i ¼ E
ð1Þ
i hE

ð0Þ
i �j0 jEð0Þi i; (9:11)

which means that to find the first order correction Ei
(1) to the energy eigen value Ei

and the zeroth-order eigen function jEð0Þi i, we need to diagonalize the matrix

representing Ĥ1 within the manifold of degenerate states jEð0Þi �ji. Depending upon

the dimensionality of this matrix, this diagonization procedure will yield a number of

eigen values E
ð1Þ
i� with the corresponding eigen function jEð0Þi� i:X

�k

hEð0Þi �j0 jĤ1jEð0Þi �kihEð0Þi �kjEð0Þi� i ¼ E
ð1Þ
i� hE

ð0Þ
i �j0 jEð0Þi� i; (9:11a)

which removes some of the degeneracy of the level Ei
(0) in the absence of the

perturbation. Note also that, because all these states are eigen functions of the

unperturbed Hamiltonian corresponding to the eigen value Ei
(0), to find jEð0Þi i and

Ei
(1), the eigen value equation (9.11) is equivalent to:

X
�k

hEð0Þi �j0 jĤjEð0Þi �kihEð0Þi �kjEð0Þi� i ¼ ðE
ð0Þ
i þ E

ð1Þ
i� ÞhE

ð0Þ
i �j0 jEð0Þi� i; (9:11b)
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where the perturbed Hamiltonian Ĥ1 in (9.11) is replaced by the total Hamiltonian

Ĥ � Ĥ0 þ Ĥ1. The significance of this statement is not obvious at this point, but it will

become clearer when applied to the molecular-orbital theory developed in the follow-

ing Section, 9.2.

The contrast between the non-degenerate case and the degenerate case is that, in the

former case, the first order effect of the perturbation leads to a shift of the unperturbed

energy level. In the latter case, the unperturbed degenerate level is split into a number of

new levels, E
ð1Þ
i� . The splittings between the new levels must be small compared to the

separations between unperturbed levels for the degenerate perturbation theory to work.

In summary, in the degenerate case, the eigen values and the corresponding eigen

functions are, respectively:

Ei� ¼ E
ð0Þ
i þ E

ð1Þ
i� þ . . . ; (9:12a)

jEð0Þi� i ¼
X
�k

hEð0Þi �kjEð0Þi� ijE
ð0Þ
i �ki þ . . . ; (9:12b)

where E
ð1Þ
i� and hEð0Þi �kjEð0Þi� i are from the solutions of the eigen value equation (9.11a)

or (9.11b). These results are shown schematically in Figure 9.1.

Although the theory presented in this section seems rather formal and formidable,

in specific problems, it really is not very difficult to apply, as we will see in the

following sections.

9.2 Covalent bonding of diatomic molecules

A collection of atoms will form a molecule, if it is energetically more favorable for

them to do so than to exist as separate atoms. The quantummechanic problem is then

+

|E i     
β j > 

(o)

|E i γ  >
(o) 

E i .
(1)E i

(0)

H 0

.
H 1

.

Figure 9.1. Schematic of the effect of a perturbation term in the Hamiltonian on the degenerate
states
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to compare the eigen energies of the atoms separately with when they exist together as

a molecule.

Let us consider the simple case of a covalent bonded homo-nuclear diatomic

molecule first. In the ‘‘molecular-orbital’’ approach, the general formulation of the

problem is similar to that for the atoms. First, one looks for the eigen values and eigen

states of the Hamiltonian for the single-electron states in the presence of the two nuclei

separated by a distanceR. These are the molecular-orbital states, which are analogous

to the atomic orbitals in atoms with a single nucleus. The total number of electrons

then occupy these available molecular-orbital states of successively higher energies

according to Pauli’s exclusion principle. The energy of the molecule is the sum of the

energies of the electrons and the Coulomb repulsion of the ions in the molecule.

Consider first the electrons. Let the inter-atomic distance R be large enough for the

atoms to be considered independent of each other initially. As they are brought

together, the atoms will tend to form a molecule, if the total molecular energy

decreases with decreasing R, and the molecule will stabilize at the inter-atomic

distance Rm where its energy is at a minimum. We will demonstrate this qualitatively

on the basis of the degenerate perturbation theory introduced in the previous section.

Let us assume that the molecule consists of two identical atoms A and B located at

x ¼ �R0=2 (see Figure 9.2). The Hamiltonian for the single-electron states for the

diatomic molecule is initially:

Ĥ0 ¼ �
�h2

2m
r2 þ Vð~r;R0Þ ¼ �

�h2

2m
r2 � Ze2

~rþ ~R0=2
�� ���

Ze2

~r� ~R0=2
�� �� : (9:13)

Let us further assume that the two atoms are initially sufficiently far apart that the eigen

functions centered on the two nuclei are essentially the atomic orbitals of the individual

atoms jAi for ~rþ ~R0=2
�� ��� ~r� ~R0=2

�� ��, and jBi for ~r� ~R0=2
�� ��� ~rþ ~R0

�� ��,
respectively, and the overlap between them is negligible, or hAjBi � 0: If the

atoms are far enough apart in the molecule initially, the single-electron molecular

energy level Ei ¼ EA ¼ EB is degenerate with two states: in one, jAi, the electron is

essentially at the atomic site A, and in the other, jBi, the electron is essentially at the

atomic siteB. Thus, the initial degenerate eigen states and eigen value of theHamiltonian

(9.13) are, using the notations of the degenerate perturbation theory given in the

previous section:

E
ð0Þ
i ¼ EA ¼ EB; (9:14a)

jEð0Þi �Ai ffi jAiand jEð0Þi �Bi ffi jBi: (9:14b)

Note that E
ð0Þ
i and jEð0Þi �ii refer to the unperturbed zeroth-order molecular states,

while jAi and jBi refer to the unperturbed atomic states.
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Let us now examine the effects on the energy of these states as the atoms are

brought closer together and the Hamiltonian becomes:

Ĥ ¼ � �h2

2m
r2 þ Vð~r;RÞ ¼ � �h2

2m
r2 � Ze2

~rþ ~R=2
�� ���

Ze2

~r� ~R=2
�� �� ; (9:15)

where R < R0: We assume that the change in R and, hence, in the potential terms in

the Hamiltonian is small enough that the degenerate perturbation theory developed in

the previous section applies. It is also assumed that R is finite and sufficiently large

that the two atomic orbitals jAi and jBi are still approximately ‘‘orthogonal’’ in the

sense that hAjBi � 0: These are drastic approximations that are only good enough to

give a qualitative indication of the bonding mechanism between the atoms, and the model

is not adequate to yield any serious quantitative results. Nevertheless, the perturbed

eigen values and eigen functions can be found by diagonalizing the matrix represent-

ing the Hamiltonian, (9.15), within the two degenerate states given in (9.14b). The new

molecular eigen states are of the form:

jEð0Þi� i ¼ CA�jAi þ CB� jBi; (9:16)

V (r )

x

(b)

EA EB

Ea

Eb

x

z

R /2–R /2

r – R /2r + R /2

–e

+Ze +Ze

+Ze +Ze

(a)

r

Figure 9.2. (a) A single electron in the skeleton of a homo-nuclear diatomic molecule. (b)

Schematic showing the change in the Coulomb potential experienced by the electron in the
molecular skeleton as the two nuclei are brought closer together (from the dashed to the solid
curves). EA and EB correspond to the atomic orbitals; Ea and Eb correspond to the anti-

bonding and bonding molecular orbitals, respectively. (see Eqs. (9.20a) and (9.20b), and
Figure 9.3).
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where CA�

�� ��2þ CB�

�� ��2¼ 1 . The 2�2 matrix equation corresponding to (9.11b) is:

hAjĤjAi hAjĤjBi
hBjĤjAi hBjĤjBi

� �
CA�

CB�

� �
¼ EA þ E

ð1Þ
i�

� � CA�

CB�

� �
: (9:17)

Because of the spatial symmetry of the Hamiltonian and jAi and jBi under inversion,
~r! �~r, the diagonal and off-diagonal elements of the matrix are equal:

hAjĤjAi ¼ hBjĤjBi � �Ei (9:18a)

hAjĤjBi ¼ hBjĤjAi: (9:18b)

Thus, solving Eq. (9.17) yields two new eigen values corresponding to a bonding and

an anti-bonding state (� and þ signs, respectively, below):

Ei� ¼ EA þ E
ð1Þ
i� ¼ �Ei � hAjĤjBi

�� �� ¼ �Ei � hAj�ĤjBi
�� ��; (9:19)

where �Ĥ ¼ Ĥ� Ĥ0 ¼ V̂ð~r;RÞ � V̂ð~r;R0Þ � �V̂ gives the change in the Coulomb

potential (see Figure 9.2) experienced by the electron due to the change in R from R0

as the atoms are brought closer to each and assuming that hAjĤ0jBi ¼ E
ð0Þ
i hAjBi � 0.

The initially degenerate level is now split into two levels with the splitting between the

two equal to 2 hAj�ĤjBi
�� ��, and there is a slight down shift of the average of the two

energy levels �Ei fromEA (note that hAj�ĤjAi50). The two split levels, (9.19), represent

the ‘‘bonding’’ and ‘‘anti-bonding’’ states of the molecule with the eigen energies:

E
ð1Þ
ib ¼ �Ei � hAj�ĤjBi

�� �� (9:20a)

and

E
ð1Þ
ia ¼ �Ei þ hAj�ĤjBi

�� ��; (9:20b)

respectively. Solution of (9.17) also gives the corresponding bonding and anti-bonding

orbitals:

jEð0Þib i ¼ CAbjAiþCBbjBi (9:21a)

and

jEð0Þia i ¼ CAajAiþCBajBi; (9:21b)
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where

CAb

CBb
¼ � hAj�Ĥ1jBi

hAj�Ĥ1jBi
�� �� ¼ þ1; (9:21c)

CAa

CBa
¼ þ hAj�Ĥ1jBi

hAj�Ĥ1jBi
�� �� ¼ �1: (9:21d)

Qualitatively, the reason that hAj�Ĥ1jBi ¼ � h�Ĥ1jBi
�� �� is that, as R decreases from

R0, the potential energy decreases over the region where the overlap between the

atomic orbitals jAi and jBi is the largest, or�Ĥ150 in this region (see Figure 9.2). The

normalized bonding and anti-bonding molecular orbitals, (9.21a) and (9.21b), of the

homo-nuclear diatomic molecule are, therefore, symmetric and anti-symmetric com-

binations of the atomic orbitals, respectively:

jEð0Þib i ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2þ 2S
p ½jAi þ jBi	

jEð0Þia i ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2þ 2S
p ½jAi � jBi	;

(9:22)

where S¼hAjBi � 0 is the overlap integral of the two atomic orbitals and assumed

negligibly small. These results are shown schematically in Figure 9.3. The molecule

will stabilize at R ¼ Rm, where the total molecular energy, including the attractive

covalent bonding energy of the electrons and the Coulomb repulsive energy of the

ions, is at a minimum.

If each of the two atoms has only one valence electron, the two electrons will both

occupy the bonding orbital with opposite spins. For example, when two hydrogen

atoms in the ground 1s level are brought together, the energy of the single-electron

bonding state is reduced by about 2.7 eV from the ground state energy of –13.6 eV in

an isolated hydrogen atom with Rm stabilized around 1.1 Å. Introducing a second

electron with the opposite spin into the ground state of the hydrogen molecule will

EA EB
|A > |B >

Eib
(1)

E ia
(1) |E ia   >

(0)

|Eib    >(0)

2| <A | . H |B >|
∧

Figure 9.3. Bonding and anti-bonding orbitals of the homo-nuclear diatomic molecule and the
original atomic orbitals of the constituent atoms. (For clarity, the slight shift of �Ei from EA is
neglected in this schematic diagram.)
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increase the binding energy of the molecule further to about 4.47 eV with an inter-

nuclear distance of
0.7 Å. Thus, the two atoms can form a stable diatomic hydrogen

molecule with both electrons in the bonding molecular orbital formed from the 1s

atomic orbitals.

The perturbation theory given here is adequate to showhow the two atoms can form a

diatomic molecule through the covalent bonding mechanism. To show that the diatomic

molecule will stabilize around an equilibrium inter-atomic distance Rm, one has to

evaluate hEð0Þi� jĤjE
ð0Þ
i� i against variations in CA� and CB� , taking into account also the

Coulomb repulsion between the ions, and find at what R the total molecular energy is a

minimum. This is the basis of a rigorous molecular-orbital theory (see, for example,

Ballhausen and Gray (1964); Coulson (1961)), which is beyond the scope of this book.

For other multi-electron atoms in a diatomic molecule, the electrons will fill the

available molecular orbital states of successively higher energies according to Pauli’s

exclusion principle, and the molecular wave functions are the appropriate Slater

determinants just like in the multi-electron atoms discussed in Chapter 7. This kind

of bonding mechanism between two atoms is called ‘‘covalent bonding,’’ where the

atoms share the valence electrons and bond to form a molecule. The same considera-

tions can be extended to hetero-nuclear diatomic and to poly-atomic molecules. The

details are, of course, more complicated, but the principles are the same.

9.3 sp, sp2 and sp3 orbitals and examples of simple organic molecules

If the valence states of the separated atoms forming the molecular states have orbital

degeneracy, each such atom can form multiple bonds with another atom or other

atoms. Consider, for example, such a multi-electron atom as carbon. Carbon is of

particular interest, because it is the basic element in organic chemistry, and the

crystalline structure of carbon in the form of diamond crystal is the same as that of

such important semiconductors as Si and Ge. The diamond structure is also closely

related to the zincblende structure of such important compound semiconductors as

GaAs and ZnS. From Table 7.1, it is seen that carbon has a total of six electrons. The

ground-state configuration is 1s22s22p2. The valence states are the 2s and 2p states.

The p states are defined in (6.24) and Table 6.1 and have three-fold orbital degeneracy

corresponding to the orthogonal orientations of the orbitals, as shown in Figure 6.5(b)

and (c).

When the carbon atom forms a bond with other atoms, such as hydrogen or

another carbon, the valence states that go into forming the bonding orbital with the

lowest molecular energy can often be linear combinations of the 2s state and the three

2p states. This is because the shift in energy between the 2s and 2p states of the carbon

atom can be smaller than or comparable to the interaction energy between the s and p

orbitals of the atoms forming the bond. In applying the perturbation theory, the

manifold of degenerate states must be expanded to include the near-degenerate atomic

states, and the basis states used are linear combinations of the expanded basis. This is
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often the case when ns and np states are the valence states and the principal quantum

number n is not too large, such as in carbon (n¼ 2), Si (n¼ 3), and Ge (n¼ 4). This

process of forming mixed states of the atomic orbitals in the process of forming the

molecular orbitals is called ‘‘hybridization.’’ One 2s and three 2p states can form two,

three, or four hybridized states in various combinations, depending on the molecular

complex the carbon atom goes into. We consider first some simple organic molecules

involving hybridized spn states:

sp3 orbitals

Methane

Consider, for example, CH4, the methane molecule, consisting of one carbon atom

covalent-bonded to four hydrogen atoms. The four normalized hybridized sp3 orbitals

of carbon are:

j1i ¼ 1

2
jsi þ jpxi þ jpyi þ jpzi
� �

; (9:23a)

j2i ¼ 1

2
jsi þ jpxi � jpyi � jpzi
� �

; (9:23b)

j3i ¼ 1

2
jsi � jpxi � jpyi þ jpzi
� �

; (9:23c)

j4i ¼ 1

2
jsi � jpxi þ jpyi � jpzi
� �

: (9:23d)

They are shown schematically in Figure 9.4(a). Each of these orbitals can form a

hetero-nuclear diatomic covalent bond with a hydrogen atom to form a methane

molecule, as shown in Figure 9.4(a). As can be calculated easily from this figure, the

angle between these bonds based on this simple model should be 109.478.
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Figure 9.4. Schematics showing four hybridized sp3 orbitals of carbon covalent bonded (a) to four
hydrogen 1s orbitals to form a methane molecule, and (b) to three hydrogen atoms and a –CH3

radical group to form an ethane molecule.
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Ethane

The four hybridized sp3 orbitals (9.23a–d) do not all have to be bonded to the same kind

of atoms. One of these can be replaced by a ‘‘radical’’ group CH3 to form a new

molecule, in this case an ethane molecule CH3–CH3, as shown in Figure 9.4(b). The

angles between the C–Hbonds and between the C–H and the C–C bonds are all 109.478.

sp2Orbitals

Ethylene

Similarly, the s orbital can hybridize with, for example, the px and pz orbitals to form

three sp2 orbitals:

jx� i ¼
1ffiffiffi
3
p jsi �

ffiffiffi
2
p
jpx i

h i
; (9:24a)

j2p=3i ¼ 1ffiffiffi
3
p jsi � 1ffiffiffi

2
p jpxi þ

ffiffiffi
3

2

r
jpz i

$ %
; (9:24b)

j�2p=3 i ¼ 1ffiffiffi
3
p jsi � 1ffiffiffi

2
p jpxi �

ffiffiffi
3

2

r
jpzi

$ %
: (9:24c)

These orbitals can bond with two hydrogen atoms in one x direction and another

similar carbon atom in the opposite x direction. The angle between the sp2 bonds is

1208 as indicated. With the additional py orbitals, there can be a double-bond between

the two carbon atoms that are each attached to two hydrogen atoms to form an

ethylene molecule H2C¼CH2, as shown in Figure 9.5(a).

sp orbitals

Acetylene

The s orbital can also hybridize with a single px orbital to form two sp -orbitals pointed

in the þx and �x directions as in the acetylene molecule:

jxþi ¼
1ffiffiffi
2
p jsi þ jpxi½ 	 (9:25a)

jx�i ¼
1ffiffiffi
2
p jsi � jpxi½ 	: (9:25b)

One of these forms a bond with a hydrogen atom on one end (say, �x direction) and

with another similar carbon atom in the other end (þx direction), which is similarly
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bonded with another hydrogen atom, as shown in Figure 9.5(b). The remaining pz and

py orbitals of the two carbon atoms then form two additional covalent bonds between

the carbon atoms. Thus, the carbon–carbon bond is a triple-bond, while the remaining

bond of each carbon atom bonds to a hydrogen atom and forms an H�C � C�H
molecule, which is the acetylene molecule.

Benzene ring structures

The carbon atoms do not have to form linear structures only.With suitably hybridized

and oriented sp2 and p orbitals of carbon, six carbon atoms and six hydrogen atoms

can be brought together to form a benzene molecule, C6H6, in a ring structure, as

shown in Figure 9.5(c). The problem is actually more complicated because there are,

for example, two equivalent structures with the same energy, as shown in this figure. In

this case, there is a 50–50 probability that each C–C bond is a single- or a double-bond,

as shown. In the language of the chemists, the ‘‘resonance’’ between these two so-called

‘‘Kikulé structures’’ leads to additional stabilization of the molecule.

The benzene ring structure is the basic building block of a great variety of organic

and inorganic molecules and solids. For example, the carbon ring does not have to

bond with hydrogen atoms only. It can bond with six other carbon ring structures that

further connect with other carbon rings ad infinitum and form a gigantic sheet, which is

the structure of graphite. The planar structure of graphite accounts for its superior

property as a lubricant.
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Figure 9.5. Schematics of the (a) ethylene, (b) acetylene, (c) benzene molecules (Kikulé
structures), and (d) graphite.
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9.4 Diamond and zincblende structures and space lattices

In addition to the linear and planar structures, a three-dimensional crystalline struc-

ture, the diamond structure, can also be constructed from the tetrahedral complexes of

carbon through its hybridized sp3 orbitals. This is an exceedingly important structure

for electronics and photonics, for such important IV–IV semiconductors as the Si and

Ge crystals have the same structure. In addition, the zincblende structure of III–V

binary semiconductors and some of the II–VI compounds is closely related to the

diamond structure.

The basic tetrahedral complex of the carbon atoms is shown in Figure 9.6(a). It is

similar to the methane molecule shown in Figure 9.4(a), except that the hydrogen atoms

are replaced by other similar carbon atoms. The four sp3 orbitals are given in

Eq. (9.23a–d). Each carbon atom can thus be bonded to four other carbon atoms through

the four hybridized sp3 orbitals to form the tetrahedral complex. Each tetrahedral

x

z

(a)

y

(b)

a

a

a

a

(c)

Figure 9.6. (a) The tetrahedral complex of the sp3 orbitals of carbon, and (b) the diamond
structure of carbon, silicon, and germanium crystals. (c) The zincblende structure, which is
similar to the diamond structure except each atom is bonded to four atoms of a different kind

(e.g. Ga and As, forming the binary semiconductor GaAs crystal).

148 9 Molecules and Crystalline Structures



complex can be bonded to four other similar complexes, as shown in Figure 9.6(b).

Extending these tetrahedral complexes throughout three-dimensional space leads to a

space lattice of ‘‘diamond structure,’’ which is the basic structure of, for example, covalent-

bonded IV–IV crystals such as diamond (carbon), silicon, and germanium crystals.

If the centers of the tetrahedral complex shown in Figure 9.6(a) are replaced by

atoms from column III (or V) of the periodic table (see, for example, Table 7.1 ) while

the corners are replaced by column V (or III) atoms as shown in Figure 9.6(c), the

resulting crystalline structure is the zincblende structure. In this case, there is some

migration of negative charge from the V-atom to the III-atom for each bond. The

bonding is then partially covalent and partially ionic or electrostatic. Many III–V

compounds, such as GaAs, GaP, GaN, InAs, InP, and InSb, are semiconductors of

great practical importance. Some of the II–VI compounds, such as ZnS, ZnSe, CdS,

and CdSe, can also form space lattices of zincblende structure with partial covalent

bonding and still larger ionicity than the bonds between III–V atoms, but some of

these II–VI crystals can have both cubic symmetry or hexagonal symmetry.

A crystalline solid is also like a giant multi-electron molecule. Depending on how

tightly the valence electrons are bound to the atoms, the electronic properties of the solid

can be better understood on the basis of either a ‘‘nearly-free-electron model’’ or a ‘‘tight-

binding model.’’ In either case, it is based on the basic ideas of time-independent

perturbation theory, as outlined in Section 9.1. In the case of the tight-binding model,

the starting point is the individual atoms. This model is more suited for insulators and

wide band-gap semiconductors. The interaction of the atoms with its neighbors is

considered a small perturbation on the atomic states. In the nearly-free-electron model,

which is more suited for metals and narrower band-gap semiconductors, the solid is

considered a giant quantum well of macroscopic dimensions. The potential for the

valence electrons inside the well is almost spatially independent, and the valence electrons

themselves are delocalized and belong to the entire solid. The spatially fixed periodic

potential due to the lattice ions is considered a perturbation that modifies the free-

electron states, leading to the ‘‘Bloch states’’ in the well. For applications in semiconduc-

tor electronics and photonics, the nearly-free-electronmodel based on the Bloch theorem

is the commonly used approach. It will be discussed in more detail in the next chapter.

9.5 Problems

9.1 Consider the spin–orbit interaction term for hydrogen of the form (6.62). Write

the matrix corresponding to this term in the six-fold degenerate states with the

same orbital angular momentum quantum number ‘ ¼ 1 in the representation in

which L̂2, L̂z, Ŝ
2, Ŝz are diagonal. Diagonalize this matrix according to the

degenerate perturbation theory and find the corresponding eigen values

and eigen functions. Compare the eigen values obtained with the corresponding

results (the original degenerate states split into two new degenerate levels: shifted

by �n‘=2 and � �n‘ corresponding to j¼ 3=2, mj ¼ �3=2, � 1=2 and j¼ 1=2,
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mj ¼ �1=2) given in Section 6.5. The eigen functions give the relevant vector-

coupling coefficients h‘m‘smsjjmj‘si defined in (6.59) for this particular case.

(Hint: the 6� 6 matrix corresponding to the manifold of degenerate states to be

diagonalized breaks down to two 2� 2 and two 1� 1 matrices down the diagonal

by suitable ordering of the rows and columns of matrix elements. The smaller

2� 2 matrices can then be diagonalized easily.)

9.2 Extend the perturbation theory for the covalent bonded homo-nuclear diatomic

molecule to the case of hetero-nuclear diatomic molecules. More specifically, find

the energies and the corresponding wave functions of the bonding and anti-bonding

orbitals of the molecule in terms of the energies of the atoms EA and EB, where

EA 6¼ EB, and the corresponding wave functions jYAi and jYBi, respectively.
9.3 Suppose the un-normalized molecular orbital of a diatomic homo-nuclear

diatomic molecule is:

jYmoi ¼ CAjAi þ CBjBi;

where jAiandjBi are the normalized atomic orbitals.

(a) Normalize the above molecular orbital.

(b) Find the energies and wave functions for the bonding and anti-bonding

molecular states by minimizing the energy E ¼ hYmojĤjYmoi, where jYmoi
is the normalized molecular orbital, against variations in the relative con-

tributions of the atomic orbitals making up the normalized molecular orbital

in the limit of negligibly small overlap integral between the atomic orbitals

� 0. (Hint: solve for E from the secular equation by setting @E
@ CA
¼ 0 and

@E
@ CB
¼ 0; then find CA and CB.) Compare the resulting energy values and the

corresponding wave functions with the bonding and anti-bonding energies

(9.20a and b) and wave functions (9.21a–d), respectively, on the basis of the

perturbation theory outlined in the text.

9.4 Consider the diamond lattice shown in Figure 9.6(b). Find the number of atoms

per cube cell of the volume a3 in such a lattice. What is the number of valence

electrons per such a unit cell (the cubic cell shown in Figure 9.6(b) or (c) is termed

a ‘‘conventional unit cell’’ in contrast to the ‘‘primitive unit cell’’ ) for the diamond

crystal and for the silicon crystal?

9.5 The primitive translational vectors ~a, ~b, and~c of a periodic lattice are defined by

the equation: ~R ¼ n1~aþ n2~bþ n3~c, where ~R is the displacement vector connecting

any two lattice points in the periodic lattice and n1, n2, and n3 are integers 1, 2, 3, . . .

Find the primitive translational vectors of a simple cubic lattice (repeated simple

cubes with lattice points at the corners of the cubes) and of a face-centered cubic

lattice (repeated cubes with lattice points at the corners of the cubes and the centers of

the faces).

9.6 Show that the diamond lattice is simply two interlaced face-centered cubic latticed

displaced one quarter of the length along the diagonal of the cube.

9.7 What is the length of the C–C bond in the diamond lattice expressed as a fraction

of cubic edge ‘‘a’’ shown in Figure 9.6(b)?
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10 Electronic properties
of semiconductors and
the p–n junction

Some of the most important applications of quantummechanics are in semiconductor

physics and technology based on the properties of electrons in a periodic lattice of

ions. This problem is discussed on the basis of the nearly-free-electron model of the

crystalline solids in this chapter. In this model, the entire solid is represented by a

quantum well of macroscopic dimensions. The spatially-varying electron potential

due to the periodic lattice of ions inside the well is considered a perturbation on the

free-electron states leading to the Bloch states and the band structure of the semi-

conductor. The concepts of effective mass and group velocity of the electrons and

holes in the conduction and valence bands separated by an energy-gap are introduced.

The electrons and holes are distributed over the available Bloch states in these bands

depending on the location of the Fermi level according to Fermi statistics. The

transport properties of these charge-carriers and their influence on the electrical

conductivity of the semiconductor are discussed. When impurities are present, the

electrical properties can be drastically altered, resulting in n-type and p-type semi-

conductors. The p–n junction is a key element in modern semiconductor electronic

and photonic devices.

10.1 Molecular orbital picture of the valence and conduction bands
of semiconductors

Atoms can be brought together to form crystalline solids through a variety of mechan-

isms. Most of the commonly used semiconductors are partially covalently and par-

tially ionically bonded crystals of diamond or zincblende structure. For the column IV

elements, each atom starts out with exactly four valence electrons (s2p2) occupying two

s and two p spin-degenerate atomic orbital states. In the covalent bonded solids, the s

and p atomic orbitals are hybridized and form four sp3 orbitals attached to each

atomic site, as shown in Figure 9.6(a). Each bond has two spin states and can

accommodate two electrons. In the ground state of the solid, each Group IV atom

contributes one electron to fill the two available spin states of each diatomic bond; all

the available bonding states are, thus, filled exactly by the available valence electrons

from each atom. If one of these electrons is excited into an anti-bonding sp3 state, it

will leave a hole on the bond. In the crystalline solid, every electron is indistinguishable

from every other and every site is indistinguishable from every other equivalent site.
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Thus, the electron states and hole states are not localized on any particular bond but

are linear combinations of the bonding and anti-bonding states of all the bonds that

are the eigen states of the whole crystal. These states are broadened because of the

interactions among the bonds. The bonding states in the IV–IV semiconductors, for

example, form the ‘‘valence band’’ which is fully occupied in the ground state of the

solid. The anti-bonding states form the ‘‘conduction band.’’ It is completely empty

when the solid is in the ground state and the valence band is full. When an electron is

excited, it will occupy one of the conduction band states of the whole crystal. Since

there are many other conduction band states which the excited electron canmove to, it

can lead to electric current flow in the solid – hence the name ‘‘conduction band.’’

In solids in general, if the gap between the valence and conduction bands is much

greater than the thermal energy of the electrons, there are very few electrons in the

conduction band of the solid; it is, thus, an insulator. If the gap is relatively small, on

the order of 1 eV, for example, it is a semiconductor. In the limit of no gap, it is ametal.

The ‘‘band structure’’ of the crystal is, therefore, clearly of fundamental importance in

determining its electrical characteristics. In this section, we will develop a qualitative

picture of the solid based on a qualitative molecular-orbital picture first. This will be

followed by a more formal and rigorous formalism based on the Bloch states in the

following section.

There are two possible ways to view the problem of how the valence band and the

conduction band in a semiconductor may arise from, for example, the s and p orbitals

of its constituent atoms. They reflect different ways of applying the time-independent

perturbation theory to the problem.

In one version, it is very much like what happens in the diatomic molecule discussed

in Section 9.2. In the solid, suppose there are a large number of atoms per unit volume

(maybe 1023 cm�3). If there is no interaction between any of the atoms, then the single-

electron energy levels Es and Ep of the solid are highly degenerate.When the atoms are

brought together to form a covalent bonded solid, the neighboring atoms will interact

with each other and form diatomic bonds, each with a bonding and an anti-bonding

molecular state. Because some of the degenerate atomic p orbitals pointing in the

direction of the bond are spatially more extended along the bond direction than

the other orbitals, the overlap between these p orbitals is larger than those between

the other orbitals. The split between the corresponding anti-bonding and bonding

states is, therefore, larger than those between some of the other p and the s orbitals,

and may even be larger than the shift between the atomic energy levels Es and Ep, as

shown in Figure 10.1(a)., If there are interactions between the bonds, these molecular

states will become more delocalized and there will be additional broadening into

bands, as shown in Figure 10.1(b). There may be mixing of the bonding-states formed

from the p orbitals and the s orbitals, leading to the formation of the valence band of

the solid with the top of the valence band most probably p-like. The mixing of the s

and p orbitals in each band is analogous to the hybridization of the s and p orbitals in

forming the covalent bonds in diatomic molecules, as discussed in Section 9.2. The

broadened anti-bonding states will likewise form the conduction band of the solid with

the bottom of the band most probably s-like. In the case of the IV–IV compounds in
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the ground states, the four electrons from each column IV atom will exactly fill the

available valence band states formed from the bonding orbitals.

In the second view, the s and p orbitals are hybridized first and then form bonding

and anti-bonding states of the bonds, as shown in Figure 10.1(c). Again, if there are

interactions between pairs of bonds, the molecular states of the bonds will delocalize

and broaden into a valence band of lower energy and a conduction band of higher

energy with possibly a gap in between, as shown in Figure 10.1(d).

These simple pictures do not show, however, how the energies of the electrons and

holes in the solid vary with the linear momentum of the particles. For this, we need to

have the variation of the energy in the wave vector k
!
-space of the de Broglie waves

corresponding to the particles in the periodic lattice. It will come from amore rigorous

description of the eigen states of the Hamiltonian of the single-electron states of the

whole crystal based on the Bloch theorem, to be described in the next section.

10.2 Nearly-free-electron model of solids and the Bloch theorem

In the nearly-free-electron model, the crystal is represented by a quantum well of

macroscopic dimensions. The Coulomb potentials between the atomic sites are

s
p

s
p

s
p

s
p

sp3sp3

sp3

| b >

| b > | b >

| b >

| a >

| a >

| a >

| a >

(a)

s
p

s
p

sp3

(b)

(d)(c)

Figure 10.1 Schematics showing qualitatively the parentage of the energy eigen states of the sp3

bonded crystal. (a) Bonding and anti-bonding states formed from the atomic s and p orbitals
with no bond interaction. (b) Broadening of the bonding and anti-bonding states of (a) due to
bond interactions. The molecular states originated from the atomic p orbitals are framed

approximately by solid lines; those from the s orbitals are framed approximately by the
dashed lines. The hatched regions indicate where there is appreciable mixing of these states.
(c) Bonding and anti-bonding states of the sp3 hybridized orbital with no bond interaction. (d)

Broadening of the bonding and anti-bonding states in (c) due to bond interactions. (See the text
for additional explanations.)
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reduced from that of the individual atoms due to the opposing fields of the ion cores of

the atoms in the solid. This reduction of the Coulomb potential between the ions can

cause the atomic orbitals to mix with those of their neighbors and lead to broadening

in energy and in the spatial extent of the electron charge distribution. In the case of

metals, this can even free the valence electrons from the atoms and allow them to roam

freely in the whole solid. In semiconductors, enough electrons can be freed from the

valence band at the operating temperature of the solid and be excited into the

conduction band to drastically alter the electrical characteristics of the solid.

Consider, for example, a one-dimensional linear periodic array of atoms with the

electron potential energy due to the ion cores inside the crystal, as shown schematically

in Figure 10.2:

VðxÞ ¼
V0; for x5� d=2;

VcrðxÞ; for � d=25 x5þ d=2 ;
V0; for x > d=2;

8><
>: (10:1)

where the crystal potential has the translational-symmetry property:

Vcrðxþ aÞ ¼ VcrðxÞ (10:2)

and a is the periodicity of the lattice. The corresponding time-independent

Schrödinger equation is, for �d=25 x5þ d=2:

ĤYEðxÞ � Ĥ0 þ VcrðxÞ
� �

YEðxÞ

¼ � �h2

2m

@2

@x2
þ VcrðxÞ

� �
YEðxÞ

¼ EYEðxÞ: (10:3)

V0

– d /2 d /2
x

V (x )

0

a

L

Figure 10.2 Schematic of a linear array of ion cores (solid dots) and the corresponding periodic
crystal potential (solid curves) and the quantum well (dashed lines) model.

154 10 Semiconductors and p–n junctions



Physically, it is clear that, because the crystal is invariant under the translation

x! xþ a, except near the edges, the charge distribution in the crystal must also have

the same translational-invariance property, or:

YEðxþ aÞj j2¼ YEðxÞj j2 (10:4)

for all values of x. Thus, the wave function itself can differ from a purely periodic

function by at most a phase factor, and must be of the form:

YEðkÞðxÞ � uEðkÞðxÞeikx; (10:5)

where

uEðkÞðxþ aÞ ¼ uEðkÞðxÞ (10:6)

is periodic with the periodicity a . The free-particle wave function eikx of the overall

wave function YEðkÞðxÞ is sometimes called its ‘‘envelope function.’’ Note that E will

now depend on the value of k . Because of the periodic condition, uEðkÞðxÞ can also be

expanded as a Fourier series of the form:

uEðkÞðxÞ ¼
X

n¼ 0;�1;�2;�3; ...
CnðkÞeiGnx; (10:6a)

where Gn ¼
n � 2p
a

. This is in essence the Bloch theorem, which states that: ‘‘the eigen

functions of the time-independent Schrödinger equation with a periodic potential are

of the form (10.5) and (10.6) or (10.6a).’’ As shown in Chapter 3, an electron with a

fixed linear momentum px in free space is a de Broglie wave with a wave number

k ¼ px
�h
¼

ffiffiffiffiffiffiffiffiffiffi
2mE
p

�h
and a constant amplitude. From Bloch’s theorem, the de Broglie

wave of an electron in a periodic potential well region is a spatially amplitude-

modulated wave with a periodicity equal to the lattice spacing of the periodic structure

and a ‘‘crystal momentum’’ of �hk. The eigen functions and the corresponding eigen

values now depend on the wave number k:

� �h2

2m

@2

@x2
þ VcrðxÞ

� �
YEðkÞðxÞ ¼ EðkÞ YEðkÞðxÞ; (10:7)

and

YEðkÞðxÞ ¼ uEðkÞðxÞeikx ¼
X

n¼ 0;�1;�2;�3; ...
CnðkÞei ðkþGnÞx: (10:7a)

The allowed values of k are determined by the boundary conditions on the overall

wave function YEðkÞðxÞ. Since the interest here is in the intrinsic property of the

material, we consider a large uniform section of the crystal from x ¼ �L=2 to þL=2
spanning over a large number of lattice sites in an infinitely large crystal ( d!1 in
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Fig 10.2). For a large uniform crystal, a commonly used boundary condition on the

overall wave function is the cyclic boundary condition of Born and Von Karman (see,

for example, Cohen-Tannoudji et al. (1977) Vol. II, p. 1441):

YEðkÞð�L=2Þ ¼ YEðkÞðþL=2Þ: (10:8)

L can be chosen to be an exact integral multiple of the lattice spacing a so that:

uEðkÞðx ¼ �L=2Þ ¼ uEðkÞðx ¼ þL=2Þ: (10:8a)

Thus, from (10.7a), (10.8), and (10.8a), the envelope function eikx of the corresponding

amplitude-modulated de Broglie wave at x ¼ �L=2 must be the same as it is at

x ¼ L=2, or:

e�ikL=2 ¼ eikL=2

or

eikL ¼ 1;

and the allowed values of k must be:

k ¼ � 2Np
L

; where N ¼ 1; 2; 3; 4; . . . (10:9)

If it is a finite section of the crystal in, for example, some quantum well structure, then

the specific boundary conditions on the wave function at the surfaces x ¼ �L=2ð Þ of
the section of the crystal must be taken into account in the boundary conditions on the

envelope function. Otherwise, for the cyclic boundary condition case, (10.9), it means

that there are an integral number N of de Broglie wavelengths, 2p=k ¼ ld, in the

length L. For L very large, k becomes a continuum. Note that, in k-space, the number

of allowed k-values between �p=a and þp=a is exactly equal to the number, L=a, of

lattice sites separated by a within the length L of the spatially uniform crystal. The

range in k-space between �p=a and þp=a is called the first ‘‘Brillouin zone’’ and the

points �p=a are the corresponding ‘‘zone boundaries.’’ Repeating this, the entire

k-space can be divided up into Brillouin zones. The range between �ðN� 1 Þ p=a
and �N p=a forms the Nth Brillouin zone and �Np=a defines the boundaries of the

Nth Brillouin zone. The eigen states near the zone boundaries are of special impor-

tance in the electronic properties of the semiconductors, as will be shown later.

For a general three-dimensional periodic lattice, the crystal potential has the

‘‘translational-invariance’’ property:

Vcrð~rÞ ¼ Vcrð~r 0 þ ~RÞ;

where

~R ¼ n1~aþ n2~bþ n3~c
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is the vector connecting any two lattice points~r and~r 0 in the crystal. n1, n2 and n3 are

integers. ~a; ~b; and~c are the ‘‘primitive translational vectors,’’ or a set of three inde-

pendent shortest vectors connecting two lattice points that define the three-dimen-

sional lattice. For three dimensions, the concept of Bloch states, (10.5)–(10.6a), must

be generalized accordingly. Note also that, in 3-D structures, the choice of the

primitive translational vectors for any lattice structure is not unique – as long as

repeating the primitive translational vectors ~a; ~b; and~c can, and must, generate all

the lattice points in the lattice structure. The three primitive translational vectors form

a ‘‘primitive unit cell’’ of the crystalline structure. Repeating the primitive unit cells

must fill the entire crystalline space. Thus, the number of valence electrons per volume

of the crystal can be determined from the number of atoms per primitive unit cell and

the number of valence electrons per atom. The number of valence electrons per volume

will in turn determine the electrical properties of the crystal, be it metal, insulator, or

semiconductor, as we shall see below.

10.3 The k-space and the E vs. k diagram

Returning now to the simpler one-dimensional case again, because the crystal poten-

tial is periodic in x with a period, or a ‘‘primitive translation,’’ a,

Vcrðxþ aÞ¼VcrðxÞ:

As a periodic function in x , it can be put in the form of a spatial Fourier series:

VcrðxÞ ¼
X

n¼�1;�2;�3; ...
Vne

iGnx; (10:10)

where

Gn ¼
2np
a

; n ¼ �1;�2;�3; . . . (10:11)

The Vn are the spatial Fourier coefficients. Integral multiples of a are the lattice

vectors in the direct physical space. By analogy, integral multiples of 2p=a, or Gn,

are the lattice vectors in a ‘‘reciprocal lattice’’ k-space. This is much like expanding a

time-varying electrical signal "ðtþ T Þ ¼ "ðtÞ with a period T in a Fourier series:

"ðtÞ ¼
P

n¼ 0;�1;�2; ...
"ne

in2p t=T.

If the potential in the crystal is zero everywhere, orVcrðxÞ ¼ 0, then the normalized

solution (10.7a) of the Schrödinger equation (10.7) is simply:

Yð0ÞEðkÞðxÞ ¼
ffiffiffiffi
1

L

r
eikx; where Eð0ÞðkÞ ¼ �h2k2

2m
: (10:12)

The dispersion curve (or E vs. k curve) of the corresponding de Broglie wave is that of

a free particle and is shown as the solid curve in Figure 10.3(a).
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Introducing the periodic potential (10.10) as a perturbation, the corresponding eigen

function and eigen value of the Schrödinger equation become, respectively, YEðkÞðxÞ
and EðkÞ:

� �h2

2m

@2

@x2
þ

X
n¼�1;�2;�3; ...

Vne
iGnx

" #
YEðkÞðxÞ ¼ EðkÞ YEðkÞðxÞ: (10:13)

This equation can be solved by the perturbation technique, as outlined in

Section 9.1, if Vcr is a small perturbation, and the solution is of the form:

YEðkÞðxÞ ¼
ffiffiffiffi
1

L

r
eikx þYð1ÞEðkÞðxÞ: (10:14)

From (10.6a), according to the Bloch theorem, Yð1ÞEðkÞðxÞ must be of the form:

Yð1ÞEðkÞðxÞ ¼
X
k0

CEðkÞðk0Þ
ffiffiffiffi
1

L

r
eik

0x; (10:15)

where

k0 ¼ Gn þ k: (10:15a)

k

E

0

(a)

–2π /a 2π /a

1st Brillouin
Zone

k

E

0– π /a  π /a

1st Brillouin
Zone

(b)

Figure 10.3 – (a) E vs. k curves in the ‘‘periodic-zone’’ scheme and (b) the ‘‘reduced-zone’’
scheme.
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Indeed, using the procedure of the time-independent perturbation theory for non-

degenerate states, the first order perturbed solution is, from (9.6b) and in the limit of

L!1:

CEðkÞðk0Þ ¼
Vn

Eð0ÞðkÞ � Eð0Þðk0Þ �k
0;ðkþGnÞ; (10:16)

for Eð0ÞðkÞ 6¼ Eð0Þðk0Þ or jkj 6¼ jk0j from (10.12); therefore, the wave function to the

first order is:

YEðkÞðxÞ ¼
ffiffiffiffi
1

L

r
eikx þYð1ÞEðkÞðxÞ þ . . .

¼
ffiffiffiffi
1

L

r
eikx þ

X
n¼�1;�2;�3; ...

Vn

Eð0ÞðkÞ � Eð0Þðkþ GnÞ

ffiffiffiffi
1

L

r
ei ðkþGnÞx þ . . . ;

(10:17)

which is of the form (10.6a), as required by the Bloch theorem. From (9.7), there is no

first order correction to the perturbed energy eigen values for a crystal potential of the

form (10.10). (Note that there is no n ¼ 0 term in the series expansion term of the

crystal potentialVcr in (10.10).) The lowest order of correction is, therefore, the second

order:

EðkÞ ¼ Eð0ÞðkÞ þ Eð1ÞðkÞ þ Eð2ÞðkÞ þ . . .

¼ �h2k2

2m
þ

X
n¼ 1; 2; 3; ...

Vnj j2

Eð0ÞðkÞ � Eð0Þðkþ GnÞ
þ . . . (10:18)

These results, (10.17) and (10.18), lead to two extremely important conclusions

about the single-electron states in a periodic lattice:

1. In the periodic lattice, from (10.17), the eigen state corresponding to each energy

value EðkÞ is a Bloch state which is a sum of de Broglie waves of wave vectors

kþ Gn. The dispersion curves of the corresponding de Broglie waves are as shown

in Figure 10.3(a). This is, of course, required by the Bloch theorem.

2. From (10.17) and (10.18), there are degeneracies in E(k) at the k points where

Eð0ÞðkÞ ¼ Eð0Þðkþ GnÞ and n ¼ �1; �2; �3; . . . This occurs where the dispersion
curves cross or, as shown, in Figure 10.3(a), where k2¼ðkþ GnÞ2 or at the

Brillouin zone boundaries k ¼ �Gn=2 ¼ np=a in k-space. Therefore, these results,

(10.17) and (10.18), based on the non-degenerate perturbation theory, do not

apply, and the degenerate perturbation theory must be used near the Brillouin

zone boundaries. The regions around these crossing points are of critical import-

ance for applications in semiconductor electronics and photonics; for this is where

the band gap between the energy bands occurs.

The E vs. k curves shown in Figure 10.3(a) are unnecessarily repetitive. The same

information can be gleaned from the restricted part of the curves within the first

Brillouin zone between the boundaries at �p=a showing multiple energy bands, as
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shown in Figure 10.3(b). This presentation is called the ‘‘reduced-zone scheme,’’

whereas the full diagram in Figure 10.3(a), is called the ‘‘periodic-zone scheme.’’

To use the degenerate perturbation theory developed in Section 9.1 to find the E vs.

k curves near the crossing points, only a reduced set of basis states consisting of the

unperturbed states of the same k-value but neighboring energy bands are needed. (For

a non-perturbative alternative derivation of the following results, see, for example,

Kittel (1996).) For example, let us designate Eð0ÞðkÞ ¼ �h2k2

2m
, the solid curve in

Figure 10.4(a), as E
ð0Þ
1 ðkÞ and its first spatial side-band curve shifted to the right of

E
ð0Þ
1 ðkÞ by G1 as E

ð0Þ
2 ðkÞ ¼

ð�hk� G1Þ2

2m
. E
ð0Þ
1 ðkÞ and E

ð0Þ
2 ðkÞ as functions of k are also

shown as the dashed lines in Figure 10.4(b). Let the wave functions of the two states
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Figure 10.4 Schematics of E vs. K curves of (a) a free electron (heavy solid curve), and an
electron in a periodic lattice (b)(solid curves) near the first Brillouin zone boundary (framed part
of (a) with the inclusion of the first spatial Fourier harmonic E

ð0Þ
2 ðkÞ), (c) shown in the

‘‘extended-zone scheme’’ [thick solid curves] and the ‘‘periodic-zone scheme’’ [thick plus thin
solid curves], and (d) in the first Brillouin zone in the ‘‘ reduced-zone scheme.’’ See the discussion
associated with Eq. (10.21) in the text.
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corresponding toE
ð0Þ
1 ðkÞ andE

ð0Þ
1 ðk� G1Þ be j1i � jYð0Þk i and j2i � jY

ð0Þ
k�G1
i. From the

definitions of E
ð0Þ
1 ðkÞ and E

ð0Þ
2 ðkÞ given above, E

ð0Þ
1 ðkÞ ¼ E

ð0Þ
2 ðkþ G1Þ. At the first

Brillouin zone boundaries at k ¼ �p=a, E
ð0Þ
1 ðk ¼ p=aÞ ¼ E

ð0Þ
1 ðk ¼ �p=aÞ. Since

E
ð0Þ
1 ðk ¼ �p=aÞ ¼ E

ð0Þ
2 ðk ¼ �p=a þ G1Þ ¼ E

ð0Þ
2 ðk ¼ p=aÞ, we have E

ð0Þ
1 ðk ¼ p=aÞ

¼ E
ð0Þ
2 ðk ¼ p=aÞ at the Brillouin-zone boundaries k ¼ �p=a, as shown in

Figure 10.4(a). Near the Brillouin zone boundary where k ¼ p
a þ �k and �k � k,

the eigen values are E
ð0Þ
1 ðkÞ � E0 þ �E

ð0Þ
k and E

ð0Þ
2 ðkÞ � E0 � �E

ð0Þ
k , where

�E
ð0Þ
k ffi

�h2p
ma

� �
�k and E0 � E

ð0Þ
1 ðp=aÞ ¼ E

ð0Þ
2 ð p=aÞ, as shown in Figure 10.4(a) and

10.4(b). According to (9.11b), the corresponding 2� 2 matrix to be diagonalized is:

E0 þ�E
ð0Þ
k V1

V�1 E0 ��E
ð0Þ
k

 !
hYEðkÞj1i
hYEðkÞj2i

 !

¼ ðE0 þ�E
ð1Þ
k Þ

hYEðkÞj1i
hYEðkÞj2i

 !
(10:19)

where j1i � jYð0Þk¼p=ai and j2i � jY
ð0Þ
k¼ðp=aÞ�a1i:

Solving (10.19) gives the characteristic equation for the two eigen values:

�E
ð1Þ
k

� 	2
� �E

ð0Þ
k

� 	2
¼ V1j j2: (10:20)

Substituting in the zeroth-energy eigen value at the first Brillouin-zone boundary from

(10.12) shows that the first order shift of the energy due to the periodic lattice as a

function of k follows a hyperbolic equation with the unperturbed values as the

asymptotes, as shown in Figure 10.4(b):

�E
ð1Þ
k

� 	2
� �h4p2

m2a2

� �
�k2 ¼ V1j j2; (10:21)

and the two eigen values are:

�E
ð1Þ
k� ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�h4p2

m2a2

� �
�k2 þ V1j j2

s
(10:21a)

with an energy gap in-between. The new E vs. k curve in the ‘‘extended-zone scheme,’’

the ‘‘periodic-zone scheme,’’ and in the first Brillouin-zone of the ‘‘reduced-zone

scheme’’ for the electron in the periodic lattice are all shown in Figure 10.4(c) and

(d). The results in all three schemes contain basically the same information; therefore,

it is usually sufficient just to show the results in one zone, using, for example, the

reduced-zone scheme. The ratios of the expansion coefficients of corresponding wave

functions are:

hYEðkÞ�j1i
hYEðkÞ�j2i

¼ V1

�E
ð1Þ
k ��E

ð0Þ
k�

: (10:22)
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These results show that near the zone boundaries, there are energy gaps within which

the electrons are ‘‘forbidden.’’ Note that at the zone boundary, �E
ð0Þ
k ¼ 0 and

�E
ð1Þ
k� ¼ � V1j j. Since V1 is purely real, the ratio of the coefficients in (10.22) is, there-

fore, either +1 or –1, or the perturbed wave functions are symmetric or anti-symmetric

combinations of j1i ¼
ffiffiffiffi
1

L

r
eiðp=aÞx and j2i ¼

ffiffiffiffi
1

L

r
e�iðp=aÞx. Thus, in the energy gaps at

the Brillouin zone boundaries, the mixed waves are actually non-propagating standing

waves. Physically, it is due to the strong back-scattering of the waves in the periodic

lattice, when the lattice spacing is equal to integral multiples of the half-wavelength of

the corresponding de Broglie waves of the electron at the zone boundaries.

We know that each momentum state, or k-state, has two spin states and can

accommodate two electrons. Since the number of allowed momentum states or

k-values within each Brillouin zone is exactly equal to the number of lattice points

in the range L, if there is one atom per lattice point and one electron, or any odd

number, of valence electrons per atom, half of the momentum states in the highest

occupied energy band will be filled at zero degree temperature and the solid will be a

metal. If each of the atoms has an even number of valence electrons, all themomentum

states in the highest occupied energy band will be completely filled up to an energy

band gap and the solid at zero degree will be an insulator or a semiconductor,

depending upon the size of the energy band gap. The filled band is then the valence

band and the next unfilled band is the conduction band.

The situation becomes considerably more complicated, however, when these con-

siderations are extended to two or three dimensions. In two or three dimensions, some

of the states of a given Brillouin zone in the k-space may actually have lower energies

than some of the states in a lower Brillouin zone. It means that, in the reduced-zone

scheme, the energy bands might overlap. In that case, these lower-energy states of the

higher band might be filled before all the states in the lower band are filled. There is

then no energy gap between the valence band and the conduction band and the crystal

might then be ametal even if there are an even number of valence electrons per unit cell

of the lattice. In real materials, the situation can be even more complicated. The E vs.

k curves in different directions in three-dimensional space might be quite different.

The bottom and the top of the bands may not occur at either the zone center or the

zone boundaries, nor even at the same k-value. In the latter case, since radiative

transitions between the valence and conduction band states tend to conserve the

k-values according to the Fermi golden rule, this means that direct radiative recombin-

ation of an electron at the bottom of the conduction band and a hole at the top of the

valence band are forbidden. In the context of optical applications, it implies, for

example, that laser action in such solids as crystalline Si is unlikely to occur.

The electric conductivity of the solid depends on the transport properties of charge

carriers in the solid. Formetals, the outer electrons are freed from the individual atoms

and can, therefore, roam freely in the entire solid and conduct electric currents at any

temperature. For semiconductors at a finite temperature, the electrical characteristics

of the material are primarily determined by the charge carriers in the states near the
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forbidden band-gap. This is because the electrons in the conduction band in thermal

equilibrium at a finite temperature will settle near the bottom of the band and the holes

left behind will rise to the top of the valence band. The charge-carriers will, thus, have

many nearby vacant states in their respective bands to which they can move and

become mobile in the solid. Thus, how the electrons are distributed over the available

single-electron states of the lattice is essential to the understanding of the electronic

properties of the solid.

10.4 Density-of-states and the Fermi energy for the free-electron gas model

In thermal equilibrium, the electrons in the solid will fill the available single-electron

states of successively higher energy according to the principles of Fermi statistics,

which is based on the energy of the electrons, as will be discussed in Section 10.5. The

‘‘density-of-states’’ gives the number of available states per differential energy-interval

per unit volume of the solid as a function of either the energy or momentum of the

single-electron states in the solid. For a solid of length L, the allowed momentum

states subject to the cyclic boundary condition of Born and Von Karman are given by

(10.9). Each value ofN corresponds to an allowedmomentum state, or themomentum

states are separated by 2p=L in k-space. In the limit of large L, the corresponding

values of k ¼ �N2p=L become a continuum. Thus, in one dimensional space, the total

number of momentum states per unit physical length of the solid from �k toþ k is

simply jkj=p. Including the spin degeneracy of two, the total number of states per unit

physical length in this range of k-space is 2jkj=p. For free particles in the solid,

E ¼ �h2k2=2m. Thus, the one-dimensional density-of-states including the two-fold

spin-degeneracy is:

Dð1ÞðEÞ ¼ @

@E

2jkj
p

� �
¼ 1

p �h

ffiffiffiffiffiffiffi
2m

E

r
: (10:23a)

The one-dimensional structure in the form of ‘‘quantum wires’’ is of considerable

interest in modern electronics and photonics.

Generalizing to two dimensions, the corresponding density-of-states is:

Dð2ÞðEÞ ¼ @

@E

jkj2

2p

 !
¼ m

p �h2
; (10:23b)

which happens to be independent of E. This is a consequence of the fact that, for free

particles, the energy E as well as the number of states per unit area in two-dimensional

k-space are both proportional to k2; thus, the number of states per area per energy

interval is constant. This result is of importance in practical applications in modern

electronic and photonic devices involving hetero-junctions and quantumwells that are

modeled as two-dimensional electron gases.
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For three dimensions, the corresponding density-of-states for free particles is:

Dð3ÞðEÞ ¼ @

@E

jkj3

3p2

 !
¼

ffiffiffiffiffiffiffiffiffi
2m3
p

p2�h3
ffiffiffiffi
E
p

: (10:23c)

It is applicable to metals. For comparison, the densities-of-states for the free-electron

gas (10.23a, b, c) are shown qualitatively in Figure 10.5. In a periodic lattice, however,

because the E vs. k curve is different from that of free particles, the density-of-states as

a function of E must be modified accordingly, as will be discussed later.

The highest energy level occupied by the valence electrons in a solid at 0 K is called

the ‘‘Fermi energy,’’ EF. Using again the one-dimensional free-particle model, the

Fermi energy can be determined from the number of valence electrons, Ne, per unit

length of the solid:

Ne ¼
Z EF

0

Dð1ÞðEÞdE ¼ 2
ffiffiffiffiffiffiffiffi
2me

p

p�h

ffiffiffiffiffiffi
EF

p
(10:24)

from (10.23a), and:

EF ¼
�h2

2me

p
2
Ne

� 	2
; (10:25)

whereme is the electronmass. The corresponding Fermi energy in terms of the number

of electrons per volume, Ne, for a three-dimensional solid is:

EF ¼
�h2

2me
ð3p2NeÞ3=2; (10:26)

from (10.23c). (For the two dimensional case, see Problem 10.1). Thus, the Fermi

energy is known from the number density of the atoms in the solid and the number of

valence electrons per atom. Knowing the Fermi energy is tantamount to knowing the

valence-electron density, and vice versa.

10.5 Fermi–Dirac Distribution function and the chemical potential

In the limit of 0 K temperature, all the electrons in the solid will occupy the lowest

possible energy state, subject to the Pauli exclusion principle. The corresponding

D 
(n)(E )

E

n = 2
n  = 1

D 
(n)(E )

E

n = 3

D 
(n)(E )

E

Figure 10.5 – Schematics of the densities-of-states for one-, two-, and three-dimensional free-
electron gases.
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distribution function as a function of energy is shown in Figure 10.6(a). It is equal to

one up to the Fermi energy and drops to zero above the Fermi energy.

At a finite temperature, some of the electrons will be excited to states above the

Fermi energy. The probability that a given energy state is occupied by fermions

follows the ‘‘Fermi–Dirac distribution function’’:

feðE;TÞ ¼
1

eðE��Þ=kBT þ 1
; (10:27)

where KB is the Boltzmann constant and is equal to 1:38� 10�16 erg / K. � is the

‘‘chemical potential,’’ which is by definition the value of E at which the probability of

occupation is equal to one-half, or feð�;TÞ � 1=2. Examples of the Fermi–Dirac

distribution function for the electrons are shown in Figure 10.6(a). The probability

distribution, fhðE;TÞ, of the holes left behind below the Fermi level by the thermally

excited electrons is:

fhðE;TÞ ¼ 1� feðE;TÞ ¼ 1� 1

eðE��Þ=kBT þ 1

¼ 1

eð��EÞ=kBT þ 1
:

(10:28)
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Figure 10.6 (a) Fermi–Dirac distribution functions at T ¼ 0 K and at two T> 0 K. (b)
Dependence of the chemical potential on the temperature T for one-dimensional (1-D) and
three-dimensional (3-D) systems.
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For T > 0, the Fermi–Dirac distribution functions for the holes and electrons are

approximately symmetric with respect to the chemical potential, as can also be seen

qualitatively in Figure 10.6(a). Physically, the chemical potential is to mass flow as the

electrical potential is to electrical current flow. According to (10.27), the electron

concentration at a given electron energy level above the chemical potential is higher

where the chemical potential is higher; electrons will, therefore, diffuse spatially from

where the chemical potential is higher to where it is lower.

In the limit of T¼ 0 K, the Fermi–Dirac distribution function is discontinuous and

the chemical potential is by definition equal to the Fermi energy. At a finite tempera-

ture, the chemical potential is determined from the condition that the total number of

valence electrons Ne remains the same as the temperature changes:

Ne ¼
Z EF

0

DðEÞdE ¼
Z 1
0

DðEÞfeðE;TÞdE ¼
Z 1
0

DðEÞ
eðE��Þ=kBT þ 1

dE; (10:29)

with the bottom of the valence band chosen as E ¼ 0. The chemical potential as a

function of the temperature T can then be determined by solving (10.29) by using the

appropriate density-of-states D(E). For example, the results so obtained for one- and

three-dimensional chemical potentials are shown qualitatively in Figure 10.6(b) for

free-electron gas (see Problem 10.2 for the corresponding two-dimensional result). As

can be seen, it is approximately equal to the Fermi energy for most of the temperature

range of practical interest. For most applications in semiconductor electronics and

photonics there is often, therefore, no need tomake a distinction between the chemical

potential and the Fermi energy. In such cases, the Fermi–Dirac distributions are

simply given as:

feðE;TÞ ffi
1

eðE�EFÞ=kBT þ 1
; (10:27a)

for the electrons, and

fhðE;TÞ ffi
1

eðEF�EÞ=kBT þ 1
; (10:28a)

for the holes, respectively. EF in (10.27a) and (10.28a) is commonly referred as the

‘‘Fermi level,’’ which is often used to characterize the spatial variations of the carrier

concentration in, for example, p–n junctions, as will be discussed in detail later in this

chapter.

As long as the density-of-states is non-zero and a continuous function ofE, as in the

case of a free-electron gas, this definition of the chemical potential is unambiguous and

its location can be determined by solving Eq. (10.29). For semiconductors, however,

there is an energy gap between the valence and conduction bands. The location of the

chemical potential in the gap cannot be determined on the basis of (10.29) when the

temperature is at exactly T ¼ 0 K. This is because, at T ¼ 0 K exactly, the valence

band is fully occupied and the conduction band is completely empty. All one knows is

that the chemical potential must be somewhere in the energy gap between the
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conduction band and the valence band. Exactly where it is cannot be determined from

Eq. (10.29), because it is an identity independent of � at exactly T¼ 0 K. On the other

hand, when the temperature is even infinitesimally above 0 k, (10.29) becomes:

Z Ev

0

DðEÞdE ¼
Z Ev

0

DðEÞ
eðE��Þ=kBT þ 1

dE þ
Z 1
Ec

DðEÞ
eðE��Þ=kBT þ 1

dE;

which leads to:

Z Ev

0

DðEÞ 1� 1

eðE��Þ=kBT þ 1

� �
dE ¼

Z Ev

0

DðEÞ 1

eð��EÞ=kBT þ 1

� �
dE

¼
Z 1
Ec

DðEÞ
eðE��Þ=kBT þ 1

dE:

Making use of (10.27) and (10.28), the above equation becomes:

Z Ev

0

DðEÞfhðE;TÞdE ¼
Z 1
Ec

DðEÞfeðE;TÞdE: ( 10:30)

The left hand side of (10.30) gives the number of holes in the valence band, and the

right hand side of (10.30) gives the number of electrons in the conduction band. Given

in this form, it can be seen from Figure 10.3(a) that as long as the width of the valence

band is much larger than KBT, which is usually the case in the practical situations of

interest, the lower limit on the left side of (10.30) can then be taken to be �1 and the

choice of the reference energy E¼ 0 can be arbitrary:

Z Ev

�1
DvðEÞfhðEÞdE ¼

Z 1
Ec

DcðEÞfeðEÞdE; (10:30a)

which says that the total number of electrons in the conduction band is equal to the

total number of holes in the valence band. This equation gives a very important

condition, which is known as the ‘‘charge-neutrality condition.’’ It reflects the obvious

fact that each electron that gets excited into the conduction band leaves a hole in the

valence band, and the semiconductor remains electrically neutral.

The charge neutrality condition, (10.30a), is the basic condition that determines the

location of the chemical potential in semiconductors in general. To do so, it is

necessary to know DcðEÞ and DvðEÞ as functions of E over their respective range of

integration, where feðEÞ and fhðEÞ are appreciable. For semiconductors, it is just above

and below the band gap, or near the bottom of the conduction band for the electrons

and the top of the valence band for holes, respectively. In the special case where the

curvatures of their respective E vs. k curves are the same, as in Figure 10.4(b), for,

example, and at T ¼ 0þK, it follows from the charge-neutrality condition (10.30)

that:

� ¼ Ec þ Ev

2
: (10:31)
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For temperatures T > 0 K, the chemical potential for semiconductors in general will

change with T and depend on the band structures of the conduction and valence

bands, as will be discussed in more detail in Section 10.6.

Note that, when jE� �j 	 3kBT, the Fermi–Dirac distribution functions (10.27)

and (10.28) can be approximated, respectively, by the classical Boltzmann distribution

functions:

feðE;TÞ 
 e�ðE�EFÞ=kBT; (10:27b)

for the conduction-band electrons and

fhðE;TÞ 
 e�ðEF�EÞ=kBT; (10:28b)

for the valence-band holes. Semiconductors under these conditions are described

qualitatively as being ‘‘non-degenerate.’’ It is necessary to use the more exact

Fermi distribution when the semiconductor is under ‘‘degenerate’’ conditions.

With the Fermi–Dirac distributions of the electrons and holes and their respective

densities-of-states, it is possible to determine the density of the electrons, nc, in the

conduction band and the density of the holes, pv, in the valence band at any spatial

point in the semiconductor once the densities-of-states and the Fermi level at that

point are known:

nc ¼
Z 1
Ec

DcðEÞfeðEÞdE; (10:32a)

and

pv ¼
Z Ev

�1
DvðEÞfhðEÞdE: (10:32b)

When ðE� EFÞ 	 kBT, the electron concentration (10.32a) can be written as:

nc ¼
Z 1
Ec

DcðEÞfeðEÞdE

ffi e�ðEc�EFÞ=kBT
Z 1
Ec

e�ðE�EcÞ=kBTDcðEÞdE;

� Nce
�ðEc�EFÞ=kBT

(10:33)

where

Nc ¼
Z 1
Ec

e�ðE�EcÞ=kBTDcðEÞdE: (10:33a)

Equation (10.33) shows that the electrons in the conduction band can be equivalently

viewed as all concentrated at the bottom of the conduction band where the equivalent
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density-of-states is the ‘‘effective density-of-states,’’ Nc, which is a number independ-

ent of E. A similar effective density-of-states can be defined for the holes:

pv ¼
Z Ev

�1
DvðEÞfhðEÞdE

ffi e�ðEF�EvÞ=kBT
Z Ev

�1
e�ðEv�EÞ=kBTDvðEÞdE

� Nve
�ðEF�EvÞ=kBT; (10:34)

where

Nv ¼
Z Ev

�1
e�ðEv�EÞ=kBTDvðEÞdE: (10:34a)

Note that both the carrier concentrations and the effective densities-of-states as given

in the expressions (10.33) to (10.34a) are independent of the choice of where the

reference E ¼ 0 is, and the integrals are defined relative to the bottom of the conduc-

tion bandEc or the top of the valence bandEv. From (10.33) and (10.34), it can be seen

that the product of the electron concentration in the conduction band and the hole

concentration in the valence band is independent of the position of the Fermi level:

ncpv ¼ NcNve
�Eg=kBT; (10:35)

and depends only on the band-gap Eg. In the case of intrinsic semiconductors, the

electron and hole densities are the same, or nc ¼ pv � ni; therefore:

n2i ¼ NcNve
�Eg=kBT: (10:36)

The right side of Eq. (10.35) is independent of the sources of the charge carriers in

the conduction band and the valence band; it applies, therefore, to intrinsic as well as

extrinsic semiconductors (extrinsic semiconductors are intrinsic semiconductors

doped with impurity atoms, as will be discussed in Section 10.7). For extrinsic

semiconductors, where nc & pv 6¼ ni, it follows from (10.35) and (10.36) that:

n2i ¼ ncpv: (10:37)

Equation (10.37) is a very useful practical result. It shows that the product of the

electrons in the conduction band and the holes in the valence band is a constant

independent of the sources of the charges or the location of the Fermi level and, hence,

the relative concentrations of the electrons and holes in the semiconductor. Therefore,

increasing the concentration of one type of carriers by suitable doping of impurity

atoms will necessarily lead to a proportional decrease in the concentration of the

oppositely charged carriers.

Finally, the Fermi level in intrinsic semiconductors can be determined from the

condition nc ¼ pv, which is the ‘‘charge neutrality condition’’:

Z Ev

�1
DvðEÞfhðEÞdE ¼

Z 1
Ec

DcðEÞfeðEÞdE; (10:30a)
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from (10.33) and (10.34). In the limit of jE� EF 	 kBT and making use of (10.33a)

and (10.34a), the charge neutrality condition gives:

EF ¼
Ec þ Ev

2
þ 1

2
kBT ln

Nv

Nc

� �
: (10:38)

To determine where the Fermi level is, we must now determine the effective densities-

of-states in terms of the band structures of the semiconductor. For that, the concept of

effective mass of electrons and holes in semiconductors is useful and will be introduced

next.

10.6 Effective mass of electrons and holes and group velocity
in semiconductors

At the bottom of the conduction band, the E vs. k curve is parabolic, as shown in

Figure 10.4(b)–(d), which can be put in the form:

EcðkÞ ¼
�h2

2m�e
k2; (10:39)

where m�e is a measure of the curvature of the E vs. k curve:

m�e ¼ �h2
@ 2Ec

@ k2

� ��1
; (10:40)

and plays the role of the particlemass in the E vs. k curve for the free electron as in

(10.12). It can, therefore, be thought of as the effective mass of the electron in the

periodic lattice. That it can indeed be so interpreted can be seen from another point of

view.

As discussed in Chapter 3, a spatially localized electron is a wave packet. The group

velocity vg of the corresponding wave packet is:

vg ¼
@!

@k
¼ 1

�h

@Ec

@k
: (10:41)

The equation ofmotion of a localized electron near the bottom of the conduction band

subject to a force F is:

F ¼ dp

dt
; (10:42)

where p is the momentum of the particle, which for de Broglie waves is:

F ¼ dp

dt
¼ �h

dk

dt
: (10:43)
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For a wave packet to be viewed as a particle, the momentum p can also be defined as

the product of an effective mass m�e and the group velocity vg:

F ¼ m�e
dvg
dt
¼ m�e

�h

@ 2Ec

@ k2

� �
dk

dt
; (10:44)

from (10.41) and (10.42). For (10.43) and (10.44) to be consistent, we must have:

@ 2Ec

@ k2
¼ �h2

m�e
or m�e ¼ �h2

@2Ec

@k2

� ��1
; (10:40a)

as in (10.40). Similarly, the effective mass of the hole is:

m�h ¼ �h2
@ 2Ev

@ k2

� ��1
: (10:45)

Note that the energy of the hole Ev at a given k-value is equal to the negative of the

corresponding energy Ee of the missing electron from the valence band at the same

k-value, or EvðkÞ ¼ �EeðkÞ.
With the effective mass, it is now also possible to give an explicit expression of the

effective density-of-states in terms of the effective mass of the electrons at the bottom

of the conduction band, from (10.23c) and (10.33a):

Nc ¼
1ffiffiffi
2
p m�ekBT

p2�h2

� �3=2

; (10:46)

by replacing the free-electron mass m by the effective mass of the electron m�e in

(10.23c). Similarly, the effective density-of-states of the holes at the top of the valence

band is:

Nv ¼
1ffiffiffi
2
p m�hkBT

p2�h2

� �3=2

: (10:47)

The position of the Fermi level can then be determined from effective masses of the

electrons and holes on the basis of Eqs. (10.38), (10.46) and (10.47):

EF ffi
Ec þ Ev

2
þ 3kT

4
ln

m�h
m�e

� �
: (10:48)

Thus, if the effective mass of the electron at the bottom of the conduction band and

that of the hole at the top of the valence band are the same, the Fermi level must be at

the middle of the energy gap separating the conduction band and the valence bands, as

shown in Figure 10.7(a), because the number of electrons is equal to the number of

holes. If the effective mass of the electronsm�e near the bottom of the conduction band

is smaller than that of the holesm�h at the top of the valence band, then the Fermi level

must be above the middle; this is the case of GaAs, as shown in Figure 10.7(c).

Otherwise, the Fermi level is at or below the middle.
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It is also of interest to consider the directions of the motions of the electrons and

holes under the influence of an applied electric field~" in, for example, theþx direction.
For the electron, the corresponding force is equal to ~Fe ¼ �e ~" and is in the �x
direction. The change in the momentum state of the electron ~ke follows from the

equation:
d�h~ke
dt
¼ ~Fe; it is in the�kx direction in k-space. At the bottom of a parabolic

conduction band, the effective mass of the electron is always positive; therefore, from the

equation of motion (10.44), the rate of change of the group velocity must be negative, or

d~vg=dt50. Also, at the bottom of the conduction band, as the momentum �h~ke
becomes negative, @Ee=@ke becomes more negative; therefore, the group velocity ~vg
is in the �x direction. The case for the hole is tricky. First, although the force
~Fh ¼ þe~" is now in the þx direction, the position of the hole in the valence band in

Ee
Ec

EV

EF

k

(b)

εEe
Ec

EV

EF

k

(a)

ε = 0

Ee

Ec

EF
k

(c)

m e = 0.06 me
∗

m hh = 0.5 me
∗

m lh = 0.222 me
∗

m s = 0.145 me
∗

Figure 10.7 (a) Schematic of the electron and hole states and the EF level for a semiconductor
with equal electron and hole effective masses. (b) Schematic showing the effect of an applied
electric field ~" on the position of the occupied conduction band electron state and the

unoccupied electron state in the valence band; both move in the direction opposite to that of
~". (Open circle: unfilled electron state; solid circle: occupied electron state.) (c) Schematic of the
band structure of GaAs consisting of the conduction band, the heavy-hole (hh), light-hole (lh),
and split-off (s) valence bands. The location of the Fermi-level depends on the temperature

according to the charge-neutrality condition.
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k-space moves in the�kx direction. The reason for this is that all the electrons move in

lock-steps in the �kx direction; thus, the state of the momentum of the missing

electron ~ke, which is where the hole is in k-space, also moves in the �kx direction

(see Figure 10.7(b)). For a completely filled valence band, application of an electric

field does not change the total momentum of all the electrons in the valence band.

Missing an electron with a negative momentum from the valence band means, there-

fore, the subtraction of an electron with a negative momentum from the filled valence

band, which means the sum total of the momentum of the remaining electrons in the

valence band, or that of the hole, must be positive or in theþkh direction, as shown in

Table 10.1. The group velocity of the hole,~vg ¼
@Eh

@kh
¼ @Ee

@ke
at the top of valence band

is in the þx direction. Because the force ~Fh acting on the hole as well as the effective

mass of the hole are positive, d~vg=dt > 0 as required by the equation of motion
~Fh ¼ m�hd~vg=dt. Here, we must be careful about the direction of the movement of

the wave packet, that is the hole in physical space (x), which is determined by the

direction of the group velocity, and the direction of the momentum of the hole in

k-space, which is determined by the direction of ~kh, or the phase velocity of the

corresponding de Broglie wave. These conclusions are summarized in Table 10.1.

An important consequence of all of these considerations is that the corresponding

electric current ~J is always in theþx direction for both electron and hole currents, as is

to be expected.
All the results obtained so far are primarily for intrinsic semiconductors. The

electronic properties of the material can, however, be drastically altered by the pre-

sence of impurities. For this, we need to consider extrinsic semiconductors containing

n-type or p-type dopants.

10.7 n-type and p-type extrinsic semiconductors

When some of the group IV atoms in a IV–IV ‘‘intrinsic’’ semiconductor crystal, such

as Si or Ge, are substituted by group V or III atoms, such as As or Ga, these impurity

Table 10.1. Relative directions of the motions of the electrons at the bottom of a parabolic
conduction band and holes at the top of a parabolic valence band induced by an applied electric
field in the þx direction.

Electron Hole

~" ! !
~F  !
�h~k  !
m� > 0 > 0
d~v g=dt < 0 > 0
~v g  !
~J ! !
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atoms can act as ‘‘donors’’ or ‘‘acceptors,’’ respectively, of electrons in the ‘‘extrinsic’’

semiconductor.

If a group IV atom is substituted by a group V atom with five valence electrons, the

s and p valence-orbitals of the V atom will form four sp3 orbitals of a tetrahedral

complex and bond with the group IV atoms as a part of the diamond lattice of the

extrinsic crystal. Four of the five valence electrons of the group V atom will occupy

these valence-bond states; the one remaining valence electron will be loosely bound to

the positively charged impurity V-ion as a hydrogenic atom with a relatively small

ionization energy compared to the band gap of the semiconductor. The potential due

to the positively charged nucleus of this impurity ion in the host lattice experienced by

this loosely attached electron in the hydrogenic model of this dopant is approximately

a Coulomb potential in a dielectric medium; it is, therefore:

ViðrÞ 
 �
e2

� r
; (10:49)

where � is the dielectric constant of the host crystal. The corresponding energy levels of

the hydrogenic ion are then, from (6.37):

En ffi �
e4m�e

2�2�h2n2
; (10:50)

where n is the corresponding principal quantum number. The numerical value of � for

a typical semiconductor is on the order of 10. In addition, the effective mass m�e can

also often be considerably smaller than the free-electron mass. Thus, the ionization

energy of such an impurity level can be much less than the energy gap between the

conduction and valence bands of the intrinsic semiconductor, and is typically on the

order of tens of meV. Also, the corresponding Bohr orbit of the hydrogenic model of

the dopant in the crystal will become much larger than that of the hydrogen atom in

free space. It depends, of course, on the nature of the impurity atom and the host

semiconductor. There can also be ‘‘deep donors or acceptors’’ that are located closer to

the middle of the band gap. Numerically, in the case of arsenic atom in Si, for example,

it is �50 meV, as compared to a band gap of 1.1 eV for Si. This impurity atom can,

thus, be easily ionized and donate its fifth valence electron to the conduction band of

the extrinsic semiconductor, leaving an Asþ ion in place of a Si atom at one of the

atomic sites in the diamond lattice. The crystal will then have more mobile negatively

charged electrons in the conduction band to conduct electricity than the intrinsic Si

and is, therefore, of the ‘‘n-type extrinsic semiconductor.’’ Thus, As atoms act like

donors in Si or Ge crystals, and Si or Ge crystals doped with As impurity atoms are

‘‘n-type’’ semiconductors. Similarly, if a group IV atom in a IV–IV semiconductor is

substituted by a group III atom, a hole ( or a deficit of one electron) is present and can

accept an electron from somewhere. For example, the group III Ga atom is an

acceptor in a Si or Ge crystal. The ‘‘ionization’’ energy of Ga in Si is �65 meV. Si or

Ge doped with Ga is then a ‘‘p-type’’ semiconductor.

Semiconductors doped with donor or acceptor atoms are still electrically neutral –

the charge-neutrality condition still holds for extrinsic semiconductors. Thus, in
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n-type semiconductors, the total number of negative charges in the conduction band

nc must be equal to the total number of holes pv in the valence band plus the spatially

fixed ionized donors Nþd in the n-type semiconductor of donor concentration Nd:

nc ¼ pv þNþd : (10:51)

Similarly, for a p-type semiconductor of acceptor concentration Na, the charge-

neutrality condition is:

pv ¼ nc þN�a : (10:52)

By appropriately including the donor and acceptor states in the density-of-states in

(10.30a), it is possible to calculate the location of the Fermi levels for n-type or p-type

semiconductors once the positions of the donor and acceptor levels in the band gap are

known. The detailed numerical procedure for such calculations is algebraically involved

and not particularly instructive for the present purpose. Qualitatively, based on (10.37),

increasing the donor concentrationmustmean a decrease in the hole concentration and,

therefore, the corresponding Fermi level must move up. Similarly, increasing the

acceptor concentration means that the Fermi level must move down.

The position of the Fermi level as a function of temperature in the n-type crystal is

shownqualitatively in Figure 10.8(a). At low temperatures, such that the thermal energy

kBT is small compared to the band gap but comparable to the ionization energy of

the donor, one expects the conduction band electrons to be mostly from the donors.

Thus, in the n-type materials, the Fermi level at low temperatures will be close to the

middle between the donor level and the bottom of the conduction band. As the

temperature increases, more and more of the conduction band electrons will come

from the valence band and the Fermi level of the extrinsic material will move downward

and eventually approach that of the intrinsic material. Similarly, for the p-typematerial,

the Fermi level at low temperatures will be close to themiddle between the acceptor level

and the top of the valence band and will rise to that of the intrinsic material as the

temperature increases. When the semiconductor is heavily doped, the Fermi level could

be within, for example, �3 kBT of the bottom of the conduction band or the top of the

valence band. Furthermore, the presence of a large number of impurities in the semi-

conductor could significantly modify the band structures of the crystal. Band ‘‘tails’’ at

the bottom of the conduction band and the top of the valence band could appear as a
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Figure 10.8 Variation of the Fermi level with temperature for: (a) n-type semiconductors
(Nd 6¼ 0) and (b) p-type semiconductors (Na 6¼ 0).
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result. It is then said to be ‘‘degenerately-doped.’’ In this case, the carrier distributions in

the conduction or valence band are described by the more exact Fermi–Dirac distribu-

tion functions, not the approximate Maxwell–Boltzmann distribution functions.

10.8 The p–n junction

When the p-type and n-type doped semiconductors of the same kind (Figure 10.9(a))

are brought into contact to form a p–n junction (Figure 10.9(b)), because of the

difference in the Fermi levels, or the chemical potentials, charge-carriers will flow

from one side to the other, leaving spatially fixed ionized donors and acceptors behind,

which results in a built-in electrical potential difference across the junction. Such a p–n

junction is of great technological importance.

The Fermi–Dirac distribution functions, (10.27) and (10.28), show that the carrier

concentrations in the semiconductor are determined by the local chemical potential.

At a p–n junction, before there is any transfer of charges from one side to the other,

both sides are electrically neutral. The states of the same energy relative to the top of

the valence band on the two sides of the junction can, however, have very different

electron or hole populations because of the difference in the chemical potentials

(Figure 10.9(a)). When the two sides are brought together and form a ‘perfect’

junction, as a result of the concentration gradients of the conduction band electrons

and the valence band holes, charge-carriers will move across the junction. Conduction

band electrons will diffuse across the junction from the n-side to the p-side to be

trapped by the acceptors on the p-side and leave positively charged ionized donors on

the n-side. Similarly, valence band holes will also diffuse from the p-side of the

(b)
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Figure 10.9 (a) Separated p-type and n-type semiconductors. (b) The band structure and
spatially fixed space-charge (indicated by + and – signs) in the p–n junction region.
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junction to the n-side to be captured by the donors on the n-side and leave negatively

charged acceptors on the p-side. The resulting space-charge field due to the spatially

fixed ionized donors on the n-side and the ionized acceptors on the p-side will raise the

electron energy on the p-side relative to that of the n-side until the chemical potentials

on the two sides become equalized. Under such a condition, the probabilities of

occupation of the states of the same energy relative to the common chemical potential

on the two sides are equal and no charge will flow across the junction. As a result, the

electron energy corresponding to the bottom of the conduction band on the p-side,

Ecp , is higher than that on the n-side, as shown in Figure 10.9(b). The difference is the

‘‘built-in electron potential’’:

eVB ¼ Ecp � Ecn : (10:53)

Note that VB in (10.53) is defined as an electrical potential (not potential energy as

elsewhere earlier in the book) and has a positive value, since Ec refers to the electron

energy at the bottom of the conduction band.

Doping gradients can also lead to built-in fields for the minority carriers (for

example, in the base region in transistors). Gradients in the composition of semicon-

ductor lead to a band gap that changes with position. This also gives strong built-in

fields sometimes. These tricks are used in practical semiconductor devices.

The p–n junction has an asymmetric voltage-current characteristic (Figure

10.10(a)), in that the electric current-flow across the junction from the p-side to the

n-side is very much larger when the applied voltage on the p-side is positive relative to

that on the n-side (see Figure 10.10(b)) than the reverse current from the n-side to the

p-side when the junction is reverse-biased. This asymmetric nature of the p–n junction
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Figure 10.10 (a) I–V characteristics of a p–n junction. (b) Forward biased p–n junction (c) The
corresponding band diagram.
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can be understood by referring first to Figure 10.9. In the absence of the applied

voltage, the electron concentration on the n-side (majority carrier) of the junction is,

within the Boltzmann approximation:

nn ffi Nce
�ðEcn�EFÞ=kBT; (10:54)

and the electron concentration on the p-side (minority carrier) is:

np ffi Nce
�ðEcp�EFÞ=kBT: (10:55)

The ratio of the electron densities on the two sides is, therefore:

np
nn
ffi e�ðEcp�Ecn Þ=kBT ¼ e�eVB=kBT; (10:56)

which is usually a number much less than 1.

Suppose now the electrical potential on the p-side is raised by an applied voltage

source by �V , or the electron energy on the p-side is lowered by (e�V ) relative to the

n-side, as shown in Figure (10.10(c)). With the applied voltage, the carriers are now in a

non-equilibrium situation in the junction regionwhere the Fermi level concept no longer

applies. The electron and hole densities are now determined locally by their separate

‘‘quasi-Fermi levels,’’ which depend on the applied electric potential and the local

electric field due to the space-charge effect of the ionized donors and acceptors in the

junction region. Apart from the details of the spatial variations of the non-equilibrium

charges, the excess electron density�nc in the conduction band on the n-side above that

of the corresponding state on the p-side of the junction region is, from (10.56):

� nc ¼ npðee�V=kBT � 1Þ: (10:57)

Because the corresponding change in the potential in the junction region and the

concomitant excess electrons on the n-side are maintained by an external voltage

source, electrons must be constantly supplied to the n-side and drained from the

p-side. There is, therefore, a constant (electric) diffusion current (Note this ‘‘diffusion

current’’ is not to be confused with the ‘‘ballistic current’’ defined in (4.9)) through the

junction from the p-side to the n-side. From the solution of the appropriate diffusion

equation and (10.57), this diffusion current due to the electrons is:

Je ¼
enpDe

Ln
ðee�V=kBT � 1Þ; (10:58)

where De and Ln are the diffusion coefficient and diffusion length of the electrons,

respectively. (See, for example, Smith (1964), p. 270.) Similarly, there is an excess hole

concentration on the p-side of the junction equal to:

�pv ¼ pnðee�V=kBT � 1Þ; (10:59)

and a diffusion current due to the holes through the junction equal to:

Jh ¼
epnDh

Lp
ðee�V=kBT � 1Þ; (10:60)

178 10 Semiconductors and p–n junctions



where Dh and Lp are the diffusion coefficient and length of the holes, respectively. If

the space-charge region is sufficiently narrow so that the recombination of the elec-

trons and the holes in it has negligible effect on the currents in either regions, we can

assume Je and Jh to be continuous across the junction, and the total electric current J

flowing through the external voltage source is, thus:

J ¼ Js ½ ee�V=kBT � 1�; (10:61)

where

Js �
enpDe

Ln
þ epnDh

Lp
; (10:62)

is a ‘‘saturation current.’’ This equation is frequently referred to as the Shockley

equation. It shows clearly an asymmetric current characteristic: if �V is positive, or

the junction is forward-biased, the current in the forward direction (electrons from the

n-side to the p-side) increases exponentially. If the junction is reverse-biased (or�V is

negative) the reverse current is limited by the ‘‘saturation current’’ Js, until�V reaches

a break-down voltage Vz due to avalanche multiplication.

Qualitatively, as can be seen from Figure 10.10(b), increasing the forward-bias

voltage reduces the electron energy difference between the bottom of the conduction

band on the p-side and that on the n-side. This allows more of the large number of

electrons closer to the conduction band edge on the n-side to diffuse, or be ‘‘injected,’’

into the p-side, and similarly for the large number of holes near the valence band edge

on the p-side to be injected into the n-side. On the other hand, when the junction is

reverse-biased, the electron potential difference between the two sides becomes even

larger. The number of electrons in the conduction band on the p-side far above the

Fermi level now becomes greater than the corresponding electron population of

the same potential on the n-side and will diffuse into the n-side. However, because the

number of electrons on the p-side without the reverse-bias is small to begin with, the

reverse current is much smaller than the forward current in the forward-biased case.

Similarly, the much smaller number of holes on the n-side far below the Fermi level

will diffuse toward the p-side in the direction according to the externally applied

electric field. This also contributes to the much smaller reverse current, as shown in

(10.62). Hetero-junctions with materials of different band-gaps and work functions

can lead to junctions with virtually zero back current.

The above description of what happens at the p–n junction is a highly simplistic

picture. The junctions in practical devices are much more complicated, due to

absorbed gas atoms from the ambient giving electronic surface states which bend

the bands. They can lead to inversion layers bypassing a junction. Oxygen and water

are two different absorbants which act as donors and acceptors, respectively.

Therefore, ‘‘passivation’’ in many devices is necessary.

The p–n junction is one of the key building blocks of all semiconductor electronic

devices that ushered in the modern information age. It is rooted in the atomic proper-

ties of semiconductors and its development is a clear demonstration of the remarkable

power of the fundamental principles of quantum mechanics.
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10.9 Problems

10.1 Derive the expression for the Fermi energy for a two-dimensional free electron

gas analogous to the corresponding one- and three-dimensional Fermi energies,

(10.25) and (10.26), given in the text.

10.2 Use the two-dimensional density-of-states derived in Problem 10.1 above.

(a) Show on the basis of Eq. (10.29) that the chemical potential of a free-

electron gas in two dimensions is given by:

� ðTÞ ¼ kBT ln½e
p�h2Ne
mkBT � 1�;

for Ne electrons per unit area.

(b) Plot �ðTÞ=EF as a function of kT=EF as in Figure 10.6(b).

10.3 For a typical 1-D energy band, sketch graphs of the relationships between the

wave vector, k, of an electron and its:

(a) energy,

(b) group velocity, and

(c) effective mass.

(d) Sketch the approximate density-of-states Dð1ÞðEÞ for the energy band of

part (a).

10.4 The EðkxÞ vs. kx dependence for an electron in the conduction band of a one-

dimensional semiconductor crystal with lattice constant a=4Å is given by:

EðkxÞ ¼ E2 � ðE2 � E1Þ cos2½kxa=2�; E2 > E1:

(a) Sketch EðkxÞ for this band in the reduced and periodic zone schemes.

(b) Find the group velocity of an electron in this band and sketch it as a function

of kx.

(c) Find the effective mass of an electron in this band as a function of kx and

sketch it in the reduced-zone scheme. A uniform electric fieldEx is applied in

the x direction, in what direction will an electron in the conduction band

whose kx ¼ 0:2p=a be accelerated? Repeat for kx ¼ 0:5p=a and kx ¼ 0:9p=a.
Explain your results.

10.5 Suppose now the corresponding electron energyEðkxÞ vs. kx curve in the valence
band is:

EðkxÞ ¼ �E3 þ E3 cos
2½kxa=2�:

(a) Sketch EðkxÞ for this band in the reduced- and periodic-zone schemes.
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(b) Find the group velocity of a hole in this band and sketch it as a function kx.

(c) Find the effective mass of a hole in this band as a function of kx and sketch it

in the reduced-zone scheme. What is the corresponding effective mass of an

electron in the valence band?

(d) A uniform electric field Ex is applied in the x direction. In what direction

will a hole in the valence band whose kx ¼ 0:2p=a be accelerated? Repeat

for kx ¼ 0:5p=a and kx ¼ 0:9p=a. Explain your results.

10.6 Verify the expression for the Fermi level, Eq. (10.48), given in the text.

10.7 A semiconductor has Nc¼ 4� 1017 cm� 3 and Nv¼ 6� 1018 cm� 3 at room

temperature and has a band-gap of 1.4 eV. A p–n junction is made in this material

with Na¼ 1017 cm� 3 on one side, and Nd¼ 2� 1015 cm� 3 on the other side.

Assume complete ionization of donors and acceptors.

(a) How many eV separate the Fermi level from the top of the valence band on

the p-side at room temperature?

(b) How many eV separate the Fermi level from the bottom of the conduction

band on the n-side at room temperature?

(c) What is the built-in voltage across the junction at room temperature?

(d) What is the equilibrium minority carrier (electron) density on the p-side of

the junction at room temperature?
(e) By what factor does the minority carrier density on the p-side change when a

forward bias of 0.1 eV is applied across the junction? Does it increase or

decrease?
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11 The density matrix and the
quantum mechanic Boltzmann
equation

While the dynamic state of a single particle can be specified quantum mechanically in

terms of its state function, any rigorous description of the state of a many-particle

system would require the complete knowledge of the dynamic state functions of all

the particles. That is not always possible. On the other hand, for a large number

of particles in, or near, thermal equilibrium in a uniform sample, the principles of

statistical mechanics may be invoked to describe the averaged expectation values

of the physically observable properties of such a many-particle system. The basic

concepts of the density-matrix formalism and the quantum mechanic analog of the

classical Boltzmann equation commonly used for optical and magnetic resonance

problems of many-particle quantum systems are introduced in this chapter.

Applications of this approach to such specific problems as the resonant interaction

of electromagnetic radiation with optical media of two-level atoms, nonlinear optics,

and the laser rate equations and transient dynamics are discussed in this chapter.

11.1 Definitions of the density operator and the density matrix

Up to this point, in studying the dynamics of quantum mechanic systems, we have

assumed that the state of the system can be specified in terms of a precisely known

state function jYi. On the other hand, for a macroscopic medium containing many

particles, it is not always possible to know the exact dynamic states of all the particles

in the medium, even for physically identical particles. Often, the most that can be

known and specified is a probability distribution function PC over all the possible

states jYi that the N particles per unit volume of the macroscopic medium can be in.

The expectation value per unit volume of some physical property represented, for

example, by an operator Q̂ averaged over the possible states is then:

hQ̂i ¼ N
X
jY i

PYhYjQ̂jYi; (11:1)

where jYi is assumed to be normalized. The right side of (11.1) in the matrix repre-

sentation using a set of arbitrarily chosen basis states jni is:

hQ̂i ¼ N
X
m;n

X
jY i

PYhYjmi hmjQ̂jni hnjYi: (11:2)
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For many applications, the representation in which the Hamiltonian of the atoms is

diagonal is often used. Since all the factors on the right side of (11.2) are now simple

numbers, the order of multiplication is unimportant. The factors can then be

rearranged and regrouped:

hQ̂i ¼ N
X
m;n

X
jY i
hnjYiPYhYjmi

2
4

3
5hmjQ̂jni

and written as:

hQ̂i ¼ N
X
m;n

hnj�̂jmi hmjQ̂jni; (11:3)

where

hnj�̂jmi �
X
jY i
hnjYiPYhYjmi (11:4a)

can be defined as the element of a matrix called the ‘‘density matrix.’’�̂ is defined as the

corresponding ‘‘density operator’’:

�̂ �
X
jYi
jYiPYhYj: (11:4b)

Equation (11.3) can in turn be written as the ‘‘trace,’’ which inmatrix algebra is defined

as the sum of the diagonal elements of a matrix, of the product of two operators

without referring to any specific representation:

hQ̂i ¼ N trace ½ �̂ Q̂ �: (11:5)

11.2 Physical interpretation and properties of the density matrix

The state of a uniform macroscopic medium of many identical particles is now

specified in terms of the density matrix, or the density operator �̂, of the medium. It

applies to the situation where the precise dynamic states of the particles in the medium

are not necessarily known. What is known is how the particles are distributed statis-

tically over all the states that the particles can possibly occupy.Moreover, it is assumed

that the N identical particles in the medium are ‘essentially’ independent of each other

in the sense that the possible states can be specified in terms of the single-particle states

jYi. It is also assumed that all the particles are subject to two categories of forces. The

first is common to all the particles and is represented by the single-particleHamiltonian

Ĥ. The second category corresponds to some weak ‘‘randomizing forces’’ acting

differently on different particles due to the possible presence of ‘‘relaxation processes.’’
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A simple interpretation of the physical meaning of the elements of the density

matrix can be given in terms of, for example, a two-level atom model. In the repre-

sentation in which the Hamiltonian of the two-level atom Ĥ is diagonal, the density

matrix is a 2x2 matrix:

�̂ ¼ h1j�̂j1i h1j�̂j2i
h2j�̂j1i h2j�̂j2i

� �
� �11 �12

�21 �22

� �
; (11:6)

where the basis states j1 i and j2 i are the eigen states of the Hamiltonian Ĥ. According

to the definition of the density matrix, (11.4a), the diagonal elements of the density

matrix are:

�11 ¼
X
Y

PYj h1jYi j2 and �22 ¼
X
Y

PYj h2jYi j2: (11:7)

They are the probabilities a particle in the state jYi will be found in levels 1 and 2,

respectively, averaged over all the states possibly occupied by the particles in themedium.

The off-diagonal elements �12 and �21 are the averages of the product of the

expansion coefficients h1jYi and h2jYi and they are the complex conjugate of each

other:

�12 ¼
X
Y

PYh1jYi hYj2 i ¼ ��21: (11:8a)

�12 and �21 are in general complex with an averaged product of the amplitudes and

relative phase ð�1 � �2Þ of the expansion coefficients:

�12 ¼
X
Y

PY h1jYij j hYj2ij jeið�1��2Þ
h i

: (11:8b)

If neither one of the diagonal elements is equal to zero, whether the off-diagonal

elements vanish or not will depend on whether the relative phase factor ð�1 � �2Þ in
(11.8b) averages to zero or not. If the wave functions are ‘‘incoherent’’ with randomly

distributed relative phases, the off-diagonal elements as given in (11.8b) are expected

to average to zero, even if neither of the expansion coefficients jh1jYij or jh2jYij is
equal to zero. Thus, given the same population distribution, or diagonal elements, the

off-diagonal elements are a measure of the ‘‘coherence’’ of the wave functions of the

atoms, or the ‘‘atomic coherence’’ of the atoms in the medium.

The physical significance of the atomic coherence can also be appreciated, especially

for optical problems, by considering the macroscopic electric polarization ~P of the two-

level atoms in themedium.Take, for example, its z component.According to (11.5), it is:

Pz ¼ hP̂zi ¼ N trace ½ �̂ p̂z �

¼ N trace
�11 �12

�21 �22

� �
0 pz12

pz21 0

� �� �

¼ N ð �12pz21 þ �21pz12 Þ; ð11:9Þ
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where p̂z in the present context is the operator representing the z component of the

induced electric dipole moment of the individual atoms, not the linear momentum

operator! pzmn � hmjp̂zjni is the corresponding ‘‘induced dipole matrix element’’ of

the individual atoms, which we assume to be finite for the problems of interest in the

present context. It is assumed that the atoms have no permanent dipole; thus, the

diagonal elements of the dipole matrix are zero. (11.9) shows clearly that, if the off-

diagonal elements �12 and �21 are zero, the macroscopic polarization of the medium

also vanishes, even if there are atoms in both level 1 and level 2 and the induced dipole

moment of the individual atoms is finite. The off-diagonal elements are then

obviously a measure of the phase coherence of the induced oscillating dipoles of the

atoms in the medium. The macroscopic polarization of the medium would vanish

when the relative phases of the dynamic wave functions of the atoms are randomly

distributed.

Extending the above interpretation of the density matrix to the many-level systems

in general, the diagonal elements give the relative populations of the energy levels and the

off-diagonal elements give the atomic coherence of the wave functions. In other words,

the populations of the various energy levels N1, N2, N3, . . . , Nmm are N�11, N�22,

N�33, . . . , N�mm. The off-diagonal element �mn, where m 6¼ n, gives the coherence of

the relative phases of the wave functions between level m and level n.

From the definition of the density matrix and the interpretation of the meaning of its

elements given above, it is also possible to derive some of its simple formal properties.

For example, from (11.4a):

trace �̂ ¼
X
m

�mm

¼
X
Y;m

PY hYjmij j2 ¼
X
Y

PY hYjYi

¼
X
Y

PY � 1; ð11:10Þ

i.e. the trace of the density matrix or the sum of the diagonal elements of the density

matrix must be unity, reflecting the obvious fact that the total population of the

N-particle system must be N. Also from (11.4a), the density matrix must be

‘‘Hermitian,’’ meaning:

�mn ¼
X
Y

PYhmjYi hYjni ¼
X
Y

P�YhnjYi
� hYjmi� ¼ ��nm: (11:11)

Finally, if the N-particle system is in a ‘‘pure state,’’ meaning all the particles in the

medium are in the same particular state, C0, or:

PY ¼ �YY0
; (11:12)
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then

�̂20 ¼
X
Y

PYjYi hYj
 ! X

Y0
PY0 jY0i hY0j

 !

¼
X
Y

�YY0
jYi hYj

 ! X
Y0

�Y0Y0
jY0i hY0j

 !

¼ jY0i hY0jY0i hY0j ¼ jY0i hY0j
¼ �̂0: ð11:13Þ

11.3 The density matrix equation or the quantum mechanic Boltzmann
equation

Since the state of theN-particle system is now specified by the density operator �̂ or the

density matrix �mn, its dynamics are completely characterized by the time-dependence

of �̂ or �mn, as determined by the equation-of-motion of �̂ or �mn.

From the definition of the density operator, (11.4b), �̂ can vary with time through

two sources. One is the explicit time-dependence of the probability distribution func-

tion PC(t) independent of the time dependence of the state jYi. The second is the

implicit time-dependence because the state function jYðtÞi is time-dependent. Thus,

the time rate of change of �̂ is given by:

d

dt
�̂ ¼

X
Y

��
@

@ t
jYðtÞi

�
PYhYj þ jYi

@

@ t
PYðtÞ

� �
hYj

þ jYiPY
@

@ t
hYðtÞj

� ��
: ð11:14Þ

Let us consider first the case when there is no relaxation process involved, or there

are no randomizing forces acting differently on different particles, and all the particles

in the sample have exactly the same Hamiltonian Ĥ; therefore, according to

Schrödinger’s equation:

@

@ t
jYðtÞi ¼ � i

�h
ĤjYðtÞ i and @

@ t
hYðtÞj ¼ i

�h
hYðtÞjĤ: (11:15a)

Moreover, if there are no random forces acting on the particles and all the particles see

identical forces, whatever particles that are in the same state jYðtÞi at the time t must

be in the same state jYðtþ�tÞi at tþ�t. Similarly, any particles starting out in

different states at t cannot end up in the same state at tþ�t. This is because the state

functions for all the particles satisfy the same time-dependent Schrödinger equation

and its solution is unique. That is, no two states satisfying the same initial condition at

t can lead to different solutions at tþ�t. Similarly, no two states with different initial
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conditions at t can end up with the same solution at tþ�t. In other words, as the state

function jYðtÞi evolves in time in jYi-space, no two trajectories can cross, if the

Hamiltonian for all the particles are the same. Therefore, in the absence of relaxation

processes, the probability distribution functionPC can not change explicitlywith time, or:

@

@ t
PY ¼ 0: (11:15b)

Substituting (11.15a) and (11.15b) into (11.14) leads to the equation of motion for �̂ in

the absence of relaxation processes:

d

d t
�̂ ¼ � i

�h
½ Ĥ ; �̂ �: (11:16)

Note that, although Eq. (11.16) looks somewhat like Heisenberg’s equation of motion

(2.49), there is a sign difference in the front. Very significantly, the equation of motion

for �̂ in the form of (11.16) is based on Schrödinger’s equation of motion; therefore, it

is based on Schrödinger’s picture, not Heisenberg’s picture, of the dynamics of the

many-particle system.

We will now take into account the relaxation processes, which are always present in

real macroscopic media. Because the randomizing forces corresponding to the relax-

ation processes act differently on different particles, the condition (11.15b) no longer

holds; therefore, there must be an additional term in the rate of change of the density

operator:

d

d t
�̂ ¼ � i

�h
½ Ĥ ; �̂ � þ @ �̂

@ t

� �
Random

: (11:17)

This term, @ �̂=@ tð ÞRandom, cannot be specified on the basis of first principles, because

there is no way of knowing exactly the random forces corresponding to the relaxa-

tion processes acting on all the individual particles. It can only be approximated

phenomenologically. The usual argument is that, if the medium is not too far from

thermal equilibrium, the corresponding rate of change will be proportional to the

deviation of the density matrix element �mn � hmj�̂jni from its thermal equilibrium

value �
ðthÞ
mn :

@ �mn

@ t

� �
Random

¼ �
�mn � �ðthÞ

mn

Tmn
; (11:18)

where the proportionality constant T�1mn is a phemenological relaxation rate and

T�1mn ¼ T�1nm , in the basis in which Ĥ is diagonal or Ĥ jmi ¼ Em jmi. Combining Eqs.

(11.17) and (11.18) leads to the very important phenomenological equation of motion

for the density matrix:

d

d t
�̂mn ¼ �

i

�h
½ Ĥ ; �̂ �mn �

�mn � �ðthÞ
mn

Tmn
: (11:19)
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Equation (11.19) for the many-particle system is analogous to the time-dependent

Schrödinger equation for the single particle with the addition of the relaxation

process. It is also the quantum mechanical analog of the Boltzmann equation for

the distribution function in the six-dimensional phase-space of the position coordin-

ates and the velocity of the particles according to classical statistical mechanics. Such a

quantum mechanic Boltzmann equation is widely used to study, for example, the

interaction of coherent electromagnetic waves with macroscopic optical media.

11.4 Examples of the solutions and applications of the density-matrix
equations

To see how the density-matrix approach is used in optical problems, let us consider

some examples of the solutions of the density-matrix equations, ranging from the

simple case of no relaxation process and no external perturbation acting on the atoms

in the medium to the far more complicated cases of nonlinear response of optical

materials to intense laser light and the transient dynamics of different types of lasers.

Solution of the density-matrix equation in the absence of relaxation
processes and external perturbation

In the absence of any relaxation process, the density matrix equation is simply, from

(11.16):

d

d t
�mn ¼ �

i

�h
½ Ĥ; �̂ �mn:

If there is also no perturbation, it is assumed that the time-independent Schrödinger

equation:

Ĥ jmi ¼ Emjmi (11:20)

for the dynamic system can be solved; i.e. the eigen values and eigen functions of the

Hamiltonian Ĥ in the above density matrix equation are assumed known. Thus,

d

d t
�mn ¼ �i!mn �mn; (11:21)

where !mn � ðEm � En Þ=�h. The solution of (11.21) is trivial:

�mnðtÞ ¼ �mnð0Þ e�i!mnt; (11:22)

it gives, however, a physically unrealistic result. Whatever the initial populations of

the various energy levels are, they will never change and return to thermal equilibrium.

Also, any initial atomic coherence and, hence, macroscopic polarization will persist

forever and never vanish.
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We know, of course, that any medium initially in a non-equilibrium state at a

temperature Tmust eventually return to thermal equilibrium, in which the population

distribution is the Boltzmann distribution and the atomic coherence vanishes. In other

words, the state of the medium must eventually approach the thermal equilibrium

state characterized by the thermal equilibrium density matrix:

�ðthÞmn ¼ �mn
e�Em=kBTP

m
e�Em=kBT

: (11:23)

Solution of the density-matrix equation with relaxation processes

To ensure that the solutions of the density-matrix equation reflect this physical reality,

the equation of motion must include a relaxation term of the form (11.18). Solving the

resulting equation, (11.19):

d

d t
�mn ¼ �i!mn �mn �

�mn � �ðthÞ
mn

Tmn
; (11:24)

one obtains:

�mnðtÞ ¼
�
ðthÞ
mm þ �mmð0Þ � �

ðthÞ
mm

h i
e�t=Tmm for m ¼ n

�mnð0Þ e�ði!mnþ 1
Tmn
Þ t for m 6¼ n:

(
ð11:25Þ

Equation (11.25) shows that the diagonal terms of the density matrix will always relax

to the Boltzmann distribution with the relaxation time Tmm, which is referred to in the

literature on photonics as the population relaxation time. In the literature on magnetic-

resonance phenomena, it is often referred to as the ‘‘longitudinal relaxation time’’ or

the ‘‘T1-time.’’ Similarly, the off-diagonal terms will always eventually vanish at the

relaxation rate T�1mn. In optics literature, Tmn is often referred to as the ‘‘atomic

coherence time’’; in the literature on magnetic-resonance phenomena, it is also

referred to as the ‘‘transverse relaxation time’’ or the ‘‘T2-time.’’ The terminology T1

and T2 used in magnetic resonance work is often adopted and also used in optical

problems. Note that for the same pair of m and n values, the corresponding T2 time is

always shorter than twice the T1 time because of energetic considerations: it is always

easier to change the phase than change the populations in a relaxation process. The

fact that the off-diagonal elements and diagonal elements of the density matrix can

relax with different rates is of great practical significance in optics.

Density-matrix equation with perturbation

Suppose now the medium is also subject to a time-dependent external perturbation

represented by the operator V̂ðtÞ in the total Hamiltonian:

Ĥ ¼ Ĥ0 þ V̂ðtÞ; (11:26)
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where Ĥ0 is the unperturbed Hamiltonian in the absence of any external perturbation.

Both Ĥ0 and V̂ðtÞ are common to all the atoms in the medium. In the representation in

which Ĥ0 is diagonal, the corresponding density-matrix equation is, from (11.19):

d

dt
�mn þ i!mn �mn þ

�mn � �ðthÞ
mn

Tmn
¼ i

�h

X
m0
½�mm0VðtÞm0n � VðtÞmm0�m0n�: (11:27)

It is assumed that the basis states are still the eigen states of Ĥ0, and the form of the

phenomenological relaxation term (11.18) remains the same even in the presence of the

perturbation. This is a good approximation, if the time-dependent perturbation is weak

and varies rapidly compared to the relaxation rates. Equation (11.27) can be used to

study a great variety of optical problems ranging from, for example, the linear

absorption and dispersion effects in optical media to the transient dynamics of lasers

and many of the nonlinear optical effects. We will now look at a few of such examples.

Interaction of electromagnetic radiation with an optical medium of
two-level atoms

A simple example of the application of the density-matrix equation of the form of

(11.27) to optics problems is the resonant interaction of an electromagnetic wave with

an optical medium consisting of identical two-level atoms. For electric dipole inter-

action, the perturbation term V̂ in the Hamiltonian:

Ĥ ¼ Ĥ0 þ V̂ðtÞ (11:28)

is of the form:

V̂ðtÞ ¼ �~̂p � ~EðtÞ ¼ e~r̂ � ~EðtÞ; (11:28a)

where ~̂p is the operator representing the electric dipole of the atom. For a monochro-

matic transverse linearly polarized wave, the electric field acting on the medium is

assumed to be of the form:

~EðtÞ ¼ ~Eze
�i!0t þ ~E�ze

i!0t
� �

ez; (11:29)

where ez is the unit vector in the z direction of the Cartesian coordinates. With a

suitably chosen time origin t¼ 0, Ez ¼ E�z can be taken to be purely real. We assume

that the wavelength of the electromagnetic wave is much larger than the size of the

macroscopic sample under study and the inter-atomic distances in the medium. The

amplitude of the electric field Ez can, therefore, be assumed to be a spatially independ-

ent known constant parameter over the volume of the medium being considered.

Thus, the matrix element of the perturbation term in (11.27) in the representation in

which Ĥ0 is diagonal is of the form:

VðtÞmn ¼ ehmjzjn i ~Eze
�i!0t þ complex conjugate� � ezmn½ ~Eze

�i!0t þ c:c:
� �

: (11:30)
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For two-level atoms or ions with no permanent dipole moment,VðtÞmn is simply a 2x2

purely off-diagonal matrix of the form:

V̂ðtÞ ¼ 0 VðtÞ12
VðtÞ21 0

� �
: (11:31)

The relevant density matrix characterizing the state of the macroscopic medium is also

a simple 2x2 matrix:

�̂ ¼ �11 �12
�21 �22

� �
: (11:32)

Since the density matrix is Hermitian and its trace is equal to 1 according to (11.10)

and (11.11), of the four matrix elements, there are only two independent variables, for

example, ð�11 � �22Þ ¼ 2�11 � 1 and �12 ¼ ��21. For optical problems, the physical

variables of interest are the population difference of the two levels, N1�N2, and the

macroscopic polarization of the medium Pz:

N1 �N2 � N ð �11 � �22 Þ; (11:33a)

Pz ¼ hP̂zi ¼ N �12ð�ez21Þ þ �21ð�ez12Þ½ �: (11:33b)

Of the four density-matrix equations given by (11.27) for the two-level system being

considered, there are, therefore, only two independent coupled differential equations

of interest:

d

d t
ð�11 � �22Þ þ

1

T1
ð�11 � �22Þ � ð�ðthÞ11 � �

ðthÞ
22 Þ

h i
¼ 2i

�h
�12V21 � V12�21
� �

: (11:34a)

d

d t
þ i!21 þ

1

T2

� �
�21 ¼ �

i

�h
ð�11 � �22Þ V21; (11:34b)

where the convention of naming the relaxation times for the diagonal and off-diagonal

elements as T1 and T2 is used. In optical problems, the relaxation rates are always

much less than the transition frequency: 1
2T1
� 1

T2
� !21; the equality applies if there is

no dephasing relaxation process other than that associated with the population

relaxation process. The factor of 2 in the inequality above is due to the fact that T�11

refers to relevant wave function squared or the population decay, whileT�12 refers to the

off-diagonal element of the density matrix which involves the complex amplitude of

the relevant wave functions.

In principle, given the initial conditions on the variables (�11� �22) and �21 ¼ ��12,

the transient and steady state responses of the medium to an applied electromagnetic

wave can be found by solving the coupled equations (11.34a) and (11.34b). In practice,

it is in general an impossible task to carry out without extensive approximations,

mainly because the time-dependence in the perturbation term V̂ðtÞ makes these

coupled differential equations with time-varying coefficients. One common approach
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is to look for response of the medium at the optical frequency !0 near the transition

frequency, !0�!21, by making use of the basic technique of time-dependent pertur-

bation theory. A more systematic development of the theory will be given in the

following subsection on nonlinear optics. Here, we will follow the usual approach in

linear optics theory first.

Equation (11.34b) shows that lowest order effect of turning on a weak applied

electric fieldEz is to induce an atomic coherence �12 that is linearly proportional to the

field. Equation (11.34a) shows that the corresponding change in the population

difference will be proportional to the square of the applied field Ez. Thus, for linear

optics, we can approximate first the population difference, (�11� � 22), in (11.34b) by

the unperturbed population distribution, or ð�11 � �22Þ ffi ð�
ð0Þ
11 � �

ð0Þ
22 Þ in the steady

state, and from (11.30) and (11.34b):

d

dt
þ i!21 þ

1

T2

� �
�21 ¼ �

iez21
�h

�
ð0Þ
11 � �

ð0Þ
22

� �
~Eze
�i!0t þ c:c:

� �
: (11:35)

The steady-state solution of (11.35) will contain terms with time variations e�i!ot

and eþi!ot:

�21ðtÞ ffi �
ð�ð0Þ11 � �

ð0Þ
22 Þ ez21 ~Ez

�h

e�i!0t

ð!21 � !0Þ � i=T2
þ eþi!0t

ð!21 þ !0Þ � i=T2

� �
: (11:36)

Near the resonance, !0�!21
 1/T2, the magnitude of the complex amplitude of the

resonant term varying as e�i!ot is much larger than that of the anti-resonant term

varying as eþi!ot; thus, the atomic coherence near the resonance can be approximated

by:

�21ðtÞ � ~�21 e
�i!0t � �ð�

ð0Þ
11 � �

ð0Þ
22 Þ ez21 ~Ez

�h

e�i!0t

ð!21 � !0Þ � i=T2

� �
; (11:37a)

where ~�21 is by definition its complex amplitude. From (11.11), we have:

�12ðtÞ � ~�12 e
þi!0t � �

�
ð0Þ
11 � �

ð0Þ
22

� �
ez12 ~E

�
z

�h
c

eþi!0t

ð!21 � !0Þ þ i=T2

� �
: (11:37b)

Let us now examine some of the consequences of these results. Equations (11.37a)

and (11.37b) lead directly to one of the most important parameters in linear optics –

the ‘‘complex susceptibility’’ �(!0) of an optical medium, which is by definition the

ratio of the complex amplitude of the induced macroscopic polarization to the

Maxwell field in the medium Ez:

PzðtÞ ¼ �zzð!0Þ ~Eze
�i!0t þ ��zzð!0Þ ~E�zei!0t: (11:38)

From (11.38), (11.37a), (11.37b), (11.33a), and (11.33b), we have:
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�zzð!0Þ ffi
ðNð0Þ1 �N

ð0Þ
2 Þ e2jz12j

2

�h

ð!21 � !0Þ
ð!21 � !0Þ2 þ T�22

þ i T�12

ð!21 � !0Þ2 þ T�22

" #
:

(11:39)

It shows explicitly that the line widths of the absorption and dispersion curves are

determined by the atomic coherence time T2, not the population relaxation time T1.

Note that the real and imaginary parts of the linear complex susceptibility, (11.39),

satisfy the well-known Kramers–Kronig relations:

�0ð!Þ ¼ 1

p
P

Z1

�1

�00ð!0Þ
!0 � !

d!0;

�00ð!Þ ¼ 1

p
P

Z1

�1

�0ð!0Þ
!0 � !

d!0; ð11:40Þ

where P stands for the Cauchy principal value of the integral that follows. (See, for

example, Yariv (1989), Appendix 1.) The corresponding linear complex dielectric

constant "(!0) of the medium is:

"zzð!0Þ ¼ "0zzð!0Þ þ i"00zzð!0Þ ¼ "0 þ 4p�zzð!0Þ; (11:41)

where "0 is the dielectric constant of the host medium in which the two-level atoms are

imbedded. Thus, the real and imaginary parts of the complex dielectric constant are,

respectively, of the forms:

"0zzð!0Þ ¼ "0 þ�"
x21 � x0

1þ ðx21 � x0Þ2

" #
(11:42a)

and

"00zzð!0Þ ¼ �"
1

1þ ðx21 � x0Þ2

" #
; (11:42b)

where

�" �
4p N

ð0Þ
1 �N

ð0Þ
2

� �
e2jz12j2T2

�h
; x21 � !21 T2; and x0 � !0 T2: (11:43)

These are some of the most fundamental results in optics, which are now derived here

rigorously quantum mechanically. The real part of the complex dielectric constant

"
0
(!0), (11.42a), gives the well-known dispersion characteristic of such amedium and is

shown schematically in Figure 11.1(a). The imaginary part,(11.42b), gives the equally

well-known absorption characteristic of the medium and has the characteristic

Lorentzian line shape; it is shown schematically in Figure 11.1(b).
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The intensity attenuation coefficient for a monochromatic electromagnetic wave

propagating in the medium can be obtained from (11.42b). It is:

�zz �
"zz
00ð�0Þ!0ffiffiffiffiffi
"0
p

c
ffi 4p2 ðN1 �N2Þ �0 e2jz12j

2

ffiffiffiffiffi
"0
p

�hc
gfð�0Þ; (11:44)

where

gfð�0Þ �
1

p
ð2pT2Þ

�1

ð�0 � �21Þ2 þ ð2pT2Þ�2

" #
(11:45)

is the ‘‘fluorescence line shape function’’ as in (8.30). Equation (11.44) is completely

equivalent to the results obtained in Section 8.6, (8.30)–(8.32), thus justifying the ad

hoc simple single-atom model used there to derive those results.

For a medium in thermal equilibrium, when the intensity is so weak that

the population change due to the induced transition as represented by the right

side of (11.34a) is negligible compared with the relaxation rate T�11 , the

population difference is essentially the thermal equilibrium distribution:

ð �11 � �22 Þ ffi ð �ð0Þ11 � �
ð0Þ
22 Þ ffi ð �

ðthÞ
11 � �

ðthÞ
22 Þ. When the radiation is more intense and

the rate of induced transition is not negligible compared to the population relaxation

rate T�11 , substituting (11.37a) into (11.34a) gives the steady-state population differ-

ence in the presence of the wave as a function of the incident intensity I ¼ j ~Ej
2

z c
2p :

ðN1 �N2 Þ ¼
N
ðthÞ
1 �N

ðthÞ
2

� �
1þ I=Isat

; (11:46)

where

I�1sat �
8pT1 e

2jz12j2

�h2c

T�12

ð!21 � !0Þ2 þ T�22

" #
: (11:47)

ε ’ ε ”

x 21 x 21

(b)(a)

Figure 11.1 Examples of (a) the dispersion and (b) the absorption characteristics of an optical
medium of two-level atoms ("0¼ 1, �"¼ 0.5, and x21¼ 20; see (11.42a) and (11.42b)).
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Isat is the so-called ‘‘saturation parameter’’ for the induced resonance transition

between the two atomic levels. The leading term in an expansion of the result given

in (11.46) in powers of I / Isat gives:

ðN1 �N2 Þ � ðNðthÞ1 �N
ðthÞ
2 Þ ffi � 4T1 e

2jz12j2j ~Ezj2ðNðthÞ1 �N
ðthÞ
2 Þ

�h2

T�12

ð!21 � !0Þ2 þ T�22

" #
: ð11:48Þ

Equation (11.48) gives the well-known result for induced resonance transition between

two atomic levels consistent with (8.30)–(8.32). Equation (11.46) shows that there is an

appreciable change in the population difference only when the intensity of the incident

radiation is not negligible compared with the saturation parameter. When the inten-

sity is much greater than the saturation parameter, the populations of the two levels

become equalized.

Optical Bloch equations

An alternative formulism in dealing with the optical properties of macroscopic media

of two-level atoms is to use the variables the population difference, N1�N2, and the

macroscopic polarization,Pz, as defined in (11.33a) and (11.33b), respectively, instead

of the diagonal and off-diagonal elements of the density-matrix as in the previous

subsection. The rate equation of the population difference N1�N2 follows immedi-

ately from (11.33a), (11.33b), and (11.34a), and it is, for !�!21:

d

d t
ðN1 �N2Þ þ

1

T1
ðN1 �N2Þ � N

ðthÞ
1 �N

ðthÞ
2

� �h i
¼ � 4 ~Ez

�h
Imð ~PzÞ; (11:49)

where ~pz is the complex amplitude of Pz, defined as follows:

Pz � ~Pze
�i! t þ ~P�ze

þi! t:

One can also obtain from (11.33a), (11.33b), (11.34a), and (11.34b) second-order

differential equation for Pz, after some algebra:

d2

dt2
Pz þ

2

T2

d

dt
Pz þ !2

21Pz ¼
2!21 e

2 z21j j2

�h
ðN1 �N2Þ ~Eze

�i! t þ c: c:
� �

(11:50)

for ! � !21 
 1/T2. To the first-order of approximation of ez21 ~Ez in (11.49) and

(11.50), Im ~Pz / ~Ez and ðN1 �N2Þ ffi ðNðthÞ1 �N
ðthÞ
2 Þ in the steadystate; (11.50) is then

approximately:

d2

dt2
Pz þ

2

T2

d

dt
Pz þ !2

21Pz ffi
2!21 e

2 z21j j2

�h
N
ðthÞ
1 �N

ðthÞ
2

� �
~Eze
�i!t þ c: c:

� �
; (11:50a)
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which has the form of a driven damped classical harmonic oscillator equation. It is in a

form that is particularly useful for comparing the results in linear optics obtained on

the basis of the classic harmonic oscillator model with those obtained from the

quantum mechanical model, such as (11.49) or (11.50a).

Equations. (11.49) and (11.50) are known as the optical Bloch equations. They are

often used to characterize the optical properties of macroscopic media of two-level

atoms instead of the using the density-matrix equations. In the density-matrix for-

malism, one solves the dynamic equations for the density-matrix elements first and

then converts the results to the physically more meaningful parameters N1�N2 and

Pz. In the optical Bloch formalism, one finds the appropriate Bloch equations for the

macroscopic physical parameters of interest first and then solves the equations for

these parameters. The two approaches are completely equivalent. The former

approach tends to bring out the analogies between the optical andmagnetic resonance

phenomena more readily.

Nonlinear optical susceptibilities

A most important class of new optical phenomena that can be studied with intense

laser light is in the realm of nonlinear optics. (See, for example, Shen 1984).) The

density-matrix equation (11.27) shows that the response of the medium to an applied

electromagnetic wave can lead to multiple frequency components beyond those con-

tained in the original incident wave. This is because the time-dependent perturbation

term V(t)mn appears in the coefficients of the coupled differential equations for the

diagonal and off-diagonal elements. Thus, any initial frequency components in

V(t)mn will generate multiples and mixtures of the original frequency components in

the solutions of the density matrix equations. In practice, these terms can lead to a

wide range of applications based on the possibility of generating harmonics and sum-

and difference-frequency components of the spectral components contained in the

incident wave and in the resonances in the material. These effects are characterized by

the ‘‘nonlinear optical susceptibilities’’ of the medium. We will now develop a simple

theory of such effects based on the steady-state solutions of Eq. (11.27), without any

weak-field assumption restricting the response of the medium as in (11.35).

To find amore general steady solution of the density-matrix equation (11.27), it can

be put in the form of an integral equation:

�mnðtÞ ¼
Z t

�1

�
ðthÞ
mn

Tmn
þ i

�h

X
m0

h
�mm0 ðt0ÞVðt0Þm0n � Vðt0Þmm0�m0nðt0Þ

i( )

eði!mnþ1=TmnÞðt0�tÞdt0:
ð11:51Þ

It is in a form that is more convenient to apply the time-dependent perturbation

technique to. The two terms in the bracket { . . . } on the right side of (11.51) corres-

pond to the relaxation term in the absence of the field and the induced response of

the medium due to the presence of the electromagnetic wave, respectively.
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The exponential factor multiplying these terms corresponds to the Green’s function of

the differential equation corresponding to the left side of (11.27). If the perturbation

term corresponding to the field-induced response is negligible compared to the relaxa-

tion term, (11.51) shows that the unperturbed density matrix, which we designate as

�
ð0Þ
mn, would be equal to the thermal equilibrium distribution:

�ð0Þmn ¼ �ðthÞmn ¼ dmn
e�Em=kBTP

m
e�Em=kBT

: (11:52)

In the presence of a small perturbation due to the applied electric field, we assume that

the density matrix can be expanded in a power series in successive orders of Vmn:

�mn ¼ �ð0Þmn þ �ð1Þmn þ �ð2Þmn þ . . .þ �ðnÞmn: (11:53)

Substituting (11.53) into (11.51) and equating terms of the same order give the general

nth-order perturbation solution of (11.27) or (11.51) in the integral form:

�ðnÞmnðtÞ ¼
Z t

�1

i

�h

X
m0

�
ðn�1Þ
mm0 ðt0ÞVðt0Þm0n � Vðt0Þmm0�

ðn�1Þ
m0n ðt0Þðt0Þ

h i( )

eði!mnþ1=TmnÞðt0�tÞdt0;
ð11:54Þ

for n ¼ 1, 2, 3, . . . . Thus, with the known zeroth-order term, (11.52), once the

perturbation term involving the applied E-field is specified, repeated straightforward

integration of (11.54) to successively higher orders will give the density matrix to any

arbitrary order of the E-field.

As an example of the application of this routine, consider again the problem

considered above of a monochromatic wave incident on a medium of two-level

atoms. First, (11.52) shows that the unperturbed density matrix is purely diagonal.

Therefore, the atomic coherence in thermal equilibrium is zero and the diagonal

elements give the Boltzmann distribution, or whatever the initial unperturbed

population-difference is in the steady state. For electric-dipole interaction, the per-

turbation term is a purely off-diagonal matrix of the form (11.31). Substituting the

corresponding perturbation term (11.28a)–(11.31) and �
ð0Þ
mn into (11.54) immediately

gives, for example:

�ð1Þmn ¼ �
�
ð0Þ
nn � �

ð0Þ
mm

� �
�h

e zmn
~Eze
�i!0t

ð!mn � !0Þ � iT�1mn

þ e zmn
~E�ze

i!0t

ð!mn þ !0Þ � iT�1mn

� �
: (11:55)

Specializing (11.55) to the case m¼ 2 and n¼ 1, it gives the same result as (11.36):

�
ð1Þ
21 ðtÞ ffi �

�
ð0Þ
11 � �

ð0Þ
22

� �
ez21 ~Ez

�h

e�i!0t

ð!21 � !0Þ � i=T2
þ eþi!0t

ð!21 þ !0Þ � i=T2

� �
:
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Continuing on to the second-order term in (11.54), the corresponding density matrix

will be purely diagonal and gives exactly the population change as in (11.48).

In the general case involving multi-level atoms, the second-order terms will

also contain off-diagonal terms that vary at the second-harmonic frequency 2!0 as

well as a time-independent term. These atomic coherence terms will give rise to

induced macroscopic polarization terms ~Pð2Þð!0 þ !0 ¼ 2!0Þ and ~Pð2Þð!0 � !0 ¼ 0Þ
and to the corresponding nonlinear optical susceptibilities ~~�ð2Þð!0 þ !0 ¼ 2!0Þ and
~~�ð2Þð!0 � !0 ¼ 0Þ, respectively, which are third-rank tensors. An oscillating macro-

scopic polarization at 2!0 will radiate coherent electromagnetic radiation at this

frequency and give rise to the phenomenon of second harmonic generation in the

nonlinear optical medium. Similarly, the d.c. term in the induced macroscopic polar-

ization will lead to a d.c. electric field, which is known as the optical-rectification effect

in the nonlinear medium. It is clear that the higher order terms in the general solution,

(11.54), of the density-matrix equation represent a great variety of nonlinear optical

effects, some of which have already been observed experimentally and studied exten-

sively with the help of a variety of lasers. Many more remain to be discovered and

studied. The field of nonlinear optics is a rich and active field of research in modern

optics. It is another example of the triumphs of the basic principles of quantum

mechanics.

Laser rate equations and transient oscillations

The dynamic response of optical media to fields with slowly varying complex ampli-

tudes of the form, for example:

~EðtÞ � ~EzðtÞ e�i!t þ ~E�zðtÞ ei!t
� �

ez

can also be analyzed on the basis of the density-matrix equations. The transient and

stability characteristics of lasers are such cases. Using again the two-level atom model

for the medium, its dynamic state is characterized by the time-dependent population

inversion, Nð �22 � �11Þ � ½N2ðtÞ �N1ðtÞ�, and the complex amplitude of the atomic

coherence, ~�21ðtÞ ¼ ~��21ðtÞ, defined in (11.34a) and (11.34b). The corresponding rate

equations are:

d

d t
ðN2 �N1Þ þ

1

T1
ðN2 �N1Þ � ðNð0Þ2 �N

ð0Þ
1 Þ

h i

ffi i
2eN

�h
~E�zðtÞz12~�21 � ~EzðtÞz21~�12
� �

; ð11:56aÞ

d

d t
þ ið!21 � !0Þ þ

1

T2

� �
N~�21 ffi

i

�h
ðN2 �N1Þ ez21 ~EzðtÞ: (11:56b)

They are similar to (11.34a) and (11.34b), except here the population inversion and the

complex amplitude of the atomic coherence are now time-dependent. The E-fields in

these equations are treated as classical variables. For laser applications, because the
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light intensity is generally high and the photon number is always very large, as shown

in Section 5.4, the field can be treated classically, unless noise characteristics of the

laser or the statistical properties of the laser output beam are being considered.

To describe the dynamics of the laser, the complex amplitude of the E-field in these

equations is the intra-cavity time-dependent field of the laser, which must satisfy the

corresponding Maxwell’s equation and the suitable laser cavity boundary conditions

on the field. For a qualitative understanding of some of the basic features of the

dynamic properties of lasers in general, one can simplify the problem by characterizing

the time-variation of the electromagnetic field inside the cavity in terms of the intensity

of the field only, rather than the intensity and the phase of the E-field. Thus, the time

rate of change of the intracavity intensity of the light consists of a cavity-loss term and

a stimulated emission term as given by (11.48), and, using the notation of (8.32), is:

d

d t
j ~EzðtÞj2 ¼ �

1

Tph
j ~EzðtÞj2 þ ½N2ðtÞ �N1ðtÞ��stcj ~EzðtÞj2 þ 0ð j~Ez

spontðtÞj2Þ:

(11:57)

The last term represents a small amount of noise to account for the spontaneous

emission by the laser medium into the lasing mode of the cavity. This small term is

always implicitly present at the start in the equation in order to initiate the lasing

actionwhen there is positive gain in the laser medium, but is considered negligible once

the intracavity laser intensity is above the noise level.

If T2 is much shorter than the population relaxation time and T1, there is a second

powerful approximation that can be made. It is known as the ‘‘adiabatic approxima-

tion,’’ which assumes that the transient part of the solution of Eq. (11.56b) can be

neglected, and that the time-dependent complex amplitude of the atomic coherence,

�̂21ðtÞ, follows adiabatically the population difference:

~�21ðtÞ ffi
½�22ðtÞ � �11ðtÞ�

�h

e z21 ~EzðtÞ
ð!21 � !0Þ � iT �121

� �
: (11:58)

This approximation eliminates Eq. (11.56b) as an independent equation by keeping

only (11.56a) for the medium and (11.57) for the field. Substituting (11.58) into

(11.56a) gives the rate equation for the population difference:

d

d t
ðN2 �N1Þ ffi �

N2 �N1

T1
þN

ð0Þ
2 �N

ð0Þ
1

T1
� j ~Ezj2ðN2 �N1 Þ

�stc

p �h!0
: (11:59)

The three terms in (11.59) show that the rate of increase of the population inversion

consists of: first, a negative term corresponding to the population relaxation process;

second, a positive term corresponding to a steady-state population inversion in the

absence of any radiation; and third, a negative term corresponding to the stimulated

emission process. To maintain a positive population inversion as is required for lasing

action, the second term must be positive and maintained by an external ‘‘pumping

mechanism.’’ It is common practice to represent this contribution to the increase in the
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population inversion by a phenomenological ‘‘pumping rate’’ Rpump explicitly instead

of the term ðNð0Þ2 �N
ð0Þ
1 Þ=T1. Thus, the final set of ‘‘laser rate equations’’ for the

population inversion ðN2 �N1Þ and photon density NphðtÞ �
~EzðtÞj j2
2ph�0

is of the form:

d
d t ðN2 �N1Þ þ

N2 �N1

T1
¼ �2Bgfð�0Þh�0ðN2 �N1ÞNph þ Rpump;

d
d t Nph ¼ �

1

Tph
Nph þ Bgfð�0Þh�0 ½N2ðtÞ �N1ðtÞ�Nph þ oðNðspontÞph Þ;

8>><
>>: (11:60)

where B � �stc=gfð�0Þh�0 ¼ 2p e2jx12j2=�h2 is the well-known ‘‘Einstein B-coefficient’’

for stimulated emission, as defined in (8.32), and gfð�0Þ is the line shape function

defined in (11.45).

Note that, because of the coupling term ðN2 �N1ÞNph between the two equations,

this set of equations, (11.60), is nonlinear. In general, it can only be solved numerically.

Let us now consider two numerical examples using numbers more-or-less typical

of (a) a gas laser: T1e 10�8, T2e 10�9, Tphe 10�7, Bgfð�0Þh�0 ¼ �stc e 10�5cm3sec�1,

Rpumpðt>0Þ �1021 cm�3s�1, ½N2ðt ¼ 0Þ �N1ðt ¼ 0Þ� ¼ 0, and Nphðt ¼ 0Þ ¼ 0þ

which is an arbitrarily chosen very small number; and (b) a solid-state laser:

T1 � 3� 10�4, T2�10�12, Tph�10�8, Bgfh�0¼�stc e 10�8cm3sec�1, Rpumpðt>0Þ�
5�1022, ½N2ðt¼0Þ�N1ðt¼0Þ�¼0, and Nphðt¼0Þ¼0þ. In the laser literature, the term

‘‘solid state lasers’’ generally refers to lasers with activemedia that are insulating crystals

doped with impurity ions, such as rare earth or transition-metal ions (e.g. Nd3þ doped

yttrium aluminum garnet crystal, or ruby crystal which is Cr3þ doped Al2O3).

Semiconductors are, of course, solids also, but such lasers are usually identified expli-

citly as ‘‘semiconductor lasers.’’ Because of the short atomic coherence times T2 in

almost all lasers, the rate equations (11.60) are applicable in the vast majority of

practical cases. The calculated transients of the two types of lasers after the pump is

abruptly turned on from Rpumpðt�0Þ¼0 to Rpumpðt
0Þ>0 at t¼ 0 are shown in Figure

11.2(a) and (b).

It is interesting to note the significant qualitative difference between the two. In the

case of the gas lasers, the T1 time is generally much shorter than the photon life time

Tph. As a result, once the field in the cavity builds up due to stimulated emission, the

population inversion can quickly follow the time-varying electromagnetic energy in

the cavity adiabatically. There is no transient oscillation of the population inversion or

the intracavity electromagnetic energy around their respective steady-state values. The

population inversion reduces adiabatically as the laser emission builds up smoothly to

the final steady-state value, as shown in Figure 11.2(a).

In the case of the solid-state lasers, both the population inversion and the laser

radiation intensity show strong transient oscillations. They are known as the laser

‘‘relaxation oscillations.’’ In this case, the population relaxation time T1 is in general

much longer than the photon life time Tph. This allows a substantial fraction of the

energy pumped into the laser medium to be stored in the population inversion initially,

even as the electromagnetic field in the cavity builds up due to stimulated emission. As

a result, the population inversion can far exceed the threshold population inversion
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needed to initiate lasing action in the cavity. Once the stimulated emission starts, the

intracavity photons can build up quickly and exceed the final steady-state value also,

but the population inversion cannot adjust and reduce fast enough due to the long

relaxation time. This rapid increase in the field can lead to a stimulated emission rate

far exceeding the pump rate and eventually reduce the population inversion to below

the final steady-state value. As this happens, the field intensity and, consequently, the

rate of stimulated emission will start to decrease to the point where it becomes less

than the pumping rate. It will then in turn lead to a build-up of the population

inversion again. Such cycles of rapid build-up followed by rapid decrease of the

electromagnetic fields in the cavity and the corresponding delayed response of

the population inversion will repeat until the transients slowly die off, as illustrated

by the numerical results in Figure 11.2(b). This behavior is typical of solid-state lasers,

where the population relaxation time T1 is generally much longer than the photon life

time Tph. The relaxation oscillation period is typically approximately equal to the

geometric mean of the population relaxation time and the photon lifetime, and damps

out in a time somewhat faster than the population relaxation time. Lasers that are

characterized by strong turn-on transients in the form of sharp relaxation oscillations

N (t )/Nss

(a)

t t

tt

(b)

n (t )/n ss
n (t )/n ss

N (t )/Nss

Figure 11.2. Numerical examples of the turn-on transient dynamics of two types of lasers based

on the solutions of the density-matrix equations. (a) is typical of lasers where the cavity-photon
lifetime Tph is much longer than the population relaxation time T1 in the laser medium, such as
in a gas laser. (b) is typical of lasers where the population relaxation time T1 is much longer than
the cavity-photon lifetime Tph, such as in an insulating solid-state laser. (t in 10�7 s,

n � N2 �N1;Nss � steady-state;N � Nph:Þ
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also tend to be potentially unstable and can exhibit a rich variety of chaotic and spiky

types of dynamic behavior.

This is just one simple example of the dynamic characteristics of nonlinear-coupled

quantum systems basic to laser physics that can be understood on the basis of the

density-matrix equations.

11.5 Problems

11.1 Consider a medium consisting of a statistical ensemble of N spin-1/2 particles

per volume. The matrices representing the Cartesian components of the spin

angular momentum of such particles in the representation in which Ŝz and Ŝ
2 are

diagonal are given in (6.50). Give the averaged expectation values per volume of

the three components of the spin angular momentum in terms of the appropriate

density matrix elements for the statistical ensemble of particles.

11.2 An electrically charged spinning particle with a spin angular momentum will

have a magnetization proportional to the spin angular momentum. Suppose the

averaged expectation value of the magnetization of the medium considered in

Problem 11.1 is ~M ¼ N trace ½�̂ð�~̂SÞ�.

(a) Express the three Cartesian components of the magnetization in terms of the

appropriate density-matrix elements as in Problem 11.1.

(b) Write the Hamiltonian of the spin-1/2 particles in the presence of a static

magnetic field ~H ¼ Hx~xþHy~yþHz~z, but in the absence of any relaxation

processes. Making use of the results of part (a), show on the basis of the

density-matrix equation (11.16) that the dynamic equation describing the

precession of the magnetization ~M around such a magnetic field is:

d ~M

dt
¼ � ~M� ~H;

just like in classical mechanics.

(c) Suppose a magnetic field consisting of a static component in the ~z direction

and a weak oscillating component in the plane perpendicular to the~z axis is

applied to the medium: ~H ¼ H0~zþ ~Hx ~x � H0~zþH1 cos!0t ~x. Show on the

basis of the corresponding density-matrix equations (11.27) that the equa-

tions of motion for the three components of the magnetization are of the

form:

dMz

dt
¼ �Mz �M

ðthÞ
z

T1
þ i

�

2
H1ðcos !0tÞðM� �MþÞ;

dM�
dt
¼ �M�

T2
� i�H0M� � i�H1ðcos !0tÞMz;

where M� ¼Mx � iMy. These are the well-known Bloch equations in the

literature on magnetic resonance phenomena.
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11.3 (a) Show that the intensity attenuation coefficient for a monochromatic elec-

tromagnetic wave propagating in an optical medium of two-level atoms

given in (11.44) can also be put in the form:

�z ¼
"00zz!0ffiffiffiffiffi
"0
p

c
¼

!2
pf

4
ffiffiffiffiffi
"0
p

c
gð�0Þ;

where !p �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pðN1�N2Þe2

m

q
�

ffiffiffiffiffiffiffiffiffiffi
4pNe2

m

q
, if most of atoms are in the ground state,

is known as the ‘‘plasma frequency’’ and fz �
2m!21

�h
jz21j2 is known as the

‘‘oscillator strength.’’

(b) Compare the result obtained in part (a) with the classical result based on a

damped harmonic oscillator model instead of the two-level atom model

Suppose the equation of motion of the harmonic oscillator is of the form:

d2

dt2
zðtÞ þ �

d

dt
zðtÞ þ !2

21 zðtÞ ¼ �
f 1=2e

m
ð ~Eze

�i!0t þ ~E�ze
i!0tÞ;

which describes the oscillating motion of a particle of mass m and negative

charge of magnitude f 1=2e bound to a fixed point in space, similar to the

oscillator shown in Figure 5.1. The spring constant of the harmonic oscilla-

tor is equal to m!2
21; the damping constant is �; and the deviation of the

particle from its equilibrium position in the absence of any electric field

Ez is z(t). For the classical result, assume !0 � !21 
 ��1so that

!2
0 � !2

21 ffi 2!0ð!0 � !21Þ.
(c) Make a similar comparison as in part (b) of the real parts of the complex

dielectric constants. Based on these results and those of part (b), discuss

the physical interpretation of the concept of ‘‘oscillator strength f ’’ defined

above.

11.4 Substitute (11.51) into (11.27) and show that it is indeed a solution of the

density-matrix equation (11.27).

11.5 Show that the second-order nonlinear optical susceptibility ~~�ð2Þð!1 þ !2 ¼ !3Þ,
which is a third-rank tensor, must vanish for any optical medium with inversion

symmetry.

11.6 Consider a semiconductor laser with the following parameters: T1 � 10�9; T2 �
10�12;Tph � 5� 10�12;Rpump � 1027cm�3s�1;Bh�0gf ðv0Þ � 6� 10�7cm�3s�1:

Calculate numerically (using, for example, ‘Mathematica’) the turn-on

dynamics of such a laser using the laser-rate equations as in the numerical

examples shown in Figure 11.2.
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equation of motion 63, 64
Heisenberg’s formulation 63
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Schrödinger’s formulation 70
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matrix mechanics 27

uncertainty principle 5, 15
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acetylene 146
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orbital degeneracy 96
quantized energies 96
Schrödinger equation 87
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emission 119, 128, 131

cross section 131
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transition probabilities 119, 124
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dopants in semiconductors 174
hydrogen atom 96

Ket vector 24
Kramers–Kronig dispersion relations 193
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adiabatic approximation 199
dynamics 199
laser rate equations 200
relaxation oscillation 200

line shape function 194
line width (see also broadening) 125, 125

homogeneous 125
inhomogeneous 125

linear momentum 5, 33
free particle 33
operator (Schrödinger representation) 5
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Matrix 27
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tor) 69
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diagonalization 27
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matrix mechanics (see also Heisenberg)

Maxwell’s equations 76
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hybridization 145
sp-, sp2-, sp3-orbitals 145, 146

molecules 139, 140, 143
diatomic 139, 140
hydrogen 143

momentum representation 4, 37

Newtonian mechanics ( see classical mechanics)
nonlinear optical susceptibilities 196, 198
normalization 9

observables 4, 12
operator (see also postulates) 12, 13, 69

annihilation 69
Creation 69
eigen values and eigen functions of 17
equation 13

orbital angular momentum 88
Schrödinger representation 88

organic molecules 144
orthogonality 21
oscillator strength 203

parity 54, 54, 72, 93, 126
concept 54
eigen values 54
operator 54

Pauli
exclusion principle 110
spin matrices 103

periodic structures and solids 154, 156
Periodic Table 110, 115, 117
permutation symmetry 113
perturbation theory 119, 120, 135, 197

degenerate states 137
time-dependent 119, 120
time-independent 135

photons (see also electromagnetic radiation or
waves) 67, 75, 78

quantized energies 78
photons and harmonic oscillators 63
Planck 72, 75

black-body radiation law 75
postulate 72
constant 5

p–n junction 151, 176
bias voltages 177
break-down voltage 179
built-in potential 177
directions of current flow 177
passivation 179
saturation current 179

Poisson 30, 83
bracket 30
distribution function 83

polarization 120, 190, 202
electric fields 190
electromagnetic waves 120
magnetization 202

postulates of quantum mechanics 8
equations of motion 8
operators 8
state functions 8

potential barriers 47
potential steps 43
probability 4, 9, 10, 22
current 40, 42
density 9
distribution function 10

pure state 185
density-matrix, for 185

quantum numbers 90, 91
angular momentum 90, 91
azimuthal 91
harmonic oscillator, energies of 65
photon, energy (see Photons) 78
principal 96
spin angular momentum 101

radiative life time 132
reciprocal lattice 157
reflection coefficient 45
relaxation times
T1 189, 194
T2 132, 189, 194

representation 4, 21
resonance 123, 124, 130, 147
chemical 147
electromagnetic or optic 123, 124, 130

Rydberg 127, 128
constant 127
formula 128

saturation parameter 195
scalar product 22, 24, 27
Schrödinger 4, 18, 19
dynamics, picture of 28
equation 18, 19, 24

time-dependent 18
time-independent 19, 24

harmonic oscillator, formulation of 70
representation 4, 13

Schwartz inequality 15
semiconductors 151
Shockley equation 179
Slater determinant 114
spherical harmonics (see also hydrogen atom) 91, 92
spin angular momentum 101
spin–orbit interaction 106
spin–orbit parameter 107
square-well potential, 51
finite 55
infinite 51
three-dimensional 59

state functions (see wave functions) 3, 8, 9
Schrödinger’s representation 9

stationary states 19
statistics 81, 163, 164, 165
Bose–Einstein 81
Fermi–Dirac 163, 164, 165
Maxwell–Boltzmann (see Boltzmann)

superposition principle 11, 22, 73
susceptibility, complex 192
symmetry 54, 55, 113, 114
exchange 113
inversion (see also parity) 54, 126
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symmetry (cont.)
permutation 113, 114
rotational 55
translational 154

tetrahedral complex 148
tight-binding model 149
transmission coefficient 45, 48
tunneling 47

uncertainty (see also Heisenberg) 10,
12, 15

photon numbers and phase 78
position and momentum 15

unit matrix or operator 25

valence band 152, 162

wave functions 3, 11, 40, 41
Bloch waves 155
boundary conditions 40, 41
phase factor 11
time-dependence 19

wave packet 39, 70
Gaussian 38, 70
minimum uncertainty 39, 70
oscillation 73

wave–particle duality 4, 33

Yukawa potential 113

zero-point
energy 67
fluctuations 67

zincblende structure (see crystalline structures)
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