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Quantum theory introduces a fundamentally new framework for thinking about
Nature and entails a radical break with the paradigm of classical physics. In spite
of the fact that the shift of paradigm from classical to quantum mechanics has been
going on for more than a century, a conceptual grasp of quantum mechanics has till
today proved elusive. According to leading quantum theorist Richard Feynman, “It
is safe to say that no one understands quantum mechanics” [13].

The foundations of quantum mechanics have been studied by many authors, and
most of their books have been written for specialists working on the foundations of
quantum mechanics and quantum measurement [1,4, 16]—requiring an advanced
knowledge of mathematics and of quantum mechanics [23,25,36]. An exception is
the book by Isham [19], which is very clearly written and discusses the principles
of quantum mechanics for a wider audience.

Given the ubiquitous presence of quantum mechanics in almost all branches of
science and of engineering, there is a need for a book on the enigmatic workings of
quantum mechanics to be accessible to a wider audience.

This book on the foundations of quantum mechanics is for the nonspecialists and
written at a level accessible to undergraduates, both from science and engineering,
who have taken an introductory course on quantum mechanics.

The mathematical formalism has been kept to a minimum and requires only a
familiarity with calculus and linear algebra. The emphasis in all the topics is on
analyzing the concepts and ideas that are expressed in the symbols of quantum
mechanics. Linear vector spaces and operators form the mathematical bedrock of
quantum mechanics, and a few derivations have been done to clarify these structures.

In this book the Schrédinger equation is never solved; instead, the focus is on
the paradoxes and theoretical conundrums of quantum mechanics as well as on the
conceptual basis required for addressing these. In particular, this book concentrates
on issues such as the inherent (quantum) indeterminateness of Nature and the
essential role of quantum measurement in defining a consistent interpretation of
quantum mechanics.

The unusual properties of many widely used technologies are due to quantum
phenomena. Indeed, most of what goes under the name of high technology is a direct
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result of the workings of quantum mechanics, and many modern conveniences that
we take for granted today would be impossible without it.!

Although quantum mechanics has qualitatively changed our view of Nature, a
satisfactory understanding of it is still far from complete, and one can be sure there
are a lot of surprises still awaiting us in the future.

The main focus of this book is to address the reasons why quantum mechanics is
so enigmatic and extraordinary.

A theoretical framework for quantum mechanics is proposed in an attempt
to clarify the underpinnings of quantum mechanics, namely the transempirical
quantum principle, which states the following: A physical entity has rwo forms
of existence, an indeterminate transempirical form when it is not observed and a
determinate empirical form when it is observed. The transempirical and empirical
forms have completely different behavior. The empirical form is intuitive and
is the (experimentally) observed determinate state of the entity, whereas the
indeterminateness of the transempirical form of the entity leads to all the paradoxes
of quantum mechanics.

IFor example, electronic devices, from computers, television, to mobile phones, are all based on
semiconductors, and airplanes, ships, and cars all use semiconductors in an essential manner. More
complex technologies such as superconductors, scanning electron microscope, magnetic resonance
imaging (MRI), and lasers; fabrication of new drugs; modern materials science; and the study of
nanoscale phenomenon all draw upon quantum mechanics.
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Synopsis

The epoch-making idea of the quantum as a fundamental property of Nature was
introduced by Max Planck in 1900. Quantum mechanics is undoubtedly one of
the most important and experimentally accurate scientific theory in the history of
science.! Its range of applications and mathematical depth are unmatched, and
quantum mechanics continues to yield novel and unexpected results—in technology
as well as in all scientific fields, including physics and mathematics. Paradoxically
enough, in spite of all its empirical and mathematical success quantum mechanics—
due to its strange and enigmatic conceptual framework—has, until now, defied all
attempts to reach a satisfactory understanding of its inner workings.

The human being’s five physical senses are based on natural processes that can
perceive only a finite range of physical phenomena. In the case of electromagnetic
radiation, only a tiny and limited range of its wavelengths are visible to the human
eye, with radiation of much longer and much shorter wavelengths being invisible.
Since the smallest allowed quantum of energy for light (and for atoms) is truly
minuscule when compared to the energies we encounter in daily life, there are only
a few physical process, most of them being man-made, where one can directly
observe quantum phenomena using one’s five senses. When we extend our five
senses with experimental devices and instruments, we can probe more deeply into
Nature’s secrets, and the quantum aspect of Nature becomes more apparent.

Classical mechanics works very well for the kind of objects one encounters in
daily life that are moving much slower than the velocity of light. Once objects start
to move very fast, we need to modify Newton’s equations to Einstein’s relativistic
equations. On the other hand, for objects that are very small, such as electrons and
atoms, quantum mechanics becomes necessary. If one attempts to extend Newton’s
laws to domains that are far from daily experience, they start to fail and give
incorrect results.

TAccuracy is defined by the degree to which a theoretical value is close to the measured
experimental value. Precision, in contrast, defines the degree to which an experiment, when it
is repeated, produces a series of measured values to within a level of precision, namely, to within a
certain error.

B.E. Baaquie, The Theoretical Foundations of Quantum Mechanics, 1
DOI 10.1007/978-1-4614-6224-8__1, © Springer Science+Business Media New York 2013
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One can never expect an understanding of quantum mechanics that is similar
in clarity and intelligibility to the one provided by classical mechanics since
the connections of the symbols of classical mechanics to the phenomena that it
represents are directly based on the perception of Nature by our five sense; “you
get what you see.” In the case of quantum mechanics, as will become clear as
one reads this book, the connections of the symbols of quantum mechanics with
observed quantities are more nuanced and opaque than for classical mechanics. One
can nevertheless hope that, over time, quantum mechanics will become as intuitively
obvious and transparent for future generations as is classical mechanics for the older
generations.

Noteworthy 1.1: The experimental accuracy of quantum mechanics

Quantum mechanics is clearly more accurate than classical mechanics, which
it supersedes in every way. The special theory of relativity, which describes the
structure of empty spacetime, has so far has proven to be experimentally as accurate
as quantum mechanics. Einstein’s theory of gravity, namely the theory of general
relativity is outside the domain of quantum mechanics and we compare their
empirical accuracy.

To date, the most accurate test of general relativity is the prediction that a clock
slows down by a factor of 1+ U/ ¢?, where U is the gravitational potential. This
prediction has been tested, using the quantum interference of atoms, to an accuracy
of 7 x 1072, about one part in a hundred million [29].

The experimental value of the electron’s magnetic moment is gup, where
up = eh/4mm is the Bohr magneton and g-factor is the dimensionless constant for
electron’s magnetic moment; e and m are the charge and mass of the electron and &
is Planck’s constant. The naive value of g = 2, which is given by the Dirac equation
for the electron, is corrected by the effects of the electron’s interaction with the
photon. The most accurate experimental prediction of quantum mechanics is that
g =2.00231930419922(1 +0.7491312684 x 10~'2) [7].

This prediction of quantum mechanics—or more accurately of quantum field
theory, a formulation of quantum mechanics that incorporates special relativity (and
hence the accuracy of special relativity is also being tested)—completely agrees
with the experimental result to an accuracy of 10~!2, one part in a trillion. As of now,
the experimental verification of quantum mechanics is more accurate than general
relativity by a factor of more than a thousand, namely, 10°. This does not mean that
Einstein’s theory of gravity is not exact, which it may or may not be, but rather that
its proven experimental accuracy is less than that of quantum mechanics.

Building on the pioneering work of Max Planck and Niels Bohr, the modern
formulation of quantum mechanics rests primarily on the ideas of Max Born, Erwin
Schrodinger, Werner Heisenberg, and Paul A.M. Dirac.

In 1926, a quarter century after the Planck’s epoch-making quantum hypoth-
esis, Erwin Schrodinger discovered the dynamical equation of quantum mechan-
ics. It is worth noting that, for almost a century, Schrédinger’s equation has
proved to be flawless, successfully facing numerous and precise experimental tests.
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The Schrodinger equation replaces Newton’s second law of motion and, according
to many scientists, is one of the most important cornerstones of science.

In the period of 19261929, the founders of quantum mechanics laid down the
complete mathematical foundations of quantum mechanics, which continues to hold
till today [10].

Einstein’s theory of special and general relativity is a logical development of
classical physics; relativity reinterprets the meaning of classical concepts such as
time, position, mass, velocity, and acceleration. In contrast, quantum mechanics
introduces completely new ideas such as indeterminacy and uncertainty, the state
vector, operators, path integration, as well as the quantum theory of measurement—
concepts that are absent and incomprehensible in the framework of classical physics.

Many books on quantum mechanics follow the historical path by recounting the
motivations and reasons that led to the idea of the quantum [15]. A century after the
advent of the idea of the quantum, an approach based on the inner logic of quantum
mechanics can be now taken.

Most undergraduate textbooks concentrate on the mathematical techniques
required for solving the partial differential Schrodinger equation—with questions
of interpretation and consistency usually touched upon only in passing. In contrast,
this book does not provide any solutions of the Schrédinger equation and, instead,
is primarily focused on those fundamental principles and theoretical aspects
of quantum mechanics that impinge on its internal workings and clarify its
mathematical structure.

In an effort to understand the inner workings of quantum mechanics, the concept
of the trans-empirical quantum principle is postulated as being inherent in Nature.
Using the paradigm of the trans-empirical quantum principle, the book attempts
to clarify the world of the quantum by reinterpreting the foundation of quantum
mechanics.

The book is organized as follows.

Chapter 2 is a summary of the main ideas of the book. The notion of the quantum
entity is reasoned to be inherently and intrinsically indeterminate and shown to
consist of a pair: the indeterminate quantum mechanical degree of freedom that is
the foundation of the quantum entity and the state vector that provides a quantitative
description of the quantum entity. Five cardinal principles of quantum mechanics
are identified as necessarily arising from the structure of the quantum entity.

Chapter 3 discusses what is real and what exists, two words that are used
synonymously in classical physics but, with appropriate refinements, are shown to
be words that have vastly different meanings in quantum mechanics. In order to
have a conceptually transparent framework of quantum mechanics, the empirical
domain of classical physics is extended to include a new domain termed as the
trans-empirical domain.

The quantum mechanical degree of freedom is shown to be completely
trans-empirical, whereas the state vector straddles two domains—existing in the

2The “trans-empirical quantum principle” is stated in Sect. 3.9 and discussed in detail in Chap. 3.
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trans-empirical domain when it is not experimentally observed and having an
empirical manifestation when it is observed. It is shown that the time evolution of a
quantum degree of freedom is via trans-empirical paths when the path taken is not
experimentally ascertained.

The concept of the trans-empirical quantum principle is formulated to define the
theoretical framework of quantum mechanics.

Chapter 4 discusses the mathematical framework for describing a quantum entity,
namely, the structure and properties of the degree of freedom and the quantum state
vector that describes it. The concept of a linear vector space is introduced, and the
basic properties of a state vector are stated and analyzed.

In Chap. 5, the concept of a Hermitian operator representing physically observ-
able properties of the quantum state is discussed in some detail. The main properties
of operators are stated, and the important examples of a discrete and continuous
degree of freedom are discussed.

Chapter 6 discusses the tensor product of vector spaces and operators. This
provides the mathematical framework for studying the density matrix, including the
pure, mixed, and reduced density matrix. The density matrix provides a criterion for
understanding a special class of state vectors, the so-called entangled states.

Chapter 7 shows that the Bell inequality provides a quantitative criterion for
differentiating quantum indeterminacy from classical randomness. The BKS the-
orem further generalizes the Bell inequality to include all quantum states. Quantum
probability is defined based on Heisenberg’s operator formulation of quantum
mechanics.

In Chap. 8, the remarkable properties of quantum superposition are discussed.
The Mach-Zehnder interferometer is employed to study the indeterminate paths of
a photon and illustrates how quantum interference arises; it is shown that a quantum
eraser can partially erase or restore quantum interference.

Chapter 9 discusses how the process of quantum measurement entails the
preparation, amplification, entanglement, and collapse of the state vector. The
density matrix provides a description of the quantum entity that is mathematically
appropriate for describing the process of measurement.

In Chap. 10, the Stern-Gerlach experiment is discussed in detail to illustrate and
exemplify the process of quantum measurement.

In Chap. 11 the Feynman path integral is derived by applying the trans-empirical
quantum principle to indeterminate paths, and the Dirac-Feynman path integral
formulation of quantum mechanics is briefly discussed. Path integral quantization
is taken as the starting point of quantum mechanics and is shown to yield the
Hamiltonian and its state space.

In Chap. 12 some conclusions are drawn.



The Quantum Entity and Quantum Mechanics 2

A thing, intuitively, seems to be an a priori form of Nature that is most directly
experienced by our five senses. A physical entity that can be perceived by sensory
perception appears to be one of the most irreducible and primitive notions that
underpins our cognition of Nature. A good place to start exploring the quantum
realm is to understand the difference in how classical and quantum mechanics
conceptualize an entity, a thing, and an object.

The concept of the thing in quantum mechanics soon leads us to a theoretical
framework for describing and explaining Nature that goes against our everyday
intuition that is based, as it is, on our daily experience.

Buried deep inside the mathematical structure of quantum mechanics are un-
resolved paradoxes, mysteries, and enigmatic views about Nature. One has to cut
through a thick shell of formalism to encounter the theoretical underpinnings of
quantum mechanics.

In this chapter, it is shown that the concept of a quantum entity necessarily
leads to the cardinal principles of quantum mechanics. The cardinal principles, in
turn, will lead us to introduce various theoretical constructs that are necessary for
discussing the principles and paradoxes of quantum mechanics.

2.1 What Is a Classical Entity?

The concept of an object in classical physics is founded on the idea of an objective
reality, namely, that a material entity has an intrinsic reality and its properties
(qualities) are inherent in the entity itself. All the interconnections of classical
objects to each other are founded on, and derived from, the objective reality of the
classical entity. Since the classical entity exists objectively, its properties do not
depend on anything external and, in particular, do not depend on whether it is being
observed (measured) or not.

With the development of Maxwell’s equation and Einstein’s theory of gravity,
the classical concept of a physical entity was extended to include the classical field.
A classical field, such as the electromagnetic field, is a physical entity that is spread

B.E. Baaquie, The Theoretical Foundations of Quantum Mechanics, 5
DOI 10.1007/978-1-4614-6224-8__2, © Springer Science+Business Media New York 2013
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b N

Fig. 2.1 (a) A person is looking at the apples. (b) The person is not looking at the apples. The
classical view is that the existence of the apple is an objective reality independent of the observer
(published with permission of © Belal E. Baaquie 2012. All Rights Reserved)

over space and propagates in time; the classical field, like a material thing, exists
objectively and has intrinsic properties such as having energy and momentum at
each spacetime point that it occupies.

According to classical physics, an entity is completely determinate and exists in
an exactly defined state; for example, a classical particle has an intrinsic and exact
position in space. When it is observed, the classical entity is what it appears to be;
hence, the classical entity is completely empirical, with an observation, in principle,
fully and completely describing its state. The Oxford dictionary defines empirical
as being based on, concerned with, or verifiable by observation or experience rather
than theory or pure logic.

We conclude that a classical entity exists objectively and is a determinate
quantity.

Consider a person looking and not looking at the apples, as in Figs. 2.1a,b,
respectively. What is the state of the apples for the two cases? Since, in classical
physics the apples exist objectively, it follows that even when the person looks away,
the apples continue to be in the same state in both cases, as in Figs. 2.1a,b.

However, note that if the person is not looking at the apples, then there is no
experimental basis to claim the apples continue to be in the same state as when
the person looked at it. The claim of classical physics that the world exists as an
objective reality is an assumption.

Dynamics of a Classical Entity
The dynamics (motion, time evolution) of classical dynamical variables (position

and velocity for a particle) are determined by Newton’s second law of motion; in
the modern formulation, it is given by the variation of the system’s action S. The
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Fig. 2.2 (a) The classical a b
trajectory x(¢),v(t) =

dx(r)/dr of a classical t

particle. (b) To specify the t

classical state of a particle at
each moment, its dynamical Wty / ()
variables (position x and
momentum p) have to be
specified (published with
permission of © Belal E. [ —
Baaquie 2012. All Rights
Reserved)

action is the time integral of the Lagrangian £(x,dx/dt), which is a function of the
kinetic and potential energy of a particle’s trajectory.

Consider the particle’s path for the finite time interval [f;, #], as shown in Fig. 2.2a
and determined by Newton’s law of motion. Note that at every instant ¢, the particle
has a definite position x and momentum p = mv, where v = dx/dr is its velocity and
m its mass. The Lagrangian £(x,dx/dt) for the particle can be computed once the
particle’s trajectory is specified.

The action S for a particle is given by the following:

s = ["arc(x,dv/dr) 2.1)

f

= 65 = 0 : Equation of motion (2.2)

with the initial and final positions being specified at #; and #, respectively.

The equation of motion given in (2.2) means that if one takes any arbitrary
trajectory and computes the value of S, then the numerical value of S will be a
minimum (or maximum) only when the trajectory obeys Newton’s law and hence
will satisfy 6S = 0. We conclude that (2.2) is equivalent to Newton’s law.

The state of a classical entity is described by its dynamical variables; for the case
of a particle, the dynamical variables are x and p, which are fixed for each instant
of time . Hence, the classical state of the particle is completely determinate, with
its exact state given by specifying the dynamical variables x and p, as shown in
Fig. 2.2b.

Classical Probability

If one views an apple as being composed of a large collection of atoms, then one
is hard-pressed to claim that all the atoms that compose the apple continue to be
in the apple; it is highly likely that while one was looking away, some atoms have
detached themselves from the apple and other atoms from the environment have
become attached to it.
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The argument that a description of an apple has unavoidable approximations is
true for any large classical system, such as the practical impossibility of knowing
the precise position and momentum of all the gas atoms in a room. Recall precision
was defined in Chap. 1 as the degree to which an experiment, when it is repeated,
produces a series of measured values to within a certain error, termed as the level
of precision. An approximation is specifying a quantity to a certain well-defined
degree of precision.

Furthermore, the emergence of the discipline of (classical) chaos has shown that
any practical measurement has only a finite accuracy and introduces the idea of
classical randomness in the description of a nonlinear classical system.

Classical randomness, discussed in greater detail in Sect.7.3, describes phe-
nomenon that lacks predictability, that exhibits the property of chance, and is
mathematically modeled by variables having an outcome determined by its prob-
ability distribution function.

Nevertheless, classical chaos theory does not change the ontological property of
a classical system in that it exists in a determinate and intrinsically exact state.

Ontology: from the Greek term for ‘being’; that which ‘is,’ present participle of the verb
‘be’; the term is used for the nature of being, of existence, or of reality.

The ambiguity and imprecision in the knowledge of a large (macroscopic)
classical system or a chaotic process is entirely due to our ignorance about the exact
state of the system and leads to classical probability theory.

The ignorance of the precise state of a classical object can be modeled and
encoded by considering the classical system to be in a random state, namely, known
to only certain level of precision. It is important to note that the intrinsic state of the
system is exact; the randomness of classical probability theory is an approximate
description of a system that intrinsically exists in an exact state.

The point to note is that an object exhibiting randomness of classical probability
is a classical entity that has an objective existence, having a specific and precise
value before it is observed; this point is of cardinal importance in the formulation of
classical probability, discussed in Sect. 7.3. The practical inability of providing an
exact description of a classical system leads one to the field of chaos and complexity;
one introduces new concepts drawn from classical probability theory that need to
supplement deterministic classical physics for providing a better description of a
classical chaotic system.

In fact, it will be shown in Chap. 7 that quantum probability is fundamentally
different from classical probability since the concept of quantum uncertainty is
essentially different from the idea of classical randomness.

2.2  The Entity in Quantum Mechanics

Our discussion on the “entity” in quantum mechanics does not take the historical
route but rather starts from the quantum conception of the entity and then goes on to
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a N b

Fig. 2.3 (a) The person is not observing the atom: The atom is inherently indeterminate; it has the
highest likelihood of being observed in the shaded volume. (b) A person, by observing the atom,
puts the atom into a determinate state (published with permission of © Belal E. Baaquie 2012.
All Rights Reserved)

explain why the mathematical formalism of quantum mechanics logically follows
from the need of describing the quantum entity.

Consider a quantum particle in a box and subjected to repeated measurements.'
When one experimentally measures the position of the particle, one observes that it
has a definite position xy; if one then repeats the identical experiment, one observes
the particle at another position x,; and a third measurement yields yet another
position x3, and so on. Every time one measures the quantum particle’s position—
prepared in exactly the same way—it is observed at a different position.

There are special quantum states discussed in Sect. 5.3, called eigenstates, with
properties, such as energy and angular momentum, that have the same value every
time such an eigenstate is observed. The position degree of freedom for particle in
a box is not such a property.

When it is not observed, the quantum particle does not have any definite position,
and, unlike a classical particle, its position does not have an objective existence.
What is the form of existence of the particle when one does not measure the
particle’s position? If the entity is large, like a piece of stone, then the classical
description in most cases is quite adequate: The observed and unobserved state
appear to be the same. However, if the particle is small, like an electron or an atom,
all our intuition regarding its behavior fails.

For concreteness, let the quantum entity be an atom located in space. When a
man directly looks at the atom, as in Fig. 2.3b, he observes a point-like object, but
when he does not observe the atom, quantum mechanics tells us that the atom no
longer has a determinate position, but instead, the atom’s position is indeterminate;
the atom apparently “exists” at many positions simultaneously—with different
likelihoods—and the region of greatest likelihood is represented by the shaded
portion in Fig. 2.3a; the degree of shading indicates the different likelihood of the

I'The concept of repeated quantum measurements is discussed in Sect. 9.3.
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particle being observed at different points, which in principle can extend to all of
space. The word “indeterminate” and the concept of quantum uncertainty are being
used synonymously; the term indeterminate needs to be defined more precisely and
is addressed in Sect. 3.2.

In other words, unlike a classical particle, a quantum particle does not have a
precise position before it is observed. This rather unexpected and strange claim of
quantum mechanics—that there is a fundamental difference between the observed
and unobserved state of a quantum entity—is at the foundation of quantum mechan-
ics. This strange claim of quantum mechanics has been shown to be consistent with
many experiments designed to test these claims.

The central role of observation, of measurement, is what differentiates the
observed from the unobserved state and is the key to quantum mechanics.

Heisenberg used the term potentiality for the indeterminate state of the quantum
entity and the term actuality for the observed condition. Every act of observation
results in the particle making a transition from its state of potentiality to one of its
possible and actual determinate condition [18].

In summary, in quantum mechanics, the entity, the object has two forms of
existence: when it is observed, it is definite and determinate, and when it is not
observed, it is indeterminate and uncertain. Fundamental to the two forms of
existence of a quantum entity is the act of observation, the process of measurement
that connects the unobserved with the observed form.

2.3  Describing an Indeterminate Quantum Entity

The classical description of an entity starts with the dynamical variables describing
the classical state of the entity and completes its description with the equations of
motion for the dynamical variables.

Since the quantum entity is intrinsically indeterminate, the classical approach
is inadequate. What is the route for describing an indeterminate quantum entity?
For concreteness, consider the quantum entity to be a quantum particle. Quan-
tum mechanical indeterminacy requires that the following interrelated issues be
addressed:

* The first step for describing a quantum particle is the quantum generalization of
the classical dynamical variables. In quantum mechanics, due to indeterminate-
ness, a quantum particle no longer has a classical trajectory; this entails giving up
all knowledge of the momentum if one measures the quantum particle’s position.

* Since the quantum entity’s position is indeterminate, the classical particle’s
dynamical variables x and p are superseded by the quantum degree of freedom
F . For a quantum particle moving in one space dimension, the degree of freedom
space is given by the real line, namely, F = R = {x|x € [—oo, +0]}, and hence,
F is an entire space.

* The position of a quantum particle is an indeterminate degree of freedom when
it is not being observed. To perform measurements on the particle’s degree of
freedom, one needs to introduce the concept of operators that act on the degree
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of freedom, and are discussed in detail in Chap. 5. Suffice for the discussion here
is that position projection operators, discussed in Sect. 9.2, can observe all the
effects of the position degree of freedom.

Repeated observations by the quantum particle’s position operators reveal the
range of possible values that the particle’s position degree of freedom can take—
hence allowing us to theoretically enumerate all the possible positions of the
particle; in effect, the results of the observations allow us to mathematically
reconstruct the degree of freedom space F.

e The quantum degree of freedom is a quantitative entity that numerically describes
all the possible allowed values for the quantum entity and constitutes the space
F. The degree of freedom is a time-independent quantity, with the space F being
invariant and unchanging over time.

e [tis an experimental fact that, when the quantum particle is repeatedly observed
using the different position projection operators, the operators acquire different
average values, reflecting the properties of the quantum particle’s degree of
freedom. Repeated observations, besides allowing for the enumeration of the
degree of freedom F, also provide the likelihood of the particle being found
at the different position projection operators.

* A major conceptual leap, following in the footsteps of Max Born, is to postulate
that the result of repeated experimental observations of the state vector yields all
the quantitative properties of a quantum entity.

e A quantitative quantum probabilistic description of the indeterminate quantum
entity is provided by the quantum state vector yw(F).> The state vector is
fundamentally statistical in nature, with every outcome being completely unpre-
dictable. The state vector y(F) is an element of the state space of the degree of
freedom, denoted by V(F).

* The quantum state vector y(F) is postulated to carry a complete description of
the quantum entity and is a superstructure of the quantum degree of freedom
F. Among other things, the state vector y(F) determines the likelihood of a
particular experimental outcome for the operators observing the degree of free-
dom.? The quantum state can also be represented by the density matrix operator,
which is more suitable for analyzing the process of quantum measurements, and
is discussed in Chap. 6.

e The dynamics of a quantum entity is determined by the time evolution of its state
vector y(F), also written as (¢, F) to explicitly indicate the dependence on
the parameter of time 7. The Schrodinger equation determines the dynamics of a
quantum entity. It is a first-order partial differential equation in time and yields
the time evolution of the state vector, namely, dy (¢, F)/dt.

e There are two forms of existence of a quantum mechanical entity—the potential
(unobserved) and the actual (observed)—that are connected by a process of
measurement. Indeterminateness is potential and the determinateness is actual.

2Quantum probability is different from classical probability and is discussed in Chap. 7.
3The relation of the state to observed quantities is discussed in Sect. 2.4.
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Fig. 2.4 The theoretical superstructure of quantum mechanics; the quantum entity is constituted
by the degree of freedom F and its state vector that is an element of state space V(F); operators
act O(F) act on the state vector to extract information about the degree of freedom and lead to the
final result Ey, [O(F)]; only the final result, which is furthest from the quantum entity, is empirically
observed (published with permission of © Belal E. Baaquie 2012. All Rights Reserved)

According to Werner Heisenberg, all physical properties of the degree of

freedom F are mathematically represented by operators O(F). The process

of measurement is mathematically represented by applying operators on the
quantum state y(F) of the quantum entity.

* Repeating the process of measurement results in the experimental determination
of the average, or expectation value, of the physical operators and is expressed as
Ey[O(F)]. All physical information about the degree of freedom F is encoded
in the expectation value of operators.

In summary, a quantum entity and its empirically measured properties—shown
in Fig. 2.4—are far more elaborately structured than a classical entity. The quantum
entity itself, when it is not being observed, consists of its degree of freedom F
together with the state vector y(¢,F) describing its observable properties.

The observed condition of a classical entity exhausts all its properties—*“one
sees what one gets.” In the case of a quantum entity, there is an entire unobservable
superstructure between the empirically observed properties of the quantum entity
and the totality of the quantum entity. The hidden quantum superstructure, which is
absent for a classical entity, needs an interpretation for making a connection of the
quantum entity with its experimentally observed properties and that is provided by
the Copenhagen quantum postulate.

24 The Copenhagen Quantum Postulate

The Copenhagen interpretation of quantum mechanics was pioneered by Niels Bohr
and Werner Heisenberg and is the standard interpretation of quantum mechanics
that is followed by the majority of practicing physicists—and is the one followed in
this book [10, 34]. The discussion in Sects. 2.2 and 2.3 was essentially a summary
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and explication of the fundamental tenets of the Copenhagen interpretation of
quantum mechanics.

The Copenhagen interpretation is not universally accepted by the physics
community, with many alternative explanations being proposed for understanding
quantum mechanics, and which are summarized in Sect. 12.2. Instead of entering
this debate, this book endeavors to clearly represent the theoretical assumptions that
are implicit in the Copenhagen interpretation—assumptions that are generally quite
opaque due to the mathematical formalism of quantum mechanics.

The Copenhagen interpretation can be summarized by the following postulate:

The quantum entity consists of its degree of freedom F and its state vector y(z, F). The
foundation of the quantum entity is its degree of freedom, which takes a range of values
and constitutes a space F. The quantum degree of freedom is completely described by
the quantum state y(7, F), a complex-valued function of the degree of freedom that is an
element of state space V(F).

All physically observable quantities are obtained by applying Hermitian operators O(F) on
the state y(r, F).

The quantum entity is an inseparable pair, namely, the degree of freedom and its state
vector.

Experimental observations collapse the quantum state and repeated observations yield
Ey[O(F)], which is the expectation value of the operator O(F) for the state y(z, F).

The Schrodinger equation determines the time dependence of the state vector, namely of
y(t,F), but does not determine the process of measurement.

It needs to be emphasized that the state vector y/(¢, F) provides only statistical
information about the quantum entity; the result of any particular experiment is
impossible to predict.

The organization of the theoretical superstructure of quantum mechanics is
shown in Fig. 2.4.

The quantum state y(z,F) is a complex number that describes the degree of
freedom and is more fundamental than the observed probabilities, which are always
real positive numbers. The scheme of assigning expectation values to operators,
such as Ey[O(F)], leads to a generalization of classical probability to quantum
probability and is discussed in detail in Chap. 7.

To give a concrete realization of the Copenhagen quantum postulate, consider
a quantum particle moving in one dimension; the degree of freedom is the real
line, namely, F = R = {x|x € (—oo, 40)} with state y(z,R). Consider the position
operator O(x);* a measurement projects the state to a point x € R and collapses the
quantum state to yield

Pt.x) = Ey[O()] = Wl s P >0 [ dP)=1  23)

—oo

Note from (2.3) that P(¢,x) obeys all the requirements to be interpreted as a
probability distribution. A complete description of a quantum system requires

“The position projection operator O(x) = |x) (x| and is discussed in Sect. 9.2.
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specifying the probability P(z,x) for all the possible states of the quantum system.
For a quantum particle in space, its possible quantum states are the different
positions x € [—oe, 4-0]. The position of the quantum particle is indeterminate, and
P(t,x) = |y(t,x)|? is the probability of the state vector collapsing at time ¢ and at
O(x)—the projection operator for position x.

The moment that the state y(r,R) is observed at specific projection operator
O(x), the state y(#,R) instantaneously becomes zero everywhere else. The transi-
tion from w(¢,R) to |y (z,x)|? is an expression of the collapse of the quantum state.
It needs to be emphasized that no classical wave undergoes a collapse on being
observed; the collapse of the state y(#,R) is a purely quantum phenomenon.

The pioneers of quantum mechanics termed it as “wave mechanics” since the
Newtonian description of the particle by its trajectory x(¢) was replaced by the state
(1, R) that looked like a classical wave spread over all of space R. Hence, the term
“wave function” was used for denoting y(#,R).

The state y(¢,F) of a quantum particle is not a classical wave; rather, the
only thing it has in common with a classical wave is that it is sometimes spread
over space. However, there are quantum states that are not spread over space. For
example, the up and down spin states of a quantum particle exist at a single point;
such quantum states are described by a state that has no dependence on space and
hence is not spread over space.

In the text, the terms state, quantum state, state function, or state vector are
henceforth used for y(r,F), as these are more precise terms than the term wave
function.

The result given in (2.3) is an expression of the great discovery of quantum
theory, namely, that behind what is directly observed—the outcome of experiments
from which one can compute the probabilities P(z,x) = |y(t,x)|>—there lies an
unobservable world of the probability amplitude that is fully described by the
quantum state y(z,F).

2.5 Five Pillars of Quantum Mechanics

The description and dynamics of a quantum entity given in Sect. 2.3 can be
summarized as follows. Quantum mechanics is built on five main conceptual pillars
that are given below.
* The quantum degree of freedom space F
* The quantum state vector y/(F)
* Time evolution of y(F) given by the Schridinger equation
* Operators O(F)
* The process of measurement, with repeated observations yielding the expectation
value of the operators, namely, Ey [O(F)]
The five pillars of quantum mechanics are illustrated in Fig. 2.5. Each pillar of
quantum mechanics is briefly summarized in the following sections.
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Fig. 2.5 The five cardinal pillars of quantum mechanics (published with permission of © Belal
E. Baaquie 2012. All Rights Reserved)

2.6 Degree of Freedom Space F

Recall in classical mechanics, a system is described by its dynamical variables,
and its time dependence is given by Newton’s equations of motion. In quantum
mechanics, the description of a quantum entity starts with the generalization of
the classical dynamical variables and, following Dirac [10], is called the quantum
degree of freedom.

The degree of freedom is the root and ground on which the quantum entity
is anchored. The degree of freedom embodies the qualities and properties of a
quantum entity. A single quantum entity, such as the electron, can simultaneously
have many degrees of freedom, such as spin, position, and angular momentum that
all, taken together, describe the quantum entity. The symbol F is taken to represent
all the degrees of freedom of a quantum entity.

The indeterminacy of the quantum degree of freedom is studied in detail in
Chap. 7. A remarkable conclusion of the study—validated by experiments—is that
a quantum degree of freedom does not have any precise value before it is observed,;
the degree of freedom is inherently indeterminate. One interpretation of the degree
of freedom being intrinsically indeterminate is that it simultaneously has a range
of possible values; the collection of all possible values of the degree of freedom
constitutes a space that is denoted by F; the space F is time independent.

The entire edifice of quantum mechanics is built on the degree of freedom and,
in particular, on the space F.

2.7  State Space V(F)

In the quantum mechanical framework, a quantum degree of freedom is inherently
indeterminate and, metaphorically speaking, simultaneously has a range of possible
values that constitutes the space F.

An experimental device is constructed to examine and explore the properties of
a degree of freedom and is built to correspond to the properties of the degree of
freedom. Consider a quantum entity that has spin ¢ and for which the degree of
freedom consists of 2¢+ 1 discrete points. A device built for observing a spin ¢
system needs to have 2/ + 1 possible positions, one for each of the possible values
of the degree of freedom.
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The experiment needs to be repeated many times due to the indeterminacy of
the quantum degree of freedom, as discussed in Sect. 9.3. The outcome of each
particular experiment is completely uncertain and indeterminate, with the degree
of freedom inducing the device to take any one of its (the device’s) many possible
values.> However, the cumulative result of repeated experiments shows a pattern—
for example, with the device pointer having some positions being more likely to be
observed than others.

How does one describe the statistical regularities of the indeterminate and
uncertain outcomes of an experiment carried out on a degree of freedom? As
mentioned in Sect. 2.6, the subject of quantum probability arose from the need
to describe quantum indeterminacy. A complex-valued state vector, also called the
state function and denoted by v, is introduced to describe the observable properties
of the degree of freedom. The quantum state y maps the space F to the complex
numbers C; in particular, for the special case of coordinates x € R = F,y is a
complex function of x. Hence

y:F = C
xeR = ykx)eC

The state vector is an element of an infinite-dimensional linear vector state space.
For a consistent probabilistic interpretation of quantum mechanics, discussed in
Chap. 4, it is necessary that the norm of y be unity, namely,

lyl>=1

The state vector hence is an element of a time-independent normed linear vector
space, namely, Hilbert space V, which is the subject matter of Chap. 4. In symbols

vEV(F)

2.8 Operators O(F)

The connection of the quantum degree of freedom with its observable and mea-
surable properties is indirect and roundabout and is always, of necessity, mediated
by the process of measurement. A consistent interpretation of quantum mechanics
requires that the measurement process plays a central role in the theoretical
framework of quantum mechanics.

In classical mechanics, observation and measurement of the physical properties
plays no role in the definition of the classical system. For instance, a classical
particle is fully specified by its position and velocity at time ¢ and denoted

31t is always assumed, unless stated otherwise, that a quantum state is not an eigenstate.
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by x(z),v(r); it is immaterial whether a measurement is performed to ascertain
the position and velocity of the classical particle; in other words, as mentioned
earlier, the position and velocity of the classical particle x(r),v(z) exist objectively,
regardless of whether its position or velocity is measured or not.

In contrast to classical mechanics, in quantum mechanics, the degree of freedom
F, in principle, can never be directly observed. All the observable physical
properties of a degree of freedom are the result of a process of measurement carried
out on the state vector y. Operators, discussed in Chap. 5, are mathematical objects
that represent physical properties of the degree of freedom J and act on the state
vector; the action of an operators on the state vector is a mathematical representation
of the process measuring these physical properties. Following Dirac [10], operators
that represent physical quantities are also called observables.

The degree of freedom F and its measurable properties—represented by the
operators O;—are separated by the quantum state vector y(r, F); see Fig. 3.3. An
experiment can only measure the effects of the degree of freedom—via the state
vector y(t,F)—on the operators O;. Furthermore, each experimental device is
designed and tailor-made to measure a specific physical property of the degree of
freedom, represented by an operator O;.

2.9 The Schrédinger Equation for State y(z, F)

The discussion so far has been kinematical, in other words, focused on the
framework for describing a quantum system. One of the fundamental goals of
physics is to obtain the dynamical equations that predict the future state of a
system. This requirement in quantum mechanics is met by the Schrodinger equation
that determines the future time evolution of the state function y(z,F), where ¢
parametrizes time. The Schrodinger equation is time reversible.

To write down the Schrodinger equation, one first needs to specify the quantum
generalization of energy. The Hamiltonian operator H represents the energy of a
quantum entity; H determines the form and numerical range of the possible allowed
energies of a given quantum entity.

To exist, all physical entities must have energy; hence, it is reasonable that the
Hamiltonian H should enter the Schrodinger equation. Furthermore, energy is the
quantity that is conjugate to time, similar to position being conjugate to momentum,
and one would consequently expect that H should play a central role in the state
vector’s time evolution. However, in the final analysis, there is no derivation of the
Schrodinger equation from any underlying principle, and one has to simply postulate
it to be true.

The celebrated Schrodinger equation is given by

- :HW(taf) (24)
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where i = h/2n, with h being Planck’s constant. Consider a quantum particle in one
dimension; the degree of freedom is given by F = R; for the coordinate x € R, the
Schrodinger equation is given by

hoy(t,x)
B e Hy(t,x) (2.5)

The Hamiltonian, for potential V (x), is given by

n* 92
H=——=5+V 2.6
2m dx? V) (2.6)
The Schrodinger equation given in (2.4) is a linear equation for the state
function y; if y; and y, are solutions of the Schrodinger equation, then their linear
combination

v =ay + By (2.7

is also a solution, where o and 3 are complex numbers. The quantum superposition
of state vectors given in (2.7) is of far-reaching consequence, and its implications
are discussed in Sect. 3.7.

Quantum mechanics introduces a great complication in the description of Nature
by replacing the dynamical variables x and p of classical mechanics, which consist
of only six real numbers for every instant of time, by an entire space F of the
indeterminate degree of freedom; a description of the quantum entity requires, in
addition, a state vector that is a function of the space F. According to Dirac, the
great complication introduced by quantum indeterminacy is “offset” by the great
simplification due to the linearity of the Schrodinger equation [10].

The mathematical reason that state vector y is an element of a normed linear
vector space is due to the linearity of the Schrodinger equation. The fact that y
is an element of a linear vector space leads to many nonclassical and unexpected
phenomena such as the existence of entangled states and the quantum superposition
principle—to be discussed later in Chaps. 6 and 8, respectively.

2.10 Indeterminate Quantum Paths

The time evolution of physical entities is fundamental to our understanding of
Nature. For a classical entity evolving in time, its trajectory exists objectively,
regardless of whether it is observed or not and shown in Fig. 2.2a, with both its
position x() and velocity v(¢) having exact values for each instant of time ¢.

We need to determine the mode of existence of quantum indeterminacy for the
case of the time evolution of a quantum particle.

Consider a quantum particle with degree of freedom x € R = F. Suppose that
the particle is observed at time #;, with the position operator finding the particle at
point x; and a second observation is at time #¢, with the position operator finding the
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Fig. 2.6 A quantum particle Time
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particle at point x¢. To simplify the discussion, suppose there are N-slits between the

initial and final positions, located at positions x1,x2,...,xy and shown in Fig. 2.6.
There are two cases for the quantum particle making a transition from x;,

to xr,tr, namely, when the path taken at intermediate time ¢ is observed and not

observed. The two cases are studied in detail in Chaps. 8 and 11, and the two-slit
case is discussed in Sect. 3.7. For the case when the paths taken at intermediate
time ¢ is observed, one simply obtains the classical result and is discussed further in

Chap. 8.

What is the description of the quantum particle making a transition from x;, # to
xg,tr when it is not observed at intermediate time #? The following is a summary of
the conclusions:

e The quantum indeterminacy of the degree of freedom leads to the conclusion that
the path of the quantum particle is indeterminate.

e The indeterminacy of the path is realized by the quantum particle by existing in
all possible paths simultaneously, or metaphorically speaking, the single quantum
particle simultaneously “takes” all possible paths.

» For the case of N-slits between the initial and final positions shown in Fig. 2.6,
the quantum particle simultaneously exists in all the N-paths.

The term probability amplitude is used for describing the indeterminate paths
of a quantum system. The probability amplitude is a complex number, and each
determinate path is assigned a probability amplitude.

Since no observation was made to determine which path was taken, all the
paths are indistinguishable, and hence, the particle’s path is indeterminate, with
the particle simultaneously existing in all the N-paths, as shown in Fig. 2.6. The
probability amplitude for the quantum particle that has an indeterminate path is
obtained by combining the probability amplitudes for the different determinate
paths using the quantum superposition principle; this procedure is discussed for the
two-slit case in Sect. 3.7 and for the general case in Chap. 8.
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Let probability amplitude ¢, be assigned to the determinate path going through
slit at x, with n = 1,2,...,N, as shown in Fig. 2.6, and let ¢ be the probability
amplitude for a particle that is observed at position x; at time #; and then observed at
position x at later time #;. The probability amplitude ¢ for the transition is obtained
by superposing the probability amplitudes for all indistinguishable determinate
paths and yields

N
O (xg, telxi, 1) = 2 @, : indistinguishable paths (2.8)

n=1

Once the probability amplitude is determined, its modulus squared, namely, |¢|?,
yields the probability for the process in question. For the N-slit case,

| (e, te]6i, 1) |2 = P e, gl 1) /dfo(xfatf|xi7ti) =1

where P(x,tf|x;, ;) is the conditional probability that a particle, observed at position
x;j at time #;, will be observed at position x; at later time #.

Quantum mechanics can be formulated entirely in terms of indeterminate paths,
a formulation that is independent of the framework of the state vector and the
Schrodinger equation; this approach, known as the Dirac—Feynman formulation, is
discussed in Chap. 11.

2.11 The Process of Measurement

Ignore for the moment details of what constitutes an experimental device. What
is clear from numerous experiments is that the experimental readings obtained
by observing a quantum entity (by a measuring device) cannot be explained by
deterministic classical physics and, in fact, require quantum mechanics for an
appropriate explanation.

Consider a degree of freedom F; the existence of a range of possible values of
the degree of freedom is encoded in its state vector y(F). Let physical operators
O(F) represent the observables of the quantum degree of freedom. The degree of
freedom cannot be directly observed; instead, what can be measured is the effect of
the degree of freedom on the operators that is mediated by the state vector y/(F).

The preparation of a quantum state yields the quantum state y(F), which is then
subjected to repeated measurements.

A concrete example of how the quantum state of a “quantum particle in a box” is
prepared is discussed in Sect. 9.3, which we briefly review.

Electrons are obtained by heating a metal. The electrons ejected by the metal
are fairly well localized in space and can be treated as semiclassical particles; the
electrons are focused towards a cavity using electric and magnetic fields, as shown
in Fig. 9.7a. Once an electron is inside the cavity, a mechanism has to be provided
to ensure that the electron does not hit the wall of the cavity. For a special cavity,
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called a Penning trap, electric and magnetic fields are used to confine the movement
of the electron to a finite region of space, as shown in Fig. 9.7b.

Once the electron is inside the cavity, no further measurement is performed; the
energy of the electron is chosen so that it remains confined inside the “box”; the
electron is described by the quantum state y/(F) for a quantum particle in a box.

Operators O(F), discussed in Chap. 5, are the mathematical basis of measure-
ment theory. The experimental device is designed to measure the properties of the
operator O(F). Measurement theory requires knowledge of special quantum states,
namely, the eigenstates y,, of the operator O(F), which are defined as follows®:

O(F)xn = AnXn

Because the process of measurement ascertains the properties of the degree
of freedom by subjecting it to the experimental device. The measurement is
mathematically represented by applying the operator O(F) on the state of the
system y(F) and projecting it to one of the eigenstates of O(F), namely,

y(F) — Measurement — ), : collapse of state y(F)

Applying O(F) on the state vector collapses it to one O(F)’s eigenstates.

The projection of the state vector y to one of the eigenstates y,, of the operator
O(F) is discontinuous and instantaneous; it is termed as the collapse of the state
vector . The result of a measurement has to be postulated to lead to the collapse
of the state vector and is a feature of quantum mechanics that is not governed by the
Schrodinger equation.

Unlike classical mechanics, where the same initial condition yields the same final
outcome, in quantum mechanics the same initial condition leads to a wide range
of possible final states. The result of identical quantum experiments is inherently
uncertain.” For example, radioactive atoms, even though identically prepared, decay
randomly in time precisely according to the probabilistic predictions of quantum
mechanics.

After many repeated observations performed on state y(F), all of which in
principle are identical to each other, the experiment yields the average value of the
physical operator O(F), namely,

O — measurements on Y(F) — Ey[O(F)]

Because the process of measurement cannot be modeled by the Schrodinger
equation, this has long been a point of contention among physicists since many
physicists hold that the fundamental equations of quantum mechanics should
determine both the evolution of the quantum state and the collapse of the state

SEigenstates are discussed in (5.5).
7Except, as mentioned earlier, for eigenstates.
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caused by the process of measurement. As of now, there has been no resolution
to this conundrum.

2.12 Summary: Quantum Entity

In light of the superstructure of quantum mechanics, what is a quantum entity? A
careful study of what is an entity, a thing, and an object leads to the remarkable
conclusion that the quantum entity is intrinsically indeterminate and its description
requires a framework that departs from our classical conception of Nature.

The quantum entity’s foundation is its degree of freedom JF, and quantum
indeterminacy is due to the intrinsic indeterminacy of the degree of freedom. A
landmark step, taken by Max Born, was to postulate that quantum indeterminacy can
be described by a state vector y(F) that obeys the laws of (quantum) probability.
The state vector is inseparable from the degree of freedom and encodes all the
information that can be obtained from the indeterminate degree of freedom and is
illustrated in Fig. 2.7.

It should be noted that the state vector y(F) does not “surround” the degree of
freedom in physical space; rather, Fig. 2.7 illustrates the fact that all observations
carried out on the degree of freedom always encounter the state vector and no
observation can ever come into direct “contact” with the degree of freedom itself.
All “contact” of the measuring device with the degree of freedom is mediated by the
state vector.

In summary, the following is a definition of the quantum entity:

A quantum entity is constituted by a pair, namely, the degree(s) of freedom F and the state
vector y/(F) that encodes all of its properties. This inseparable pair, namely, the degree of
freedom and the state vector, embodies the condition in which the quantum entity exists.

According to the Copenhagen quantum postulate, observations carried out on
the degree of freedom collapse the quantum state to a definite state, namely, an
eigenstate of a physical operator; the outcome of every experiment (except for
eigenstates) is uncertain. Repeated observations yield quantities that describe the
observable and quantifiable properties of the quantum entity.

Fig. 2.7 A quantum entity is

constituted by its degrees of

freedom F and the state 7 W(F)
vector y(F) that permanently

encompasses and envelopes

its degrees of freedom

(published with permission of

© Belal E. Baaquie 2012. All

Rights Reserved)
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Heisenberg pioneered a framework for describing quantum mechanics based
on the algebra of operators; quantum indeterminacy and the concepts of quantum
probability are defined in terms of these operators, discussed in Chap. 7.

A third and independent formulation of quantum mechanics is based on the
Dirac-Feynman framework of the degree of freedom having indeterminate paths
(indeterminate time evolution) and is expressed in terms of the Feynman path
integral, discussed in Chap. 11.

Quantum indeterminacy—formulated by Born in terms of the state vector—
was later realized to have a more transparent representation in Heisenberg’s
operator formulation. Physical quantities are represented by operators, and every
experimental device is custom designed for measuring the properties of the operator.
The quantum state is represented by the density matrix operator, discussed in
Chap. 6. The operators extract all the information obtainable about the quantum
entity by acting on its quantum state, which encodes all the physically observable
properties of the degree of freedom, and in effect of the quantum entity as well.

In the ultimate analysis all that one can finally measure in an experiment is the
effect of the quantum entity on the readings of our experimental devices, which in
many cases consists of discrete changes (‘clicks’) in the readings of the device’s
counters.

All of our understanding of a physical entity is based on our theoretical and
mathematical concepts, which in turn are constructed from, and have to be explain,
a plethora of experimental data. In the case of quantum mechanics, the mathematical
construction has led us to infer the existence of the quantum entity. The theoretical
constructions of quantum mechanics are far from being arbitrary and ambiguous;
to the contrary, given the maze of links from the quantum entity to its empirical
properties, it is highly unlikely that there are any major gaps or redundancies in the
theoretical superstructure of quantum mechanics.






Quantum Mechanics: Empirical
and Trans-empirical

The founders and leading proponents of quantum mechanics were well aware of
the paradoxical and opaque workings of quantum mechanics that do not conform
to our everyday intuition, an intuition derived from the world of macroscopic
objects. Niels Bohr had the following to say about quantum mechanics: “Those who
are not shocked when they first come across quantum mechanics cannot possibly
have understood it” (Quoted by Heisenberg in [18]). Richard Feynman made the
following observation: “I think it is safe to say that no one understands quantum
mechanics. Do not keep saying to yourself, if you can possibly avoid it, ‘But how
can it be like that?’ because you will get ‘down the drain’ into a blind alley from
which nobody has yet escaped. Nobody knows how it can be like that” [13].

The mysteries and paradoxes of quantum mechanics arise due to the following
two reasons:

e The intrinsic indeterminacy and uncertainty exhibited by a quantum entity is
completely absent in our everyday life.

* The linearity of the Schrddinger equation that determines the dynamics of the
quantum state.

The mystery of quantum mechanics is not just only about indeterminism but rather

also about the manner in which this indeterminism is realized.

Dirac has a famous statement that a “picture”, namely, a metaphor, in a scientific
theory need not be a classical construct but rather should be a “way of looking
at the fundamental laws which makes their self-consistency obvious” [10]. In this
spirit of Dirac, a new concept, namely, the trans-empirical, is proposed for inclusion
into the lexicon and conceptual framework of quantum mechanics. The term trans-
empirical is introduced for providing a “picture,” a metaphor, for the equations of
quantum mechanics; the hope is that the trans-empirical concept will bring greater
clarity to the inner workings of quantum mechanics by making it theoretically more
transparent as well as accessible to deeper mathematical analysis.

The following are the topics covered in this chapter:

e Definition of the concept of trans-empirical.
* The reexamination of the various domains of the quantum entity’s superstructure.

B.E. Baaquie, The Theoretical Foundations of Quantum Mechanics, 25
DOI 10.1007/978-1-4614-6224-8__3, © Springer Science+Business Media New York 2013
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e The study of the two-slit experiment as an exemplar for studying the relation of
the trans-empirical domain to quantum superposition.

* The trans-empirical quantum principle is stated and essentially entails enhancing
the concept of what “exists” in Nature.

3.1 Real Versus Exist

According to Dirac, quantum mechanics is “built up from physical concepts .. which
cannot even be explained in words at all” [10]. Referring to quantum mechanics,
Niels Bohr had the following to say about what is “real”:“We are suspended in
language in such a way that we cannot say what is up and what is down. The word
‘reality’ is also a word, a word which we must learn to use correctly” [30].

Due to its opaque and unfamiliar workings, words that are employed in dis-
cussing, understanding, and explaining the concepts of quantum mechanics have
come to be used in a very specific manner, and one needs to carefully define these
words. Two central concepts that we need to discuss are what is “real” and what
“exists”; these two terms have many implications in quantum mechanics, and hence
it is necessary to clarify their meaning. Whether something is “real” or “exists”
comes down to how these words are defined; the dictionary meaning of the word
“exist” is extended so that it can be used to discuss many concepts that arise in
quantum mechanics.

The Oxford dictionary defines real as actually existing as a thing or occurring in
fact; not imagined or supposed and defines exist to have objective reality or being.
Hence, the words “to exist” and “to be real” seem to have the same meaning, with
“to exist” meaning “to be real” and “to be real” meaning “to exist”; in fact, these
two words are normally used synonymously.

An entity that is real is defined as existing ... in fact and points to the entity’s
empirical, objective, and factual existence. Quantum mechanics has adopted this
definition of “real” and also provides a new dimension to the concept of what is
“real”; according to Heisenberg, “Reality is in the observations, not in the electron”
[18]: What is defined by Heisenberg to be real is not the electron itself but rather
the result of observations on the electron. The results of observations are taken to
be real, and Heisenberg is silent on the ontological status of the electron itself.

For Heisenberg, similar to its dictionary meaning, the word “real” stands for
an empirical reality, a reality that has an objective and factual existence. Instead
of debating whether this is the most appropriate use of the word “real,” for the
sake of clarity, Heisenberg’s definition of the word “real” is adopted in this book.
Henceforth, the word “real” refers only to the result of observations, or in short, to
what is empirical.

As discussed in Sect. 2.2 and elaborated in detail in Chap. 7 on Quantum Inde-
terminacy, a quantum particle, say, an electron, is inherently indeterminate; what
this means is that, before its position operator is measured, the particle’s “position”
does not have an objective reality; instead, only on being observed does the particle
yield a determinate and real value to the observation. In other words, Heisenberg’s
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statement “Reality is... not in the electron” means the following: that in quantum
mechanics, what is real and existing in fact is only the result of an observation (of
the electron) and that the electron itself, as such, does not have an objective reality.

The quantum entity (the degree of freedom and its inseparable quantum state) is
inherently indeterminate and, unlike a classical entity, does not have an objective
reality, but it certainly has some mode of existence since the quantum degree of
freedom continues to “exist” when it is not observed. How should we refer to the
“being” of a quantum entity when it is not being observed, when it is intrinsically
indeterminate?

It is most logical to use the word “exist” for entities that are empirical as well
as trans-empirical. What is at issue is the concept of an objective existence of an
entity and which has crept into the dictionary definition of “exist”. There are many
entities such as mathematics, language, and so on that don’t have an empirical and
objective existence, but nevertheless do exist. To describe such entities as well as the
being of an indeterminate entity, in this book, the meaning of “exist” is no longer
taken to entail having objective reality—which is now reserved for something that is
“real”—and the definition of exist is generalized and extended to describe any entity
that is, namely, has being, and not necessarily has an objective being or an objective
existence or an objective reality.

The word “exist” can now be used for describing the being of entities that
don’t have an objective existence and which includes entities that are inherently
indeterminate. With the modified definition of the word “exist”, the unobservable
and indeterminate quantum degree of freedom is said to exist, namely, it has a
“nonobjective” mode of existence.

In summary, the point of view and ontological stand adopted in this book is that
the unobservable and indeterminate quantum degree of freedom exists; in contrast,
the empirically observed properties of the degree of freedom are real.

3.2  Empirical, Trans-empirical, and Indeterminate

The rather inexplicable and unexpected feature of quantum mechanics—that the
degree of freedom F, in principle, cannot be empirically observed—is explored
in this book. In particular, to explain and understand the unusual properties of the
degree of freedom, the term trans-empirical is introduced for describing F.

The Oxford dictionary defines empirical as being based on, concerned with,
or verifiable by observation or experience rather than theory or pure logic. The
empirical realm is accessible to direct experimental observations.

The term trans-empirical is defined as a domain of existence that lies beyond,
that transcends, the empirical realm. The trans-empirical domain, in particular, is
inaccessible to direct observation, experiential and experimental knowledge, and
only accessible to theory or pure logic.
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The term trans-empirical has been defined in a manner so that it can be used to
denote the virtual and unobservable form of existence of a quantum entity.! The
adjective trans-empirical is sometimes used for qualifying existence to emphasize
the difference in the meaning of trans-empirical existence from the empirically real.

An entity that is determinate is in a definite state, and this definiteness is
a property intrinsic to the entity; hence, a determinate entity is taken to be
synonymous to being an empirical entity; the quality of determinateness is intrinsic
to the entity and hence exists regardless of whether it is observed or not.

The Cambridge Dictionary defines indeterminate as not measured, counted or
clearly described; this definition is far too literal and narrow a definition since it
implies the objective existence of the entity that is indeterminate; this definition of
indeterminate will not be adopted in this book.

The term “indeterminate” has been used in the foregoing sections as being
synonymous to quantum uncertainty—based on an intuitive understanding of this
word as being the “opposite” of being determinate, definite, and factual. The concept
of “indeterminateness” needs to be defined more precisely so that it can be related
to quantitative questions such as, in an experiment, what can and cannot be termed
as being an “indeterminate” entity.

A classical entity is intrinsically determinate since, at each instant, it has definite
and exact values for its dynamical variables. In contrast, a quantum entity is
intrinsically indeterminate, with the quantum degree of freedom having no exact and
objective existence prior to a measurement being performed. Hence, as one can see
from the description of a classical and quantum entity, the words determinate and
indeterminate provide a consistent manner of describing the contrasting classical
and quantum entities.

The word indeterminate is closely related to the concept of trans-empirical. On
examining the concept of indeterminacy, one comes to the conclusion that it is
another way of describing a trans-empirical entity, since at the root of indeterminacy
is not the lack of precise knowledge of an a priori objectively existing entity, but
rather indeterminacy refers to the intrinsic nature of an entity that does not have
an objective existence. While acknowledging that the word “indeterminate” can be
defined in many different ways, in this book the concept of “indeterminateness”
is defined to mean a trans-empirical entity, namely, a form of existence that is not
observable and is trans-empirical.

The words indeterminate and trans-empirical will be used interchangeably, with
a specific choice being made depending on the context of the discussion.

Consider the earlier example of a quantum particle discussed in Sect. 2.2 The
position degree of freedom of the particle is intrinsically indeterminate in the sense
that it does not have any definite position; instead, the single particle exists at every
point (centered on some average position), and in this sense the particle’s position

IThe term “virtual” is henceforth avoided since it has become associated with software-based
simulations such as “virtual reality” and “virtual machines” that are not related, in any manner, to
the virtual states of quantum mechanics.
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is indeterminate. Clearly, the quantum particle is in a trans-empirical state since one
can never empirically observe the particle being at more than one point.

Consider the indeterminate paths discussed in Sect. 2.10 and shown in Fig. 2.6. In
what sense are the paths indeterminate? There are N-paths in Fig. 2.6, paths that are
determinate and have a definite trajectory. The particle’s path being indeterminate
means that it simultaneously exists in all the allowed determinate paths; again, the
particle taking indeterminate paths of necessity requires that the quantum particle
exists in a trans-empirical form since one will never find the particle at more than
one point.

In conclusion, the quantum entity’s indeterminacy and its trans-empirical state
are inseparable since to be indeterminate the quantum entity must exist in a trans-
empirical state and vice versa.

3.3  Quantum Mechanics and the Trans-empirical

This book is written within the framework of the Copenhagen interpretation of
quantum mechanics, developed primarily by Bohr and Heisenberg [17].

Recall in the Copenhagen interpretation only the experimentally observed
quantities of the quantum system are taken to be real. There are a number of issues
on which the Copenhagen interpretation is silent, the main one being the ontological
status of the quantum system when it is not observed.

As argued in Sect. 3.1, clearly the quantum entity, in particular the quantum
degree of freedom, continues to exist even when it is not observed. A primary focus
of this book is to try and clarify the ontological condition of the degree of freedom
when it is not observed. In particular, in what sense does the quantum entity continue
to exist, both before and after it is observed.

The Copenhagen interpretation is augmented and enhanced by expanding the definition of
what is to be considered to exist. The degree of freedom and the quantum state are not taken
to be merely a mathematical representation of nonexistent entities that magically produce
the results of quantum mechanics. Rather, this book explores in what quantum mechanical
sense can the quantum entity, that is, the degree of freedom and its quantum state, be taken
to exist. The existence of the quantum entity is taken to replace the concept of “objective
reality” of classical mechanics.

The domain of what exists is extended from the classical domain of the empirical
to a new domain of Nature that is trans-empirical. The concept that Nature has
a trans-empirical domain is introduced in an attempt to explain and understand
the range of phenomena revealed by quantum mechanics. This expanded view of
what exists is postulated with the purpose of clarifying the workings of quantum
mechanics.

The trans-empirical domain does not exist in classical physics since all phenom-
ena in classical physics exist objectively and hence are, in principle, empirical and
directly observable. Quantum theory has enhanced our conception of Nature by its
discovery of the trans-empirical domain.
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Fig. 3.1 The organization of the superstructure of a quantum entity into the empirical, the trans-
empirical, and the transitional domains (published with permission of © Belal E. Baaquie 2012.
All Rights Reserved)

Physics is an empirical science, and all laws of physics are empirical; the relation
of a trans-empirical domain of Nature to the empirical realm of physics is discussed
in Sect. 3.10.

Quantum Superstructure and the Trans-empirical

The five cardinal pillars of the quantum entity’s superstructure, given in Fig. 2.5,

can be organized using the criterion of empirical and trans-empirical; in the next

two sections, each cardinal pillar of quantum mechanics is analyzed from the point
of what is and what is not empirically observable; the results of this analysis are

summarized in Fig. 3.1.

* The foundation of the quantum entity, namely, its degree of freedom F, is a
trans-empirical quantity.

e The empirical manifestation of the quantum entity is observed in experimental
readings. The result of experiments is to provide an empirical value for the
expectation value of observable operators, namely, Ey,[O(F)].

e The transitional domain—connecting the trans-empirical and empirical
domains—is straddled by quantum state vector. On the one hand, the quantum
state y(r,F) is trans-empirical, is in “contact” with the degree of freedom F,
and encodes all the observable properties of 7. On the other hand, measurements
on the degree of freedom JF cause the quantum state to collapse to its empirical
manifestation, which after repeated measurements yields the empirical result
Ey[O(F)].

* Operators O(F) representing physical observables are in the fransition domain
from the side of the empirical domain, causing the quantum state to make a
transition from the trans-empirical to the empirical domain. The operators do
not have direct overlap or “contact” with the degree of freedom F, but instead,
the state vector y(7, F) mediates the connection of the operators O(F) with the
degree of freedom F.
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Fig. 3.2 The enveloping

theoretical superstructure that Ey [OA ]
describes the nature of a 0(F)
quantum entity (published WF)
with permission of © Belal E.

Baagquie 2012. All Rights F
Reserved)

Figure 3.2 illustrates the nature and organization of the superstructure of a
quantum entity. The foundation of the quantum entity is its degree of freedom F,
with the entire quantum superstructure built on it. The diagram represents the
encompassing nature of the various domains of the quantum entity’s superstructure.
It is logical to conclude that the characteristic features of a quantum entity are a
manifestation of its mode of existence that reflects an ontology far more complex
than that of a classical entity.

3.4 Quantum Degree of Freedom F Is Trans-empirical

The quantum degree of freedom is a quantitative entity that simultaneously exists in
all of its possible allowed values. It is intrinsically and inherently indeterminate and
trans-empirical and constitutes the degree of freedom space F.

As mentioned earlier, an important conclusion of the Bell analysis, discussed
in detail in Chap. 7, is that when a quantum degree of freedom is subjected to an
experiment, mathematically represented by operators O, it can be deduced that the
degree of freedom does not have any precise and determinate value before it is
observed.

Clearly, before a measurement is carried out, the degree of freedom F exists.?
The fact that F does not have a precise value before a measurement refers to its
mode of existence. It has been discussed in Chap. 2 that the mode of existence of
a degree of freedom is that it exists in all of its totality, with its different possible
values being organized as a geometrical space, namely, F; metaphorically speaking,
the degree of freedom simultaneously exists over the entire range of all of its
possible values. This mode of existence is not empirically observable, and hence,
the degree of freedom is considered to be trans-empirical.

The degree of freedom is an entire space F; expecting the degree of freedom
to have a single value is like trying to describe the entire space by giving the
coordinates of a single point of that space. The degree of freedom F existing as
an entire space is an explanation of why the degree of freedom does not have a
precise value before it is observed.

2 And continues to exist after a measurement as well.



32 3 Quantum Mechanics: Empirical and Trans-empirical

By [0 (F)

_—

Fig. 3.3 The degree of freedom F is veiled and masked by state space V(F) from being directly
observed by operators O(F). A measurement by the operator O(F) is represented by a “net” that
is cast around the quantum entity to extract information about the degree of freedom F. Repeated
observations yield the expectation value Ey,[O(F)] (published with permission of © Belal E.
Baaquie 2012. All Rights Reserved)

The framework of quantum probability identifies observables with operators
and not with the specific values of the degree of freedom; this is unlike classical
probability theory for which the observables are specific values of a random variable
that are directly observed when the random variable is sampled.

Operators act on the quantum state of the quantum entity, and the expectation
value of the operator is determined by the state vector in question. In other words, an
act of applying the operator to the degree of freedom leads to the operator indirectly
“picking out” the properties of the degree of freedom by collapsing the quantum
state—with the degree of freedom F remaining indeterminate and trans-empirical.

All empirical quantities in quantum mechanics, such as the expectation value of
physical operators, are determinate and have a unique value; empirical properties
are also determinate for a classical random variable. In classical probability theory,
since one can directly observe the random variable, the particular values of the
random variable exist objectively. In contrast, the degree of freedom JF always
remains concealed, veiled, and masked by the quantum state vector y(F), and the
specific and determinate “points” of the space F cannot be directly observed.

Recall that the quantum entity is constituted by its degree of freedom and its
state vector. The quantum operators representing the observed quantities act on the
quantum state ¥ (F) and in general on the state space V(F). The operators O(F)
can only indirectly detect the existence of the degree of freedom via their action
on the quantum state. The quantum state “shields” F from being directly observed
by operators O(F). The action of an operator on state space and its relation to the
underlying degree of freedom are shown in Fig. 3.3.

The degree of freedom thus always exists as a trans-empirical entity, which is an
entire space F. In particular, the degree of freedom is indeterminate because it (the
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degree of freedom) does not exist as a particular value (‘point”) but as an entire space
F, and hence, it (F) cannot be described by a quantity having a single, determinate
and fixed value.

3.5 The Quantum State y: Transition

The trans-empirical quantum degree of freedom, in principle, can never be observed.

The quantum state (or state in short), in contrast, is at the interface of the trans-

empirical degree of freedom on the one hand and the empirical experimentally

measured properties of the degree of freedom on the other hand. The quantum state
connects the trans-empirical domain with the empirical and experimental domain.

The transition—from the trans-empirical to the empirical domain—is effected
by the act of measurement, and the reverse transition—from the empirical to the
trans-empirical domain—is the result of the preparation of a quantum state.’

The empirical and trans-empirical duality is shown in Fig. 3.4. The term “wave-
particle duality,” used by the founders of quantum mechanics, is in fact the duality
of the empirical and trans-empirical domains.

The quantum state is realized in a very specific and particular form in quantum
mechanics. Let the quantum state of the degree of freedom be represented by
y(t,F), which is a complex valued function of F and is an element of state
space V(F); the quantum state is sometimes referred as a probability amplitude
to differentiate it from empirically observed probabilities. In the framework of the
empirical and trans-empirical dual domains and the Copenhagen interpretation of
quantum mechanics, the quantum state has the following formulation:

* The quantum state has two forms of existence, namely, a trans-empirical form
when it is not observed and the form of empirical manifestation when it is
observed, as shown in Fig. 3.4.

*  When the quantum state is not observed, the quantum state’s existence is trans-
empirical and given by y(z,F); the time evolution of the state function y(¢, F)
takes place entirely in the trans-empirical domain, with all the many different
specific values of the degree of freedom F simultaneously evolving. In particular,

Fig. 3.4 The trans-empirical Quantum State: Transition
form of the quantum state
vector and its empirical Trans-empirical Empirical

manifestation are connected
by the process of
measurement (published with v
permission of © Belal E.
Baaquie 2012. All Rights
Reserved)

E,[O]

Measurements

3The preparation of a quantum state is briefly summarized in Sect. 2.11 and discussed in more
detail in Sect. 9.9.
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the Schrodinger equation evolves the trans-empirical form of the state by an

equation determining dy(¢,F)/dt and yields the value of y(¢,F) for future

time 7.

e When the quantum state is observed by a process of measurement—with the
experimental device mathematically represented by an operator O—the state
y(t,F) collapses, namely, makes a discontinuous transition, to its empirical
manifestation, as shown in Fig. 3.4. Repeated observations of y/(z, F) yield the
empirical average value of the operator given by Ey[O] A
The preparation of a state and its subsequent experimental observation is one

of the cornerstones of quantum mechanics. All processes used for the preparation
and measurement of a quantum state have a finite resolution of points in space
and take place over a finite duration of time; hence, the separation of the empirical
and trans-empirical domains is not a sharp boundary but rather a narrow gray area,
labeled “Measurements” in Fig. 3.4; in the interface, the state of the quantum object
is a mixture of the empirical and trans-empirical states. In Sect. 8.11, quantum
superposition is studied in some detail; it is shown that there are quantum entities
that are in the gray area in Fig. 3.4—being a “mix” of empirical readings and trans-
empirical states.

For concreteness, consider a quantum particle, say, an electron, with a position
degree of freedom given by F = R. Consider observing the state with an operator
that projects the degree of freedom to the specific position x € R of the quantum
particle. The frans-empirical form of the quantum state is (7, R). The process
of measurement is the mechanism of going from its trans-empirical form to its
empirical manifestation, and the preparation of a quantum state causes a transition
from its empirical to its trans-empirical form. The various aspects of the quantum
state and its empirical manifestation, for the position degree of freedom R, are
shown in Fig. 3.5.

Applying the position projection operator to the state y(¢,R) collapses it to
its empirical manifestation given by |y(t,x)|> and yields the likelihood that the
projection operator at position x detects the state vector, as shown in Fig. 3.5.

The preparation of a quantum system selects a particular quantum state. Once
the quantum system is prepared to be in a specific state and not observed anymore,
it makes a smooth transition to its trans-empirical form and evolves as a trans-
empirical entity, with all the different possible values of the degree of freedom
evolving simultaneously. Hence, as shown in Fig. 3.5, the preparation of a quantum
state causes a transition from the empirical to the trans-empirical state.

The measurement of the position projection operators picks out one possible
outcome for the state vector from the many different possible outcomes. It is because
the quantum degree of freedom is a trans-empirical quantity—having no fixed
value—that identical acts of observing the quantum state lead to many different
possible outcomes, as discussed later in Sect. 9.3.

1t is shown in Sect. 5.8 that Ey, [O] = (y|O|y).
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Fig. 3.5 Trans-empirical existence of the quantum state vector and its empirical manifestation for
the particle’s position degree of freedom (published with permission of © Belal E. Baaquie 2012.
All Rights Reserved)

In summary, a remarkable property of the quantum state is that it has two forms
of existence, a trans-empirical form given by y(¢,F) and its “collapsed” form that
yields its empirical manifestation, given by Ey[O]. Metaphorically speaking, the
state vector is “alive” in its trans-empirical and is “dead”—ceases to exist—in its
empirical manifestation.

It is due to the quantum state possessing two qualitatively different forms—
concretely, the empirical manifestation |y(z,x)|> and the trans-empirical form
y(r,x)—that the quantum state, by being the interface of these two domains, can
connect and straddle two qualitatively different domains of Nature.

3.6 Trans-empirical Domain and Laws of Physics

All laws of physics are empirically grounded, even if this be indirectly. Empirical
science is defined by the following principle enunciated by Richard Feynman:
“Experiment and experiment alone is the sole criterion of scientific truth” [24]. How
does a trans-empirical construct such as the quantum degree of freedom J and the
quantum state y(F) enter into an empirical science such as physics?

There are many mathematical constructs in physics, such as the electromagnetic
Maxwell field Ay, space-like points in special relativity, and the interior of black
holes in general relativity that are not directly observable and are mathematical
objects useful for expressing the physical theory. However, all the mathematical
constructs of classical physics refer to tangible entities that have determinate values
and also have an objective existence (reality) in spacetime.
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In contrast, the quantum entity is not determinate but rather is inherently
indeterminate—which makes the quantum degree of freedom F completely unob-
servable. It is indeterminateness, which is at the foundation of quantum mechanics,
that creates an unbridgeable schism between quantum and classical physics. Inde-
terminate F is described by trans-empirical quantum state w(F) which exists in
state space V(F) that is a superstructure on physical spacetime.

y(F) has a finite likelihood of simultaneously “existing” at all of the possible
values of the degree of freedom F; this trans-empirical mode of existence of
the quantum state cannot be experimentally observed since an experiment always
collapses the state to a determinate condition and hence always produces a single
and determinate result.

One can only gain indirect evidence of the quantum entity by experimentally
interacting with the indeterminate degree of freedom F using appropriate operators
O(F). The operators repeatedly encounter y(F) in the experiments carried out,
as shown in Fig. 3.3, with all the information that can be extracted from F being
contained in the quantum state y(F).

The result of, in principle, infinitely many observations yields the full range of the
possible determinate values of quantum mechanical state vector—together with the
likelihood of a specific determinate value being observed in a particular experiment;
one can theoretically reconstruct the properties of the quantum entity by imagining
(mathematically modeling) its indeterminate degree of freedom JF together with its
trans-empirical quantum state Y (F).

The quantum entity exists in the trans-empirical domain. There are, however,
measurable and empirical consequences of the trans-empirical domain that yield
observable properties of the quantum entity. In fact, it is a matter of supreme
irony that physics, the most empirical of all the sciences, is founded on trans-
empirical entities that appear, of necessity, in the mathematical formalism of
quantum mechanics.

3.7 Quantum Superposition: Trans-empirical Paths

The concept of the indeterminacy of quantum paths was discussed in Sect. 2.10,
and this concept is now studied in some detail using the two-slit experiment.
Indeterminate paths can never be directly observed, and hence indeterminate paths
are trans-empirical paths.

The two-slit experiment goes back to Young (1799), who showed that light
going through two slits results in interference, and was crucial in demonstrating that
light is a wave. The two-slit experiment is one of the deepest and most important
experiments in quantum mechanics and is discussed with the aim of demonstrating
the mode of existence of indeterminate paths, as well as the role of measurement
in causing a transition from the trans-empirical form of the quantum entity to its
empirical manifestation.
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Quantum superposition is one of the bedrocks of quantum mechanics and is
discussed in detail in Chap. 8. The two-slit experiment provides one of the simplest
illustrations of indeterminate trans-empirical paths and quantum superposition.

As explained by Richard Feynman, the two-slit experiment “has been designed
to contain all of the mystery of quantum mechanics, to put you up against the
paradoxes and mysteries and peculiarities of nature one hundred percent”[13].
Feynman further explains that all the other paradoxical situations in quantum
mechanics can always be explained by this experiment—which reveals “nature in
her most elegant and difficult form™[13].

The simplest case of indeterminate trans-empirical paths is for the quantum
particle to simultaneously exist in two distinct paths, as shown in Fig. 3.6, and
which can be generalized to the case of the N-slit, shown in Fig. 2.6. In this
section, the two-slit experiment is analyzed using electrons; it is shown that when
a measurement determines the path of the electron, the path is empirical and
determinate and the electron behaves like a classical particle; however, when the
trajectory is not observed, the electron exists in an indeterminate and trans-empirical
state and exhibits the phenomenon of quantum interference.

The two-slit experiment is employed for analyzing the following topics:

e The concepts of the empirical and trans-empirical are applied to the time
evolution of a quantum entity. In classical mechanics, the classical entity takes
a determinate path, going through either the slit at position x; or through the
slit at position x;. The result of the two-slit experiment can be explained by
postulating that when the quantum entity is not observed, the path taken by the
quantum entity is indeterminate and trans-empirical, with the quantum entity
simultaneously existing in both paths.

e The superposition of the quantum state vector, which is due to the linearity of
the Schrodinger equation, is also valid for indeterminate paths. For a quantum
particle “taking” indeterminate trans-empirical paths, the probability amplitude
of going from an initial to a final position is shown to result from the quantum
superposition of determinate empirical paths.
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Fig. 3.7 (a) Two-slit experiment with determination of the path taken to reach the screen.
(b) Two-slit experiment without determination of the path taken to reach the screen (published
with permission of © Belal E. Baaquie 2012. All Rights Reserved)

The Experiment

A quantum particle going through two slits, as given in Fig. 3.6, is realized experi-
mentally by the arrangement shown in Fig. 3.7. Unlike Fig. 3.6, the time dependence
of the paths is not shown in Fig. 3.7, where the emphasis is on the measurements
being performed. The information about the paths, in particular whether they are
empirical or trans-empirical, is reconstructed from the experimental measurements.

The experiment consists of an electron gun (source) that sends identically
prepared electrons, through a barrier with two slits, to a screen where a screen
detector keeps track of the point at which the electron hits the screen. Note that
the electrons are sent towards the slits one by one so that at any given time there is
only one electron traveling from the electron gun to the screen.

The electron leaves the source, shown in Fig. 3.7a, b, with the initial position of
the electron denoted by s; it is then observed at the screen at position denoted by x.
There are two possible paths from source to screen, labeled path 1 going through
slit 1 and path 2 going through slit 2, and shown in Fig. 3.7b.

The experiment is performed with detectors 1 and 2, as shown in Fig. 3.7a and
without these two detectors, as shown in Fig. 3.7b. In effect, with detectors 1 and 2
switched on, the path taken by the electron is known, whereas in the case without
the detectors, the path information is not known.

Experiment with Detectors 1 and 2: No Interference

The experiment is shown in Fig. 3.7a; both slits 1 and 2 are open and detectors 1
and 2, at the back of the slits, record which slit the electron passes through. Since
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it is known which slit the electron goes through, one can plot the following three
distribution curves:

* Distribution curve P; for electrons that pass through slit 1

* Distribution curve P for electrons that pass through slit 2

 Distribution curve Pp for electrons that pass through either slit 1 or 2

The experimental result is the following:

Pr=P 1P, ; /deD<x) —1 G.1)

The behavior of the electron with detection of which path is taken is exactly
the same as one would obtain for bullets being shot through a metal screen
with two openings. When the trajectory of the electron from source to screen is
experimentally observed, the electron received at the screen detector came either
through slit 1 or through slit 2. The two possible ways of getting to the screen are
mutually exclusive, and these do not interact in any manner and do not generate any
interference pattern.

The two-slit experiment has two possible electron paths, namely, path 1 and
path 2. The quantum mechanical description of the two slit experiment is given by
assigning a probability amplitude (a complex number) to each of the two paths. The
probability amplitude is derived from the quantum state of the electron’s quantum
degree of freedom and is discussed (2.8) and in more detail in Sect. 8.3

The following is a notation for the probability amplitude for the different
possibilities:

¢1 : the trans-empirical probability amplitude for determinate path 1
¢ : the trans-empirical probability for amplitude determinate path 2
¢ : the trans-empirical general probability amplitude
The probability of finding the electron at the screen with detection of path taken
is labeled by Pp and without detection of path taken is labeled by P;.°
The experimental result for Pp is shown in Fig. 3.7a, and the result for P; is shown

in Fig. 3.7b. Note the experimental results obtained for Pp and P; are qualitatively
different and need an explanation.

5To connect with the notation of Chap. 8, one has
o1 = (K1)(1]s) . ¢ = (x[2)(2]s).

6All measurements in quantum mechanics are of operators representing a physical quantity.
“Measuring the position” of the electron is a shorthand for the more precise statement that
measurement is mathematically represented by applying the position projection operator (of the
electron) on the electron’s state vector. See Sect. 9.2.
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The explanation of quantum mechanics for the experiment with detectors 1 and 2
switched on is the following. The electron leaves the source s with trans-empirical
probability amplitude ¢. When the probability amplitude encounters the detectors at
the barrier, a measurement is performed by either detector 1 or 2, depending at which
slit the electron is detected. The trans-empirical probability amplitude ¢ collapses
to its empirical manifestation—either |¢;|*> or |¢»|?, depending on whether it is
detected at slit 1 or slit 2, respectively.

The electron arrives at the screen in an empirical state, and the probability of
being observed at a point on the screen is given by either |¢;]|* or |¢|>. The
probability of finding the electron at the screen detector is the result of the two
mutually exclusive possibilities and hence is given by their sum, namely,

Pp=|¢1)*+|¢|> =P +P, : collapse at barrier (3.2)

and one obtains the result given in (3.1).

The result given in (3.1) and (3.2) is equivalent to the classical result obtained by
shooting classical particles through the two slits. The reason being that observations
made by detectors 1 and 2 at the two slits determines which slit the electron went
through by collapsing the probability amplitude and in doing so causes the electron
to take a determinate path, namely, going through either slit 1 or slit 2.

Having the information of which path is taken is equivalent to the classical
description of a particle, since the classical particle always takes a unique path from
its initial to final position.

Experiment Without Detectors 1 and 2: Trans-empirical

Consider now the same experiment as before but with detectors 1 and 2 at the barrier
removed. The experiment is shown in Fig. 3.7b. The electrons are sent in one by one,
and no measurement is made to determine which slit the electron goes through, and
hence the path taken by the electron is no longer known. As shown in Fig. 3.7b, the
electron can take two possible paths to reach the point x at the screen.

The electron leaves the source with trans-empirical probability amplitude ¢. On
crossing the slits (barrier), since the electron is not observed, the path taken by the
electron is not known, and hence the path of the electron is trans-empirical and
indeterminate.

One needs to decide as to what is the trans-empirical probability amplitude past
the barrier. Since the propagation of the trans-empirical probability amplitude ¢ is
determined by the linear Schrodinger equation, from (2.7), the probability amplitude
obeys the superposition principle. The probability amplitudes for the two possible
paths both obey the Schrédinger equation, and hence their linear sum also obeys
the Schrodinger equation; the trans-empirical probability amplitude for arriving at
the screen is given by quantum superposition, namely, summing the probability
amplitude for the two determinate paths and yields

¢ = ¢1+ ¢ : trans-empirical probability amplitude at the screen
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Note that to obtain ¢, one is not superposing material displacements of a medium
as is the case for classical waves, but instead one is superposing trans-empirical
probability amplitudes ¢; and ¢, for determinate paths to obtain the trans-empirical
probability amplitude ¢ = ¢; 4 ¢ for the electron taking an indeterminate path;
¢ is said to be wavelike since it is spread over space. Quantum superposition is
qualitatively different from superposing, for example, water waves in which one is
adding the physical displacement of the underlying water.

On reaching the screen, the measurement of the electron at the screen detector
collapses the trans-empirical probability amplitude ¢ to its empirical manifestation
|¢|? and yields the empirical probability ;. Hence

Pr= 0| =|¢14+d|* : collapse at the screen

= P = 01+ 102+ 9195 + 010 ¢ [dePi) =1 (33)

The probability amplitude for the electron with an indeterminate path has
nonlocal information about the likelihood of occurrence everywhere in space.
In particular, for the two-slit experiment, there are nodal points (minimas) of
interference pattern indicated by X, in Fig.3.7b, points for which the probability
amplitude is zero, yielding zero likelihood of that the electron will be detected at
those points. Since the electrons are sent in one by one, each electron, regardless of
where on the screen it is detected, has the information about the entire screen since
no electron ever hits the nodal points on the screen.

The interference pattern P; shown in Fig. 3.7b has been verified by many
experiments and shows that on repeatedly sending in the electrons—sent in one
by one—and detecting the position of the electrons arriving at the screen, results
in building up, step-by-step, the interference pattern given by P;. The probability
amplitude at the screen is @ = @; + ¢, and shows that when the path taken by the
electron is not detected, the electron’s path is indeterminate and trans-empirical,
showing interference.’

The trans-empirical superposition is lost in Fig. 3.7a because one detects the
passage of the electron by, say, shining light on the electron as it passes through
the slit. The shining of light is a measurement process that causes a transition by
collapsing the trans-empirical probability amplitude before the barrier, namely, ¢ =
@1 + ¢», to the empirical probability given by either |¢1|* or |¢|? after the barrier—
depending at which slit the electron is observed. The empirical expression |¢ |?
or |¢|? is said to be particle like since it implies that the electron is following a
definite trajectory. In other words, when the electron’s path is measured, the nonlocal
probability amplitude collapses to an (localized) empirically observed determinate
state that is particle like.

"It is important to note, as discussed in the next section, that the electron is interfering with itself—
a completely nonclassical and enigmatic phenomenon.
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A cardinal point to note is the crucial role of measurement in producing two
qualitatively different results—namely, of Pp with the detection of the electron’s
path and of P; without detection of its path. Measurement causes a transition of the
electron from its trans-empirical state to its empirical manifestation, and the two-slit
experiment shows this difference in a stark and clear manner.

In conclusion, the two-slit experiment shows that both quantum states and
quantum paths display empirical and trans-empirical behavior. Furthermore, mea-
surement has a central role in determining whether the electron behaves as an
empirical entity or as a trans-empirical state. When it is not observed, the electron
evolves on indeterminate paths and displays wavelike behavior that reflects its trans-
empirical form, and when the electron is observed, it is in an empirical condition and
behaves like a classical particle.

3.8 Trans-empirical Interpretation of Two-Slit Experiment

The two-slit experiment is interpreted in the framework of trans-empirical and
empirical aspects of the quantum entity to clarify the role played by the trans-
empirical probability amplitude.

Consider the case when no measurement is made to determine the path taken by
the electron for the two-slit experiment. Py, given in Fig. 3.7b, is the probability of
finding a particle at a certain point on the screen when a measurement is not made.
Consider the following term in (3.3), namely,

¢ 2+ 0105 (3.4)

that contributes to Pr; how are we to interpret this term?

The expression ¢ ¢, (the other term in (3.4) is similar to this) is a cross-term of
the probability amplitude for electron going through slit 1, represented by ¢; with
the probability amplitude ¢, representing the electron going through slit 2.

One interpretation of the term ¢ ¢ is that when the trajectory of the electron is
not experimentally observed, the single electron’s path is indeterminate; the electron
received at the screen detector simultaneously comes through both paths, in order
words, through both slit 1 and through slit 2, and hence, the electron interferes with
itself! Clearly, one can never directly observe a single electron simultaneously going
through both slits, or equivalently, of having an indeterminate path that requires the
single electron to simultaneously exist at two different points.

Although our discussion was in the context of the two-slit experiment, it can be
shown that all quantum paths and entities have an empirical and a trans-empirical
component. When the electron is not observed, it is a trans-empirical entity that
is indeterminate: The single electron simultaneously exists at more than one point;
in particular, the time evolution of the electron is indeterminate, evolving along
indeterminate paths such that it goes through both slits simultaneously.
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Fig. 3.8 (a) Two slits with the path taken is not known. (b) The empirically observable aspects of
the experiment—electrons leaving the source and being detected at the screen. (¢) The electron’s
unobservable trans-empirical paths, resulting in quantum superposition (published with permission
of © Belal E. Baaquie 2012. All Rights Reserved)

The case when the path taken by the electron travels is not known is shown in
Fig. 3.8a. The empirical part of the experiment is observing the electron leaving the
source and arriving at the screen, as shown in Fig. 3.8b. The two paths in Fig. 3.8c
are drawn with the understanding that these paths are trans-empirical and can never
be experimentally observed; Fig. 3.8c is the trans-empirical aspect of the two-slit
experiment.

3.9 The Trans-empirical Quantum Principle

From an analysis of the quantum entity, it is seen that quantum paths and state
vectors both exhibit two inseparable but distinct forms of behavior, namely, the
empirical and trans-empirical, and which constitute two distinct domains of Nature.
These two domains themselves are the reflection of various aspects of the quantum
entity and are expressed in the trans-empirical quantum principle .

The Copenhagen interpretation is silent on the nature of the quantum entity when
it is not being observed. The trans-empirical quantum principle is a proposal that
extends the Copenhagen interpretation by postulating principles about the mode of
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existence of the quantum entity. The extension of the Copenhagen interpretation,

given below, is made with the aim of making the inner consistency of quantum

mechanics self-evident:

1. The trans-empirical quantum principle states that all entities in Nature have two
forms of existence: empirical and trans-empirical.

2. The foundation of the quantum entity is its degree of freedom that is intrinsically
trans-empirical and inherently indeterminate, uncertain, and in principle can
never be observed. The quantum state of the quantum entity connects the degree
of freedom to experimental observations, which are mathematically represented
by operators.

3. The quantum state is trans-empirical when it is not observed. The time evolution
of the quantum state, determined by the Schrodinger equation, takes place
entirely in the trans-empirical domain.

4. The act of observation causes the quantum state to make a transition to a
determinate, certain, and empirical condition; the transition is effected by the
collapse of the trans-empirical quantum state to its empirical manifestation in
the empirical domain. Preparation of a quantum state creates a reverse transition
from the empirical preparation of the quantum state to its trans-empirical form
of existence.

5. The two domains of the quantum entity, the empirical domain where its empirical
manifestation takes place and the trans-empirical domain where its state vector
exists, constitute an inseparable pair and form an integral and composite whole.
Taken together, the empirical and trans-empirical domains are the appropriate
framework for a complete description of the quantum entity.

3.10 Does the Quantum State y(t, F) “Exist”?

The symbolic approach for understanding Nature has been championed by no less
a quantum theorist than Dirac, who states the following: “The symbolic method ..
seems to go more deeply into the nature of things” [10].

Trans-empirical entities cannot be directly observed but, instead, can only
be represented by symbols. In particular, the trans-empirical quantum degree of
freedom is represented by F, and its state vector is represented by the symbol
y(t,F); these symbols go more deeply into the nature of things by representing
the inner trans-empirical nature of things.

The point of view adopted in this book is that trans-empirical constructs,
represented by symbols such as F and y/(z,F), are not “real” in the sense that they
are not empirical entities, but the trans-empirical constructs nevertheless do “exist.”
F and y(¢, F) have the same ontological status and have the same quality of being
as an empirical quantity such Ey[O], namely, the empirical average of a physical
property represented by the operator O(F) acting on the state vector y(¢, F) of the
quantum degree of freedom F.

It is worth noting that for almost a century, Schrodinger’s equation—based on
the trans-empirical construct of the quantum state y—has successfully faced a vast
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range of experimental tests. In spite of all its experimental success, many physicists
have an agnostic view that does not attribute any “existence” to the quantum state,
and consider y(¢,F) to be merely a mathematical tool, not having the same quality
of “a real existence” as an experimental observation.

In fact, one of the prime distinctions between the empirically observed properties
and trans-empirical form of the quantum state lies in the fact that the Schrodinger
equation determines the evolution of only the trans-empirical state y(z, F), with the
empirical effects of the quantum state being the result of measurement, and hence
not determined by the Schrodinger equation.

There is an agnostic view—which is of course mathematically consistent—that
one need not consider y(¢,F) to “exist” in order to carry out all the mathematical
calculations of quantum mechanics or to do experiments to verify these calculations.
The agnostic view is that if one takes the state vector y(r,F) to “exist”, then
one will apparently be stuck with paradoxes and contradictions that are thought
to necessarily follow.

This agnostic view, however, misses a number of crucial points. To start with,
there are no internal contradictions or inconsistencies in assuming that the degree
of freedom and the quantum state have the same level of ontological existence as
empirical observations, and this will be demonstrated by many derivations in the
ensuing chapters.

Moreover, similar to the observed outcomes of a quantum state that conserve all
the conserved quantities, even when the state is not observed, the time evolution of
the degree of freedom continues to conserve—in a trans-empirical and probabilistic
sense—all the empirically conserved quantities, including energy and momentum.
Hence, even though the trans-empirical quantum degree of freedom cannot be
directly observed, its quantum state described by the trans-empirical state vector
y(r,F) has an existence, a “being”, that is “real enough” to continue to conserve all
the experimentally conserved quantities.

Furthermore, there is another even more important possibility that the agnostic
view excludes. If there indeed exists a trans-empirical domain in Nature—and there
are no empirical grounds for ruling out this possibility—then the only way this
domain would be accessible to human cognition would be through the means of
mental and theoretical constructs similar to the symbolic constructions of quantum
mechanics.

It is only by pursuing the analysis of a possible trans-empirical characteristic of
Nature that the existence of such a domain can be studied and investigated. And by
gaining a greater and deeper understanding of the symbols representing the trans-
empirical domain, appropriate experiments could be designed to discover new and
hitherto unknown properties and features of the trans-empirical domain that could
have an empirical manifestation.

Noteworthy 3.1: “Wave- particle duality’

Some authors loosely state that the quantum system ‘“sometimes behaves like
a particle and sometimes behaves like a wave.” It should be kept in mind that the
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concepts of “particle” and “wave” in particle-wave duality do not both refer to a
classical particle and a classical wave.

For a quantum particle, say, an electron, the “particle” refers to an empirically
observed classical behavior, such as the detection of the electron at a definite
position in space, whereas the “wave” refers to the trans-empirical quantum state
vector of the electron.

In contrast, for a photon, the “particle” refers to a quantum excitation of the
quantized electromagnetic field and, when not observed, the photon is in a trans-
empirical state—being spread over all space.® Only when the photon is absorbed
or emitted by an electron does it behave like a particle carrying its own energy
and momentum. Furthermore, the “wave” that is associated with the photon is the
classical and empirically observable electromagnetic wave, which is a reflection of
the field equation of the photon field. The empirical electromagnetic wave, unlike
the case for the electron, has no relation to the trans-empirical “wavelike behavior”
of the photon field’s quantum state vector.

The wave-particle duality refers to entities that are ontologically distinct, with
one being an empirical entity and the other being a trans-empirical construct.

The confusing and often misleading terminology of “wave-particle duality” is
completely eschewed in subsequent chapters; instead, the terms trans-empirical and
empirical are employed to demonstrate the consistency, internal structure, and inner
workings of quantum mechanics.

3.11 Summary

It is proposed that our conception of a quantum entity can be based on a view of
Nature that extends the realm of empirical reality to include the existence of another
domain, namely, the trans-empirical domain, and the connecting interface of these
two domains. Figure 3.2 graphically shows the various structures that are required
for describing a quantum entity.

The quantum entity exists in the form of an indeterminate trans-empirical degree
of freedom F that is described by a quantum state (¢, F), which in turn is
an element of the state space V(F). The quantum state y(z,F) contains all the
possible information that can be experimentally extracted from the quantum degree
of freedom F. Knowledge of the existence of the quantum entity, in particular of
its trans-empirical degree of freedom and quantum state, can only be inferred from
the mathematical symbols of quantum mechanics that, in essence, require conscious
reasoning; in particular, one can never directly observe a trans-empirical entity using
any experimental device.

The process of measurement causes a transition from the trans-empirical form of
the quantum state to its empirical manifestation. The preparation of a quantum state

8The photon is nothing like a classical particle since special relativity requires it to be massless.
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creates a reverse transition from the empirical preparation of the quantum state to
its trans-empirical form. Due to quantum indeterminacy, quantum states prepared in
an identical manner, when subjected to the same experiment, will, in general, lead
to many different observed results.

The quantum state straddles the empirical and trans-empirical domains: When
it is not observed, it is trans-empirical and described by y(z, F); every time the
value of an operator O(F), representing physical quantities, is experimentally
determined for the quantum state, the state y(z,F) collapses to a particular,
determinate, and specific state. The process of measurements is represented by
applying operators O(F) on the quantum state, and repeated experiments yield its
empirical expectation value—given by Ey [O(F)].

One can question whether the existence of the trans-empirical quantum state can
be inferred from the failure of classical physics, or is the postulate that the trans-
empirical domain exists due to the mathematical symbols of quantum mechanics?
It seems that the empirically observed phenomenon and the mathematical symbols
of quantum mechanics both reinforce each other in leading one to conclude that a
trans-empirical quantum domain, in fact, does exist.

The interplay of the empirical and trans-empirical domains is very finely bal-
anced and can naively give rise to many apparent inconsistencies—as was evidenced
by the debates at the inception of quantum mechanics. The fact that quantum
mechanics is not inconsistent is a nontrivial result and in many cases needs to be
theoretically and experimentally demonstrated. It can be said that due to its subtle
trans-empirical foundations, quantum mechanics runs on the edge of consistency—
in many cases avoiding inconsistencies in strange, novel, and unexpected ways.
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In classical mechanics, the description of an entity, say, a billiard ball, requires that,
at time 7, one specifies its position and velocity—namely, x(¢) and v(¢). In general,
to describe a classical system, one needs to assign unique values to all its dynamical
variables.

As discussed in Chap.2, a physical entity in quantum mechanics consists of
its degree of freedom F together with the entity’s state vector y(¢,F). The
quantum generalization of dynamical variables of classical mechanics is the degree
of freedom, which is a space F constituted by all possible values of the degree of
freedom.

A quantum entity is inherently indeterminate and hence requires a mathematical
framework appropriate for describing this indeterminacy. A quantum description is
given by specifying the state vector y(¢,F), which encodes all possible observable
properties of the degree of freedom.

The state vector y(¢,F) is an element of the state space V(F), which is a
linear vector state space. As discussed in Chap. 3, the degree of freedom F is
trans-empirical, whereas the state vector y/(z,F) straddles the trans-empirical and
empirical domains.

Realistic quantum systems come in great variety and diversity, and the key con-
cepts in their description are now introduced. This chapter studies the mathematical
structure of the degree of freedom F and its associated linear vector space V(F).
The following are this chapter’s main topics:

* The relation of state space to the empirically observed quantum phenomena is
discussed.

* The simplest possible degree of freedom is binary, having two possible values is
discussed in great detail, and its state space is derived.

o The (2N + 1)-state degree of freedom is discussed, and the “position” degree of

freedom x having continuous values is obtained as the limiting case of N — oo.

e The coordinate and momentum basis states for the continuous degree of freedom
are discussed.

B.E. Baaquie, The Theoretical Foundations of Quantum Mechanics, 49
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* The general notion of a linear vector state space is lastly discussed in complete
generality, and the notion of the Hilbert space is defined.!

4.1 Dirac’s Formulation of the Quantum State

Dirac’s notation is followed in the book and discussed in detail in Sect. 4.9.

e The term quantum state refers to all the descriptions of the quantum entity and
includes the terms state, state vector, and state function.

* The term state or state vector refers to the quantum state considered as a vector
in state space V, usually denoted by y/(z, F).

* In Dirac’s bracket notation, a state vector is denoted by |y/(z,F)) or |y) in short
and is called a ket vector.

* The dual to the ket vector is denoted by (y/(7,F)| or (y/| in brief and is called a
bra vector.

* The scalar product of two state vectors y,y is a complex number € C and is
denoted by the full bracket, namely, (x|w) = (y|x)*, where * denotes complex
conjugation.

e The term state function refers to the components of the state vector and is denoted
by (x|y(t,F)) = (x|y;) = w(t,x), where x € F, namely, x is an element of the
degree of freedom F.

For degrees of freedom taking discrete values, Dirac’s bra and ket vectors are

nothing except the row and column vectors of a finite-dimensional linear vector

space, with the bracket of two state vectors being the usual scalar product of two
vectors.

When the degree of freedom becomes continuous, Dirac’s notation carries over
into functional analysis and allows for studying questions of the convergence of
infinite sequences of state vectors that goes beyond linear algebra.

4.2  State Space and Experiment

There is a view that “Quantum phenomena do not occur in a Hilbert [state] space.
They occur in a laboratory” [1]. The statement revolves around the words “phe-
nomena” and “occur.” The dictionary meaning of phenomenon is an occurrence,
circumstance, or fact that is perceptible by the senses. The statement is about
“quantum phenomena,” and given that phenomena must be perceptible, it clearly
refers to the detection and measurement of the properties of a quantum entity.

This view is a statement about the empirical aspect of quantum mechanics and
expresses the fact that y(z, F), the trans-empirical state vector of a quantum degree
of freedom, has an empirical manifestation in the laboratory, in an experimental
device.

"Hilbert space is a special case of state space and is discussed in Sect. 4.10.
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Fig. 4.1 The experimental
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The statement about quantum phenomena occurring in a laboratory is technically
correct but is only half of the story since it does not address the question as to what
is the form of existence of the quantum entity when it is not observed—namely,
when the entity’s state vector is not actualized into a tangible phenomenon.

When the quantum entity is not being observed, its state vector y(z,F) exists
in state space V(F). All elements of the state space are trans-empirical, and
hence, state space V(F) is trans-empirical, with its empirical manifestations being
observed in the laboratory. Moreover, as shown in Fig. 4.1 and discussed in Sect. 3.5,
the quantum state y(¢, F) straddles both the trans-empirical and empirical domains
that are inseparable and connected by the process of measurement.

In particular, the degree of freedom for position is the real line 7 = R, and the
state vector y(¢,R) of the quantum entity exists in state space. When the degree
of freedom R is subjected to a measurement in the laboratory by an experimental
device that is the projection operator for specific position x, discussed later in
Sect. 9.2, the probability of registering a signal for that projection operator is given
by |yt

Hence, the form of existence of the state vector is quite different in the two
domains, being (¢, R) in the trans-empirical domain and |y/(z,x)|? in the empirical
domain.

The time evolution of y(z,F) is entirely trans-empirical and takes place in state
space—being governed by the Schrddinger equation that simultaneously evolves all
possible values of the degree of freedom—and shown as a wavy line in Fig. 4.2a. On
the other hand, as shown in Fig. 4.2b, when an experiment is carried out—shown
by an “x”—the state vector y(¢,R) “collapses” to only one possible value of the
quantum state vector, namely, |y/(,x)|> and indicated in the figure by |y|?, and
which is empirically observed in the laboratory.

Once the experiment is over, then—after a characteristic time determined by the
nature of the experiment—the state vector goes back to its trans-empirical evolution.
The interplay of the observed and unobservable aspects of a quantum state vector is
shown in Fig. 4.2b.
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Fig. 4.2 (a) The trans-empirical state vector y(¢,F) evolving in state space. (b) The evolving
state vector y that is measured many times in the laboratory and “collapses” to || after each
measurement (published with permission of © Belal E. Baaquie 2012. All Rights Reserved)

4.3 Quantum Degree of Freedom F

By its very definition the degree of freedom is trans-empirical and hence cannot be
directly observed by any experiment; the conception and construction of the degree
of freedom are entirely theoretical. In fact, one of the main objectives of theoretical
physics is to identify the degree(s) of freedom of a particular phenomenon.

The degree of freedom, F, comes in a vast variety of forms depending on the
nature of the quantum entity. In general, a degree of freedom can be either a discrete
set or a continuous space. The simplest degree of freedom has two discrete values;
on the other extreme, a single quantum entity such as a quantum field is constituted
by infinitely many continuous degrees of freedom.

An example of a discrete degree of freedom is the spin degree of freedom. The
space F for spin ¢ degree of freedom consists of 2¢ + 1 number of points, namely,
F={-¢,—L+1,...,—1,0,1,...,¢—1,¢}, and is shown in Fig. 4.3.

An example of a continuous degree of freedom is a single quantum particle in a
finite three-dimensional box, denoted by B; the particle can be anywhere inside the
box and hence the degree of freedom space F! = B since it consists of all points
inside B and is shown in Fig. 4.4. Consider a quantum entity that consists of N
particles in the box B; each degree of freedom consists of the space B, and hence,
the space for N degrees of freedom is givenby F¥ =B xBx B x --- x B=B". If the
box is infinitely large, the space constituted by the degree of freedom is FV = RV,
namely, a 3N-dimensional Euclidean space.

Clearly, the degree of freedom space JF is not a physical space but rather
another distinct space that is indirectly linked to physical space by the process
of measurements performed on the quantum entity. The state space V(F) of the
quantum entity is built on F. The quantum state vector exists in V(F), and this
is where its time evolution takes place. The relationship of physical space to state
space V(F) is that all processes of measurements and observations take place in
physical space by “collapsing” the state vector, as shown in Fig. 4.2b, whereas the
unobserved quantum state evolves in state space, as shown in Fig. 4.2a.
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Fig. 4.3 Discrete degree of freedom F (published with permission of © Belal E. Baaquie 2012.
All Rights Reserved)

Fig. 4.4 The continuum
degree of freedom F of a
single quantum particle in a
three-dimensional box B
(published with permission of F
© Belal E. Baaquie 2012. All .
Rights Reserved)

4.4 Binary Degree of Freedom and State Space

The simplest quantum degree of freedom F is binary, being a double-valued system
that has only two possible values, namely, 7, = {—1,+1}, and is studied in some
detail to motivate the results for more complicated degrees of freedom.

The electron has an intrinsic angular momentum called spin; the (z-component
of the) spin of the electron can either point up or down and hence forms a double-
valued system. Another example of a two-state system is a particle that can have
only two possible positions.

In quantum information theory, the binary degree of freedom is called a qubit
since it is the quantum generalization of the classical “bit” of information science.

A quantum entity having a binary degree of freedom is mathematically described
by specifying the state vector |y) for its two distinct possible states and which
belongs to the state space V,(F5). The two distinct states should be “orthogonal” to
each other, in the sense that being in one state is completely different from being in
the other state—and are sometimes called “up” or “down” states.

[Wap) = |1); [Waown) = |d)

The state vector of a double-valued system can be represented by a collection of
complex-valued two-dimensional vectors.

One should note that the state space V5 (F>) has no relation with a physical space,
but rather should be viewed as a mathematical construction for describing the state
vector of a two-state quantum system. The symbols |u) (for up) and |d) (for down)
are used to free one from thinking of these vectors as referring to physical space,
which are usually labeled by x- and y-axes.

One possible representation of the quantum basis states is to assign |u) = e, and
|d) = ey, where ey, e, are the basis vectors of the two-dimensional vector space, as
shown in Fig. 4.5. The distinct basis state vectors and their dual basis vectors have
the following representation:
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Fig. 4.5 Basis vectors for the y

two-dimensional state space ey = |d>
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The inner product of two vectors is defined as follows:

iy =[01]- m —0 42)

The completeness equation, which expresses the fact that a collection of basis
vectors forms a compete basis of a linear vector space and is given in (6.2), is
realized for the two-dimensional state space by the outer product of two vector as
follows:

~[10] [oo] [10]
_[00]4_{01]_{01]_]12 (4.3)

State Space V; of

A spin pointing purely up |u) or down |d) is the closest that, in quantum mechanics,
one can get to a classical object since, on being observed, it is certain to be in either
up or down respectively. The general state vector of a quantum mechanical binary
(two-state) system is more subtle: We can superpose two states, as discussed in
Sect. 3.7, and obtain a trans-empirical state that simultaneously points up and down,
but with only a certain likelihood.> Superposing a quantum spin pointing up with
one pointing down yields a state vector given by

(W) = alu) +Bld) 5 (w|= o (ul+B"(d|

2The concept of quantum superposition is discussed, in-depth, in Chap. 8.
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Fig. 4.6 Bloch sphere for the
two-dimensional state space
(published with permission of
© Belal E. Baaquie 2012. All
Rights Reserved)

\/

(wly) = ly|* = |af* + B (4.4)

where o and 8 are complex numbers.
For a probabilistic interpretation of |y), the total probability has to be unity, and
one obtains unit the normalization of the state vector, namely, that

(wlw) =y? = ol + B =1 (4.5)
The coefficients now have the following physical interpretation:

|at|? = Probability that the spin is pointing up

|B|> = Probability that the spin is pointing down

The coefficients o, parametrize the state space ), of the two-state system.
Note that state vector |y) given in (4.4) cannot be in general represented by a two-
dimensional unit vector in 2, since only vectors with real coefficients can be drawn
in Fig. 4.5. In contrast, o, 3 are complex numbers, and from (4.5), it can be seen
that their possible values span out a three-dimensional sphere S>.

There is, however, a redundancy in this description since the coefficients o, 3
can both be rescaled by the same constant phase and yield

W) =eCly) = (WY) = (yly) (4.6)

Hence, both state vectors |y) and | ) provide the same description; in other words,
states linked by a global pure phase, namely, |y) — ¢'®|y), are equivalent.?

3¢ being a pure phase means that it is real.
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The phase ¢ forms a space that is isomorphic to a circle S'. Hence, one needs
to “divide out” S by S! to form equivalence classes of state vectors and yields
S3/S! = 82, which is a two-dimensional sphere.*

In summary, all possible distinct state vectors of a binary quantum system are
parametrized by the angles of the Bloch sphere S?; each point on the Bloch sphere
corresponds to a (unique) state vector of the two-state system state space V»,

Bloch Sphere

The state space V, of a two-state system is isomorphic to the Bloch sphere S2,
shown in Fig. 4.6. The Bloch sphere allows for a specific representation of the most
general state vector for the two-state system.

Consider the spherical polar coordinates 0,¢ shown in Fig. 4.6. An arbitrary
normalized two-state ket vector |y), shown in Fig. 4.6, is given by the following
mapping of the Bloch sphere into two-dimensional state space:

wio.0) =cos (3) [3]+e¢sin(2) 9]

0<0<m; 0<¢<2nm 4.7

The basis states have been chosen to reflect the fact that 6 = O points in the “up”
direction and @ = 7 points in the “down” direction and shown in Fig. 4.6; more
precisely, (4.7) yields the following:

w0.0) = |y | =1

wimoy =e 0] =|0] <) “8)

Note the ambiguity in the definition of the state vector |w(6,¢)) for 0 = & is
automatically removed for quantum states since states differing by a pure phase
are equivalent, as shown in (4.6).

The presence of the phase e in (4.7) shows that vector |y(6,¢)) does not
correspond to a two-dimensional unit vector in Euclidean space, which has only
real-valued components. In fact, every state vector | (6, ¢)) corresponds a (unique)
three-dimensional Euclidean unit vector, as shown in Fig. 4.6, and is uniquely

4To prove this result, one needs to construct S3 by a Hopf fibration, using the mathematics of fiber
bundles, by fibrating the base manifold S? with fibers given by S'.
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parametrized by the coordinates 6 € [0, ] and ¢ € [0,27]. In summary, every point
on the surface of the Bloch sphere S? corresponds to a unique state vector in V.

4.5 Degree of Freedom F(yy,): State Space Vyy, )

The F(3y, 1) degree of freedom has (2N + 1) possible values; the notation is chosen
to make a systematic transition to the case of N = co. The basis states of state space
V(on+1) are chosen to be basis vectors of REN+D) A convenient basis is state vector
|n) (column vector) and its dual state vector basis (n| (row vector), given by

o7
1
|n) = ol (n[=[0--10--] (4.9)
———
. nth position
._0_.
(nlm) = Sp—m
ln=m
= : =0,£1,...,&£N 4.10
{On#m m?” b) ) ) ( )

Note &,_,, is the Kronecker delta function and has only integer arguments. An
arbitrary quantum state is given by

+N

W)= 3 culn)

n=—N

where ¢,’s are complex numbers such that

(yly) = Z e =1

Hence, the V(yy.1)-state space, similar to the case of the two-state system, can be
shown to be isomorphic to S(ZNJFU/S1 ~Von+1)-

Similar to (4.3), for state space V(oy4 1), the outer product of |n) with the dual
(n|, namely, |n)(n|, is given by the following:

SThe ambiguity for the special value of § = 7 is removed by (4.8).
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Hence, the completeness equation is given by

1

+N . 1
2 Im)nl = | =low1 (4.11)
n=—N

Noteworthy 4.1: Dirac delta function

The Dirac delta function is required in the study of continuum degrees of
freedom, and some of its essential properties are reviewed. Dirac delta functions
are not ordinary but rather are generalized functions also called distributions. In
essence, the Dirac delta function is the continuum generalization of the discrete
Kronecker delta function given in (4.10).

Consider a continuous line labeled by coordinate x such that —eo < x < 400, and
let f(x) be an infinitely differentiable function. The Dirac delta function, denoted
by 8(x — a), is defined by the following:

a3 =06 -9= {2}

8c(x—y)) = %a@_y)

[ e @se— = 50 @)
j def <X>i—2 (x—a)= (—U"di—';ﬂxm:a

To make the connection with the discrete Kronecker delta function given in (4.10),
consider the discretization of the continuous line into a discrete lattice with spacing
a. As shown in Fig. 4.7, the continuous degree of freedom x, —oo < x < 40, takes
only discrete values at points x = na with n = 0,4+1,+£2,.... The discretization of
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(4.12), for x = na and y = ma, yields the following:

=8(x—y) = limé&n,n (4.13)

Note from above that the Dirac d-function has dimension of 1/a.
A representation of the 8-function based on the Gaussian distribution is

1 1 )
5(x—a) —clrlg%)mexp{—r‘z(x—a) }

4.6 Continuous Degree of Freedom

A quantum particle can be found by the position projection operators at any point
of space; to simplify the discussion, suppose the particle is moving in a one-
dimensional space and can be found on the real line R, namely, at any point
X € [—oo,4oo|. Hence, the degree of freedom is F = R, and specific values of the
degree of freedom x are a real continuous variable. Since there are infinitely many
points on the real line, the quantum particle’s degree of freedom has infinitely many
possible outcomes.

As shown in Fig. 4.7, let the continuous degree of freedom x, —co < x < oo,
take only discrete values at points x = na with lattice spacing a and with n =
0,+1,+2,...; in other words, the lattice is embedded in the continuous line R and
the lattice point n is identified with the point na in R. To obtain the continuous
position degree of freedom F, let a — 0 and the allowed values of the particle’s
position x can take any real value, that is, x € R, and hence F — K.

Similar to the finite case given in (4.9), the basis states are labeled by |n) and
the dual basis states by (n|. The state space for the continuous degree of freedom x
is obtained by considering the state space F(yy 1) in the limit of N — . Note one

o —af i

-2a —-a 0 a 2a

Fig. 4.7 Discretization of a continuous degree of freedom space F = R (published with permis-
sion of © Belal E. Baaquie 2012. All Rights Reserved)
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needs first to take N — oo and then take a — 0 for obtaining the continuous degree
of freedom x.°

The discrete basis vectors of the quantum particle’s state space V are represented
by infinite column vectors with the only nonzero entry being unity in the n-th
position. Hence, taking N — o in (4.9) yields

|7y : n=0,£1,%£2,...,+

where, more explicitly

[n) = | 1| : nth position

The basis vectors for the dual state space Vp are given by

(n| = [0 10 ]
= (n|lm) = Sy_m (4.14)

The completeness of the basis states, taking N — oo in (4.11), yields the following:

~+oo
Y |n)(n| = diagonal(...,1,1,...) =1 : Completeness Equation

n=—oco

where I above is the infinite-dimensional unit matrix.

The limit of a — O needs to be taken to obtain a continuous x; in terms of the
underlying lattice, the continuous point x is related to the discrete lattice point n by
the following:

—o0 < x < oo lein})[na]; n=0,%£1,4%,.... Fo

a—

The state vector for the particle is given by the ket vector |x), with its dual vector
given by the bra vector (x|. The basis state |n) is dimensionless; the ket vector |x)
has a dimension of 1//a since, from (4.13), the Dirac §-function has dimension of
1/a. Hence due to dimensional consistency,

[x >—£1§(1)7|n> ; (x |—glg(1)7< n| (4.15)

SFor compact degrees of freedom such as the circle S!. the infinitesimal a is related to N; see
Sect. 5.5.
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The position projection operator is equal to the outer product of the position ket
vector with the bra vector and is given by

1) (x| = Tim 2 |n) (s 4.16)

a—0a

The scalar product, for x = na and x' = ma, in the limit of a — 0, is given, from
(4.14), (4.15), and (4.13), by the Dirac delta function:

(x|x'y = lig(l)é&n,n = (x]x') =8 (x—x) (4.17)

The completeness equation has the following continuum limit:

oo oo
I= n§w|n) (n| = ilil})a”;w ) (x| (4.18)
= / dx|x) (x| =1 : Completeness Equation (4.19)

Equation4.18 shows that the projection operators given in (4.16) are complete and
span the entire of state space V.

I is the identity operator on state space V; namely, for any state vector |y) € V,
it follows from the completeness equation that

Ily) = |y)

The completeness equation given by (4.19) is a key equation that is central to the
analysis of state space and yields the following:

GlIl) = [ deleiape) = [ dzblx—2)8(e— ) = 8(x—x)

that follows from the definition of the Dirac delta function 8(x — x’). The above
equation shows that § (x —x’) is the matrix element of the identity operator I for the
continuous the degree of freedom F = R in the x basis.

A state space V(F) of a continuous degree of freedom F is also called a function
space, and it is for this reason that the subject of functional analysis studies the
mathematical properties of quantum mechanics.

Consider the special case of F = R; a state vector |f) that is an element of V(R)
yields a state function f(x) given by f(x) = (x|f); hence all functions of x, namely,
f(x), can be thought of as elements of a state space V(R). Of course, being an
element of a state space endows the function f(x) with the additional property of
linearity that needs to be consistent with all the other properties of f(x). It should
be noted that not all functions are elements of a quantum mechanical state space.
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4.7 Basis States for State Space

The bra and ket vectors (x| and |x) are the basis vectors of the V and V, respectively.
For 2N + 1-dimensional Euclidean space, it can readily be shown that the 2N + 1
vectors |n),n = +1,42,...,+N given in (4.9) are linearly independent and form a
complete basis for the space: any vector in the 2N + 1-dimensional Euclidean space
can be expanded as a linear sum of these basis states. The crucial property of these
basis states is that the complete basis vectors satisfy the completeness equation given
in (4.11), namely, that

+N
D, Iny(n| =15 (nlm) =&
n=—N

Any 2N + 1-dimensional vector v, denoted by |v), can be expanded as follows:

N

Wy =Iv) =Y, valn) 5 va=(nlv) (4.20)
n=—N

For the infinite-dimensional state space, a complete basis set of vectors must
satisfy the completeness equation, which for the coordinate basis |x) is given by
(4.19) and (4.17), namely,

/:,dx|x><x| =T ; () =8(x—x)

In general, for state vectors |y,) with components give by y,(x) = (x|y), the
condition for a complete basis is given by

Foo oo
Do)l =T = Y wulx) yy () =8(x—x)

n=—oco Nn=-—oo

The completeness equation is also referred as the resolution of the identity since
only a complete set of basis states can yield the identity operator on state space.

An element of the state space V is a ket vector |y) and can be thought of as
an infinite-dimensional vector with components given by y(x) = (x|y). In analogy
with (4.20), the vector |y) has the following representation in the |x) basis:

|W>:/:d"|x><XIW>: [ dew(x)|x> s v = (o) 4.21)

The vector |y) can be mapped to a unique dual vector denoted by (y| € Vp; in
components ¥*(x) = (y|x) and
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Wi= [ty = [ v (s v = v
Note the state vector and its dual are related by complex conjugation, namely,
xlw) = (vlx)" = &ly) = (ylx)* (4.22)
The scalar product of two state vectors is given by’
{xlw) = / dxy " (x)p(x)
The vector |y) and its dual (y| have the important property that they define

the “length” (y|y) of the vector. The completeness equation (4.19) yields the
following:

(Wly) = /:dxw(x)*w(X) >0

4.8 Unitary Transformation: Momentum Basis

The degree of freedom space F can be assigned coordinates in order to describe it in
detail. There are a variety of equivalent coordinate systems for a given state space,
the various coordinate systems being related by unitary transformations, denoted by
U; these are transformations that preserve the scalar product of two state vectors.
Let |y) be a state vector and ()| be a dual state vector; recall from (4.22) that
the dual vector is obtained by complex conjugating the state vector. Consider the
transformations

lv) = Uly) 5 (| — (x|U (4.23)

where UT is transposition and complex conjugation. For an N x N matrix, one has
M, = M*,

L] Ju

The transformation given by (4.23) is unitary if it leaves the scalar product
unchanged, namely,

(xly) = (x|U'Uly) = (x|w)
= U'u=I": Unitary transformation (4.24)

7 A more direct derivation of the completeness equation is the following:

Glv) = Gl [ asbotlily) = 1= [ d
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Fig. 4.8 Coordinates of the

degree of freedom space F of
a quantum particle (published
with permission of © Belal E.

Baaquie 2012. All Rights FDegrc(lte of
Reserved) reedom Coordinates
?

For the case of a quantum particle, as shown in Fig. 4.8, one can choose the
position coordinate x or equivalently the momentum coordinate p to coordinatize F.
The different coordinates used for describing the degree of freedom space F yield
different basis states of state space V.

For finite dimension vector spaces, such as a N-dimensional Euclidean space,
a complete set of basis vectors can be rotated to yield a new and equivalent set
of complete basis vectors. The rotations are transformations that leave the scalar
product unchanged, as in (4.24). The change of coordinates for a Euclidean space
is transformations by an orthogonal matrix; for finite-dimensional and real spaces,
unitary transformations in fact reduce to the orthogonal matrices.

The change of basis of a finite-dimensional space generalizes to infinite-
dimensional state space, with the transformations being unitary transformations. In
particular, under a unitary transformation U, a complete coordinate basis of F yields
a new and equivalent complete basis.

For concreteness, consider a quantum particle in one dimension; the degree of
freedom space is F = R and the state space is V(R). The representation of state
space depends on the choice of a coordinate systems for the degree of freedom F.
Note, however, that the state space V), as such, is a coordinate independent object
and in particular does not depend on the basis chosen to represent it.

Two widely used coordinate systems for 7 = R are the position x and momentum
p coordinates for R and are shown in Fig. 4.8. This yields the following two
representations of the state vector:

ly) = y(x) = (x[y); xeR
ly) = yw(p)=(ply); pER

The different basis chosen to represent the degree of freedom space F is
not simply a mathematical property of JF. Rather, the basis chosen has direct
experimental significance since the design of the experimental device that studies
the degree of freedom F are based on the representation chosen.
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Unitary Transformation U

A unitary transformation connects the basis states of state space V(R) for the two
different coordinates of F = JR. Consider the coordinate and momentum ket basis
states |x); |p) with x, p € [—eo, +-o0]; a unitary transformation U maps the coordinate
to the momentum basis and yields the following®

p) = [ _aUlp.k)

where

< dp
ﬁU[p, x|U"[p,x'] = 8(x—x) : Unitarity

The Fourier representation of the Dirac delta function yields

S = iy = [ dr ip(x—x’)/hf/wd_l’ /

The matrix elements of the unitary transformation is seen to be the scalar product of
the dual momentum basis state (p| with the basis state |x) and is given by

(&[UT|p) = U [p,x] = (x|p) = eP/"
(p|Ulx) = Ulp,x] = (plx) =e /™. (4.26)

From (4.25), the completeness equation for momentum space basis |p) is
given by

= dp _ n_ oy
/ 2nh|p><p| [ (plp’) =2rnd(p—p) (4.27)

In summary, a complete basis states for the state space is provided by either
the coordinate basis |x) or the momentum basis |p); the unitary transformation
connecting the two bases is given by

0= [P ool = [ 5 e (428)

p) = [ atelp) = [~ axe ) (4.29)

8The factor of 27# in dp has been introduced for dimensional consistency, with U being
dimensionless and the dimension of 7 = dimension of xx dimension of p; furthermore, all the
factors of 27h are carried by the momentum integration and momentum delta functions. That 7 is
Planck’s constant can only be concluded when momentum is defined in Sect. 5.6.
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Note the unitary transformation connecting the coordinate and momentum basis
states, as given in (4.28) and (4.29), shows that the change of basis is a trans-
empirical superposition of basis vectors of state space.

From a mathematical point of view, the coordinate and momentum basis are
equivalent, related by a unitary transformation. However, from the point of view of
quantum mechanics, the choice of the two basis vectors has very different physical
implications and which is related to the theory of quantum measurement.

The state vector |y) represents the quantum state of the particle. Choosing a
coordinate basis |x) to study the quantum system requires projection operators that
detect the quantum state at position x, and with predicted probability |(x|y)|> =
|w(x)|?, and is discussed in Sect. 9.2. On the other hand, choosing the momentum
basis |p) requires measuring the quantum state’s momentum, using a different
device consisting of projection operators that detect the momentum p, and with
predicted probability |(p|y)|*> = |y(p)|*.

Note that the function |y(p)|? is very different from the function |y/(x)|*> and
expresses the fact that the state vector yields very different results, depending on
how it is measured.

It will be shown in Sect. 5.7 that the transformations given in (4.28) and (4.29)
relating x and p result in the Heisenberg Uncertainty Principle; among many
implications of the Heisenberg Uncertainty Principle is that both x and p cannot be
simultaneously measured. Hence, choosing the coordinate or momentum basis for
F = R determines how to measure the state vector | y)—with experiments designed
for different basis states giving different, but consistent, results.

| 2

4,9 StateSpaceV

One of the most remarkable properties of the quantum description of Nature is
that the state vector, denoted by |y), is an element of a state space V that is a
linear vector space. The precise structure of the linear vector space } depends on
the nature of the quantum degree of freedom. From the simplest quantum system
consisting of two possible states to a system having N particles in four-dimensional
spacetime to quantum fields having infinite number of degrees of freedom, there is
a linear vector space V' and a state vector defined for these degrees of freedom.

Euclidean space RY is a finite-dimensional linear vector space; the linear vector
spaces ) that occur in quantum mechanics and quantum field theory are usually state
spaces that are an infinite-dimensional generalization of R". Infinite-dimensional
linear vector spaces arise in many applications in science and engineering, including
the study of partial differential equations and dynamical systems, and many of their
properties, such as the addition of vectors, are the generalizations of the properties
of finite-dimensional vector spaces.

The following are some of the main properties of a linear vector space V:
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1. Since they are elements of a linear vector space, a state vector can be added
to other state vectors. In particular, ket vectors |y) and |y) are complex-valued
vectors of V and can be added as follows:

In) =aly) +blx) (4.30)

where a, b are complex numbers € C and yield another element |17) of V. Vector
addition is commutative and associative.

2. For every ket vector |y) € V, there is a dual (bra) vector (| that is an element of
the dual linear vector space Vp. The dual vector space is also linear and yields
the following:

(n] = a" (| +b"(x]

The collection of all (dual) bra vectors forms the dual space Vp.
3. More formally, Vp is the collection of all linear mappings that take elements of
V to C by the scalar product. In mathematical notation,

VDZV—>(C

The vector space and its dual, shown in Fig. 4.9, are not necessarily isomorphic.’
4. For any two ket |y) and bra (1| vectors belonging to V and Vp, respectively, the
scalar product, namely, (n|y), yields a complex number and has the following
property:
Mly) = (win)*

where recall * stands for complex conjugation. The scalar product is linear and

yields
(M[¢) = a*(y[E) +b"(x[&)

In particular, (y|y) = |y|? is a real number—a fact of far-reaching consequence
in quantum mechanics.

5. One of the fundamental properties of quantum states is that two states are
distinct if they are linearly independent. In particular, two states |y) and |y)
are completely distinct if and only if they are orthogonal, namely,

{(x|w) =0 : orthogonal (4.31)

Two states being distinct is central to the theory of quantum measurement and is
discussed in Chap. 9.

9Two spaces are isomorphic if there is an invertible mapping that maps each element of one space
to a (unique) element of the other space.
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4.10 Hilbert Space

Starting in the 1900s, Hilbert space was studied by David Hilbert, Erhard Schmidt,
and Frigyes Riesz as belonging to the class of infinite-dimensional function space.
The main feature that arises in a Hilbert space is the issue of convergence of an
infinite sequence of elements of Hilbert space, something that is absent in a finite-
dimensional vector space.

To allow for the probabilistic interpretation of the state vector |y), all state
vectors that represent physical systems must have unit norm, that is,

(yly)=|y[*=1 : unitnorm

A linear vector space V that is a normed vector space is called a Hilbert space,
shown schematically in Fig. 4.10. For a Hilbert space, the dual state space is
isomorphic to the Hilbert space, namely, V >~ Vp.

The state space of quantum entities is a Hilbert space. However, there are
classical random systems, for example, that occur in finance and for quantum
dissipative processes, where the state space is not a Hilbert space and in particular
leads to a dual state space Vp is not isomorphic to the state space V [3].

V=State Space Vp=Dual State Space

Fig. 4.9 A state space V and
its dual space Vp; note that
the dual space is not
necessarily isomorphic to the
state space (published with
permission of © Belal E.
Baaquie 2012. All Rights
Reserved)

V=State Space Vp=V: isomorphic
Fig. 4.10 Hilbert space is a
unit norm state space with

V =~ Vp (published with
permission of © Belal E.

Baaquie 2012. All Rights
Reserved)
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Recall from Sect. 4.5 that for a quantum entity having spin ¢, its degree of
freedom F = {¢,¢{ —1,...,1,0,—1,...,—£} is the discrete space and its Hilbert
space V(F) is isomorphic to the space S2*1/s!.

For the continuous degree of freedom F = R, an element of | ) of Hilbert space
has unit norm and hence yields

—+oo
(W) = |y|* = /m dx|y(x)>=1 : unitnorm

Noteworthy 4.2: Quantum mathematics

Quantum mathematics originates in quantum physics. One of the essential
features of quantum mathematics is the synthesis of calculus with linear algebra.
To illustrate this synthesis, note that in linear algebra the representation of a vector
in N-dimensional Euclidean space R" is given in terms of N linearly independent
basis vectors e;. An arbitrary vector is expressed by its components, which in Dirac’s
notation is given as follows:

N N
ei-e;=06_;={(ilj) ; f:Zﬁei: Zﬁm
i=1 i=1

In quantum mathematics, an infinite-dimensional generalization of linear algebra
is made by generalizing Euclidean space RV to state space V. There are now
a continuous infinity of independent basis vectors |x), where x is governed by
rules of calculus. The “vector” |f) belonging to V), from (4.21), has the following
representation in the |x) basis:

1) = [ defhs () = 8x—)

The Dirac notation provides a transparent representation of the infinite-
dimensional generalization of linear algebra that naturally combines it with
calculus. Function f(x) of a continuous variable x, the mainstay of calculus, in
quantum mathematics is endowed with a linear structure that is inherited from state
(function) space V. The Dirac delta function plays a crucial role in the mathematical
realization of the synthesis of linear algebra with calculus.

4.11 Summary

This chapter was focused on the mathematical description of the degree of freedom
as well as of its state space.

The collection of all the possible values of a quantum entity constitutes its degree
of freedom. The simplest possible quantum degree of freedom, consisting of two
possible values, was analyzed is some detail, and its state space was shown to be
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given by the Bloch sphere. The degree of freedom with 2N 4 1 possible values
was studied to show how the continuous degree of freedom emerges in the limit of
N — oo,

For discrete degrees of freedom, the state space is isomorphic to a subspace of
an N-dimensional Euclidean space, whereas for a continuous degree of freedom,
the state space is an infinite-dimensional generalization of Euclidean space. The
basis states for the continuous degree of freedom were derived, and the unitary
transformation mapping the coordinate to the momentum basis was obtained.

The general properties of the infinite-dimensional state space were discussed and
shown to be a logical development of the concepts of a finite-dimensional vector
space. In quantum mechanics, the state space is a (normed) Hilbert space dictated
by the probabilistic interpretation of the state vector.

The mathematical thinking about quantum mechanics developed by Dirac, partly
expressed in his notation for linear vector spaces, provides a transparent and clear
framework for introducing and developing the ideas of the degree of freedom and
of state space. Dirac’s mathematical formulation of quantum mechanics should not
be thought of as being merely notation but, rather, as a major conceptual revolution.
Dirac’s notation is as far-reaching and groundbreaking as the change in the way of
thinking about the real numbers brought about by the shift from the Roman to the
decimal notation.



Operators

An observation in classical mechanics experimentally determines the unique
properties of the system, usually specified by its position, energy, momentum,
and so on. A quantum system is indeterminate, and hence one has to define what
one means by an observation. Furthermore, all the physical quantities of classical
mechanics, such as position, momentum, energy, and angular momentum, need to
be generalized to reflect quantum indeterminacy.
Instead of having a unique value, physical quantities for a quantum system take
a whole range of possible values that depend on the state function of the quantum
entity. The state vectors are elements of a state space, which is a Hilbert space
due to the probabilistic interpretation in quantum mechanics.! All experimental
observations carried out on the state vector are represented and realized by operators
that are also called observables when referring to physical quantities such as energy
and momentum.?
The following topics are covered in this chapter:
* The essential role of operators in extracting information from and about the
degree of freedom.
e Hermitian operators are defined, and their properties are exemplified by the
Hamiltonian operator.
* Position and momentum are studied in some detail as these are amongst the most
important operators in quantum mechanics.
* Some important properties of observables and their quantum numbers are
discussed.
* The Heisenberg commutation equation is derived.

'In the application of quantum mathematics to finance, the Hamiltonians evolving the stochastic
financial instruments are not Hermitian. Furthermore, the state space of financial instruments on
which the Hamiltonian acts is not a positive normed Hilbert space but instead is much larger with
many financial instruments having a divergent, infinite norm [3].

2Qperators representing physical quantities have been termed as observables by Dirac, and we use
this terminology [10].

B.E. Baaquie, The Theoretical Foundations of Quantum Mechanics, 71
DOI 10.1007/978-1-4614-6224-8__5, © Springer Science+Business Media New York 2013
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e The framework of state space and Hermitian operators is utilized to briefly
discuss the Schrodinger and Heisenberg formulations of quantum mechanics.

5.1 Operators: Trans-empirical to Empirical

All the information that can be obtained from a degree of freedom F is encoded in
its state vector |y). Operators O are mathematical mappings of the state space into
itself. The “diagonal” matrix elements of the operators, namely, (y|O|w), will be
shown in Sect. 5.8 to be equal to the average observed value of the operator O for a
given quantum state |y).

In other words, operators O act on the state vector |y) and project it to the
experimentally measured quantity (y|O|y) that yields the empirical content of the
degree of freedom F. As shown in Fig. 5.1, the operator O provides a mapping of
the trans-empirical state space to the empirically observed results of the experiment
that measures the average value of O.

The experimental observation of a quantum system always results in assigning a
real value to the physical quantity being measured. Hence, all operators representing
physical quantities must be assigned real numbers by the state vector that is being
observed, which in turn requires that the observables (operators) are Hermitian
(defined precisely in Sect. 5.2). This is the fundamental reason why, in quantum
mechanics, all physical quantities such as energy and momentum are represented
by Hermitian operators.

The experimental devices that measure the observable properties of a degree
of freedom F are mathematically realized in quantum mechanics by Hermitian
operators (;, i = 1,2,...,1. There is no analog of operators O; in classical
mechanics.

Trans-empirical Empirical
(V: Hilbert Space) (Laboratory)

"k "

Device

Fig. 5.1 The operator O acts on state vector |y) and causes the state vector to “collapse,” resulting
in the observed value of the operator—given after repeated observations by (y|O|y) (published
with permission of © Belal E. Baaquie 2012. All Rights Reserved)
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In summary, all observables (physical quantities) are represented by Hermitian
operators that act on the state vector to yield, after repeated measurements, the
average value of the operators for the quantum state.

5.2  Hermitian Operators

Every degree of freedom F defines a state space V and operators O that act on that
state space. All operators O are mathematically defined to be linear mappings of
the state space V into itself, shown in Fig. 5.2, and yield

O: lyv)=0ly)y = O: V=V

O(allm) +b|llfz>) =aO|y,) +bO|y,) : linear

where a, b are constants.
An operator is an element of the space formed by the outer product of V with its
dual Vp, that is,

0<€V®Vp

All physical quantities of a degree of freedom such as position, momentum,
energy, angular momentum, spin, and charge are all represented by Hermitian
operators. Hermitian operators O map the space V onto itself.

For a two-state system, the state space is given by the Bloch sphere, discussed in
Sect. 4.4, and operators are 2 X 2 complex-valued Hermitian matrices. A Hermitian
matrix is only defined for complex square matrices N x N with M;; with i,j =
1,2,...,N, and M;; satisfies

M'=M")"=M = Mj;=M,; ; i,j=1,2,....N : Hermitian (5.1

Note the crucial point that unless i, j have the same range, the equality in (5.1)
cannot hold for all i, j.

Fig. 5.2 An operator O

acting on element |y) of the

state space V and mapping

it to O|y) (published with

permission of © Belal E.

Baaquie 2012. All Rights

Reserved) Hilbert Space
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Hermitian operators on linear vector state space are infinite-dimensional
generalizations of N x N matrices, with N — oo, and have new properties that
are absent in finite matrices.

The range over which the finite index i takes values for a finite-dimensional
matrix has a generalization for state vectors in Hilbert space V. The domain of the
operator O, denoted by D(O) C V, is defined by all elements |y) in )V such that
O|y) € V. Similarly, the vector |) is in D(OT), the domain of O7, if O |y) € V.

The analog of Hermitian conjugation being defined only for a square matrix is
that for operators on Hilbert space, the adjoint (Hermitian conjugate) operator can
be defined for only those operators F for which the domain of the operator and its
adjoint are isomorphic or, in other words, D(O) = D(O").

Hermitian conjugation of operators on state space is defined by

(w|O|x) = (x|O|y)* : Hermitian conjugation

Once the domains of the operator and its conjugate are isomorphic, the form of the
operator has to be invariant under conjugation, that is, © = OF, for the operator to
be self-adjoint.> More precisely, an operator is Hermitian if its Hermitian conjugate
operator is equal to the operator itself, that is, if

O'=0 = (y|Olx) = (x|Oly)* : Hermitian operator (5.2)

Note that all the diagonal elements of a Hermitian operator O are real since for
any arbitrary state vector | ), the diagonal element is as shown below:

(y|Oly) = (y|O"|y) = (y|O|y)* : Real (5.3)

Furthermore, similar to matrices, Hermitian conjugation is a linear operation and
yields, for a sum and products of operators, the following:

(101 4+ 200 +--) =0l + 301+ 5 (010,...)T =...0]0]

The trace operation for an operator O, similar to matrices, is defined as a sum
of all its “diagonal elements.” To make this statement more precise, one needs a
resolution of the identity operator on state space V. Consider for concreteness the
continuous degree of freedom with the completeness equation given by (4.19) as
follows:

I:/j;dx|x><x|

30ne of the reasons for studying the Hermitian conjugate operator is because one can ascertain the
space that an operator acts on, namely whether it acts on V or on its dual Vp. For non-Hermitian
operators, and these are the ones that occur in describing classical random systems such as those
that occur in finance [3], the difference is important.
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Trace is a linear operation on O and is defined by

w(0) = wr(O1) = / de (O (x]) = /7 Z dx(x|OJ) (5.4)

The properties of the trace operation are summarized below:

tr

ZC,‘O,‘

= z C,'U‘[O,‘]

+

zcioi = ZCi*tr* (O]

tr(010,03) = tr(O030,0;) : cyclic

tr

Cyclicity of the trace makes it invariant under unitary transformations U, namely,
tr[UOU] = u[OUTU] = t[O]

A unitary operator, the generalization of the exponential function expig, is given
in terms of a Hermitian operator O by the following:

U=¢e% = put=I1
1 —1a®

V= = vvi=I
1+1aO

5.3  Eigenstates: Projection Operators

Consider a Hermitian operator O. The eigenstates and (real) eigenvalues are a very
special set of state vectors that are only rescaled by its eigenvalues when the operator
O acts on them and are given by the following:

Olyy) = Mlwn) 5 A = Ay : Real number (5.5)

The eigenstates |y,) of O are the closest one can come to a classical state in
the following sense: every measurement of the properties of an eigenstate |y,), in
particular of its eigenvalue A,, will always yield the same value. In this sense the
outcome of the experiment is deterministic.

Note, however, that the eigenstate |y,) is nevertheless not a classical entity;
the degree of freedom F remains transempirical and indeterminate even for an
eigenstate; what is determinate is a property of the degree of freedom, encoded
in the eigenvalue of the eigenfunction.

For example, for a hydrogen atom in an energy eigenstate, a measurement of
its energy will always yield the energy eigenvalue, but the electron’s coordinate
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degree of freedom is nevertheless indeterminate—having observed values for the
coordinate projection operator only with certain likelihood, which is determined by
the Schrodinger equation.

All Hermitian operators have the following important properties:
* The eigenfunctions are orthonormal and complete, namely,

(Wl ) = 8ucm 5 D W) (| =1 (5.6)

* Every Hermitian operator defines a complete set of projection operators I1,, that
are defined below; (5.6) yields

I, = |Wn><llfn| 3 Iy = 8l ZH” =1 6.7

e The Hilbert space and its dual are isomorphic and hence O e V@ Vp =V R V;
the spectral decomposition of a Hermitian operator is given by the following:

O:zlnlanMWn' :zawnn (5.8)

o' = Z)L; (|Wn><'~//n|)1. =0

since all eigenvalues A, are real. In other words, a Hermitian operator is
completely equivalent to the set of all of its projection operators (eigenfunctions)
and eigenvalues.

The collection of eigenvalues of an operator, called its eigenspectrum, depends
on the nature of the operator.

There are quantum degrees of freedom for which observables like momentum
and position can have both discrete and continuous eigenvalues; the discussion
for integer quantum numbers can be generalized these systems .

For example, consider the eigenspectrum of the hydrogen atom. The electron
interacts with the proton via the Coulomb potential. The energy eigenfunc-
tions have a discrete energy spectrum, from —13.6eV to 0, given by E, =
—13.6/n” eV and correspond to the eigenstates of the hydrogen atom, which
is a bound state of the electron and proton; the integer n is called the principal
quantum number of the hydrogen atom.

There is also a continuous energy spectrum from 0 out to infinite energy of the
electron interacting with the proton via the Coulomb potential, and it corresponds
to energy eigenstates of the electron scattering off the proton .

The eigenspectrum of an electron interacting with a proton via the Coulomb
potential is shown in Fig. 5.3.

e The trace operation, from (5.8), can be defined in terms of the complete
eigenfunctions as follows:

(0) = X (Y (Wil ) = X (Wilyi) = X0

n n
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n Energy

-13.6 eV 0 oo

Fig. 5.3 The eigenspectrum of the electron—proton system (published with permission of © Belal
E. Baaquie 2012. All Rights Reserved)

Since all eigenvalues of a Hermitian operator are real, let them be labeled in
increasing value, that is, Amin, - - -, An, - - - , Amax. For a normalized state vector |y)
(with (y|y) = 1), the expectation of the operator is bounded by its minimum and
maximum eigenvalue, namely,

Amin < (W|O|W) < Amax 5 (wly) =1 (5.9)

Since the projection operator obeys I12 = I1,, it has two eigenvalues, namely,
0 and 1; hence from (5.9) above,

0<(y|IL|y)<1; (yly)=1 (5.10)

Equations (5.7) and (5.10) have far-reaching consequences and form the basis of
the theory of quantum probability discussed in Chap. 7.

Unitary transformations discussed in Sect. 4.8 reflect the fact that an observable
O and its eigenfunctions are only defined up to a unitary transformation, with the
eigenvalues A, being invariant. In particular, under a unitary transformation, the
eigenfunction equation given in (5.5) yields the following:

0 — 0y =U0U" 721 Ulyn) (yalUT = ZA |20 (i (5.11)

Ouvlxn) = Mlxn) = OvUlyn) = LU w) = Ulya) = [xa)

Functions of Hermitian operators are fundamental to a quantum system; for an
arbitrary operator-valued function f(Q), the spectral resolution given in (5.8)
yields

Zf ) i) (W (5.12)

where f(A,) is an ordinary numerical-valued function of the eigenvalues A,,. Note
that from its definition, for Hermitian operator O, the eigenvalues A,, are all real
and yields, for f(A,) = f*(A,), the following:

f71(0) = f(O7) = f(O) : Hermitian operator
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Parallel and Orthogonal State Vectors

If two states, namely, | ¥ ) and |n), are parallel, then |y ) = a|n); given that the states
are normalized, one has that a = exp(i¢) is a pure phase. Since all measurements
take the absolute value of the state vector, one can see that the phase ¢ is removed
from all physical measurements. Hence, in quantum mechanics, two state vectors
that are parallel are identical, that is,

n)=e?x) = n)=|x) (5.13)

It was mentioned in Sect. 4.9 that if two state vectors |x) and |n) are orthogonal,
namely,

{(xIm) =0

then they are completely distinct quantum states.

To prove that orthogonal state vectors are completely distinguishable, consider
first the special case when the state vectors are two different eigenstates |y;,) and
|Wim). Assuming no degeneracy for the eigenstates, in every measurement, the first
state will have energy E,, and the second state, measured by the same apparatus, will
have energy E,, # E,; hence the two state vectors are completely distinguishable.

To prove the general case of orthonormal vectors |y) and |n), one can do a
unitary transformation of the basis states and choose |y ) and |n) as two of the basis
vectors. Then the argument for eigenvectors carries over to the general case.

5.4 Operators and Quantum Numbers

A classical system has conserved quantities such as energy, momentum, and angular
momentum; in fact, one usually characterizes a classical system by its conserved
quantities, called constants of motion. There is a quantum mechanical generalization
of the classically conserved quantities.

Since operators do not commute, define the commutator of two operators by the
following:

[O,‘,Oj] =0,0,-0;0; ; i,j=1.2,....J
Operators fall into following two categories depending on whether they commute
or do not commute:
* Non-commuting operators
[0i,0i1#0 5 i,j=J+1,2,....1

*  Commuting operators

[0:,9/]=0; i,j=1,2,....J
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Trans-empirical Empirical
(V:Hilbert Space) (Laboratory)

% ;_[ (vlolv)

J blok)

Fig. 5.4 Different devices D; are required to separately measure the properties of non-commuting
operators O; for the state vector |y) (published with permission of © Belal E. Baaquie 2012. All
Rights Reserved)

An experimental device has to be custom designed to measure the properties of
an operator ;, with each operator requiring a specific device that is capable of
measuring the eigenstates and eigenvalues of operator O;. For operators O; that do
not commute, a separate device D; has to be built for each operator, and the operators
have to be studied separately, as indicated in Fig. 5.4.

The Hamiltonian H is the most important operator for a quantum system since
it evolves the state vector in time. Consider a collection of commuting operators
O;; i=1,2,...,N that also commute with H, namely,

[Oi,H] =0; i=1,2,....,N
[0,0;]=0; i,j=1,2,...,N

An important result of Hermitian operators is that all commuting operators can
be simultaneously diagonalized with eigenfunctions |l[/,,7,, ) ley---ynN> that obey

Oi|'~l/n;n17n27---7n1v> = /,Lrlz,-|l//n;n1,n27---7n1v>; i=1,2,...,N ; n;=0,%£1,%£2,...
Suppose |l//nl7,,27,,,,nN> is the initial state vector and is an eigenfunction of all the
operators O;; i = 1,2, ..., N—but not necessarily an eigenfunction of H; then, from

(5.38) and due to the commutativity of O; with H,

eiitH/h | Wnl 7"27~'~ynN>

|wf§"1;"2,m7"1v>

= Oi|'~//t;n1,n2,---7n1v> = eiitH/hOi|V/nynl,nzy---y'w>

)Lrl;ieiilH/h | Wi, 7"2w~an>

- }’l;jlllltmlx"’27~~7"N>
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Trans-empirical Empirical
(V: Hilbert Space) (Laboratory)

<‘/"01‘f//>
01302,-.“ N R

N vlol

lowlv)

174

Device

Fig. 5.5 A single device can simultaneously measure the expectation value of commuting
operators O;; i = 1,2,...,N for the state vector |y) (published with permission of © Belal E.
Baaquie 2012. All Rights Reserved)

The result above shows that the set of observables which commute with the
Hamiltonian and with each other provide eigenvalues and eigenfunctions that are
conserved in time.

In principle, all commuting operators can be observed simultaneously and again
in principle by a single device. Figure 5.5 shows a single device measuring the
properties of all the commuting operators.

The integers n;; i = 1,2,...,N are called quantum numbers and replace the
determinate and unique values of the classical observables like momentum, an-
gular momentum, and energy that classically have continuous values. The time-
independent eigenvalues l};i are constants of motion and are the generalization of
classically conserved quantities. Fixing the values of the various n;’s fully specifies
a particular eigenstate of the observables O;; i=1,2,...,N. An arbitrary state vector
for such a system can be expressed by

5.5 Periodic Degree of Freedom

The completeness equation is one of the most important properties of the eigen-
functions of a Hermitian operator. To illustrate this property it is shown how, for a
special case, the eigenfunctions yield a resolution of the identity as given in (5.6).
The result is derived for a particle moving on a circle, that is, with the degree of
freedom being S'. Another noteworthy aspect is that the coordinate operator for the
real line R can be seen to arise from the compact degree of freedom that has a finite
normalization for the coordinate eigenfunction.
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Consider the Hamiltonian operator H, which is the generalization of the classical
concept of energy. For concreteness, consider the Hamiltonian in (2.6), with the
potential for a free particle given by V (x) = 0; hence

1 92
:—%W; x=x+2nL (5.14)

Note x is defined on a periodic domain [0,2nL).
Consider the eigenfunctions of H given by

2rL
Hye() = Eye(o: [ delye(of =1

The ground state (having lowest energy) is nondegenerate and is given by

1
vo(x) = Norsi
All the other energy eigenfunctions are twofold degenerate and given by
n?
Hyin(x) = EYan(x); E = 2
Yin(x) = ! T, n=1,2,... 4o

V2L

Hence, from the general results given in (5.6), one concludes that the eigenfunctions
of H are complete and yield the following completeness equation:

+°°
I = [wo)(wo| + Zl(|w+n><w+n| + ) (W) (5.15)

The completeness equation requires all the eigenfunctions, including all the degen-
erate eigenfunctions, of the Hermitian operator. The matrix element of the identity
operator, from (4.19), is given by

(' [I}x) = & (x—x)
Hence, to prove (5.15), we need to find the matrix element of the right-hand side

and show that it is equal to & (x —x').
Consider the following expression:

+oo
& 1{1wo) (wol + Z,l(|‘l/+n><‘lf+n| + o) (weal) )
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+°° in ! in
_ ﬁ <1 + Z (elz(x —x) +elL(x’x))>

n=1

1 &
=57 et — Y 6 (x—x'+27nL)

Nn=-—oo n=—oco

=6 (x—x') since x,x’ € [0,27L]

which proves (5.15). To obtain the final expression requires Poisson’s summation
formula
|

sng g
mn}wew V=Y §(x—x'+2mnL) (5.16)

n=—oo

Taking the limit of L — o yields the result for x € [—eo, +o0]; the completeness
equation given in (5.15) for a the circle converges to the unit operator for a
continuous degree of freedom given in (4.19) since

& i (X —x) 1 +md ip
L — = —
Lo 2L~ ¢ 21 J o pe

(W)

=8(X' —x) ; x,0" € [0, o]

5.6  Position and Momentum Operators £ and p

A quantum particle has a continuous (real) degree of freedom x € F = R. The state
space consists of all functions of the single variable x, namely, ¥V = {y/(x)|x € R},
where (x|y) = y(x) [5].

One of the most important observables is the Hermitian coordinate operator £
that represents the coordinate degree of freedom on the state space of the quantum
particle. An experiment to observe the coordinate operator is discussed in Sect. 9.2.

The observable £ is defined as a multiplication of the state vector y(x) € V by x,
that is,

Ly (x) =xy(x)

The operator X has a continuous spectrum of eigenvalues and eigenstates.

Similar to a N x N matrix M that is fully specified by its matrix elements
M;;,i,j=1,...,N, an operator is also specified by its matrix elements. In the bracket
notation,

fy(x) = xy(x)
= (xlfly) = x(x|y) = xy(x)

In other words, the matrix element (x|£|y) of the operator £ is given by xy(x).
Choose the function |y) = |x’) that yields
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(x|£]x") = x(]x") = x8(x —x')

= fx') = ¥ [) (5.17)

From above it follows that the observable £ has eigenfunctions |x) with eigenvalues
x € R; hence the spectral resolution of observable £ and its completeness equation
are given by

2= / dxfx)x(x| ; / dejx) (x| =T (5.18)
The last equation above is the completeness equation given earlier in (4.19).
The coordinate position projection operators are given by

M = ) (xf; TLIL, = 8(x—y)IL; /m AT, =1 (5.19)

where last equation follows from (5.18). Since the eigenfunctions |x) are continuous,
the normalization of the eigenfunctions as well as of the coordinate position
projection operators is divergent; a limit has to be taken, such as the one discussed
in Sect. 5.5 for the case of the compact degree of freedom S', to obtain finite results
for the continuous coordinate operator.

For N particles in three dimensions, one has the following straightforward
generalization of the coordinate operator £:

P=XR104]|9[HeNHeL® & [iv®In®2N] (5.20)

The completeness equation is given by

Ty = / dxydydz; ... dxydynday
X |xX1,31,21) (x1,51,21 [ @ -+ - @ [xn, v, 2 ) (XN YN 2 |

where |x1,y1,21) = [x1)|y1)|z1), (x1,31,21] = (x1]{y1]{z1] and so on.

Momentum Operator p

Momentum is a central concept in classical physics, and important classical
quantities—such as energy and angular momentum—depend on momentum. Since
the state vector w(x) depends on only x, what is the quantum generalization of
classical momentum p = mdx/dt (quantum particle has mass m)?

In the path integral formulation of quantum mechanics, discussed in Chap. 11,
the momentum of a particle has the classical form, namely, p = mdx/d¢, but in the
path integral approach, x(¢), for each ¢, is an integration variable. The definition of
momentum implies that p(7) is an indeterminate quantity; to see this, suppose we
observe x(t) at instant 7; the definition of p(¢) is given by p = mdx/dt ~ m(x(¢ +
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€) —x(t)) /€, but x(r + €) at the next instant # + € is not observed and hence is an
integration variable and not fixed—leading to a p(t) that is indeterminate.

Another equivalent method consists of defining momentum without any refer-
ence to the next instant in time and leads to momentum being realized as an operator
p acting on state space V.

There are many ways of motivating the definition of the momentum operator, but
in the final analysis, one has to postulate the definition of the momentum operator
as there is no way of “deriving” this result from classical physics. Of course, the
definition has to be mathematically consistent, and the final test of whether the
postulate is correct is experiment; the definition adopted for momentum has been
rigorously verified by many experiments.

The momentum operator p is postulated to be the following*:

p= —ihi (5.21)
ox
Note Planck’s constant 7 enters due to dimensional consistency, but its actual
empirical value is fixed by Nature and has to be obtained by doing an appropriate
experiment.
Consider a particle moving in one dimension. The differential operator d/dx
maps y(x) € V to its derivative dy(x)/dx € V. The momentum operator is p =
—ihd/dx; in Dirac’s notation,

o 0 L dy(x)
(wlply) = —in (x| 5-|w) = —in e = (5.22)

An important feature of differential operators, such as d/dx, is that they always act
on the dual space, as is the case for (5.22).
From (5.2), a Hermitian operator satisfies the following:

A

pr=p = (wlp'lx) = xlplv)" = (wlplx) (5.23)

To prove (5.23) that p is a Hermitian operator, doing an integration by parts yields
the following:

* Hee * . Iy (x :
ol = |- [ winZ4E
oo
==/ dxw*(x)ih% = (y|p|lx) :Hermitian

“From (5.20), since the coordinate operator for the 3N degrees of freedom is a tensor product of
the single degree of freedom, it is sufficient to define the momentum operator for one dimension
and build up the momentum for the 3N degrees of freedom by an appropriate tensor product.
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The eigenfunctions of p, in the notation of (5.22), are given by

(x|p|p) = pei/?

The operator p, from the completeness equation for momentum given in (4.27), has
the following representation:

. [~ dp
p= ./40 Sk p)p(pl (5.24)

The momentum operator, acting on the state vector, shifts its position in space.
More precisely, using (5.22), for a constant a, consider the following shift operator:

T(a) = e'4?; T(a)T(b)=T(a+b) (5.25)
(T (@)|y) = "B y(x) = ylr+a) = (v+aly) (5.26)
=T(a)lx) = [x—a); x|T(a)= (x+a] (5.27)

One definition, from first principles, of the momentum operator p is of being a
translation operator as given in (5.27).

5.7 Heisenberg Commutation Equation

Observables that do not commute occur widely in quantum mechanics and, in fact,
are the reason that operator algebras that occur in quantum mechanics are nontrivial.
One of the most important case of non-commuting observables is that of the position
and momentum operators, for which

[#,p] = iAl # 0 (5.28)

Equation (5.28) defines the famous Heisenberg commutation equation, also called
the Heisenberg algebra.

To explore the concept of non-commuting operators, (5.28) is derived from first
principles. Consider the following representation of the coordinate and momentum
observables in one dimension given by (5.18) and (5.24):

= [ axonts p= [P impto

The commutator of the coordinate and momentum of a quantum particle, from above
equations, is given by’

SThere is an elementary derivation of [£, p] using the chain rule of differentiation; this derivation
examines the operator structure of the momentum and coordinate operators.
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a1 =tp-pi= [ aes Lo [[00n) - Iele] 529

Expressing the commutator entirely in the coordinate basis by transforming the
momentum basis, using (4.29) as well as (4.26), yields

e d : : . .
[A,la] _ [m dxdxlz_;)hxp [elpx/heﬂpx//hlx> <x/| _ elipx /heflpx/hlx/><x|}

h - !/ !/ a / !/ a !/
= 7/7wdxdxx[|x><x |$3(x—x)—|x><x|ﬁ5(x —x)] (5.30)

o ho[e / / d / /

== /mdxdx (v =) 28— ) ) ]

—in / dxlx) (x| = AT (5.31)
where (4.25) yields (5.30) and the last equation follows from the identity®

(x—x/)%&x—x/) =—-8(x—x)

Hence

[£,p] = iRl : Heisenberg commutation equation (5.32)

For N particles moving in three space dimensions, the degrees of freedom are
Xai, Pai With a = 1,2,...,N and i = 1,2,...,3. The Heisenberg commutation
equation is given by

[ania ﬁbj] = ih6a7};5,;jﬂ

[Rais Xp;] = 03 [Pair Prj] =0

Noteworthy 5.1: Position and momentum are incompatible

Since [, p] = if I position and momentum do not commute and there is no state
vector that is the simultaneous eigenfunction of both X and p. The quantum particle
can have an eigenfunction of either the position or the momentum operator, but not
of both. The non-commutativity of £ and p is an operator expression of the fact that
if the position of the quantum particle is known at instant ¢, its momentum is not
known.

The identity results from the equation

0

=28 =x)] =0
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This is because the quantum particle does not have a unique trajectory, and hence,
there is no unique derivative of the position and consequently no unique momentum.
Consider observing the particle’s position; at the next instant, the quantum particle
is in a trans-empirical state and “is” at all possible points simultaneously, as shown
in Fig. 11.6—and hence has no determinate value for its momentum.

5.8 Expectation Value of Operators

Important operators associated with a particle’s degree of freedom are its position,
momentum, energy, angular momentum, and so on and are represented by Hermitian
operators. Physical quantities are indeterminate; the best that we can do in quantum
mechanics is to measure the average value of the operator that represents a physical
quantity, termed as the expectation value of the operator.

A fundamental postulate of quantum mechanics that follows from (2.3) and
discussed in detail in Sect. 9.6 is the following: On repeatedly measuring the value
of the observable O for some state |y ), the expectation value (average value) of the
observable is given by

E[O] = {x|Olx) (5.33)

In other words, the expectation value of the observable is the diagonal value of the
operator O for the given state | ). The expected value of a physical quantity, from
(5.3), is always a real quantity, and this is the reason for representing all observables
by Hermitian operators.

Consider some physical quantity, such as a particle’s spin, and let it be repre-
sented by an operator O with eigenvalues A; and eigenstates y;. A typical physical
state is a superposition of the eigenstates with amplitude ¢; and is written as

) =X cilvi)y: Olwi) = Ailwi) (5.34)

The result of measuring the physical quantity O for the state y(x) always results in
the state vector y(x) “collapsing” (being projected), with probability |c;|?, to one
of eigenstates of the operator O, say ;(x)—whose eigenvalue 4; is then physically
observed. A detailed discussion is given in Sect. 9.6.

After repeated measurements on the system—each prepared in an identical
manner and hence represented by y(x)—the average value of O is given by

Ef[0] = ¥ |eil*Xi = X |eil* (wil Olwi) = (w|Olw) (5.35)
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5.9 The Schrodinger Equation

The Schrodinger equation, introduced in Sect. 2.9, is reexpressed in the language of
state space and operators that has been developed in Chap. 4 and in this chapter.

The Schrodinger equation determines the time evolution of the state function
|w(t)), with the symbol  being the time parameter. To write down the Schrodinger
equation, one first needs to specify the degrees of freedom of the system in question
that in turn specifies the nature of the state space V; one also needs to specify the
Hamiltonian H of the system that describes the range and form of energy the system
can have.

The celebrated Schrodinger equation is given by

~ ?w — Hly()) (5.36)

For a quantum particle with mass m moving in one dimension in a potential V (x),
the Schrodinger equation, stated earlier (2.5), is given as follows:

=2 v0) = (sltv)) = =3 (x5 ) e 537

where the Hamiltonian operator acts on the dual basis, as in (5.22). In the position
basis, the state vector is

(xly (1)) = w(t,x)

The Hamiltonian for the important case of a quantum particle moving in one
dimension, from (2.6), is given by

n 9

H=——-—+V

2m 9dx? V)
A variety of techniques have been developed for solving the Schrédinger equation
for a wide class of potentials as well as for multiparticle quantum systems [15].

Let |y) be the initial value of the state vector at + = 0 with (y|y) = 1.

Equation (5.36) can be integrated to yield the following formal solution:

() =e "My =U 1)) (5.38)
Similar to the momentum operator translating the state vector in space, as in (5.26),
the Hamiltonian A is an operator that translates the initial state vector in time, as in
(5.38). The evolution operator U (¢) is defined by

U(l‘) — efitH/h : UT(I) — eitH/h

and is unitary since H is Hermitian; more precisely,
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UU () =1

The unitarity of U(¢), and by implication the Hermiticity of H, is crucial for
the conservation of probability. The total probability of the quantum system is
conserved over time since unitarity of U(¢) ensures that the normalization of the
state function is time independent; more precisely,

(wn)ly(0) = (wlU" U 0)|w) = (yly) =1

The operator U(¢) is the exponential of a Hermitian operator that in many cases, as
givenin (2.6), is a differential operator. The Feynman path integral is a mathematical
tool for analyzing U (¢) and is discussed in Chap. 11.

The Schrodinger equation has the following remarkable features:

* The Schrodinger equation is a first-order differential equation in time, in contrast
to Newton’s equation of motion that is a second-order differential equation in
time. At r = 0, the Schrodinger equation requires the initial state function for
all values of the degree of freedom be specified, namely, |y (R)), whereas in
Newton’s law, only the position and velocity at the starting point of the particle
are required.

* At each instant, Schrodinger’s equation specifies the state function for all values
of the indeterminate degree of freedom. In contrast, Newton’s law of motion
specifies only the determinate position and velocity of a particle.

* Equation (5.36) is a linear equation; two solutions |y(¢)) and [x;) of the
Schrodinger equation can be added to yield yet another solution given by
aly(t)) + b|x(1)). The linearity of the Schrodinger equation is the reason that
all the state vectors |y/(¢)) are elements of a linear vector space V.

» The state vector |y(r)) is a complex-valued vector. In fact, the Schrodinger
equation is the first equation in natural science for which complex numbers
are essential and not just a convenient mathematical tool for representing real
quantities.

5.10 Heisenberg Operator Formulation

Every physical property of a degree of freedom is mathematically realized by a
Hermitian operator O. Generalizing (5.35) to time-dependent state vectors and from
(5.38), the expectation value of an operator at time ¢, namely, O(¢), is given by

Ey[O@1)] = (w(1)|Oy (1)) = (yle™ /" O 11/ |y
=u(0@)p) = p=|y) (v (5.39)

The density matrix p is time independent and encodes the initial quantum state of
the degree of freedom.
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From (5.39), the time-dependent expectation value has two possible
interpretations: the state vector is evolving in time, namely, the state vector is
|w(2)) and the operator O is constant, or equivalently, the state vector is fixed,
namely, | ), and instead, the operator is evolving in time and is given by O(z). The
time-dependent Heisenberg operators O(t) are given by

o(t) = oitH /h (g —itH /1

. d0(t)
ih— = = [0(),H] (5.40)

In the Heisenberg formulation of quantum mechanics, quantum indeterminacy is
completely described by the algebra of Hermitian operators.

All physical observables of a quantum degree of freedom are elements of
the Heisenberg operator algebra and so are the density matrices that encode the
initial quantum state of the degree of freedom. Quantum indeterminacy is reflected
in the spectral decomposition of the operators in terms of its eigenvalues and
projection operators (eigenvectors), as given in (5.8). For example, the single value
of energy for a classical entity is replaced by a whole range of eigenenergies of
the Hamiltonian operator for a quantum degree of freedom, with the eigenfunctions
encoding the inherent indeterminacy of the degree of freedom.

The time dependence of the state vector given by the Schrodinger equation is
replaced by the time dependence of the operators given in (5.40). All expectation
values are obtained by performing a trace over this operator algebra, namely, by
tr(pO(t)) as givenin (5.39).

From the point of quantum probability, as discussed in Chap. 7, Heisenberg’s
operator formulation goes far beyond just providing a mathematical framework for
the mechanics of the quantum, but instead, also lays the foundation of the quantum
theory of probability.

5.11 Summary

Observable properties of a degree of freedom are represented in quantum mechanics
by Hermitian operators, also termed as observables. The operators mathematically
map the transempirical form of the state vector of the quantum entity to its
empirical manifestation. The mapping of the operator is empirically realized by
an experimental apparatus that is custom-built to model the mathematical operator.
The empirical value of an observable quantity is obtained by the operator acting on
the underlying quantum state vector.

The structure of an operator is realized by its spectral decomposition, in terms of
all of its eigenfunctions and eigenvalues, and which also yields a representation of
the completeness relation of the underlying state space. The position and momentum
operator were discussed at length as these are the leading exemplars of Hermitian
operators as well as among the most important observables.
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The set of all mutually commuting observables—and which, in turn, all commute
with the Hamiltonian—provide an exhaustive description of all the conserved
quantities of a quantum entity and are the quantum generalization of the constants
of motion of classical mechanics.

The state space and operators for a given degree of freedom provide the appro-

priate mathematical framework for the Schrodinger and Heisenberg formulations of
quantum mechanics.






Density Matrix: Entangled States

The Hilbert space for a quantum system contains states that behave in a manner that

is similar to classical objects. There are, however, also states in Hilbert space that

are enigmatic and nonclassical in the sense of being forbidden by classical physics.

Two leading exemplars of these nonclassical states are the following:

* Superposed states are obtained by adding state vectors, an operation allowed
since elements of Hilbert space are vectors that can be added. Addition of state
vectors gives rise to the principle of quantum superposition. Superposed states
have been discussed in Sect. 3.7 and in more detail in Chap. 8.

e There is another set of trans-empirical and paradoxical results for quantum
systems having at least two or more degrees of freedom, leading to the existence
of what are called entangled states. It is this aspect of Hilbert space that is the
subject of this chapter.

Nonclassical and trans-empirical states, such as superposed and entangled state
vectors, exhibit behavior that are full of surprises and which are radically different
from what one observes and expects in classical physics.

Entangled states arise due to the tensor product of state vectors and for which, in
particular, the classical concept of separating the quantum system into its component
parts does not hold. The density matrix (operator) p is a useful mathematical tool
for studying the properties of entangled degrees of freedom.

In Chap. 7, it is shown that entangled states are an important resource for
studying quantum indeterminacy. The density matrix (operator) p plays an essential
role in understanding the paradoxes that arise in studying quantum indeterminacy,
exemplified by the famous EPR (Einstein-Podolsky-Rosen) paradox.

A formulation of a quantum state that is mathematically more appropriate for
describing the quantum entity, before and after a measurement is made, is provided
by the density matrix and is discussed in Sect. 9.6.

The main focus of this chapter is to develop the mathematical machinery required
for studying the tensor product of states and operators and the various results that
follow from it.

B.E. Baaquie, The Theoretical Foundations of Quantum Mechanics, 93
DOI 10.1007/978-1-4614-6224-8__6, © Springer Science+Business Media New York 2013
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6.1 Tensor Product

Distinct vector spaces V and W, having different underlying degrees of freedom,
yield a tensor product space denoted by V @ W; for ket vectors |y) € Vand |y) € W,
elements of )V ® W are given by the tensor product ket vector

lv)@x)=w)lx)

The tensor product space V@ W inherits the linear structure of the constituent vector
spaces V and W.

The finite-dimensional state space is discussed so that the formulas can be
explicitly written; the infinite-dimensional case has a similar mathematical structure.
Consider an N-dimensional vector [v) € Vy and an M-dimensional vector [w) € Wyy;
the tensor product state space is Vyny = Vi ® Wy and is an MN-dimensional vector
space.

Consider ket vectors given by

Vi w1

%) wo
v) = s ) =

VN wpm

The tensor product of an N-dimensional vector with an M-dimensional vector yields
an NM-dimensional vector that is an element of vector space Vyn. The tensor
product vector |v) ® |w) is defined by multiplying, from the left, each element of
|v) into all the elements of |w) and yields the following':

viwq
viwyp
Vi w1
ViIWm
V2 wo .
wiw)=wmew =1 .1 @ . = (6.1)
' ' VNWI
VN N Wypm M .
VNWM NM

"Multiplying from the right by elements of |w) is another, but distinct, way of defining the outer
product. One needs to consistently use only the rule one has chosen.
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Tensor Product of Operators

Consider two matrices A and B that act on space ) and W, respectively; the tensor
product of the matrices A ® B acts on the space V ® V. The matrix elements of the
tensor product matrix is given by

WA B)[v)|w) = (V/|A]v) (w'|B|w)

Let the matrix elements of A and B be given by

aip app .. ay b1y by .. biy

ar| dr .. d br1 by .. b
A_ | @ an w | g | b2 bo e boy

ami aye - aum bn1 by .. byn

Similar to the case of tensor product state vector, the matrix elements of the tensor
product matrix A ® B are given as follows:

ayr aip .. adipm a“B alzB . alMB

ar) ax .. a anB axnB .. ayyB
AQB= 21 d22 2M ®B= 21 22 2M

ay aypn - Apmm ClMlB CZMQB .. aMMB

Writing out all the matrix elements explicitly yields

a“b“ e alelN
A®B= oo v : MN x MN matrix

amibyy - .. aumbyy

6.2 The Outer Product

The outer product of two linear vector spaces is an essential construct in quantum
mechanics and is necessary for studying the Hilbert space of a single degree of
freedom as well as the state space for two or more degrees of freedom.

For a single state space, the outer product space of the vector space with its dual
is given by V ® Vp; the elements of the outer product space are denoted by |y)(n],
with |y) € V;(n| € Vp.

Consider a single discrete degree of freedom taking values 1,2, ..., N with a finite
set of basis state vectors |i), i = 1,2,...,N. The basis set is called complete if any
vector in V can be written as a linear combination of the basis states. In particular,
for a Hilbert space, a complete set of basis states satisfy the following identity:
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Y [i){i| =1 : Completeness Equation (6.2)

where 1 is the identity operator on V @ Vp, defined in general by

Iy)=1lw) 5 (x|I=(xl

for all |y), (x|- The completeness equation for a continuous degree of freedom is
given in (4.19).

Two distinct vector spaces V and W, having different underlying degrees of
freedom, yield an outer product space denoted by V ® W, for ket vectors |y) € V
and |y) € W, elements of V ® W are given by the outer product of the ket times the
bra vector and is written as

1) @ (vl =[x) (vl

Consider the following N-dimensional ket vector |y) and the M-dimensional bra
(dual) vector (x|

ai
a

wh=| | s Gl = (b b5 by
an

The outer product of an N-dimensional vector with an M-dimensional vector
yields an NM-dimensional matrix. The outer product is defined by multiplying all
the components of the ket (column) vector |y) from the left into each element of
the bra (row) vector (| on the right to yield the following?:

Fay

as % 1% *
) (x| = ® [b} b .. by ]
Lan

ale albz . alb;:,[

_ | @bt @by @by | i (6.3)

_aNb’f asz .. aij{,I

The NM-dimensional matrices yield linear transformations of underlying vector
space VNm-

20ne can equivalently define the outer product by multiplying the entire row vector from the right
into each element of the column vector on the left and obtain the same result.
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6.3 Partial Trace for Outer Products

Consider the outer product of two state vectors given by

=[v)(xl 5 (K|Ox) =w(x)x*(x)

In the position basis, for a continuous degree of freedom x, trace is defined in (5.4)
as follows:

qz/wmm@

(6.4)
In particular, the trace operation for the outer product of two states is, from (6.4)

the following:

O=[y)(x| = ulO /Mw

If the state vectors are elements of an N-dimensional Euclidean space, then O is
simply an N x N matrix, and the trace of O is the sum of its diagonal elements
since for matrix M;;, trace is defined by ¥; M;;; hence, it follows that

u(0] = ¥ (10} Zw

Consider a system with two degrees of freedom with state vectors |y )|y2); the
outer product is given by

O = |y1)(y1] @ |y2) (v

One can now perform a partial trace on O, say over system 2, and yields

trz(O) = [y1) (w1l [(wa|w2)] = clyn) (1| with (ya|yn) =c

One can further generalize the concept of a partial trace; consider the following
linear sum of the outer product of states:

N
O =" pilvi){wil® wi) (|

i=1

where p; are numbers. The partial trace over system 2, using the linearity of trace as
given in (5.4), is defined as follows:

N
tr2(0) = Y pilwi ) (i (w5 |wh)
i=1

=z

Z il W) (wil  with (y3lyg) =c; (6.5)
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6.4  Density Matrix p

The density matrix plays a central role in the Heisenberg operator formulation,
discussed in Sect. 5.10, with the Schrodinger state vector being replaced by the
density matrix. The density matrix is a special Hermitian operator that has many
applications and provides a quantum mechanical generalization of the concept of
conditional probabilities for a quantum mechanical degrees of freedom.?

Pure Density Matrix

The pure density matrix is a Hermitian operator that is equivalent to the state vector
and provides an operator description of the quantum entity.
For a state vector | y), the pure density matrix is defined by

pe = |x) (x| (6.6)

A pure density matrix pp is a projection operator and has the following properties:

pe=1x)(xl + 3 =pr
tr(p3) =tr(pp) =1 : Pure state (6.7)

Expressing the state vector in terms of a complete basis state given by |y;) yields
the following:

x) = 2cilx) + pe=1x){xl

= pp = > acilx) (0l = el (el + Y, acilx) (1] (6.8)
i i i A

The off-diagonal terms i # j given in (6.8) are completely quantum mechanical in
origin and are due to correlations between two different eigenstates | ;) and | ;).

The expectation value of any operator O in a state | ) can be obtained from the
pure state density matrix and is discussed in Sect. 6.11. The density matrix for a
pure state, namely, pp, is equivalent to the state vector |y) and encodes the result of
all observations that can be made on the quantum system.

3The density matrix should be termed the density operator since, in general, it is not a finite or
infinite matrix; however, the term density matrix is so widely used that its proper definition is
implicitly understood.
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Mixed Density Matrix

A mixed density matrix is defined for a collection of orthonormal projection
operators |y;) (y;] and is given by

N
M = . pil i) (wil (6.9)
i=1

0<pi<1;2p,_1 = tr(pm) = 2171—1
i=1

Note the cardinal point that for the mixed density matrix, there are no off-diagonal
terms such as the terms | ;) (x|, i # j given in (6.8).
The mixed density matrix has the following defining property:

G =2rilvi) (vl = e =3 <1 (6.10)

Only for a pure state, where only one of the p; is 1, is tr(p?) = 1. Hence, a definition
of a mixed state is

tr(pg) <1 : Mixed state (6.11)

In (6.5), it was shown that if one starts with a pure density matrix and a partial
trace is performed over one of the degrees of freedom, then one obtains a mixed
density matrix. Performing a partial trace erases information about the degree of
freedom, and hence, the density matrix of a mixed state contains less information
than a pure state.

The density matrix for a mixed state is required for mathematically representing
the result of quantum measurements, discussed in Sect. 9.6, and is a precise measure
of how much information is lost in performing an observation on a quantum system.

Another important application of the mixed density matrix is in the description
of quantum mechanical states that, in addition to quantum indeterminacy, also
have classical randomness—as is the case for the thermodynamics of a quantum
system—and is discussed in Sect. 6.11.

Density Matrix for a Two-State System

The general expression for a ket vector |y) of a two-state, parametrized by the Bloch
sphere, is given by (4.7) as follows:

= (z) oD
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The density matrix for the pure state is

1
pp:|w><w|:§

3

[+iY o;| 3 pp=n*=1 (6.12)
i=1

where the o; are the Pauli spin matrices given by

01 0—i 10
= [10:|,(72— L 0 ],63— [O_J,tr(ch)—Z&j (6.13)

The unit vector 71 is an arbitrary three-dimensional vector that lies on the Bloch
sphere, shown in Fig. 4.6, and is given by

A= (sinOcosd,cosOcos¢,sing); 0<O0<7m;0<¢<2m
A vector lying inside the Bloch sphere is given by
ai ; a€[0,1]

It can be shown that the most general two-state mixed density matrix is given by

PM:§

3
I+ iaZﬁiG,»] Ctpg =dlit =d® < 1 (6.14)
i=1

For a mixed state, the density matrix is py; with 0 < a < 1, and hence, all the
density matrices for mixed states lie inside the Bloch sphere. For a pure state trp[% =
1 and which yields a = 1. Hence, all the density matrices for pure states are on the
surface of the Bloch sphere.

The two-state density matrix has a major application in the study of quantum
information, in particular on studying the effect of measurements on qubits.

6.5 The Schmidt Decomposition

A general normalized state vector for two degrees of freedom, including both
entangled and non-entangled states, is given by

N

N
W)=Y, cijleles) 5 X leilP =1 (6.15)

i,j=1 i,j=1

(eilej) = bi-;
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where |e;) is a complete basis for both the degrees of freedom.*

The general expression for the state vector given in (6.15) can be simplified
by choosing a new basis. In particular, one can choose the Schmidt basis, which
depends on the state vector |'P), to obtain a much simpler representation that
requires only a single summation and is given by

N

W) =Y cilyl) |yl 2|c,|2 =1 (6.16)

i=1
(i lwj) =8 =i lvj)
The coefficients ¢; and state vectors |y!), |y!!) are all functions of [¥).

The expression given in (6.15) is shown to be reducible to (6.16). The pure
density matrix for the state vector given in (6.15) is the following:

N
) (¥ Y, cijcipleier| ®lej) eyl
i'=1

:IH'MZ

i,j=1{j

Consider the following operator and its eigenfunctions:

N N
pzzz [chj ‘||e et’| 5 tr(p)zl (6.17)

i=1i'=1

N
plvl) =ailyl) + Y vyl =1
i=1

From (6.17)

N
Y op=tr(p)=1 (6.18)
k=1

Using the completeness equation of |l//il ) yields the following:

N

W) = >

ij=1

N

ARA
k=1

lei)le;)

N
> 1WAk (6.19)
k=1

where

4One can take the complete basis states of the degrees of freedom that is of larger dimension N and
use it for the other degree of freedom, with some left over unused basis vectors.
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N
A = cij(wilele;) s k=1,2,...,N

ij=1

The state vectors |A;) are orthogonal; to prove this note that

N
(AklA) = 2 2 cypcijler|wi) (e le)) (wi ler)
71: 7/ 1
N

tjclj<e’|y/k><ll/l |e >

Il
[ MZ

1j=
N N

= 2 ZC'C11|91 (ei| |llfk>
il =

1j=1
(Wi lplwi) = aw (i lwil) = oudi ¢
Hence, it follows from (6.20) that
(A Ae) = o480

Defining the orthonormal basis states by

i) = —=NM\

E'_

yields, from (6.18) and (6.19), the representation

N N
=Y Valyhlv) © Y o=
i=1 k=1

(Wl = &= (y'lv]h

and is the result stated in (6.16) with ¢; = \/0;.

(6.20)

6.6 Reduced Density Matrix

The concept of reduced density matrix can be defined for a system having two or
more degrees of freedom. Consider an experiment in which the projection operators
for only one of the degrees of freedom are measured, with the projection operators
for the other degrees of freedom being completely ignored. Clearly, there is a loss
of information regarding the state of the other degrees of freedom. The reduced
density matrix provides a precise measure on how much information is lost in such

a “partial” experiment.
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Consider a quantum entity with only two different degrees of freedom, with its
state vector, using the Schmidt decomposition given in (6.16), as follows:

N
¥) = X cilv) v Zlczlz—l

i=1
W) = &= (yl'ly]")

The pure density matrix for the system is given by

N
p=¥)¥ =3 ccily) vy (6.21)
ij=1

If measurements are made on only the state vectors l[/il , then the loss of information
encoded in state vectors l//ill is mathematically realized by performing a partial trace
over the /1 degrees of freedom, as discussed in Sect. 6.3. Performing the partial trace
in (6.21) yields the reduced density matrix pgr, namely,

pr = tri(p) = tr11(|\l’> <‘l’|)
N
= X eyl vl wih]
=1
N
= pr = Y |cil*lw) (v (6.22)

i=1

Hence, (6.22) shows that the loss of information for a pure density matrix, given
in (6.21), yields a reduced density matrix that is a mixed density matrix, defined in
(6.9).

The analysis carried out for discrete degrees of freedom to obtain the reduced
density matrix given in (6.22) can also be done for continuous degrees of freedom.
Consider, for concreteness, a quantum system with two degrees of freedom, for ex-
ample, two particles with degrees of freedom x1,x, (coordinates in one dimension),
respectively, and with state vector y(x;,x;). Consider a non-factorizable state vector
and its density matrix given by

(x1,202| W) = y(x1,x2) # i (x1)ya(x2)
p = W) (vl 5 xnxlpl¥),xh) = wlx,xn)y'(x,x)  (6.23)

One can sum over one of the degrees of the freedom—in general, by performing
a partial trace of p over a degree of freedom as was done in (6.5)—say over the
coordinate x, and obtain the reduced density matrix pr that provides a complete
description for all measurement carried out on only the degree of freedom x;; in
symbols
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pr = tr2(p) = tra(|y) ()
lprl) = [ Ay )y (4 .x) (624

Comparing (6.24) and (7.12), it can be seen that the reduced density matrix provides
a quantum mechanical generalization of the concept of the marginal probability
distribution.

6.7 Separable Quantum Systems

A separable quantum system is defined to be a system in which the degrees of
freedom can be exactly factorized in the sense that the state vector for the degrees
of freedom is a tensor product, as given below:

lw) = lwi)lwi) 5 (xn,xalw) = wr(xn) wi(x2) (6.25)

and yields the pure density matrix given by

pe = (W) (w] = lyi)(wi| @ [wir) (W]

The reduced density matrix, as discussed in (6.22), is obtained by performing a
partial trace over the x, degree of freedom and for the separable quantum system is
given by’

per = wa ([w) () = lwr) (il ((wurlwir))
= |lyi)(w| 5 tr(ppr) =1 =tr(ppg)

In other words, the reduced density matrix of a separable system is also a pure
density matrix.

Consider two different systems with their own degrees of freedom with density
matrices p# and p? such that

tr(pf) =1 =t(pf)

One can think of the density matrices as projection operators for the two different
systems.

A general representation of a composite system consisting of two separable
subsystems is given by the following bipartite (mixed) density matrix:

3 A similar result holds for taking a partial trace over the x; degree of freedom.
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pAB—Zplp, @pf = tr(pap) = Zpl—l ; pi€[0,1] (6.26)
i=1

It is the condition of ny:l pi = 1 that implies that the system is separable, with
a complete description of system A and B being contained solely in p/* and p?,
respectively.

The bipartite density matrix represents a separable quantum system for which the
degrees of freedom for A and B can be considered in isolation from each other. In
other words, one can unambiguously separately measure the degrees of freedom for
A and B and still obtain the correct result for the expectation value of all observables
pertaining to only one of the systems.

The reduced density matrix for the separable system is given by

par =trg(pap) = ZPzP, ; PBR =tra(pas) = ZP:P, (6.27)
i=1

6.8 Entangled Quantum States

In classical mechanics, the point particles obeying Newton’s laws are always distinct
entities. In contrast, the distinct “identity” of a particular quantum mechanical
degree of freedom is only meaningful for special cases.

More precisely, if the state vector for the two degrees of freedoms can be
completely factorized, namely, if the joint state vector is a tensor product of the
individual state vectors of each degree of freedom, then one of the degrees of
freedom can be observed independently from the other. However, if the joint state
vectors cannot be factorized, which are called entangled states, the two degrees
of freedom become inseparable, and one cannot consider either of the degrees of
freedom independently of the other. The state given in (6.23) is an example of an
entangled state.

One needs a quantum system with two or more degrees of freedom to obtain an
entangled state.

An entangled state vector does not have any dynamics, and the property of
entanglement is purely kinematic, namely, it pertains entirely to the structure of
the state vector and not to how it evolves in time (dynamics). The quantum entity
represented by an entangled state does not exist in classical physics and shows the
rich structure of quantum mechanics.

Recall from Sect. 4.7 that the basis states of state space are only defined up to a
unitary transformation. Hence, a state vector that is apparently not separable could,
in fact, be separable if the basis states are transformed to a new basis. To provide a
precise basis-independent formulation of entangled states, one needs to express the
quantum system in the language of the density matrix. Just such a general criterion
is provided by the reduced density matrix and is derived below.
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The pure density matrix for the state vector |Wg) given in (6.16) is the following:

PE = |WE) (PE| = Zcz S (vl @ Y (wi| ; w(pg) =1

ij=1

As was the case for (6.22), performing a partial trace over the degree of freedom II
yields, from (6.5) and (6.16), the reduced density matrix for the entangled state as
follows:

PER—tf11(|‘PE ‘PE|) 2|Cz| i) (v (6.28)

tr(pEg) 2 lei* < 1 (6.29)

tr(pé‘R) < 1 is a basis-independent result, since a unitary change of basis, as
discussed in Sect. 4.7, leaves tr(pf ) invariant.

tr(péR) < 1 leads to the conclusion that the state |Wg) itself cannot be written, in
any set of basis states, as a product state |y;)|wyr). This is because a partial trace of
the product state would lead to a reduced matrix pgr that would be a pure density
matrix—and thus contradict the result that tr(pg ) < 1, obtained in (6.29).

In conclusion, for ¢; # 0

N

We) =Y cily)) ") # |x)|xu) : Entangled
-1

|Wg) is an entangled state; in general, the two or more degrees of freedom for an
entangled state need to be treated as one indecomposable and inseparable system,
with the identities of the individual degrees of freedom, taken in isolation, being
meaningless. In contrast, for a separable system, each degree of freedom can be
considered to be a distinct entity and separate from the other degree of freedom.

Entanglement for Composite Systems

The criterion of entanglement for a pure density matrix pp = |y)(y| is given
by examining its reduced density matrix pg; if tr(pé) < 1, then the state |y) is
entangled. This criterion does not hold for density matrix of systems that are the
composite of two or more different systems. In particular for bipartite states,

PAB—ZP:PZ @pf = u((pap)?) = zpl <l
i=1

Although one has tr((pag)?) < 1, this does not necessarily imply that either system
A or B is entangled. Separable systems have been proven to satisfy, using definitions
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given in (6.27), the following two inequalities:

Ia®@ppr—pPap=>0 ; par®@Ip—pap>0

The operator inequality means that all the eigenvalues of the operator are nonnega-
tive. If any one of these two conditions are violated, then psp represents a composite
system that is entangled. This is called the reduction criterion [27].

6.9 A Pair of Entangled Spins

Consider a pair of spins (two-state systems) with basis states |u1), |d;) and |u2),|d2)
defined in (4.1).

A general expression for a separable product state for the pair of spins is the
following:

¥s) = [alur) +bldr)| [eluz) + Blda)]|  Jal*+ 16 = 1= o>+ |BP

In contrast, an example of an entangled state for the two spins, using the rules of
tensor product of vectors given in (6.1), is given by

[WE) = alur)|dz) +bldr) Juz) + af* + b =1 (6.30)

() (0)-(0)-

The entangled state vector |'Wg) has been studied extensively and plays a central
role in the EPR paradox as well as in empirical tests of Bell’s theorem and is
discussed in Sect. 7.6.

The proof that (6.30) is an entangled state requires the evaluation of the reduced
density matrix. The density matrix is given by a outer product and, using the rules
given in (6.3), yields

oSO T8 O

pE = |VE)(VE|
= |a)u1) (u1| @ |da) (do| + |b*|d1 ) {d1|®) |u2) (ua| + off-diagonal  (6.31)
00 00O
0 |al*> ab* 0
0 a*b |b*> 0
00 00O

The reduced density matrix is defined by taking the partial trace over the degree of
freedom of the second spin; under the partial trace, the off-diagonal terms in (6.31)
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are all zero. The result is the following:

PER = tr2(PE)
= la*|uy)(ur| + |b|*|dy ) (dy| (6.32)

_[la?0
Lo P

Taking the trace of the reduced matrix over the degree of freedom of the first spin
yields, from (6.32), the following:

trpgr = |a]*+ |b|* =1 : Normalization

tr(pgr) = la/* +|b[* =1 —2lab]* < 1 (6.33)

Note if either a or b is zero, (6.33) shows that there is no entanglement, as indeed
is the case since the state vector given in (6.30) becomes a product state and is
separable.

Hence, we conclude from (6.33) that since the reduced density matrix tr( péR) <1,
the state vector given in (6.30) is entangled, namely,

|WE) = alu1)|da) + bld1) |up) : Entangled

Noteworthy 6.1: Quantum superposed states and entangled states

Since the state vector is an element of a linear vector space, it can be added to
other state vectors as well as “multiplied” with other state vectors to form tensor
product state vectors. Both the quantum superposed states and entangled states have
no classical analog and are states of the quantum system that are trans-empirical.
 The addition of quantum state vectors a|y) + b|x) yields a trans-empirical state

and is a result of the quantum superpostion principle.

* Tensor product of two states of the kind |y1)|x2) + |w2)|x1) is a trans-empirical
state and is an example of entangled states.

Some of the important nonclassical results are discussed in Chap. 7 on Quantum

Indeterminacy, in Chap. 8 on Quantum Superposition, and in Chap. 9 on Quantum

Measurement; in particular, it will be shown that the process of measurement

crucially hinges on the formation of entangled states.

6.10 Quantum Entropys

Entropy is a measure of the ignorance regarding a system. The concept of entropy
in statistical physics has a natural analog for quantum systems and, following von
Neumann, is defined as follows:
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S=—tr(plnp) 2 pilnp; (6.34)

p = Udiag(py,p2,...,pn)U" ; UUT =1
Consider a pure state with p; = 1 and p; = 0; i # 1; then
=|y){y| = S=-tr(plnp)=0
A pure state yields zero entropy since, as expected, there is no ignorance in knowing
the state of the system. In contrast to a pure state, if one has no information about a

system, then one expects that entropy should be a maximum.
The entropy of a mixed state, from (6.9) and (6.34), is the following:

S = —tr(pmlnpy) = Zpllnp,

pm = Vdiag(py,p2,....px)V' 5 VVI =1

To find the density matrix that yields a maximum value of entropy S, we
maximize S with respect to all the p;’s, with the constraint that ny: 1 pi = 1; using
Lagrange multiplier A yields the maximization problem:

N
L=S+A ZP:‘—1]
i=1
JdL
0= a_:—kB(lnp,-i-l)—f—A = p; = constant
pI

L
St s =
i=1

The result above shows that maximum entropy state is one for which all the
states are equally likely. The fact that all states are equally likely is precisely what
one expects for a system about which one is totally ignorant.

The density matrix is proportional to the identity operator I since Zf’: )
(wi] =T; hence, for an N-state maximally uncertain system

1
Pmax = NH = tr(Pmax) =1

Smax = —tr(plnp) = ]%ln(N)tr(]I)

=S =1In(N) : maximum entropy (6.35)
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Maximally Entangled States

For a state vector with two degrees of freedom consider, from (6.16), the following
entangled state in the Schmidt representation:

N N
We) = Y clw)lv") + Y lal>=1
i=1 i=1

wilvi) = &= (v'|y})

that yields, from (6.36), the reduced density matrix for the entangled state as
follows:

prx = trz W) (¥g|) = 2|cl| i) (v

The maximally entangled state has the maximum entropy and hence yields

1
=1 (6.36)

Maximal

& 203 I\ o ]
= [2|Ci| AXA
i=1

ER ‘
P Maximal

since the completeness of the eigenfunctions of a Hermitian operator gives a
resolution of the identity operator.® Hence one obtains

1
lcil* = =
N

and yields the maximally entangled state given by’

|WE) = \/_Ze“f’tw/, [y (6.37)

An example of a pair of maximally entangled spins is given by the following
density matrix of a nonseparable system:

1 10
PNS—Z]I®H ; r(pns) =15 I= |:Ol]

The reduced density matrix shows that the pair of spins is entangled since

1 1
PNsR = tro(pNs) = EH ; tr(pI%IS’R) =5 Maximally entangled

*Namely, ¥V, [w/)(y!| =1
7The maximally entangled state is the same whether the partial trace is performed over quantum
system I or system II.
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An Entangled State of Two Spins
An entangled state for two spin degrees of freedom, from (6.30), is given by

\WE) = alur)|da) +bldy) [uz) 5 |al*+[b]* =1 (6.38)
with the reduced density matrix, from (6.32), given by

PER = tr2(PE)
= laf*ur) (ur| + |b|dy) (di| (6.39)

_ [la?0
Lo B
= p1=la*; py=|b]
Hence, from (6.34), the entropy of this state is given by

S = —tr(pgrInpEr) = —p1Inp; — p2Inpy (6.40)
= —la*In(|a*) — [b*In(|b|*) (6.41)

For the following special case, and from (6.35),

1
a = — = b
] = 5 =1o
= § = In(2) : Maximum entropy (6.42)

Hence, a maximally entangled state of two spins is given by

1 .
V) = 7 e luy)|d2) + |dy) uz) (6.43)

6.11 Pure and Mixed Density Matrix

The density matrix, introduced in Sect. 6.4, is a Hermitian operator closely related
to the state vector; recall from (6.45) that the pure density matrix for a state vector
|x) is defined by

pe =) (x| (6.44)

From (5.33), the measurement of the expectation value of observable O can be
expressed in terms of the density matrix of a pure state pp as follows:

Ey[O] = (x|0]x) = (Ol x){x|) = tr(Opp) (6.45)
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Equation (5.35) for the expectation value of an operator O with eigenvectors
O|y;) = Ai|y;) can be rewritten in terms of the mixed density matrix py as follows:

Ey[0] = (yl0ly) = u(X |eil*Olwi) (wil) = tr (Opu)
= pm =2 pilyi)(vil 5 pi=leil’

The mixed density matrix py can be used for evaluating the expectation value of any
function of the operator O. However, if one uses py; for evaluating the expectation
value of another operator Q that does not commute with O, namely, [O, Q] # 0, then
there are unavoidable errors. The magnitude of these errors is set by the Heisenberg
Uncertainty Principle and is discussed in Sect. 9.10.

Consider a quantum mechanical system to be in thermal equilibrium with a heat
bath at temperature 7. The system now has a quantum mechanical indeterminacy
as well as classical uncertainty due to thermal randomness. The behavior of the
quantum system is described by the canonical ensemble’s probability distribution of
energy eigenstates—given by the Boltzmann distribution.

Let H be the quantum mechanical Hamiltonian with the following spectral
decomposition in terms of the energy eigenfunctions |y;) and eigenvalues E;

H:ZEMMW

A quantum system with thermal uncertainty is described by the density matrix pr
given by

m=%f”W?%Zf”mew;z=m*%T (6.46)

1 .
o= S vl 5 wlpr) =S 1 pr= e T

where kg is the Boltzmann constant. The thermal density matrix pr for the canonical
ensemble is a mixed state since

3 =Y p} <1
i

The reason that pr is a mixed state is because thermal randomness leads to
a classical uncertainty in the state of the system; this in turn entails that all
the quantum state vectors |y;) must be decoherent since there are no quantum
correlations between the different quantum states—unlike the case for a pure density
matrix pp that has off-diagonal terms as given in (6.8).

The expectation value of an operator O, for which [O,H| # 0, and that is in
equilibrium with a heat bath is given by
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Er[0] = tr(Opr) = 3 pi(wilOlwi)
= D.piti + o= (yilOlw)

The thermal density matrix pr encodes both thermal and quantum uncertainty,
reflected in probability p; that the quantum system is in eigenstate E; and the
expectation value ¢; of the operator in this eigenstate.

6.12 Summary

The tensor and outer product of states and operators were discussed to prepare the
mathematical tools for discussing various properties of the tensor product states and
the density matrix.

The density matrix provides an alternative formulation of a quantum entity and is
equivalent to the description of the quantum entity by a state vector. Moreover, the
density matrix has many advantages over the state vector in describing the properties
of tensor product states of a system having many degrees of freedom.

Entangled states are purely kinematical in that these are quantum entities with
state vectors that exist in Hilbert space that have remarkable nonclassical properties.
Nowhere in the discussion on entangled states was the role of the Hamiltonian
required.

Of course, if one would like to create an entangled state from a state vector
that is initially a product (non-entangled) state, then one needs to subject it to
interactions—and for which a Hamiltonian is required; an example of such case
is discussed in Chap. 10 on the Stern-Gerlach experiment.

For a pure density matrix, the reduced density matrix being mixed provides a
criterion for deciding whether the (two or more) degrees of freedom of a state vector
are entangled. The condition that the reduced density matrix be mixed works only
for pure states of the composite system given by state vector | ). If the whole system
is in a pure state, then indeed one could conclude from the condition tr(pé) < 1 for
the reduced density matrix that the composite system is indeed entangled.

On the other hand, the general state of a bipartite composite separable system is
given by pap =Y, pip;“ ® plB . When the composite system is mixed, the reduced
density matrices are also mixed and one cannot conclude anything about the
entanglement from the purity, or otherwise, of the subsystem’s reduced density
matrix tr(p3 ) or tr(pé z)- Entanglement for a bipartite system is more complicated
and cannot be read from the properties of the reduced density matrix; a “reduction
criterion” for deciding whether the composite system is entangled was discussed for
this case.

Quantum entropy provides a measure for the degree of information that a density
matrix holds. A maximally entangled state was shown to have maximum entropy.






Quantum Indeterminacy

Quantum mechanics superseded classical physics due to its empirical success and
leads to a conception of Nature based on quantum indeterminacy and uncertainty.
The paradigm of quantum mechanics is that Hermitian operators 5 extract in-
formation from the quantum state vector w(F) that describes the indeterminate
and trans-empirical degree of freedom F; the particular and specific values of the
degrees of freedom are, in principle, experimentally inaccessible and can never be
directly observed. Every specific experiment measures a particular possible value
of the operator 3; repeated measurements yield its average value Ey, [5]. Figure 7.1
illustrates the paradigm of quantum mechanics.

Many of the paradoxes of quantum mechanics result from the fact that the
quantum degree of freedom is indeterminate. One may wonder how is quantum
indeterminacy different from classical randomness, since there are many classical
systems that are random but don’t have the paradoxes of quantum mechanics. For
example, it is well known since the nineteenth century that statistical mechanics,
based as it is on classical mechanics and classical probability, discussed in Sect. 7.3,
works very well for large thermodynamical systems.

In essence, one needs to address the question as to whether classical physics,
together with classical probability, can explain the results of all experiments and
thus negate the need for quantum mechanics.

To compare classical randomness with quantum indeterminacy, one needs to
carefully define what is the difference of these two concepts [35]. It would seem
that such a subtle question as to which of these two is realized in Nature might be
difficult to define theoretically and to resolve experimentally. Ironically enough, the
difference between classical randomness and quantum indeterminacy was brought
into a sharp focus by a landmark paper of Einstein, Podolsky, and Rosenfeld (EPR)
[11] in which it was claimed that quantum mechanics is incomplete; an example was
presented that seemed to contradict the indeterminateness that is at the foundation
of quantum mechanics.

B.E. Baaquie, The Theoretical Foundations of Quantum Mechanics, 115
DOI 10.1007/978-1-4614-6224-8__7, © Springer Science+Business Media New York 2013
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Fig. 7.1 The paradigm of B E [B]
quantum mechanics

(published with permission of

© Belal E. Baaquie 2012. All

Rights Reserved) v

Quantum Probability

7.1 The EPR Paradox

The EPR paradox is based on the analysis of fwo back-to-back photons—in a
net spin zero state—created by the annihilation of an electron-positron pair. For
simplicity, following Bohm, consider two identical spin 1/2 particles, say, two
electrons e ,e ", in a net spin zero state, emanating from the decay of a spin zero
particle, as shown in Fig. 7.2.

The EPR state vector factorizes into a space-dependent and a spin-dependent
component; one needs to only analyze the spin-dependent component, denoted by
|w)gpr. Let the z-component of the spin pointing up be represented by |u) and
pointing down be represented by |d); the net spin zero state, indicated in Fig. 7.2, is
given by!

Wi = == ) o) =) ) 1)

and which follows from the conservation of angular momentum.

Consider the two particles being well separated, for example, one of them being
on Earth and the other being on the Moon.

The z-component of the spin of the two particles given in |y)gpr can be measured
independently by two separate devices, namely, device 1 and device 2. From the
state vector given in (7.1), it follows that if detector 1 measures spin up, namely,
|u1), then one can predict that the other spin in detector 2 is down, namely, |d,)—
without performing a measurement. This feature of the state vector |y)gpr led EPR
to conclude that the z-component of spin 2 has an objectively reality independent of
any measurement.

If, without in any way disturbing a system, we can predict with certainty (i.e., with

probability equal to unity) the value of a physical quantity, then there exists an element
of reality corresponding to that quantity [11].

1 |W)Epr is an example of a maximally entangled state vector, as discussed in (6.43).
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Fig. 7.2 Experimental arrangement for the EPR paradox. There are two detectors, labeled 1 and
2 on end of each arm. Each arm of the device has only one electron, and the figure is drawn to
indicate that the electron can point either up or down in either arm (published with permission of
© Belal E. Baaquie 2012. All Rights Reserved)

The EPR paper has two paradoxes:

e The possibility that all components of a spin can be known precisely, thus
contradicting the Heisenberg Uncertainty Principle.
e The nonlocal collapse of the state vector.

All Spin Components Can Be Measured?

The EPR paradox seemed to provide an example that contradicted the quantum view
that the quantum degree of freedom is inherently indeterminate; the state of spin 2
seemed to be in a determinate state since its value can be predicted without the need
to make a measurement.

The pair of spins is in a net zero angular momentum state, and hence, the
quantum state is spherically symmetric. Consider the two spins having a large space-
like separation when they are observed. Suppose the z-component of the spin 1
is observed; then the z-component of spin 2 is fixed due to angular momentum
conservation.

According to the EPR reasoning, the first observer could have chosen to measure
the x- or y-component of spin 1 instead of the z-component, which would have
meant that the x- or y-component of spin 2 was fixed. Since space-like separated
events should not influence each other, the freedom of experimenter 1 to choose
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to measure either z or x or y spin components implies that all the components of
spin 2 should have been fixed beforehand, leading to a violation of the Heisenberg
Uncertainty Principle.

From this analysis, EPR concluded (incorrectly) that quantum theory is incom-
plete as it does not allow for any state vector to have fixed values for all the
components of spin; they then concluded that quantum theory needs to be completed
by a more comprehensive theory that, in particular, would allow fixing all the
components of spin.

Bohr’s Response

In response to the EPR paradox, Bohr, in his typically opaque and elliptic manner,
pointed out that the EPR view of the state of spin 2 being determinate is an illusion
and reflects what one chooses to measure. If, instead of measuring the z-component
of spin 2, detector 2 measures the x- or y-component of spin 2, as shown in Fig. 7.2,
then quantum indeterminateness will be seen to exist for these components of the
spin degree of freedom. Furthermore, Bohr pointed out that the second observer
cannot set up any experiment that can actually measure all the components of spin
2 [15].

Classical Versus Quantum Correlations: Special Relativity

The EPR highlighted the correlations of the state vector across space-like distances
that apparently seemed to lead to a contradiction between the nonlocal and
instantaneous collapse of the state vector and special relativity.

If one measures the z-component of spin 1 as being up, then one can conclude
that the z-component of spin 2 is down even without performing a measurement.
This correlation in of itself is not surprising since even in classical physics, if
two projectiles fly away from an explosion that conserves momentum, then the
momentum of one projectile is exactly opposite that of the other. What special
relativity demands is that, once the projectiles have a space-like separation, any
change made on the momentum of one projectile cannot affect the momentum of
the other projectile.

In the case of quantum mechanics, the paradox lies in the fact that until a
measurement is made, the z-components of both the spins are indeterminate, as
shown in Fig. 7.3. It is only affer a measurement is made on the z-component of spin
1 that the corresponding value of spin 2 is fixed by the nonlocal and instantaneous
collapse of the state vector. The nonlocal EPR correlations are also called quantum
correlations.

The question arises, how is the “information” that a measurement has been per-
formed on spin 1 communicated instantaneously to spin 2? The conventional answer
is that the one has no control on the outcome of the measurement performed on spin
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Fig. 7.3 EPR correlation (published with permission of © Belal E. Baaquie 2012. All Rights
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Fig. 7.4 Four operator for o, ®1
Bell’s theorem. Each operator
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neighbor (published with
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1 and consequently one does not known in advance what will be the corresponding
value for spin 2. Hence, no information is transferred in the instantaneous collapse
of the state vector.

It is only after the result of the two spin measurements are physically sent to a
common point, and which can be done only at a speed less or equal to the speed of
light, that can one see the exact correlation of the result of measurements made on
the two spins.

7.2  The Bell-CHSH Operator

In a seminal paper published in 1964, John Bell proposed—in response to the EPR
paradox—a precise experiment to experimentally differentiate quantum indetermi-
nacy from classical randomness; based on his insight, an experiment was designed
to decide whether Nature is best described by classical or quantum indeterminacy.
Experiments showed that quantum indeterminacy is the appropriate description of
Nature.

The result of Bell, however, goes far beyond the EPR paradox and leads to a
criterion for demarcating quantum indeterminacy from classical probability. Due to
the generality of the Bell’s result, it is now referred to as the Bell theorem.

Since the electrons are well separated so that no light signal can connect them,
the operators for the two electrons commute. The state vector for the two electrons
is taken to be an entangled state, and hence, their spins are quantum correlated.
Suppose the x- and y-components of the spin of each of the electron are measured,
as shown in Fig. 7.2; the operators for measuring the spins, shown in Fig. 7.4, are
given by the following:
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Electron1: o, ®I; o,®1
Electron2: I®oy; I®oy
The Pauli o-matrices are given in (6.13), with the notation?
o, = O, Oy = 02, 0, =03 (7.2)
The spin operators o; ® I for the first electron commute with the spin operators [® o;
of the second electron; the four operators are shown in Fig. 7.4.

Define the operators (2x2 matrices) a,b,d’,b’ by the following:

a=0y; b=oy d=o0; b =g (7.3)
=d=1=p; (d)?=1=(") (7.4)
Define the (Hermitian) Bell-CHSH operator [9] :
B=a®(d+b)+bx (b —d) (7.5)
From (7.3),
B = 0,® (0x+ 0y) + 0, ® (0y — Ox) (7.6)
An experimental device measures the expectation value of the (Hermitian)

operator B. Let the quantum state of the electrons be described by the pure density
matrix p given by

p=ly)yl: u(p)=1

Ry is equal to the absolute value of the quantum expectation value of B and is given
by the following:

Ry = |Eq[B]| = [u{pB}| (1.7)
Note that since
tw{p (B—Rql)*} >0
we obtain the important identity

Ry =t (pB) < r(pB?) (7.8)

2Note (o), O'j] =2i 2?2:1 €,k 0k and €; j is the completely antisymmetric tensor.
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The definition of B from (7.10) yields, using [0y, 0y] = 2i0;, the following
diagonal representation:

B* = 41+ [a,b] ® [d V] (7.9)
= 41— 40,® 0, = 4 —4-diag(1,—1,—1,1)
= B? = diag(0,8,8,0) (7.10)

Note the crucial commutator term [a,b] @ [@',b] in (7.9) that results from the
operator structure of quantum mechanics. It is this term that leads to a violation
of the Bell inequality (to be derived later in Sect. 7.4), an inequality that holds for
all classical probabilistic systems.

For any quantum state, the largest expectation value of B?—in fact of any
Hermitian operator—is bounded by it’s largest eigenvalue as in (5.9); hence, (7.10)
implies, together with (7.8), that

Rfl = tr’(pB) <tr(pB?) <8
= Rq <2V2=2.82842712...: Quantum inequality (7.11)

7.3  Classical Probability: Objective Reality

A precise definition needs to be given of classical probability theory so that we can
address the question of whether the readings of an experimental device measuring a
given physical system can be explained using the framework of classical probability.

In statistical mechanics, a large collection of gas molecules are described by
assuming the position and velocity of each molecule is a classical random variable.
Each molecule objectively exists in some state, and the uncertainty in the knowledge
of the state of the molecule is attributed to our ignorance of the microscopic state of
a very large collection of molecules.

Classical probability is based on the concept of a random variable, which takes
a range of values, and that exists objectively regardless of whether it is measured
(sampled) or not. A unique probability, called the joint probability distribution, is
assigned to a collection of random variables and predicts how frequently will a
collection of specific values appear when the random variables are sampled.

Following Kolomogorov, classical probability theory is defined by the following
postulates:

e A collection of all possible allowed random sample values labeled by @, which
forms a sample space

* A joint probability distribution function P(®) that determines the probability for
the simultaneous occurrence for these random events and provides an exhaustive
and complete description of the random system

The events can be enumerated by random variables, say, X = (X,Y,Z, ...), that
map the random events @ of the sample space Q to real numbers (Fig. 7.5), namely,
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events: the number of black
and white balls inside a
closed box exist objectively,
independent of being
observed or not. Furthermore,
there exists a probability

pB, pw that is intrinsic to
each possible outcome and is

Fig. 7.5 Classical random \w

assigned to each black and
white ball (published with
permission of © Belal E. Ps
Baaquie 2012. All Rights ¥ B N
Reserved) ,/'
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P(X,Y,Z): joint probability distribution

Every element of the sample space Q is assigned a likelihood of occurrence that
is given by the joint probability distribution function P(®); for the mapping of @
by random variables X,Y,Z to the real numbers, the joint probability distribution
functionis P(X,Y,Z).

The assignment of a likelihood of occurrence P(®) to each element of the sample
space, namely, to each ® € Q, is the defining property of classical probability theory;
this assignment implicitly assumes that each element @ of Q exists objectively—
regardless of being observed or not—and an experiment finds it in its preexisting
state with probability specified by the probability distribution. It is precisely on this
point that quantum probability will be seen to differ from classical probability.

Joint, Marginal, and Conditional Probabilities

The joint probability distribution function obeys all the laws of classical probability.
Consider random variables X, Y, Z. Their joint probability distribution is given by

12PXY.2) 20 [ dxdydzP(rya) =1
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In other words, P(X = x,Y = y,Z = z) yields the probability for the simultaneous
occurrence of the sample values x,y, and z of the random variables X, Y, Z. Consider
a function H that depends on the random variables X,Y,Z; its (average) classical
expectation value is given by

E.[H] = /dxdydzH(x,y, 2)P(x,y,7)

If the random variables are independent, the joint probability distribution func-
tion factorizes and yields

P(x,y,z) =h (x)PZ(y)P3(Z)

For many random variables, one can form various marginal and conditional
probability distributions. The probability that random variables are observed having
random values X,Y, regardless of the value of Z, is given by the marginal
distribution for two random variables, namely,

P(X,Y)= /w dzP(X,Y,2); /w dxdyP(x,y) =1 (7.12)

The conditional probability for events A,B is defined as follows. Let P(A,B) be
the joint probability distribution that events A and B both occur. The conditional
probability P(A|B) that A occurs, given that B has definitely occurred, is given by
conditional probability

P(A|B) = = P(A|B)P(B) = P(B|A)P(A)

For the case of a classical random particle such as a gas molecule in a room,
the probability of finding the classical particle at point x,y, given that it has been
definitely observed at z, is given by the conditional probability

P(X7Y7Z) P(X’Y7Z)

PX,Y|Z) = = ; dxdyP Z)=1
X2 = =T = i py . P2)

7.4  TheBell Inequality
Consider the Bell-CHSH operator that is being measured, namely,
B=a®(d+b)+bx (b —d)

From (7.4), a> = b*> = (a')? = (b')> = 1; on being experimentally observed, the
quantities a,b,a’,b’ take two possible values, namely, +1. Since the values of
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a,b,a',b" are indeterminate and random, one can consider explaining the result of
the experiment in terms of classical random variables f,g, f',g' that take random
values of +1, namely,3

a—f, b—=g d—f; b=y
=g =)r=@Er=1

The random variables are discrete, taking only two values and hence yield a sample
space Q = 2*: a four dimensional lattice of 16 discrete points.

The probability of the random variables f, g, f/, ¢’ simultaneously taking differ-
ent values is given by the joint probability distribution P(f, g, f’,g).

In terms of the classical random variables, the Bell-CHSH operator that is being
observed is modeled by a classical random function H. The binary valued operators
a,b,d’, b’ are replaced by binary valued classical random variables f, g, f’,g’; the
tensor product ® is replaced by ordinary multiplication since classical random
variables do not have any linear structure that a quantum operator is endowed with
by the underlying Hilbert space.

Hence, the representation of the Bell-CHSH operator based on classical random
variables is as follows:

B—H=f(f'+¢)+s(&—r) (7.13)

The expectation value of H is given by

EC[H]: Z H(f7g7f/7g/)P(f7g7f/7gl)

fif 8.8 ==+1

Since all the random variables f,g, f',g' commute, similar to (7.9), one has the
following:

H>=4 (7.14)

Note that H> = 4 differs from Q7 given in (7.10) because H is a scalar, not having
any operator structure. Similar to (7.8), using (7.14) yields the Bell inequality

R = |E[H]]* < E(H?) =4
= R. = |E.[H]| <2: Bell inequality (7.15)

3The random variables f, g, f’, g’ take only two discrete values; the value of #1 is not fundamental
but convenient; the proof goes through for the more general case of the random variables f, g, f, &'
being uniformly distributed on [0,1].
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In summary, there are two inequalities: one for the expectation value of B,
based as it is on quantum mechanics, with Ry < 22 given in (7.11), and another
inequality based on classical probability given by R, < 2 as in (7.15), namely, the
Bell inequality.

An experiment, performed by Aspect in 1982, showed that the value of E[B] is
just less than 2+/2, violating the limit set by the Bell inequality and demonstrating
that quantum mechanics gives the correct description of Nature [2].

The validity of the inequality based on quantum mechanics implies that although
the joint probability distribution P(f,g,f’,g') does exist, it, nevertheless, cannot
correctly produce the experimental violation of the Bell inequality.

Furthermore, the result of Bell in fact shows that no classical probability theory,
based as it is on a joint probability distribution, can produce the violation of Bell’s
inequality.

Noteworthy 7.1: Hidden variables

The EPR paper was written in the context of a debate whether quantum
mechanics was a complete theory or had some elements missing that led to the
apparent indeterminacy that is its hallmark. What EPR proposed is that there are
variables not being accounted for in the current formulation of quantum mechanics,
and for this reason called hidden variables.

It is postulated that there are hidden variables, and are classical dynamical vari-
ables, and are required for describing a quantum system. Since the hidden variables
are not observed, it is postulated that the observed magnitude of a system’s physical
property is the average value over all possible values of the hidden variables, with
the different specific values of the hidden variables being random and governed by
a classical probability distribution. Every specific value of the hidden variable exists
objectively, independent of any observation. It can be shown that hidden variables
can explain the quantum behavior of spin 1/2 (degree of freedom with two values),
but not for degrees of freedom with three or more distinct values [15].

It was Einstein’s view that, on including hidden classical variables, quantum
mechanics could be shown to be equivalent to a classical random system, with
quantum indeterminacy being similar to the randomness that appears in statistical
mechanics. Bell’s analysis shows that this view of Einstein is, in fact, not valid.

7.5 The Bell Inequality Non-violation

The quantum inequality, given in (7.11), states that the expectation value of the
Bell-CHSH quantum operator obeys the inequality

Ry = |tr(pB)| <2v2: Quantum inequality

whereas for classical random variables, from (7.15), the expectation value has a
smaller lower bound, namely,
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R.=|E.[H]| <2: Bell inequality

It is shown in this section that non-entangled states and separable systems do not
violate the classical bound; hence, as far as the Bell criterion is concerned, they are
indistinguishable from a system described by classical random variables.

Non-entangled States
Recall, from (7.10), the Bell-CHSH operator is defined
B=a®(d+b)+bx (b —d)

If the quantum system is not entangled, as discussed in Sect. 6.7, its state vector
factorizes and is given by

lv) = |y1) @ |y)

and density matrix also factorizes and can be represented as follows:

p=lvivl=p1®@px  pi=lvi){vil;  p2= ) (]

Hence, the expectation value of the Bell-CHSH operator is given by

tw(pB) = tf((Pl ®P2)3)
= tr(pra) - tr(pa(d’ +0")) + te(p1b) - r(pa (b — ') (7.16)
Recall from (7.4) that
a=1=b; (d)P=1=()
= —1 <tr(pra), tr(p1b), tr(pad’), tr(pad’) < +1 (7.17)

Hence, from (7.16) and (7.17),

Ry = ’tr((pl ®pz)8)
< [tr(p1a) - tr(pa(a +B))| + [tr(p1b) - t(pa (b — )]
< tr(pa(d +0))| + [tr(p2 (b’ —d))|
< s+ +|s— 5] (7.18)
where

s =tr(pab'); s =tr(pad); s,8" € [—1,+1]
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The right-hand side |s+s'| + |s — 5’| is bounded by 2; for example, if s = 5" = 1, the
first term is 2 and second term is zero, and when s = —s’ = 1 the first term is zero
and the second term is 2.

Hence, as given in (7.15),

Ry <2: non-entangled states obey the Bell inequality (7.19)

One can conclude that a non-entangled quantum system can be described by
classical probability and in fact, using the Bell inequality as a criterion, cannot be
distinguished from a classical random system.

Separable Systems

The proof that a separable system does not violate Bell’s inequality is similar to the
one given above for non-entangled states.

Consider a general separable state shared by two parties A and B, with states pIA
and plB are held by parties A and B, respectively. From (6.26), this state is given by
the following bipartite (mixed) density matrix:

N
pas = X, pipi @ pt; 217: =1; pi €10,1]
i=1
Recall, from (7.10), the Bell-CHSH operator is defined
B=a®(d+b)+bx (b —d)
The average value of the Bell-CHSH operator B for a separable bipartite system is
given by

tr(Bpag) = ZPztr( (pit @p?))

The trace in the equation factorizes due to the tensor product of operators in B

and, using |tr(cypf)| < 1 and |tr(oypf)| < 1, yields the following for a separable
blpartlte system:

t(Bpan)|

=y

Mz

tr(B(p{‘®pf’))\

I
—

IN
M=

i{lw(oup?) [t (01P) + (63| + (03P (1) — ()|}

IN
M=

1pi{\tr(6xpi3) +u(0ypf) |+ I|ir(oupf) — (ool |}
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Since 62 =1 = Gyz, we have
B . B .
si=u(ploy);  si=u(pfoy);  sisie[—1,+1]

Hence,

_|_

j

Equation above is the generalization of the result obtained in (7.18) for a single
quantum system.

Similar to the reason for obtaining result given in (7.19), the equation above
yields

N
RCSISZpi{si»—l—si sh—s;
i=1

S . . .
Ry <2: separable states obey the Bell inequality

The proof that a separable bipartite system and a non-entangled do not violate
Bell’s inequality does not mean that these are equivalent to classical states. The
only statement we can make for these systems is that the Bell inequality cannot
differentiate them from a classical system. As we shall discuss later, in Sect.7.7,
the criterion of “contextuality” is more general and can be used to show that the
behavior of no quantum state, except for the spin 1/2 case, can be explained by
classical probability theory.

7.6  Bell Inequality Violation: Entangled States

The question naturally arises as to what are the quantum states that violate the
classical bound encoded in the Bell inequality; namely, what are the quantum states
for which

2 <Rq=|tr(pB)] <2V2: Quantum regime

Entangled states yield a violation of the Bell inequality and hence cannot be
explained by classical probability theory. Instead of giving a general proof of
the Bell inequality for entangled states, the expectation value of the Bell-CHSH
operator is explicitly calculated for a specific form of an entangled state, namely, a
pair of spins discussed in Sect. 6.9.

In particular, the value of the quantity Ry is derived in terms of the parameters of
the entangled state. The extreme limit of Ry = 21/2 will be shown to be the value of
R, for a maximally entangled state.

From (6.30), a class of entangled states for a system of two spin 1/2 degrees of
freedom, in tensor product notation, is given by
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W) = alum) @|do) +Bldi) ®[uz): e +[BP=1  p=|y){yl (7.20)
The Bell-CHSH operator, from (7.6), has the following explicit representation:
B = 0,® (0y+ 0x) + 0, ® (0y — O) (7.21)
and the expectation value of the Bell-CHSH operator is given by
tr(pB) = (v [Gx ® (Oy+ 0x) + 0, ® (0y — Gx)} lw) (7.22)

The representation for the ¢ matrices is given in (7.2), and let the basis states be
given, from (4.1), as follows:

1 0
|u>:[o]; |d):[l]; (ul=[10]; (@=[01]
The representation chosen yields the following nonzero terms:

r(pB) = o (d| @ (2] [0 (0 + 6:) + 0, @ (0, — 6| Jur) © |d)
+complex conjugate

op” (o) { (sl oy ) + (nl o) }

+<d|10y|ul>{<uz|0yld2> - <M2|Gx|d2>H +ecc.

=of*[1-(i+1)—i-(i—1)]+cec.
= tr(pB) =2(af" + o B) +2i(af” — " B)

Choose the following parametrization®:
o =e'sin(0); B =cos(6); 0 €[0,n]; ¢ €[0,2m]
that yields the state vector
lw) = € sin(6)[u1) ® |da) +cos(8)|di) @ ua) (7.23)

Hence, we obtain the following violation of the Bell inequality:

4Since state vectors are only defined up to a phase, this is the most general parametrization.
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Fig. 7.6 (a) The values of R, for different entangled states. (b) The quantum entropy S of the
reduced density matrix for the entangled states (published with permission of © Belal E. Baaquie
2012. All Rights Reserved)

tr(pB) = 4sin(6)cos(0)[sin(¢) +cos(9)] = 2v/2sin(20)sin(¢ + g)
:szmmgﬂzmﬁsm@mmm¢+g)engﬂ

Figure 7.6a shows the value of Ry for different entangled states labeled by 6, ¢;
there is an entire range of 6 and ¢ for which Ry is greater than the classical limit of
2. The maximum value of Ry is given by the following parameters:

0=9="

1 = Rq=2V2

The maximum value of Rq = 242 corresponds, from (7.23), to the state vector

V)= 5[ @ )+ 1) @) (.24

which is a maximally entangled state, as discussed in (6.43). It is noteworthy that the
maximum value of Ry = 2\/§—furthest from the classical limit Ry = 2—is given
for a state that is also the most nonclassical, namely, a maximally entangled state.

The degree of entanglement, from (6.34), is given by quantum entropy of the
reduced density matrix

S= —tl‘(pR In pR)

For the state given in (7.20), the entropy S, as shown in Fig. 7.6b, is given by (6.40)
and yields the following:

8(8) = —2|af*In(|er]) — 2|B|* In(|B])
= —25in”* @1In(|sinB]) — 2cos® H1n(|cos B]) (7.25)
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As given in (6.42), the maximally entangled state has the maximum quantum
entropy given by

Swiax :S(%) —n(2)

It can be seen from Fig. 7.6a that only for values for 6, ¢ for which Ry > 2—near
the maximally entangled state—is the Bell inequality violated. This does not mean
that entangled states with Rq < 2 do not violate the Bell inequality.

In fact, all entangled states violate the Bell inequality. If the Bell-CHSH operator
does not show a violation for an entangled state, then one needs to find another
operator that is appropriate for the entangled state in question—and an analysis
similar to the one given for the states given in (7.20) will show the expected
violation. Furthermore, the maximal violation of the Bell inequality does not
necessarily need maximally entangled states, with Rq = 21/2 being the value for
some non-maximally entangled states as well.

7.7  The Bell-Kochen-Specker Inequality

A system is said to be contextual if the outcome of a measurement of one of the
observables depends upon what other measurements are performed alongside with
it. The outcomes for classical probability theory are predefined and non-contextual;
all observations in deterministic classical physics are similarly non-contextual;
classical properties are inherent to the entity and do not depend on the observations
of other properties.

In contrast, the properties of a quantum entity are not intrinsic; the observed
value of an operator for a given state vector depends on what other operators are
being measured as well, namely, on the context of the measurement. Contextuality
is a reflection of quantum indeterminateness since a quantum entity does not exist
objectively in a determinate state but instead has many possible outcomes depending
on how it is observed.

The Kochen—Specker (KS) theorem states that the empirical predictions of
quantum mechanics cannot be produced by any non-contextual theory [21].

A maximal set of commuting observables define a context. Consider the case of
three Hermitian operators A, B, and C such that [A, B] = 0 = [A,C] but [B,C] # 0. The
KS theorem states that the value of E[A] depends on whether it is measured together
with experiments performed to measure B or C or neither. In other words, the
value of E[A] depends on the context of its measurement, defined as performing—
simultaneous with the experiment on A—other experiments that measure other
operators that commute with A but not necessarily with each other.

The generalized Bell inequality, due to Kochen and Specker, namely, the Bell-
Kochen-Specker (BKS) inequality, analyzes under what condition a single degree
of freedom exhibits the inequivalence between explanations based on classical and
quantum probabilities. There is no need to consider entangled states, which requires
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Fig. 7.7 Five-operator P, P,
generalization of Bell’s
theorem. Each operator
commutes with its nearest
neighbor (published with
permission of © Belal E.
Baaquie 2012. All Rights
Reserved)

Py

at least two or more degrees of freedom, and neither is it necessary to have spins
with space-like separation (so that the operators operating on the different spins
commute). All that is needed for the BKS theorem is the existence of a certain
collection of Hermitian operators.

In this section, the BKS inequality is applied to degrees of freedom with three
and four distinct values, namely, a single spin 1 two spin 1/2 systems, respectively.}

Spin 1

The BKS inequality can be derived for a spin 1 system that is located at a single
point; so the issue of space-like separation of the degrees of freedom is excluded.
Furthermore, since there is only one degree of freedom, the quantum state cannot
be an entangled state [20].

Consider the case of Pp,Ps,Ps;,Ps,Ps, namely, five commuting and non-
commuting operators that are arranged in Fig.7.7. Let the operators be numbered
periodically with Ps = Pj; then the commutation equations are given by the
following:

[Pn,Pn+1]:0; [P”,Pn+2]7éo; l’l:1,2,5

and is a generalization of the diagram given for the four operator Bell inequality in
Fig.7.4.

It can be shown that the BKS inequality for this case is given by classical
probability theory and yields

Y E.[P] <2: BKS inequality (7.26)

5 A single spin 1/2 (with degree of freedom having only two distinct values) can be fully explained
by classical hidden variables and hence has no contextuality [15].
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The “contextual” inequality, obtained by evaluating the expectation value of P; in
a quantum state, is given by

S EP]<V5 (7.27)

and violates the BKS inequality given in (7.26).

State-Independent Violation of BKS Inequality

The pentagram inequality is state dependent since only a restricted set of states obey
(7.27) and violate the inequality given in (7.26). On the other hand, there are state-
independent inequalities that hold for all spin 1 quantum states; in fact, it can be
shown that for a spin 1 degree of freedom, one requires at least 13 operators to
show the violation of the BKS inequality for all spin 1 states [37].

Consider 13 operators Q,, which are 3x3 matrices such that Qﬁ = 1. Similar
to Fig. 7.7, the 13 operators are placed on a planar orthogonality graph, but with a
more complicated layout, with some operators having up to four neighbors. If one
represents these operators by classical discrete random variables g, taking only two
values of 41 with g2 = 1, then an analysis similar to the Bell-CHSH analysis can
be carried out for this case.

The classical expectation value for the 13 random variables ¢, taken over all
classical probability distribution functions, yields the following:

1
2 Eclgn] — ~ 2 TConEelgmgn] <8: BKS inequality (7.28)

mnl

Iy is the adjacency matrix, with I, = 1 if the random variables ¢,, and g, are
neighbors on the orthogonality graph, and zero otherwise.

A quantum expectation value taken for all possible spin 1 state vectors yields the
following result:

Z Eq[0] - Z T Eq[OnQn] < 85 (7.29)

mnl

Comparing (7.28) and (7.29) shows that the quantum case violates the BKS
inequality and cannot be explained by any non-contextual theory.

Recall spin 1/2 has no contextual property and, as mentioned earlier, can be
explained by hidden variables. Spin 1 is of fundamental importance since it is
irreducible to spin 1/2 and is a minimal three-valued degree of freedom; the fact
that spin 1 exhibits contextuality leads to the expectation that all quantum degrees
of freedom, except for the spin 1/2, are contextual and hence cannot be explained
by classical probability theory.
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Two Spin 1/2

It can be shown that one needs at least four operators for a two spin 1/2 system, such
as the Bell-CHSH operator with commutation relations given in Fig. 7.7, to show
that a classical probability distribution function cannot yield the correct quantum
result for a two spin 1/2 system.

It is shown below that any collection of three operators is inadequate for showing
the violation of the Bell inequality.

Consider the case of three Hermitian operators A, B, and C such that [A,B] =0 =
[A,C] but [B,C] # 0 and constructed from the two spin 1/2 degrees of freedom. Since
A can be simultaneously measured with other operators that commute with it, the
joint probability distribution functions p; (A, B) and p,(A,C) can be measured, and
which are theoretically also obtainable from quantum mechanics.

Although not within the framework of quantum mechanics, a classical joint
probability distribution function does in fact exist for A, B, C considered as classical
random variables and is given as follows:

_ pl(A,B)pz(A,C)

PABO =)

(7.30)

where
B c

This construction reproduces the experimentally measurable marginal probabil-
ity distribution function. One recovers, for instance, the experimentally observed
p1(A,B) by summing over the outcomes for C in p(A,B,C) and which results in
a cancellation of p(A) on the right-hand side of (7.30), leading to the required
probability p; (A, B).

A similar analysis can be done for the case of three Hermitian operators A, B, and
C such that [A, B] = 0 but [B,C] # 0 and [A, C] # 0; it can be shown for this case that
a classical p(A,B,C) exists for this case as well. For the case of all three operators
A,B, and C either all commuting with each other or none of them commuting,
a classical probability distribution function exists for both cases as discussed in
general in Sect. 7.8 .

Hence, since the expectation of three operators can be fully described by a
classical probability distribution function, no operator constructed out of their
combination can show a violation of the Bell inequality.

Recall in Sect. 7.6 a violation of the Bell inequality was shown for a specific
entangled state using the Bell-CHSH operator. In general, it is not known what is
the minimum collection of operators that can show a Bell violation for all entangled
quantum states.

For a degree of freedom with four values, which includes the two spin 1/2 case,
it is possible to show, using contextuality, that every state vector is essentially
quantum and inequivalent to any classical system; the proof needs a set of 18
operators [22,32].
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Discussion

The tests to decide whether a system can be described by quantum or classical
probability are more and more stringent.

The most basic and fundamental is contextuality; this criterion works for all
quantum entities, and the operators constructed to show contextuality act on all
the degrees of freedom. The second test is entanglement that requires two or more
degrees of freedom. The third test is a violation of the Bell inequality and is the
most special case since it requires that the quantum entity be in the form of a tensor
product structure of two subsystems A and B—and with the Bell-CHSH type of
operators having a similar tensor product structure.

For many applications in quantum information such as cryptography and telepor-
tation, the Bell inequality criterion and entanglement are more useful because they
have more structure.

The violation of the BKS inequality is essentially due to the indeterminacy of
the degree of freedom that is at the foundation of a quantum entity. State vectors
representing a quantum entity and physically observable quantities (of the quantum
entity) being determined by the expectation values of Hermitian operators acting on
the degree of freedom’s Hilbert space of states is the schema of quantum mechanics.
Classical probability is unable to explain or describe the physics of the quantum.

In conclusion, in the BKS scheme there always exists an appropriate collection of
operators that can decide at the most basic level whether a system can be described
by quantum or classical probability theory.®

7.8 Commuting and Non-commuting Operators

To prove the inequivalence of classical and quantum probability, one needs to have
a collection of both commuting and non-commuting operators, as seen in Figs. 7.4
and 7.7. It is shown in this section that experiments that measure a collection of only
commuting or only non-commuting operators are indistinguishable from a classical
random system. Let the quantum system consists of N degrees of freedom x; ; i =
1,2, ..., N with state vector given by y(x1,x2, ..., x5) = (X1,X2, ..., XN |W).

For the case of all commuting operators O;; [0;,0;] =0; i,j=1,2,...,N, all
the operators can be measured simultaneously. For concreteness, let the operators
be the coordinate operators represented by

O =) x| =101®. .. |x)(x]...®T

ith position

[O,‘,Oj]zo; i,jZl,Z,...,N

6T thank Ravishankar Ramanathan for many useful discussions on the Bell inequality, entangle-
ment, and contextuality.
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and define the operator
O0=0.0,...0y = |X1><X1| ® |xz)<x2| R |XN><XN|

The joint probability distribution is given by

P(x1,x2,...,x5) = tr(pO) = |y(x1,x2, ..., xn) % p = |y)(y]

Hence, if a quantum system is observed with only commuting operators, then it can
be described by classical probability since there exists a joint probability distribution
P(x1,x2, ..., xy) that yields all the expectation values and is provided by quantum
mechanics itself. And conversely, the entire field of classical probability is seen to
be equivalent to that subset of quantum probability that explains the behavior of
commuting operators.

For the case of all non-commuting operators, consider, for example, observing
non-commuting operators x and p; each has to be measured separately leading a
probability distribution given by P;(x) and P>(p), respectively. A joint probability
distribution, given by P;(x)P»(p), provides the marginal distributions that yield the
result for the measurement of either x or p. Similarly, consider a collection of non-
commuting operators 7;; [J;, J;]| #0; i,j=1,2,..., N such that no two operators
can be observed simultaneously; a joint probability distribution that yields all the
observed marginal distributions is given by

P(x1,x2, ..., x5) = HPi(xi) = H|‘I’i(xi)|2

The joint probability distribution [T, P;(x;) is a theoretical construct that is outside
the framework of quantum mechanics and is based on classical probability.

From the above discussion, it can be seen that it is only an appropriate collection
of commuting and non-commuting operators that can show a possibility of violating
the Bell inequality. The result can be shown to follow from the BKS theorem [21].
In particular, for systems that violate the Bell inequality, it follows that there does
not exist a joint probability distribution P(x;,xy, ..., xy) that can correctly yield all
the expectation values and marginal probability distributions required by quantum
indeterminacy.

7.9  Quantum Probability

The framework of quantum probability identifies Hermitian operators O(F) with
observables—instead of with random variables as is the case for classical probability
theory. Observables act on the state space V(F) of the quantum degree of freedom
F, and the expectation value of the observable (y|O(F)|y) is determined by
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the state vector |y) of the degree of freedom. In other words, it is the operators
that “pick out” the properties of the degree of freedom that is being observed by
collapsing the state vector—with the degree of freedom remaining indeterminate
and trans-empirical.

A remarkable conclusion of the Bell analysis is that a quantum degree of freedom
does not have any precise and determinate value before it is observed. Clearly, the
degree of freedom exists—before and after it is subjected to an experiment—and
not being able to observe its specific values refers to its mode of existence.

It has been discussed in Sect.3.4 that the mode of existence of a degree of
freedom is to exist in all of its totality as an entire space; metaphorically speaking,
the degree of freedom simultaneously exists over the entire range of all its possible
values. For example, x, the position degree of freedom of a quantum particle,
simultaneously exists at all points and forms the degree of freedom space R =
{x: —e0 < x < 4oo}: the real line. Hence, the position degree of freedom never
“takes” a particular value—unlike the classical random variable X that actually fakes
particular values x with probability P(x).

The mode of existence of the degree of freedom is not empirically observable,
and hence, the degree of freedom is trans-empirical.

The fundamental reason that classical probability fails to explain quantum
indeterminacy is because the particular and specific values of a quantum degree of
freedom do not exist objectively, that is, do not exist independent of a measurement.
The degree of freedom does not have a particular value and is intrinsically an entire
space F that is trans-empirical; this is an explanation of why the particular values
of the degree of freedom do not exist objectively. Since the degree of freedom does
not exist objectively for a quantum system, a sample space Q does not exist for a
quantum degree of freedom; hence, a probability distribution function cannot be
assigned to the particular values of the degree of freedom space F .

Quantum probability—represented in Fig.7.1—necessarily follows from
Heisenberg’s idea that all physical quantities are mathematically represented by
Hermitian operators O and experiments measure the expectation value of these
operators.

According to the quantum theory of measurement, one can only assign a
likelihood to the outcome of a process of measurement, which mathematically
consists of applying a projection operator on the state vector of the degree of
freedom. All the observable properties of the degree of freedom are represented by
operators that act on the Hilbert space of states. On repeatedly applying an operator
to the quantum state, one obtains the average value of the operator for that state.

The algebra of all the Hermitian projection operators defined on state space,
namely, {IT,; n=1,2,3, ...}, replaces the sample space Q of classical probability
theory. Quantum probability assigns probabilities to a complete set of Hermitian
projection operators 11,—and consequently to any function of these operators as
well. The assignment of probabilities to Hermitian operators fully takes into account
the non-commutative structure and contextual nature of quantum mechanics. The
projection operators also play a central role in the theory of measurement as
discussed in Chap.9.
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Every Hermitian (or more generally self-adjoint) operator is the sum of
projection operators, which in turn obeys the completeness equation, discussed
in (5.7), and given as follows’:

O=Y Ay I, = 8pnly; D I, =1 (7.31)

Since 12 =T1,,, (5.10) shows that the expectation value of IT,, namely, p, € [0, 1].
The process of measurement yields the expectation value of the projection operator
IT,, for the state y; hence,

EyL)=p,; 2=, = 0<p,<1

The expectation value of the completeness equation of I, given in (5.7)
NI, =1
n

yields the following result:
N
= Y pn= Y Ey[IL]| =E,[D IL,| =E,[l] =1 (7.32)
n=1 n n

The remarkable property I12 = IT,, of the projection operators yields p, € [0, 1],
and hence, p, can be interpreted as the probability of I1, detecting the state vector
|w), as shown in Fig. 7.8, by collapsing the state vector to (y|IT,|y). Furthermore,
IT,’s obeying the completeness equation yields the required result that the total
probability is 1, as given in (7.32).

The average value of the projection operator IT,, for a given quantum state |y) is
equal to the probability p,.® The projection operators yield the following quantum
probabilities:

pn = Ey[IT,] €[0,1]:  probability of IT, observing the quantum state (7.33)

N
S opn=1; {pn€[0,1]; n=1,2,...,N}: Quantum probabilities

7The most general formulation of quantum measurement theory is in terms of self-adjoint operators
that are not necessarily projection operators and which are called positive-operator valued measure
(POVM) [1].

8Note that probability p, = |c,|?, where the state vector |y) = ¥, ¢, |w,) and IT, = |y, (w,|; see
discussion in Sect. 9.4.
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Figure 7.8 illustrates the role played by the projection operators. Consider making
a measurement of the quantum state |y) using the Hermitian operator O; a device
is designed to embody the properties of operator O, which entails constructing the
projection operators I, that are characterized by their eigenvalues A,,.

Every time |y) is measured by the device, as shown in Fig.7.8, the state is
detected by collapsing it to only one of the projection operators I1,; on repeatedly
measuring |y), it is found that there is a probability p, that projection operator
I1,, will detect the state |y). All the observable properties of the state |y) can be
expressed in terms of p, and A,,.

In summary, quantum mechanics defines a theory of probability by assigning
probabilities p, to the expectation value of projection operators I1,, and not to the
specific values of the degree of freedom. When the state vector is experimentally
observed by the projection operator I1,,, the probability that the projection operator
I1,, will detect the state vector is given by p,,.

Every Hermitian operator has a spectral representation in terms of the projection
operators [T, and its eigenfunction |y;,) and eigenvalues 4, as given in (5.8); more
precisely, one has, for operator O and its function f(Q), the following:

O =Ml Ty=|ya)(val: (valy) =1
F(0) = 2/ (AT
All expectation values can then be evaluated as follows:
Ey[O] = ;MEW[H"] = ;lnpn

Ey[f(O)] = X f(An)pn
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Quantum probability is a synthesis of operator algebra and probability theory,
similar to the synthesis of linear algebra and calculus in defining Hilbert state space.
The random variables of classical probability theory, which can be integers or real
numbers, are replaced by Hermitian projection operators. Every projection operator
has eigenvalues and eigenstates—and hence has an underlying linear vector space
structure that is absent for the random variables of classical probability theory.

Position Degree of Freedom

Consider the important example of the position degree of freedom x; quantum
probability assigns a probability to the position projection operators detecting the
state vector | ) and not to the occurrence of a particular value of a quantum degree
of freedom.

There is a common misconception that |y(xg)|” is the probability of finding a
quantum particle’s degree of freedom, namely, its position x, as having a specific
value of xo; in fact, |w(xp)|* is the probability of the observation occurring at
the projection operator |xg) (x| that belongs to the measuring device, such as the
photographic plate discussed in Sect. 9.2.

What is measured and observed is the expectation value of the position projection
operator |xo){xg|. As discussed in detail in Sect. 9.2, the probability of the quantum
state collapsing at projection operator |xo)(xo| is given by

| 2

p(x) = Ey (o) (ol ) = r(plxod (ol ) = lwixo)s p = w)(w]
The completeness equation is given by [ dx|x)(x| = I and yields
t(p) =uw(pl) = [avu(plo)(al) = [ ey @wi

= / dx|y(x))? = / dxp(x) =1: Total probability is 1.

Noteworthy 7.2: Paradox of probability in quantum mechanics

Every quantum state has (nonlocal) information about the possible outcomes of
all the projection operators |x)(x|; for example, for a particle in a box, the observed
value of the projection operator at all of the forbidden nodal points is always zero.
Nonlocal information seems to contradict the relativistic principle that information
can only propagate at the speed of light or slower, but quantum mechanics avoids
this contradiction; however, it is not clear what is the mechanism by which the
particle has nonlocal information.

Every outcome is statistically independent of all the other outcomes; every time
a measurement is performed, the projection operators can, in principle, detect the
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state vector anywhere that the degree of freedom exists. Quantum mechanics forbids
the observer from having any a priori knowledge about the result of a particular
outcome, since each outcome is statistically independent. The state vector encodes
all information about the degree of freedom, but it is not clear how the state vector
can build up the observed pattern.

For a particle confined inside a box, the probability distribution is seen to emerge
by the repeated observations by the position projection operator of the particle’s
state vector. Similarly, in the two-slit experiment without detecting which path is
taken, electrons are sent in one by one and projection operators at the screen detect
each incoming electron, one by one. How does the interference pattern emerge?
Namely, what is keeping count?

To appreciate the paradox of quantum mechanics, one needs to contrast it with
classical probability theory. There is no need to keep count of the outcomes of the
sampling of a classical random variable since each possible outcome has its own
intrinsic probability of occurrence. In contrast, the particular values of a quantum
degree of freedom do not have any intrinsic probability of occurrence.

Since each measurement is identical and every particular outcome is the result
of a measurement, one needs to keep count of the outcomes to form the quantum
probability distribution. The question arises as to what is the mechanism in Nature
that is keeping count of all the experimental outcomes? It is, after all, only the result
of many repeated measurements that yields the expected probability distribution.
Quantum mechanics has no answer to this question.

7.10 A Metaphor

Heisenberg made the following observation: It is a trite saying that ‘Analogies
cannot be pushed too far, yet they may be used to describe things for which our
language has no words [17]. Since the quantum entity, and the quantum degree
of freedom in particular, is something that human language does not ordinarily
encounter, a metaphorical description of the quantum entity, and of quantum
probability in general, is given.

Consider a quantum degree of freedom that is inside a safe box; the safe is unlike
anything classical in the sense that the door of the safe, in principle, can never be
opened—as shown in Fig. 7.9. Keys to the safe are metaphors for operators B; these
keys are special in the sense that they fif the locks of the safe.

On repeatedly applying the keys to the locks to open the safe, it is found that
the safe does not open but the keys themselves undergo a transformation! The
transformed state of the keys yields all the information that can be extracted from
and about the degree of freedom inside the box. The locks are a metaphor for the
state vector | ) of the quantum degree of freedom, and the transformed state of the
key is a metaphor for the expectation value of the operators, namely, Ey,[B].
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Fig. 7.9 A safety box that, in

principle, can never be

opened is a metaphor for the
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One can push this analogy further and ask how, in the first place, did the degree
of freedom get inside a safe that cannot be opened? This comes back to the question
as to what is a quantum entity? One of the conclusions drawn in Sect.2.12 is that
the quantum entity exists as the inseparable combination of the degree of freedom
and its quantum state, which describes the quantum entity to an observer. Following
Heisenberg’s advice, one cannot push the analogy too far since any physical safe
can be opened, if necessary by being broken up—whereas the degree of freedom
can never be directly observed. However, the analogy remains useful.

Since it is permanently enveloped by the “veil” of the quantum state, the degree
of freedom is not directly empirically accessible; in other words, being empirically
inaccessible is the mode of existence of the degree of freedom. Quantum mechanics
tries to explain how Nature exists; as with all explanations in physics, there is
no attempt to address why Nature is the way it is. Moreover, unlike classical
physics that ontologically provides a description of what Nature is as such, in itself,
independent of any observer, quantum mechanics instead takes observation to be
a fundamental property of Nature and formulates a description of Nature based on
what an observer can know about Nature.

7.11 Summary

In summary, quantum mechanics is a theory of probability that is a synthesis of
the linear structure of Hermitian operators with the concept of uncertainty and
indeterminateness.

It was shown that quantum mechanics defines a theory of quantum probability
that is a generalization of classical probability. One of the conclusions reached in
this chapter is that although the degree of freedom space F superficially looks
similar to the sample space Q of a classical random variable, this identification
is not correct. The fundamental reason that quantum probability is more general
than classical probability is because, unlike sample space €, the space F has an
associated linear vector (Hilbert) space V(F) as well as Hermitian operators O(F)
representing physical observables.
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A classical random variable X takes a range of values. The different values x
of the classical random variable, namely, the sample values of the random variable
X, exist intrinsically and objectively, and hence, an intrinsic probability p(x) can
be assigned to each value of the classical random variable; in particular, being
observed or not makes no difference to this assignment of classical probabilities
to the elements of the sample space Q.

The BKS theorem shows, conclusively and clearly, that no classical system—
including one that contains classical random variables—can explain the behavior
of a quantum entity.” In particular, the quantum degree of freedom—unlike a
classical random variable—has no precise intrinsic value before it is observed. The
violation of the BKS inequality demonstrates that, at the most fundamental level,
a quantum degree of freedom—unlike the case of a classical random variable—is
intrinsically indeterminate and can never be observed directly. It shows that quantum
indeterminacy is different from the classical randomness of a classical random
entity.

The violation of the BKS inequality results from representing the quantum
system by a state vector and operators acting on the state vector—and by defining
probabilities based on projection operators; in particular, the dynamics of a quantum
state—given by its time evolution driven by the Hamiltonian operator—does not
enter the Bell or BKS analysis; what is at issue is the nature of the quantum entity
itself. Violation of the Bell inequality is one of the more special criteria for deciding
if a physical system can be described by quantum or classical probability.

The quantum degree of freedom is a trans-empirical quantity that simultaneously
“exists” in all of its possible states; the trans-empirical existence of the degree
of freedom, as the term denotes, cannot be directly observed. The experimentally
observable properties of the degree of freedom are described by its Schrodinger
state vector (or equivalently by its density matrix p).

As shown in Fig. 7.1, a quantum entity is a pair: the degree of freedom and its
state vector Y. By interposing the state vector between the indeterminate degree
of freedom and its (degree of freedom’s) observable properties—encoded by the
operators 5—quantum mechanics interprets the notion of quantum indeterminacy
as a form of quantitative uncertainty.

When a property of a quantum degree of freedom is experimentally observed,
quantum probability assigns a likelihood that the state vector’s collapse will be
detected by a particular projection operator. By assigning probabilities to projection
operators, an entirely new and distinct field of quantum probability was created by
the founders of quantum mechanics.

With the wisdom of hindsight, it can now be said that the genius of Werner
Heisenberg was not just to have discovered the operator formulation of quantum
mechanics but to have discovered quantum probability as well and that too in
1925—several years before the theory of classical probability was rigorously
defined in 1933 by Kolmogorov [35].

°Ignoring the special case of spin 1/2.






Quantum Superposition

There are two forms of quantum indeterminacy, namely, that of the indetermi-
nate degree of freedom reflected in the state vector and that of indeterminate
paths expressed in the superposition of probability amplitudes, introduced in
Sects.2.7 and 2.10. For both cases, the linearity of the Schrodinger equation,
combined with the intrinsic indeterminacy of the quantum entity, leads to the physics
of superposition—with each case having distinctive and specific features.

In the subsequent sections, the following topics are studied:

* The superposition of state vectors

* The superposition of probability amplitudes for determinate and indeterminate
paths

e The Mach—Zehnder interferometer and the superposition of photons

* The dependence of quantum superposition on measurements

e The quantum eraser and quantum superposition

Classical Superposition

To highlight the nonclassical properties of quantum superposition, consider first the
case of classical superposition.

In classical physics, superposition arises in the study of waves. A typical wave,
such as a shallow water wave, obeys a linear wave equation and consists of periodic
oscillations of an underlying classical medium, namely, water.

A wave is an extended object, spread over space, and is described by the
amplitude A (¢,r), defined as the value (of the displacement) of the periodically
oscillating medium at point r. The question naturally arises: what happens when two
waves, described by amplitudes A (¢,7) and h; (¢, r), overlap—as shown in Fig. 8.1a?
For linear waves, the answer is very simple: The resultant wave is obtained by
adding the amplitude of the two waves at every point of space, called superposition,
with the following superposed wave:

B.E. Baaquie, The Theoretical Foundations of Quantum Mechanics, 145
DOI 10.1007/978-1-4614-6224-8__8, © Springer Science+Business Media New York 2013
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h(t,r) = hy(t,7) + hao(t,r)

Note the classical superposed wave at any given point, as shown in Fig. 8.1a, has
only one value. The value of the resultant wave is different from the two component
waves—with the values at different points taking a value that lies in between the sum
and difference of the values of the two component waves. In summary, for classical
waves, once the component waves have been superposed, there is only one value for
the displacement of the resultant wave.

8.1 Superposing State Vectors

Let state vectors y; and y; be energy eigenfunctions with energy £ and E», as
shown in Fig. 8.1b. The state vector embodies the indeterminacy of the underlying
degree of freedom JF. Furthermore, due to the linearity of the Scrhodinger equation,
the superposed state vector is given by adding the two state vectors

) =alyi) +blya): Jal (b =1 8.1

and is also a solution of the Schrodinger equation. The superposed state vector |y)
encodes both the indeterminacy of F and the dynamics arising from the Schrodinger
equation.

What is the interpretation of the superposed state vector |y)? What are its
physical properties?

a
1.0 sin(x)
0.0

-1.0
1.0 sin(x/3)
0.0

Energy ©

-1.0

1.5 Mn(x) + sin(x/3)
0.0
» W

Fig. 8.1 (a) Superposition of classical waves. (b) Superposition of two quantum state vectors,
with energy eigenvalues of E; and E, (published with permission of © Belal E. Baaquie 2012.
All Rights Reserved)
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The superposed state vector is a trans-empirical state, with the degree of freedom
existing simultaneously in two distinct quantum states. Its discrete and trans-
empirical nature is revealed in the measurement of energy of the superposed state
v: Every measurement of the state’s energy results in only the discrete energy E| or
E, being observed. Hence, unlike the classical case, the superposed state vector |y)
“remembers” the component state vectors out of which it is composed.

If the energy measurement is repeated many times, it will be found that the
average energy E of y, as derived in (9.5), is given by

E = |a]*E| + |b|’E, (8.2)

The intermediate value of energy E is realized by observing energies E; or E,
with probability |a|?> or |b|?, respectively—and not by the value E being directly
observed as the energy of the state y. Hence, in contrast to the classical wave that
has displacement very different from the component waves, every time the energy
of v is measured, it is either E| or E;—but never any other value.

In summary, classical superposition produces an empirical wave from the
component empirical waves. In contrast, quantum superposition creates a trans-
empirical state | ) with the superposed state being simultaneously in two possible
states, specified by the component state vectors |y) and |y»), which continue to
preserve their identity. When a measurement is performed on |y), the energy of
each component has a likelihood of being detected.

As discussed in Sect. 5.8, to measure the average value of an operator O for the
state | ), one needs to first represent | ) as a trans-empirical superposition of the
eigenfunctions |),) of O, namely, as in (5.34)

ly) = ch|ln>

The decomposition of |y) into a superposed trans-empirical state is a fundamental
precursor to the process of quantum measurement.

Superposition for Spin 1/2

Consider the superposition of a two-state spin 1/2 state vectors. The eigenstates of
O, the operator for measuring the z-component of the spin, are the following:

=gl 19=[0] = k-5

where

o—ﬁ 10
21001
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An example of a superposed state given in (8.1), for the case of the spin 1/2 state
vectors, is the following:

o

¥) = al+)+l-) = | §

}; (¥]=[o B*] (8.3)

All measurements for the value of spin observable o, on state vector |¥) will
produce either +7/2 or —/i/2 and no other value. The average value of the z-
component of spin for the superposed state—which is a concrete realization of
(8.2)—is given by

Bvlo] = (¥lo¥) = D [laP 1BP); o +IBP=1 @34

8.2  Probability and Probability Amplitudes

The quantum degree of freedom F is indeterminate and trans-empirical; a descrip-
tion of the quantum degree of freedom at a particular instant is given by the state
vector, namely, |y). The likelihood of the projection operator |x)(x| observing the
degree of freedom R = F is given by tr(|x) (x|p) = |(x|w)|?, where p = |y)(y].

Another class of quantum indeterminacy, as discussed in Sect. 2.10, consists of
a quantum particle taking indeterminate trans-empirical paths in evolving from an
arbitrary initial state vector to an arbitrary final state vector, as shown in Fig. 8.2. The
probability amplitude is used for describing the indeterminate and trans-empirical
paths of a quantum particle.

Time

o)

r 1

)

Space

Fig. 8.2 A quantum particle’s space—time trajectory is empirical (determinate) or trans-empirical
(indeterminate), depending on whether a measurement is performed or not performed to determine
the path taken, respectively (published with permission of © Belal E. Baaquie 2012. All Rights
Reserved)
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o\

x>

Fig. 8.3 Probability amplitudes for transition from initial state vector |s) to final state vector |x)
via N different possible intermediate paths (published with permission of © Belal E. Baaquie 2012.
All Rights Reserved)

Consider the case of an electron making a transition from the initial position
eigenstate |x;) at time # to the final position eigenstate |xf) at time #, via two
slits, as shown in Fig. 8.2.! In all subsequent discussions in this chapter the space—
time trajectories, be they determinate or indeterminate, are not shown explicitly, but
instead are assumed.

In particular, in Fig. 8.3, the layout of the N-slits only in space is shown, with
the time evolution of the electron from its initial to final position being assumed.
The focus is on measurements of the initial and final states of the electron and, in
particular, if any measurements are made to determine the path taken by the electron.
From these measurements (or lack of them thereof) the space—time trajectories—be
they determinate or indeterminate—can be deduced.

Consider a quantum system making a transition from an arbitrary initial state
function | ) to an arbitrary final state function |n); the probability amplitude for this
transition is given by the scalar product (n|y), and the likelihood for this transition
is given by |(n|y)|*. In other words, the probability and probability amplitude for
the transition are given by the following:

Initial state function : |y); Final state function : |n)

Probability Amplitude : (n|w); Probability of transition : |(n|y)?

A quantum particle making a transition from an initial to a final state can go
through N intermediate paths, as shown in Fig. 8.3. The law for combining the effect
of these paths, and which yields the probability amplitude, has two different cases:

* No measurement is made between the initial and final positions of the electron,
and the information on which path has been taken by the quantum particle is

'Position measurements are made by projection operators |x) (x| and discussed in Sect. 9.2.
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not known. Hence, the intermediate paths are indistinguishable; the electron’s
path from its initial and final position is indeterminate and trans-empirical; the
quantum particle exists in all possible paths.

e The intermediate paths are distinguishable due to measurements carried out
to determine which path is taken. All the paths are now determinate, exist
objectively, and are empirical; the quantum particle takes a unique path from
initial to final state.

8.3  Empirical and Trans-Empirical Paths

The case of the two slits has been discussed in detail in Sect. 3.7 to illustrate the
paradoxes of quantum superposition. The discussion is now extended to the general
N-slit case.

Consider the case of an initial state vector |s) making a transition to a final state
vector |x) via N intermediate slits given by |i); i = 1,2, ..., N and shown in Fig. 8.3.
The experimental realization of this transition is for electrons to start at point |s) and
then, later, be detected at final position |x) with the appropriate projection operators.

In going from |[s) to |x), the particle can go through any of the N-slits. The
probability amplitude for going from state observed at |s) to the one observed at
|x) is given by (x|s). What is the probability that the particle starting at |s) arrives
at |x)?

There are two very different expressions for the transition probability P. Unlike
classical physics, the answer depends on whether the intermediate states are
distinguishable or indistinguishable, namely, whether a measurement is performed
to ascertain which one of the N slits the particle went through.

* When the intermediate paths are distinguished by performing a measurement, the
path taken is a determinate and empirical path; the probability for going through
the different empirical paths is added and yields

)< 2
Pp = [(xls)|” = ;RXIZ')O'IS)!

N
= Pp= Y PiPy; Pq=|(x[i)|% Py=[{ils)* (8.5)
i=1
Classical probability theory yields the transition probability Pp and cor-
responds to the case when all the intermediate states are distinguished and
empirical and which in turn implies that the paths exist objectively.

e For the case when the intermediate paths are indistinguishable, the paths
taken are indeterminate and trans-empirical. The probability amplitudes for
the transition via one of the trans-empirical paths are added to yield the total
probability amplitude; this yields for y; = (x|i) the following:
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N
(xlsy = Y (xli) (ils) = ; Vi Vis (8.6)

i=1

(8.7)

A= |(xs)* = }ivzl<x|i><ils>\2=\f21wxiuﬁs 2

=P = ZPXIP,S+ 2 (xld) (ils) [ ) (ils)™
ij5i#]

There is no analog of (8.7) in classical probability theory since the indeterminate
paths do not objectively exist. The paths are indeterminate and trans-empirical,
with the electron simultaneously existing in all the possible paths.

The quantum result P; is nonclassical and involves the interference of the
different paths due to the inclusion of off-diagonal elements in P. The superposition
of indistinguishable and indeterminate paths is an expression of quantum probability
discussed in Chap. 7; there is no classical probability distribution function that can
explain the results of a transition mediated by indistinguishable and indeterminate
paths.

In summary, the fundamental difference between the two cases, having distin-
guishable and indistinguishable intermediate paths, is how the probability amplitude
is composed.

 For the distinguishable paths, all the paths taken by the electron exist objectively,
and the probabilities for all the paths are composed as per the rules of classical
probabilities and yield Pp = Y | PPy

e For the indistinguishable paths, the paths are indeterminate; the probability
amplitudes for all the indeterminate paths are composed, namely, Zf\/: 1 Vi Vis
the probability is given by P = |2§V:1 Vi Wis|>—thus yielding interference
terms in F.

To simplify the notation, define ¢;, the probability amplitude to go through slit
i—shown in Fig. 8.4—as given by

0i = (x[i)(ils) = Wi Wis

For the distinguishable paths, the probability of going from the state observed at |s)
to the one observed at |x), from (8.5), is given by

N
Py =Y |6if (8.8)
i=1

For the case of indistinguishable and indeterminate paths, the probability amplitudes
for all the various paths through N-slits are added, that is, are superposed. From (8.6)
and (8.7), the indistinguishable case yields
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x>

Fig. 8.4 The probability amplitude ¢;,¢s, ..., ¢, for the different paths (published with permis-
sion of © Belal E. Baaquie 2012. All Rights Reserved)

(x|s) = Z o (8.9)

P =|(x|s)| —|2¢1|2 2|¢1|2+ 2 ¢io; (8.10)
ij5i# ]

For the case of indistinguishable paths, the indeterminate paths consist of all
the possible determinate paths taken together, as one single unit (collection). The
particle’s path being indeterminate means that it simultaneously exists in all the
possible determinate paths. The superposition of probability amplitudes for the
indistinguishable case is obtained by adding all these determinate paths to obtain
(x]s) as in (8.9). Although summing over indeterminate paths looks similar to
the superposition of classical waves, it is fundamentally different: one is adding
the probability amplitudes for different possible determinate paths, whereas for
classical waves, one is adding the physical amplitude of oscillation of the material
medium. Furthermore, as discussed above, the probability amplitude is no ordinary
wave, but rather embodies all the information that can be extracted from the
indeterminate quantum paths.

For the N-slit case, the interference term 2%;1- ” ¢i¢; given in (8.10) shows that
— for indistinguishable paths a single electron simultaneously exists in all paths that
go through the N slits. One can go even further and remove all the slits; the result
is that the single electron simultaneously exists in all possible paths going from |s)
to |x), with the probability for the transition |(x|s)|*> given by the interference of all
the paths with each other. The approach of summing over all possible indeterminate
paths yields the Feynman path integral and is discussed in detail in Chap. 11.
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8.4 Successive Slits

One can have a situation where the quantum particle successively encounters a
number of slits.

Figure 8.5 shows the case of the quantum particle encountering two successive
double slits, one after the other. There are four possible probability amplitudes,
corresponding to four possible paths to go from |s) to |x) given by the following:

¢1 = (xla)(a|1)(1]s); @2 = (x]a){al2)(2]s) (8.11)
¢3 = (x[b)(b|1)(1]s);  du = (x[b)(D[2)(2]s) (8.12)

e Determinate paths
If the path taken by the particle is observed, then the probability of particle going
from initial to final state is given, as in (8.8), by the addition of the probabilities
for the individual paths and yields

Po = |1 >+ |da2|* + |¢3]* + | 94|

» Indeterminate paths
If all the four paths are indistinguishable, the paths taken by the quantum
particle are trans-empirical, and hence the probability amplitude is given by the
superposition of the probability amplitudes for the different paths and yields, as
in (8.9), the following:
2
Pi= |01+ 92+ 63+ 04
The generalization of the probability amplitude for many successive slits is straight-

forward; the quantum superposition of trans-empirical (indistinguishable) paths is
the basis of the Feynman path integral that is discussed in Chap. 11.

Fig. 8.5 Superposition of probability amplitude for indistinguishable possibilities (published with
permission of © Belal E. Baaquie 2012. All Rights Reserved)
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In summary, for the case when the path taken is not known, the total probability
amplitude is obtained by superposing the probability amplitudes Y, ¢; for the
indistinguishable paths and results in a trans-empirical state; the probability of
transition is given by A = |3, ¢]°.

For the case when the path taken is known, the quantum system does not obey
the quantum superposition principle; instead, the transition probability is given by
the result of classical probability, namely, Pp = ¥; |¢;|?, which is the sum of |¢;|?
namely, the probability of the electron taking the empirical and objectively existing
path through slit i.

b}

8.5 The Mach-Zehnder Interferometer

The discussion of the two-slit experiment in Sect. 3.7 using electrons is repeated
using photons instead of electrons and for which one needs to employ the Mach—
Zehnder interferometer. The two-slit experiment is revisited using photons to
examine the role of measurement in causing a transition between the empirical and
trans-empirical paths of a quantum entity.

Let the photon traveling in the x- and y-direction be denoted by state vector |x)
and |y), respectively—as shown in Fig. 8.6—with

(xlx) = 1= (yly); (ylx) =0

detector d,

detector d;

ly>

beam
splitter b,

e, > =1x> x>

Fig. 8.6 A Mach-Zehnder interferometer arranged to show no interference (published with
permission of © Belal E. Baaquie 2012. All Rights Reserved)
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In this section, all the experiments consist of only a single photon—that is either
taking (superposed) trans-empirical paths or a definite empirical path.

The detectors d; and d» are projection operators in the x- and y-direction and
given by

dy=x)l; da=[y)0l (8.13)

In the Mach—Zehnder interferometer, as shown in Fig. 8.6, a single photon, in an
initial quantum state denoted by |¥;) = |x), is directed toward a beam splitter,”
namely, b;, where the photon has an equal probability of passing through the
mirror—or of being reflected upwards and hence transformed to state |y). The beam
splitter conserves probability and performs the following unitary transformation B

on the photon:
l=sl] =]

After going through the beam splitter, the single photon is in a trans-empirical
superposed state and simultaneously travels along paths in the x- and y-direction,
as shown in Fig. 8.6, and is subsequently reflected by the mirrors. Mirror 1 reflects
the photon going along the x-axis to the y-axis, and mirror 2 reflects the photon
going along the y-axis to the x-axis, as shown in Fig. 8.6. The unitary operator M
representing the mirrors is given by

ARIARIk
] = ] =l [
After being reflected by the mirror 1 and going through a phase shifter, the photon
ends up at detector dp; similarly, the photon reflected off mirror 2 ends up at
detector d.

The phase shift is the result of slightly changing the photon’s path length so
that the photon reflecting off mirrors 1 travels a distance slightly different from the
photon reflecting off mirror 2. A photon traveling along the two paths has a (slightly)

different relative phase when it arrives at the detectors and which is denoted by ¢.
In symbols

|y) — Phase shifter — ¢!?[y) :  after mirror 1

|x) — Phase shifter — |x) :  after mirror 2

The unitary operator for the phase shift is given by

2 A beam splitter is usually a half-silvered mirror that has an equal probability of the photon being
reflected or of being transmitted without reflection.
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8.6  Determinate Empirical Paths: No Interference

The experiment shown in Fig. 8.6 detects the path taken by the photon: detector
dy(dp) will click only if the photon was reflected off mirror 1(2). The setup in
Fig. 8.6 is analogous to the case of an electron traveling through the two slits with
detection; continuously changing the phase shift (leading to a possible change in the
intensity of photons received if there is interference) is analogous to continuously
moving the detector up and down the screen, as in Fig. 3.7.

In terms of the state vectors, for this process, the initial state undergoes the
following transformations:

lvi) = |x)

1
— Beam splitter b| — —||x) +
p 1 \/5[|> )]
1
— Mirrors — — +|x
T30+ 1)
1 .
—s Phase shifter — —[e!?|y) + [x)] = 8.15
T3+ 1] = lve) 815

The probability of the projection operators (detectors) d; and d> detecting the
photon, denoted by P; and P», respectively, is given from (8.13) by the following:

Pi=te(dip) = u(1x) (xlp) = | alye) P =

Py =tr(dop) =te(ly)(vlp) = |y w)|* =
Pi+P=1; p=|yp) (v

Since there is only a single photon in the system, only one of the detectors receives
a photon and is the reason that P, + P, = 1. The result of the experiment is shown
in Fig. 8.7; for a given phase difference ¢, both detectors d; and d;, on the average,
receive the same number of photons.

As the relative phase ¢ is varied, the detector readings are constant and there is
no interference, as shown in Fig. 8.7; the reason being that the information of the
path taken by the photon is known. Hence, for all values of the phase difference, the
path taken by the photon in the interferometer is empirical. The lack of interference
is shown by the fact that the counts in detectors d; and d, are independent of the
phase shift ¢@.
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Fig. 8.7 No interference;
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Fig. 8.8 A Mach—Zehnder interferometer arranged to show interference (published with permis-
sion of © Belal E. Baaquie 2012. All Rights Reserved)

8.7 Indeterminate Trans-Empirical Paths: Interference

Suppose that, as shown in Fig. 8.8, a second beam splitter b, is put in just before the
photon reaches the detectors. By putting the second beam splitter b;, the information
about which path the photon took is lost since the photon received in detector d;
and d, could have come from either the x- or y-direction. The photon is now in
a superposed trans-empirical state. More precisely, as shown in Fig. 8.8 and using
(8.14), the final state is the following:
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Fig. 8.9 Interference; which
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— Beam splitter by — % (ei¢ [y = [x)] + [|x) + |y>])
= 2 [0+ 1+ = lve) (8.16)

The photon arriving at the detectors could have come from either path and hence
what is received at the detector is a superposed state of the photon, with equal
amplitude to have taken either path. The detectors hence now show interference,
with the probability for the photon—having relative phase difference of ¢—being
detected at detectors d; and d, given by

P =tr(dip) = |(xye)|* = sinz(é) (8.17)
P =w(dsp) = 0]y = co’(D) (8.18)
P+P=1 (3.19)

The result of the experiment is shown in Fig.8.9; for a given phase difference
¢, detectors d; and d,, on the average, receive different number of photons that
is the result of the photon’s probability amplitudes for the trans-empirical paths
interfering. Since there is only one photon, the total probability of detection has to
be unity and is shown in Fig. 8.9.
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For the case of two beam splitters b and b», the classical explanation is that the
photon takes an empirical and objectively existing path—taking either path reflected
off mirror 1 or path that reflects off mirror 2; the classical analysis predicts that
intensity of photons received at the detectors should have no interference, which is
shown by experiments to be incorrect.

In contrast, the quantum mechanical explanation is that the single photon exists
in indeterminate trans-empirical paths—for which the single photon simultaneously
exists in both paths. Since the two paths have a phase difference of ¢, the
photon existing in the two paths interferes with itself—either constructively or
destructively—thus giving rise to the interference pattern. As expressed by Dirac
“each photon .. interferes only with itself. Interference between two different
photons never occurs” [10].

The interference that results from the superposed trans-empirical state has been
experimentally confirmed time and again for a great variety of cases.

Needless to say, one can never experimentally observe the photon existing in both
paths simultaneously; instead, one can only infer the existence of the trans-empirical
paths due to the photon making a transition from its trans-empirical state to an
empirical photon—that in turn is actually detected in an experimental apparatus.

8.8 Quantum Eraser

We take a closer look at the process of measurement to decide if we can erase the
information on the path taken by the photon even affer an experimental arrangement
has apparently measured the path taken. The earlier experiments are reviewed, and
then modifications are made to introduce the idea of erasure of information.

Recall in the experimental setup in Fig. 8.8 there are two beam splitters b; and
b, that have been placed between the source of the photon and its detection. The
paths taken by the photon arriving at detectors d; and d, are indeterminate and
trans-empirical. Hence the photon exhibits interference and yields the interference
pattern shown in Fig. 8.9.

One can ask the question: can the interference pattern for the case of a single
photon, as discussed in Sect. 8.7, be erased after the photon has left the source? The
quantum eraser is such a device. It is important to note that the final state of the
quantum eraser consists of two photons, namely, the initial photon and the second
photon that is due to the down conversion of the initial photon.

The quantum eraser can erase the interference of a single photon with itself but
at expense of creating another photon in the device that contains information on the
path taken by the original photon.

Moreover, the quantum eraser also creates new forms of interference, but
involving not one but, instead, rwo photons.
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8.9  FErasing Interference

The quantum eraser is shown in Fig. 8.10.

W =1x>

The photon from the source, after going through beam splitter b but before
reflecting off either mirror 1 or mirror 2, goes through a device, called a down
converter, where a nonlinear process splits the single photon—conserving energy
and momentum—into fwo photons. One of the resulting photons continues along
the original path, and the other photon heads in an orthogonal direction, as shown
in Fig. 8.10, with detectors d3 and d4 detecting the down-converted photon.
Consider the case of there being two photons in the Mach—Zehnder interferom-
eter. Even though we still have beam splitters b and b, in place at the source
of light and at detectors d; and d,, respectively, there will no interference. This
is because the down conversion render’s the photon—detected by either d; or
dr,—into an empirical photon that takes a well-defined and determinate path.
Consider, for example, the case when a photon is detected by say detector dy;
we then know that the photon detected in either d| or d, has taken the path of
being reflected off mirror 1, since only a photon traveling toward mirror 1 could
have undergone the down conversion and sent a photon to detector d4. Hence, in
spite of having beam splitter b, in place, detectors d; and d, will not show any
interference! And this is precisely what experiments confirm to be the case.

Detector d,

Detector d;

A

Detector d, splitter b,

1y>,12>

x>, 11>
Detector dj

12>

Beam
splitter b;

Fig. 8.10 Quantum eraser: the down-converted photon yields information on the path taken by
the photon (published with permission of © Belal E. Baaquie 2012. All Rights Reserved)
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Let |x),|y) denote the photons traveling in the x,y-direction towards detectors
dy,d,, respectively. A down-converted photon |1) traveling towards detector d3
takes place only when there is a photon traveling towards mirror 2, with no down-
converted photon traveling towards detector d4. Similarly, a down-converted photon
|2) exists only if a photon is traveling towards mirror 1.

A precise definition of the state vectors of the down-converted photons is the
following:

* |1): One down-converted photon traveling in the x-direction towards detectors
ds; no down-converted photon traveling in the y-direction.

* |2): One down-converted photon traveling in the y-direction towards detectors
dy; no down-converted photon traveling in the x-direction.

With these definitions, detectors ds and d4 are projection operators in the one-
and two-direction and given by

=11 d=2){ (8.20)
The state vector yields the following realization of the quantum eraser:
lv) = |x)

1
— Beam splitter by — —||x) +
p 1 \/i[l )+ )]

1
Z5 =12+ I)]

— Mirrors and phase shift —

— Down converter —

%nwm el 1))
~» Beam splitter by — 5 ([} ~ []2) + ) + b))
= |yw)

One can perform a coincident measurement by simultaneously recording the
photons received in detectors dy ,d, and d3,d4. Consider the pure state density matrix

p = |wn) (| (8.21)

The density matrix given in (8.21) has encoded in it the down conversion of the
photon.

The information of the path taken by the photon is known by the experiment,
regardless of whether the information is recorded or not. To know whether the
original interference pattern of the single photon considered in Sect. 8.5—obtained
without down conversion—is still valid or not, one needs to only record the result
obtained in detectors d|, d;, ignoring the results recorded by detectors d3,ds. This, in
effect, requires that a partial trace be taken of p over the states detected by detectors
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d3,dy; performing a partial trace over the detector states |1),|2) using (6.5) yields
the following:

Py = trny oy ((ww)(wwl)s (i) = 6i—j 1 i, j=1,2
! 1

= pvr =5 (0 + ) 0D; o =5 <1

Py =tr(pyrdi) = tr(pyr|x)(x]) =

P, =tr (pN,RdZ) =1 (PN,R|Y> <y|) =

= N =

The reduced density matrix py r is mixed, since information contained in detectors
ds,ds has been traced over, and shows that there is no interference—since the
probability for finding a photon for both detectors is equal to 1/2, regardless of
the relative phase angle ¢.

8.10 Restoring Interference

Consider placing a third beam splitter b3 between detectors d3 and d4, as shown in
Fig.8.11.

As was the case for the erasure of interference, the photon from the source, after
going through beam splitter b but before reflecting off either mirror 1 or mirror 2,
goes through the down converter, where a nonlinear process splits the single photon
into two photons. One of the resulting photons continues along the original path,
and the other photon heads in an orthogonal direction, as shown in Fig.8.11, with
detector d3 or d4 detecting the down-converted photon.

After down conversion, the Mach—Zehnder interferometer has two photons in
the apparatus, unlike the case discussed in Sect. 8.5 and similar to that discussed
in Sect. 8.9. Since we now have yet another beam splitter b3, the down-converted
photon must go through b3, as shown in Fig. 8.11, before the photon is detected by
either detector ds or d4.

After the beam splitter b3 is put in place, it will be seen that interference
is restored. Detecting a photon in either detector d3 or d4 no longer yields the
information on which path was taken by the photons that are detected by d; or dy;
however, the interference now involves a coincident measurement of two photons.

The down-converted photon that is received at d3 or at d4 could have come from
either of the two paths taken by the photon. Hence, detecting the down-converted
photon no longer yields the which-path information that led to the absence of
interference for a photon detected by detectors d; and d.

Hence, interference is restored since the path taken’s knowledge has been erased
by beam splitter b3. However, as will be seen below, the measurements that yield
interference are quite different than the case for the interference of a single photon.

To see how interference is restored, consider the following analysis:
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Detector d,

Beam

Detector d,

Detector dy splitter by A

1y>,12>

Ix>,11>

Beam
splitter by Detector dj
12>

ly>
Beam

splitter by
W =1x>

Fig. 8.11 Quantum eraser with beam splitter b3: a coincident measurement of the down-converted
photon yields and the original photon yields interference (published with permission of © Belal E.
Baaquie 2012. All Rights Reserved)

lvi) = [x)

1
— Beam splitter by — —=[|x) + [y)]

V2

1
— Down converter — —=[|x)[2) + [y)|1)]

J’

~» Beam spliter bs — 5 (|9~ |1) + [2)] + ) 1) + 2]

— Mirrors and phase shift — ~ <|y)[—|1> +2)] +e?x)[|1) + |2)])

= Beam splittr by = ——= {) = Wll=1)+ 211+ €[l + D) + 2]
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= |vr) (8.22)

Coincident measurements consist of measuring two detectors simultaneously; for
the quantum eraser, there are four possible coincident measurements. Detectors
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dy,d given in (8.13) are measured simultaneously with detectors d3,ds given in
(8.20) and correspond to readings by the following combination of detectors, given
below together with their likelihood of occurrence:

Pa: di@dy=[x)x|@[1)(1 P dy@ds=y){y[@|1)(1]

Po: di®ds=[x)x®(2)Q2)  Po: da®di=|y)(y|®[2)(2]

All the computations have the following generic derivation; let p = |yg){Wg|;
then, from (8.22)

Py =tr[(di®d3)p]

= 1) P [(d 2ds) (19 @ [1){1])]

Lot (&) ] - eov (2)

Hence, repeating the derivation for other cases leads to the following result:

1 1 .
Py = ECOSZ (%) = Pyp; Py = Esm2 (%) =Py

= Pu+Po+Po+P=1 (8.23)

Equation (8.23) states the following: It is certain that one photon will be found
by either detector d; or d» and another photon will certainly be detected by either
detector d3 or dy.

If one does a coincidence measurement by counting only those cases when
photons are simultaneously detected by both detectors d; and d3 (one photon in
each detector)—or equivalently, by both detectors d» and ds—then, as one varies
the relative phase ¢, one obtains an interference pattern from Py, Po—or Py, Pyj—
which is similar to one given in (8.17) and (8.18).

One may object that in the case of the quantum eraser, one has shifted one’s
attention from single photon interference to the case of the interference involving
two photons. This shift is unavoidable since the path of the initial photon is being
probed with another (down-converted) photon, and, hence, both photons have to be
observed to obtain the path information.

The experimental arrangement of the quantum eraser is not simply to detect
whether the initial photon exists in an empirical or in a trans-empirical state; in
fact, after down conversion, there are now two photons in the apparatus, and they
are jointly in an empirical or a trans-empirical state depending on the measurements
being carried out. The fact that interference exists for the coincidence counts shows
that it is the rwo-photon system that is now in the trans-empirical state and which
gives rise to the interference.
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To see that the interference does not exist for the single photon detected by either
detector d; or d;, consider the density matrix formed from the state vector given in
(8.22), namely,

p = |vr) (k|

Performing a partial trace over the states |1),|2)—namely ignoring the readings of
the detectors d3 and ds—using (6.5) yields, after some algebra, the following the
reduced matrix

pr =t (W ) = 5 (1 x4+ 1) )

and which, from the earlier discussion, does not have any interference.
In other words, if one were to only measure a single photon using detectors d
and d,, then one would completely miss the interference effect.

8.11 Partial Quantum Eraser

For the case of both the two-slit experiment, the Mach—Zehnder interferometer and
the quantum eraser, one either had full interference or no interference. We now
examine the case for which the path information in only partially erased.

The Mach—Zehnder interferometer is used for setting up an experiment that
smoothly interpolates between having full knowledge of the path taken—and thus
destroying quantum interference, to the case of having no knowledge of the path
taken—and thus fully restoring interference.

For the case of partial erasure, the Mach—Zehnder interferometer has two beam
splitters b1 and b, and two detectors d; and d5, with a relative phase shifter ¢. The
general idea is to couple a measuring device—which consists of another quantum
system, say a spin variable |s)—to the photon’s path.

Measuring the state of the spin |s) determines whether the photon has taken a
particular path. One can gradually turn on the spin-photon coupling (interaction) and
examine the influence of the coupling on the interference pattern. The experimental
arrangement is shown in Fig. 8.12.

The spin |s) has an interaction U with the photon. If the photon travels on the
path that reflects off mirror 2, then it interacts with |s)—and causes |s) to undergo a
transition to state |s")—given by the following:

[s) =+ s') = Uls)
('ls) = (slU"]s) =lalexpliz): o € [0.1]

The parameter o measures the strength of the coupling of the spin to the photon.
There is a similar coupling that one can introduce in the quantum eraser. If beam
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detector d,

beam
splitter b,

detector d;

)

“|v)

beam

splitter b

Fig. 8.12 Partial quantum erasure of the path information (published with permission of © Belal
E. Baaquie 2012. All Rights Reserved)

splitter b3, shown in Fig. 8.11, transmits the photon with only some finite likelihood,
then the parameter | ¢| is a measure of the degree of transparency of beam splitter b3.

The value of |a| = 0 corresponds to the beam splitter b, having no effect on the
photon and |o| = 1 corresponding to the full action of the beam splitter, as given in
(8.14). It can be shown that quantum eraser shown in Fig. 8.11 is equivalent to the
case of partial quantum superposition discussed in this Sect. 8.11.

The initial state of the system |yg) is equal to the tensor product |x)|s). The initial
state evolves in the following manner to the final state |yg):

lyi) = [x)ls)
— (beam splitter b ) — % “x) + |y>} |s)
— Mirrors ~ — % [|y> + |x>} |s)

1 7.
— Phase shifter - — {elq} + |x } s
7 [y) + 1) |Is)
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1 /.
: i¢ /
— Interaction — 7 (e [y)[s) + [x)|s >) (8.24)

— Beam spliter b2 = 5 (€[5}~ )} i)+ {3) + ) Hi))
= la)ls) +[0)ls")
= lv) (825

where

@)= 6% = b0): 1) =5 (k) +1) (8.26)

Note the formation of an entangled state given in (8.24), which is the result of the
photon interacting with the spin degree of freedom.

The process of the interaction of the spin degree of freedom [s) with the device
represented by U is irreversible; for example, if the interaction leads to a state |s') =
Uls) such that (s|s’) = 0, then one can be certain that the photon was reflected off
mirror 2; in this case, the information extracted by the spin degree of freedom is
reflected in the absence of interference for the photon—even if only the photon’s
state is recorded.

The density matrix for the final state is given by

p = |vr) (e
= |a)(al @ |s)(s| 4 |a) (b| @ [s) (s'| + |b) (al @ |s') (s| + |b) (b| @ |s) (5|

that encodes the information for an experiment in which both the photon and spin
degree of freedom’s state are measured.

The reduced density matrix pr, obtained by tracing over the spin degree of
freedom, has less information, namely, what is required for an experiment in which
the state of only the photon degree of freedom is measured, with no measurement
being performed to ascertain the state of the spin degree of freedom. Since we are
only interested in studying whether there is interference for the photon, consider the
experiment in which only the final state of photon is recorded at detectors d; and d>.
The result of the experiment is encoded in the reduced density matrix pr for which
the spin degrees of freedom have been traced over and given by

PR = trs,s’ (p) = trs,s’ (| WF> <'~//F|)
= la{a| + ] (€% |a) (b] + e |b) al ) + |b) (]

since ‘
Glol=1=("s")s  (ls) =|ale*
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Fig. 8.13 (a) The case of || =1 that yields full interference; experiment has no information
about the path that is taken by the photon. (b) Case of 0 < |ot| < 1; experiment has only partial
information about which path is taken by the photon—Ieading to partial interference. (¢) No
interference for the case of |ot| = 0, since the path is taken by the photon, is experimentally known
with 100 % certainty (published with permission of © Belal E. Baaquie 2012. All Rights Reserved)

Consider measurements carried out by detectors d; and d, with P, P being the
likelihood that a photon is detected by d; and d», respectively. Then, setting y =0
without any loss of generality, we have’

Py = tr(dpr) = tr(|x) (x|pr) = (x|pr|x)
(xla) -+ |od]((x]a) (blx) + Cabe) (xlb) ) + [ (xlo)

[1—|o|cos(9)] (8.27)

N =

where (8.26) has been used to obtain (8.27). Similarly

Py = t(dapr) = () lpr) = (lprly) = 5 [1+afcos(@)]  (8:28)

P+P=1

N =

The result obtained in (8.27) and (8.28) shows that the constant || smoothly
interpolates between interference and no interference. The result is illustrated in
Fig. 8.13—with the case of full interference given by || = 1 gradually going into
the case of no interference with |¢t| = 0.

* || = 0. No interference

3The equations below are obtained by displacing ¢ — ¢ — y; the result is independent of y since
it simply redefines the origin of ¢, which in the first place is arbitrary.
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Since (s|s") = (s|U|s) = 0, the final and initial states are different with 100 %
certainty.* Hence, the photon’s path is fully known. As expected

la|=0;  (s]s") =0

P—>1‘ P—>1
1 2’ 2 )
P+P=1

* || = 1. Full interference
The case of |ot| = 1 yields that |s") = |s) implying that there is no interaction
of the photon with the spin—Ileading to the complete loss of knowledge about
which path was taken. As expected

ol =1  [|)=1s)
P — sin’ %; P — cos? g
P+pP=1

In summary, as one varies the strength of the interaction by varying the value
of |a|, one smoothly interpolates between the photon taking trans-empirical paths
(interference) to the limit of the photon taking an empirical path (no interference).

* For the case when 0 < |a| < 1 the photon exists in a state that is a mixture
of indeterminate and determinate paths corresponding to a partial erasure of
information. We conclude that, for 0 < |o¢| < 1, the quantum system exists in
a state that is partly empirical and partly trans-empirical, as expressed in (8.27)
and (8.28).

For the general case |¢t| given in (8.27) and (8.28), the quantum entity is partly
empirical and partly trans-empirical. This result illustrates that the detailed structure
of the transitional domain between the empirical and trans-empirical domains,
shown as the gray area and labeled as “Measurement” in Fig. 3.4, depends on the
accuracy and other details of the experiment being used to study the quantum entity.

8.12 Summary

Quantum mechanics is based on the trans-empirical quantum principle that a quan-
tum entity has an indeterminate and trans-empirical form that makes a transition to
its empirical form when the quantum entity is observed. Superposition in quantum

4In quantum mechanics, two states are distinguishable with 100 % confidence if the states are
orthogonal, that is, if (s|s") = (s|U|s) = 0. See discussion in Sect. 5.3.
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mechanics yields the results of classical probability when empirical paths are
composed and nonclassical results when indeterminate paths are superposed.

Quantum superposition adds the probability amplitudes for indeterminate and trans-
empirical paths. All the paradoxes of quantum superposition reflect the trans-empirical
nature of the indeterminate paths.

The superposition of the state vector and probability amplitudes were analyzed
to show that the role of measurement is central to the workings of quantum
superposition. For the case of the superposed state vector, measurements reveal its
constituent state vectors and their respective eigenvalues.

A detailed analysis was carried out of the physics of determinate and indetermi-
nate paths, with quantum superposition of indeterminate paths being the realization
of the linearity of quantum mechanics for probability amplitudes. It was shown that
the probability amplitude has two forms depending on whether the quantum entity
takes an empirical path or trans-empirical paths. Performing or not performing a
measurement determines whether the path taken is empirical or trans-empirical,
respectively.

The Mach—Zehnder interferometer was used to analyze cases where the path
taken by a photon traveling through the interferometer was either not observed
or observed—Ieading to interference or the lack of it. Interference for a quantum
particle is a nonclassical result, and the lack of interference is the expected classical
behavior. Partial and imprecise measurements were studied to show how interactions
can be used to obtain information on which path was taken by a photon. And finally,
the quantum eraser was discussed to show how information can be preserved or
erased even after information on the path taken has apparently been generated in
one segment of the apparatus.

Quantum superposition is nonclassical due to the trans-empirical nature of the
state vector and the probability amplitude. Unlike symbols of classical physics such
as position and momentum that can be directly related to measurable quantities,
the physical content of the symbols for the trans-empirical quantities of quantum
mechanics can never be directly observed. For example, it is the mathematical
expression for the probability amplitude of a quantum entity “taking” indeterminate
paths that yields predictions for the observable consequences of quantum superpo-
sition.

One of the conclusions from our study of quantum superposition is that it is the
analysis of the symbols of quantum mechanics which leads us to infer that the trans-
empirical form of the quantum entity does indeed exist.



Quantum Theory of Measurement

A careful analysis of the process of observation in atomic physics has shown that the
subatomic particles have no meaning as isolated entities, but can only be understood as in-
terconnections between the preparation of an experiment and the subsequent measurement.
Erwin Schrodinger.

A quantum entity, as discussed in Sect.2.12, consists of an inseparable pair,
namely, its degree of freedom and state vector. One of the most enigmatic features
of a quantum entity is that its degree of freedom can never be directly observed.
On attempting to observe its degree of freedom, what one ends up observing is the
state vector of the degree of freedom, as illustrated in Fig. 3.3. In fact, as discussed
in Sect. 7.9, one does not even observe the state vector; every experiment ultimately
observes only the effect of the state vector on the projection operators, which are
physical detectors. Quantum probability assigns probabilities to the likelihood of a
projection operator detecting the state vector.

The role of measurement in experimentally observing the properties of a quantum
entity is its fundamental difference from a classical thing—since it is the exceptional
role of measurement in quantum mechanics that gives meaning to the concept and
existence of the state vector.

This chapter studies exactly what do we mean by detecting a state vector and
precisely what constitutes a projection operator.

In classical physics, Nature is considered to exist objectively and to be in an
exact and determinate state, and whether one observes it or not does not matter. In
contrast, the quantum entity’s observed empirical form of existence is fundamentally
different and distinct from its unobservable, indeterminate, and trans-empirical
form. Measurement is the connecting link between the empirical and trans-empirical
forms of a quantum state vector, as shown in Fig. 3.4.

In classical physics, all the changes caused by experimentally observing an object
can, in principle, be accounted for exactly; in particular, all experimental error can,
in principle, be reduced to zero. In quantum mechanics, experimental precision is
intrinsically limited due to the nonzero value of % and reflects the indeterminate
characteristic of the degree of freedom that yields uncontrollable and unpredictable

B.E. Baaquie, The Theoretical Foundations of Quantum Mechanics, 171
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results for the measurement; the Heisenberg Uncertainty principle encodes this

aspect of quantum measurements.

The role of measurement is central to the interpretation of quantum mechanics.
An experimental observation carried out on the state vector y(F) of the degree of
freedom F causes a discontinuous transition from the trans-empirical form of the
state vector to its empirical manifestation.

* The measurement process is mathematically represented by applying the operator
O(F) on the trans-empirical state |y(F)) to yield another trans-empirical state
O(F)ly(F))-

e The act of measurement causes a collapse—a discontinuous and irreversible
change—of the trans-empirical state O(F)|y(F)) to an empirical reading of a
measuring device.

* Repeated measurements yield the average value of the operator for the given
quantum state, namely, Ey [O(F)] = (y|O(F)|y).

Note the discontinuous change caused by the physical act of measurement cannot
be produced by the Schrodinger equation, which evolves the state vector |y)
by a continuous unitary evolution. Hence, a consistent interpretation of quantum
mechanics requires both the Schrodinger equation’s unitary evolution as well as a
non-unitary discontinuous transition.

All experiments and experimental detectors used for studying quantum phenom-
ena have the following characteristics:

e The repeated and independent preparations of the same quantum state, which is
subsequently subjected to repeated measurements.

e The detector greatly amplifies the quantum quantity being studied so that its
value can be inferred from macroscopic quantities that are observable in the
macroscopic world. Amplification is required when studying the quantum realm.

* The process of measurement entangles the quantum system’s degrees of freedom
with the degrees of freedom of the detector, creating a joint entangled state vector
of the quantum system and detector.

e The act of measurement culminates in the quantum state collapsing to one of
the states of the detector—in other words, causing a discontinuous change in the
state vector—and in doing so brings about an irreversible change in the quantum
system.

* Due to the entanglement of the quantum state and the detector, the final
(macroscopic) state of the detector—the result of the observation—allows us to
conclude with certainty on the value of the microscopic quantum quantity that is
being observed.

In summary, all quantum measurements require four ingredients, namely, prepa-
ration, amplification, entanglement, and collapse (irreversibility). This is the view
of experiment that is practically followed by the majority of physicists. However,
there are physicists who consider this interpretation of quantum mechanics as being
incomplete and inadequate. Various theories have been proposed to resolve the
problem of measurement and are discussed in Sect.9.11.

To clarify the concept of measurement in quantum mechanics, the following
diverse aspects of the process of measurement are discussed:
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* A photographic plate’s exposure as a form of quantum measurement.

e Measuring the expectation value of an operator for a state vector.

e The experimental device.

e The process of measurement and the preparation of a quantum state.

* The measurement process, in particular the collapse of the state vector, in terms
of the density matrix.

e The Heisenberg Uncertainty Principle is motivated by analyzing the measure-
ment of two non-commuting observables.

Noteworthy 9.1: Macroscopic quantum systems

There are macroscopic quantum entities such as a superconductor or a superfluid
for which the amplification needed for making a quantum measurement is not
necessary. A superconductor has zero resistance for a D.C. current, which is a
macroscopic classical quantity; similarly, viscosity is a macroscopic property of
classical fluids, which is zero for a superfluid—and hence there is no need for any
amplification. However, these macroscopic quantum systems tend to be very special.

Even for macroscopic quantum systems, amplification is required for observing
the microscopic and quantum basis for their macroscopic features. At low
enough temperatures, in some metals pairs of electrons form a bound state—
which are microscopic in nature—and that condense to form a superconductor;
similarly, magnetic flux quantization of magnetic field trapped in a superfluid needs
amplification to be observed.

9.1 Measurement: Trans-Empirical to Empirical

Consider the coordinate degree of freedom x € R = F. Measurement plays an
indispensable role in quantum mechanics since it connects the trans-empirical form
of the quantum state, as described by the state vector |y/(¢)), with the expectation
value of the position projection operator |x) (x| given by |w(z,x)|%.

The nonclassical nature of |y(f)) can be seen from the following fact: The
moment the quantum particle is observed (measured) by the position projection
operator |x) (x|, the state vector of the quantum particle instantaneously “collapses,”
that is, becomes zero everywhere in space—except where it is observed—since once
the particle is detected by operator |x) (x|, there is zero likelihood of a projection
operator at any other point finding it.

No classical wave collapses on being observed driving home the point that the
state vector |y/(r)) is not like any ordinary classical wave. A classical wave, like the
waves on an ocean, exists objectively and remains in its state whether one observes
it or not.

Some of the new concepts that have been introduced by quantum mechanics are
the following:
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e The quantum state embodies the exhaustive and complete description of a
quantum entity and, in particular, describes the trans-empirical state vector as
well as the empirical manifestation of the quantum entity.

e Once a quantum state is prepared and no longer observed, it makes a transition
from the empirical to the trans-empirical state. In contrast, measurement causes
a discontinuous transition of the quantum state from the trans-empirical to the
empirical domain.

9.2  Position Projection Operator

The process of measurement is illustrated in Fig.9.1. An incoming particle—
represented by a state vector |y), with state function given by y(x) = (x|y)—is
shown in Fig. 9.1a to be spread out to represent the fact that the particle has a finite
probability of being detected by the projector operators located at many different
points of space.

The photographic plate represents a typical detector carrying out a position
measurement; every grain of the photographic plate at position x represents a
projection operator |x) (x|. On hitting the photographic plate, the particle deposits all
of its energy at a single point x (or more precisely, in a volume having a dimension
much, much smaller than the spread of its state function), as shown in Fig. 9.1b.

It is concluded that the process of measurement has resulted in the particle’s state
vector being observed by the projection operator |x) (x| at point x.

Figure 9.2 shows the empirical form |y/(xo,y0)|?> and the trans-empirical form
y(xy) of the state function for a particle being observed by the photographic plate.
The empirical manifestation |y(xg,yo)|* of the quantum state function is nonzero
only at a given position x, yo; the trans-empirical and indeterminate form y(x,y) of
the same state function is nonzero for all x,y.

The quantum concept of repeated measurements is discussed in Sect. 9.3. In the
case of a particle being detected at the photographic plate, of course once it has
been detected, the particle is “lost.” For this case, one repeats the experiment using
identical particles and with identical preparations.

a b

State vector ﬂ ﬂ i k

Exposed grain

Fig. 9.1 (a) A quantum particle approaches a photographic plate. (b) The state vector collapses at
the position where the grain is exposed. (¢) An observer not observing and observing the particle
(published with permission of © Belal E. Baaquie 2012. All Rights Reserved)
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Fig. 9.2 Representation of

the photographic plate: the Empirical Trans-empirical
empirical manifestation 2
|w(x0,y0)|? of the quantum ‘l// (XoYo) ‘ v (xy)

state function and its
trans-empirical and
indeterminate form y(x,y)

(published with permission of (XoYo)
© Belal E. Baaquie 2012. All
Rights Reserved)

a

Trans-empirical Transition Mf;::lltre_ Empirical
v(ts) | ow(ta) | 4, @ E [0
- — Y O(z, == 7
reFen Vg ot - = (v[olw)
b e

------- E(0) = 1w (x1) Pr

Quantum Entity

Fig. 9.3 (a) The theoretical superstructure of quantum mechanics for a continuous degree of
freedom F. (b) The superstructure of a quantum particle that is being measured by the position
projection operator |x)(x| (published with permission of © Belal E. Baaquie 2012. All Rights

Reserved)

If the same experiment is now repeated many, many times, it will be found that
the average value of the position projection operator |x) (x| at different points x is
given by tr(p|x)(x|) = |w(x)|?, where p = |y)(y|. The result |y(x)|?> can also be
interpreted as the probabiliry that the operator |x)(x|, located at position x on the

photographic plate, is likely to detect the state vector.
There is another class of quantum measurements in which the same quantum

entity can be repeatedly observed. Take the case of shining light on an atom and
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observing the light it emits; once the emission is over, the atom returns to its original
state, and one can again shine light on the atom—with the subsequent emitted light
being observed again, and so on.

Quantum Mechanical Superstructure for Position Operator

The superstructure of the quantum entity has a concrete and transparent form when
degree of freedom and the projection operators performing the measurements are
specified. The various domains of the quantum entity, as given in Figs. 2.4 and 2.5,
are expressed in a more concrete manner, shown in Fig.9.3a and b, using the
concepts and notation developed so far.

For the case of the position projection operator |x){x|, as shown in Fig.9.3b,
the degree of freedom is the continuous Euclidean space F = R with x € R. For
the continuous degree of freedom, the Hilbert space V(F) consists normalized state
vectors that are functions of the coordinate x, namely, y/(,x) with [ dx|y(¢,x)|*> = 1.

The observables are Hermitian differential operators O = O(x, d/dx) that act on
the state function y(z,x). The expectation value of the operator for the quantum
state is what is empirically measured and is a diagonal matrix element given by

£yI0] = (Wl0l) = [0y 0.0 (.5 ) wien)

For the position projection operator |x)(x|, the probability of the state vector
collapsing at |x) (x| is given by Ey[|x)(x|] = |w(t,x)|?.

9.3 Repeated Observations in Quantum Mechanics

In quantum mechanics, the term “repeated observations” does not mean that one
successively observes the same quantum system, say a particle, many times. Instead,
what it means is that one first experimentally prepares a quantum entity to be in
a particular quantum state that is of interest; once the preparation is completed,
the quantum entity is then experimentally observed. After the observation is
over, the quantum entity is again experimentally prepared to be in exactly the
same particular quantum state and then again experimentally observed—with the
outcome not necessarily being same as the previous case.

Note that quantum mechanics generalizes the concept of causality. The prepara-
tion of the same particular quantum state leads to a multiplicity of outcomes when
observed. In other words, the same cause, namely, the preparation of the state, leads
on being observed to a multiplicity of effects.

This process of preparation and observation of the quantum entity needs to be
carried out many many times to be able to observe all the possible values of the
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operators in quantum state, together with the likelihood for the various values.
Hence, in quantum mechanics, it is necessary to repeatedly observe a quantum entity
to determine the probability of the different possible outcomes.

A crucial point to note is that each preparation of a particular quantum state must
be independent of the other preparations. Furthermore, each experimental obser-
vation is independent of all other observations. In other words, each preparation
and observation must be statistically independent of all the rest. The statistical
independence ensures that the outcomes are not correlated and the result yields the
probability distribution.

The process of repeated measurement in effect creates an ensemble of states,
each having the possibility of yielding a different result on being observed.
Each process of measurement collapses the state vector to a definite value of
the observing projection operator. One can think of collecting all the identically
prepared quantum states and carrying out all measurements simultaneously. The
result of such a procedure, for infinitely many identically prepared states, yields
all possible outcomes for the quantum state, of course with different likelihoods.
In effect, the repeated observations yield a classical random ensemble, and the
results of classical probability can be applied to the result of repeated measurements.
Before the measurements are carried, what we have prepared is a quantum ensemble
(collection) of state vectors; this ensemble has no relation to the classical random
ensemble that consists of the different values of the random variable; in contrast,
the quantum ensemble is a collection of state vectors with the degree of freedom
remaining indeterminate and trans-empirical.

Repeated measurements make sense only in quantum mechanics, where each
measurement can potentially give a new result. In classical physics, there is a
rigid one-to-one correspondence between cause and effect, with one cause giving
rise to one and only one effect. In classical physics—which includes Einstein’s
general theory of relativity—one would expect to obtain exactly the same result,
within experimental errors, on observing states that were prepared in an identical
manner. Hence, in classical physics there is no a priori reason for making repeated
measurements of the same system.

9.4  Expectation Value of Projection Operators

The expectation value of operators has been discussed in Sects.5.8 and 7.9. The
main results are re-derived in the context of measurement theory.

Consider carrying out observations on a state vector |y) using the Hermitian
operator O. Since O is a Hermitian operator (observable), it has a complete set of
eigenstates |y, ) with eigenvalues A, and yields the spectral resolution, from (5.8),
given by

N
0= 2&,|l//,,><l//,,|; OlWn) = An|Wn) .1)
n=1
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N
=>0= z/lnnn; Hn:|llfn><ll/n|; Hﬁ:l_[n 9.2)
n=1
All eigenvalues A, are real because operator O is Hermitian.
Since eigenstates |y;) are complete, the state vector |y) has an eigenfunction
decomposition

1) = cnl W) 9.3)

The state |y) is repeatedly prepared, in an identical manner, and the preparation
entails fixing the values of all the coefficients ¢, in the decomposition given in (9.3).
Every time the experiment is repeated, measurements are made independently of all
the other measurements.

Every time the value of the operator O is observed for the state |y ), the operator
O is always found to have one of its eigenvalues 4, (with probability |c,|?)—and
never any other value. This is one of the salient features of quantum superposition,
as discussed in Sect. 8.1, of which the expression of y in terms of the eigenstates as
in (9.3) is a particular case.

As discussed in Sect. 5.8, the quantum mechanical interpretation of |c,|* is that
it is the probability of finding the state | ) in the state specified by eigenstate |y,),
which has the eigenvalue A,,.

In the formulation of quantum probability, as discussed in Sect.7.9, the fun-
damental postulate of quantum mechanics made by Max Born can be restated as
assigning probabilities to the projection operators I1,,. It is postulated that observing
the operator O entails, as shown in Fig. 7.8, applying the projection operator I, on
the quantum state vector and which yields, after repeated applications, the average
value of the projection operator IT,, for state |y ), given by the following:

len|? = E[T1] = [(ya| ) |* = tr(pTT);  p = [x) (x| (9.4)

The quantum probabilities p, given in (7.33) are determined by the state vector | )
and given by

Pn = |Cn|2 = Ex[nn]Q zpn =1

n

The observed values of A, can be different each time the identically prepared
states are observed. Carrying out observations many times results in finding the
average value of O, namely, E[O], for a state vector | ), which from (9.2) is given by

Ey[O] = Y MEy[I1,] 9.5)

where E, [I1,] is the expectation value of T1, for quantum state |x). Hence, from
(9.4) and (9.5),
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E[0] =3 Aulcal® =3 Al (Wl ) 1> = X 2n O W) (Wil )
= (x|Olx) (9.6)

where (9.1) yields the final result. From above, it is clear that the diagonal value
of the operator O for a given state, namely, (x|O|y), is the average value of the
eigenvalues A, of the operator O for the state vector |y).

Hence, in general the value of any physical quantity O for a given quantum
state |)y) is obtained by finding the diagonal matrix element of the operator, namely,
(x|O|x)- From (9.6), the expectation value of the observable O is given by

(X101x) =2y |cil*Ai = w (O ) (x ) .7)
= (x|Olx) =t (pO); p=|x)(xl 9.8)

The projection operators I1,, are orthonormal since

I, = W) (Wl TLIL, = 8l 9.9)
3,00, =1 (9.10)

where the last equation follows from the completeness equation given in (5.6).

On being observed by the operator O, the state vector |y) “collapses” to |y,)
or, equivalently, is projected to state |y, ); from (9.4), the process of measurement
yields the following:

O = [x) = [yl X)I> = (xITalx) = Ey[I1,)]

Decoherence

From an operational point of view, the process of measurement applies the
projection operator IT, on the state |y) and projects it to the state vector |y ); in
symbols

|x) — Measurement — ) — (wnl2)

VMalx) [V xMalx)
:ei¢n|%> 9.11)

W)

where ¢, is a pure phase.

It was shown in (5.13) that e'% |y;,) and |y,) are parallel and thus are identical
since they differ by only a constant phase; the measuring process given in (9.11)
projects the state vector |x) to |y).

Hence, from (9.11), the process of measurement discontinuously projects the
state | ) to state |y;,) as follows:
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Trans-empirical Empirical
(V: Hilbert Space) (Laboratory)
C1|V’1> g
3
+Cy | W2> §
=
0= > o] = v |2)

+Cy

Wn) p = Pum

Fig. 9.4 Collapse of the state vector |w) = Y, c,|¥) to |ca]> = |[(wi|w)|? and the collapse of

pure density matrix p to the mixed density matrix py;, which is equivalent to a classical random
ensemble (published with permission of © Belal E. Baaquie 2012. All Rights Reserved)

) — €% y)

Every time a measurement is made, a different and random ¢, results from the
process of measurement. To explain decoherence, von Neumann [36] postulated
that repeated measurements result in the experiment taking the average over all the
random ¢,,’s and yield the following result:

N
p = Y cicilwi)(wj| - coherent 9.12)
ij=1
N o tnde, .
— Measurements — [ ] ZL:: > 0 cict i) (|
n=17-"7 ij=1
N
=y leil?|wi) (Wil = pm : decoherence (9.13)
i=1

State vector |y) is a trans-empirical state and, as shown in Fig.9.4, is a
quantum superposition of the basis eigenstates {|y;);n = 1,2, ..., N}. The process
of measurement collapses p to p,, and the entire state vector |y) to the state |y,)
with probability |c,|?, as shown in Fig. 9.4.

The collapse of the state vector and of the density matrix is illustrated in Fig. 9.4.

Decoherence is defined as the loss of information due to the cancellation of
the off-diagonal terms in the sum Zf\j’-:lcicj|l//i><y/j| = |x){x|- The process of

11t should be noted that there is no experimental proof that von Neumann’s postulate is correct.
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measurement reduces the pure density matrix p to the mixed density matrix py [33].
The relation of the mixed density matrix to the process of measurement is discussed
in Sect. 9.7.

9.5 The Experimental Device

To study the operator O from an experimental point of view, one has to construct a
device that measures the eigenfunctions and eigenvalues of the operator O. The
device, in particular, can determine the likelihood of |y) being observed in a
particular eigenstate of O.

Every observable (Hermitian operator) O needs a specific experimental device
to measure its properties. The detector (device) has a number of states |D,) that
can be coupled to the quantum system. The detector states |D,,) are macroscopically
distinguishable configurations of the device and form a complete orthonormal basis
of the detector’s Hilbert space Vp.

M
Z |Dn><Dn| =Ip; <Dn|Dm> =0m
n=1

One can think of the device states |D,) as the needle of a counter pointing
at position x, that is well separated from all other counterpositions x;; i # n; in
particular, one can represent the device states by sharply peaked Gaussian functions
given by the following:

1 1/4 1 5
<X|Dn> = <W> exp{—?(x—xn) } (914)

It can be shown that, for small enough 62 and large enough M, the detector states
|D,) yield the completeness equation

(x| D) (Dy|x) ~ 8 (x —x)

Mz

n=1

The experimental apparatus is schematically represented in Fig.9.5. Note the
similarity of the experimental device with the schema for the device given in terms
of projection operators in Fig. 7.8. In fact, each counter reading x, corresponds to a
projection operator I, of the operator O—defined in (9.2)—since the experimental
apparatus has been designed based on the correspondence I, < |D,,)(D,]|.

Let the state vector of the quantum system belong to a Hilbert space V. A subset
of the device state vectors are in one-to-one correspondence with the eigenstates and
eigenvalues of the operator O given in (9.1), namely,

lwn) < D) n=1,2,....N<M (9.15)
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Fig. 9.5 The experimental device: the incoming quantum state | y) goes through the experimental
apparatus, interacts with the device states |D), and emerges being resolved into the detector states
realized as the counter pointing to position |x,), n = 1,2, ..., N (published with permission of ©
Belal E. Baaquie 2012. All Rights Reserved)

An > X 9.16)

The correspondence of the eigenvalues A, with the state of the device, symbolized
by the position of the counter being at x;, is taken to mean that the eigenvalues of an
operator O can be recovered from the readings of the counter.? The correspondence
of eigenstates and eigenvalues with the device states and counterpositions is based
on the premise that the experimental device is designed to measure the properties of
the said operator O.

For example, for a system having angular momentum ¢, the eigenstates are given
by |¢,m), with the expectation value of the z-component of angular momentum
L, being given by m = 0,£+1,£2, ..., +¢. For a given /, the device is designed
to measure the 2/ + 1 eigenstates and eigenvalues. Each pointer position x;, of the
experimental device, shown in Fig. 9.5, can be taken to be the reading of the counter
for a specific values of m, with 2¢ 4+ 1 = N. The special case for spin s = 1/2,
with states |1/2,m) having m = £1/2, will be discussed in Sect. 10.6 for the Stern—
Gerlach experiment.

Another example is a device measuring the eigenenergies of the hydrogen atom,
with the experimental detector designed to measure the absorption and emission
radiation by the hydrogen atom.

To describe the state vector of the quantum entity that belongs to Hilbert space
Vg, the device Hilbert space Vp needs to contain the Hilbert space Vg, namely,

Vb :)VQ

2The more general statement is that the eigenvalues 4, can be reconstructed from the collection of
all the counter readings x;; i = 1,2, ..., N. The assumption that A,, depends only on x, is made for
simplicity.
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The states of the quantum entity and those of the device are described by elements
of the tensor product space Hilbert space

VQ®VD

Observables O that represent the physical properties of the quantum degree of
freedom act only on the state vector |)) € Vg and do not have any action on the
experimental device; hence, on the enlarged Hilbert space Vo ® Vp, the observables
are extended to act trivially on the device Hilbert space and represented by

O0O—=0r=0xIp 9.17)

where [ is the identity operator on device Hilbert space Vp.

The quantum degree of freedom and the experimental device are coupled so that
the states of the device can provide a measurement of the properties of the quantum
entity. Let Hg be the Hamiltonian of the quantum system that acts only on Vg; one
has to add an interaction Hamiltonian Hgp that evolves the device states as well
as couples the quantum degrees of freedom to the device; Hgp acts on the larger
Hilbert space Vo ® Vp.

Hence, the Hamiltonian H required for performing a measurement is given by

H=Ho®Ip+Hgop: Vo®Vp—Vo®Wp (9.18)

9.6 The Process of Measurement

The subject of what constitutes a “measurement” in quantum mechanics is a vast
subject, and the underlying principles are still being debated. Instead of discussing
this subject in full generality, only two specific questions given below are addressed.
The discussion of this section is revisited in Sect. 10.6 in the concrete context of the
measurement of the electron’s spin in the Stern—Gerlach experiment.

The fundamental role of the experimental device is to (a) amplify the quantum
properties so that they can be made to correspond to macroscopically observable
quantities and (b) to “collapse” the quantum state and in doing so causing an
irreversible change. The process of measurement is illustrated in Fig.9.6; the
quantum state Y is generated by a source in the laboratory and then sent to the
device, where the quantum state and device state D are entangled, with the quantum
state being amplified; a measurement is then performed on the quantum state thus
bringing about an irreversible change, with the result being recorded by the detector.

Figure 9.6 illustrates the roles played by the empirical and trans-empirical
domains in an experiment. The quantum state y is prepared empirically so as to
create a non-entangled product state of the quantum entity and the device, namely,
|w)|D). The time evolution of both, the quantum state and the detector states, then
takes place for a duration of #, entirely in the trans-empirical domain and leads to
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Trans-empirical (V: Hilbert Space)

Product @ entanglement o Entangled

P ?
State @ amplification State

Measurements: Irreversible transition
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Fig. 9.6 The process of quantum measurement: empirical preparation of the quantum state and
the transition from its trans-empirical state to the empirical manifestation. The collapse of the
state vector |y) ® |D) to a specific state |y,) ® |Dy(t.)) is shown by the downward-pointing arrow
(published with permission of © Belal E. Baaquie 2012. All Rights Reserved)

the amplification of the quantum state as well as its entanglement with the detector
states. At later time 7., the quantum state is empirically detected by collapsing the
quantum state at the detector state |D,(7,)).

Consider the complete orthonormal eigenstates |y;,) of O, as given in (9.1), and
that provide its spectral representation

N
O= Jly)(wnl:  Olyn) = Auly) (9.19)
n=1

We address, in this and the following Sect. 9.8, the following two issues:
e Given a given state vector

N
1) =Y. calwm) (9.20)

n=1

how can one experimentally determine the coefficients |c,|*?

* How can one experimentally determine the expectation value of O for the state
|x), namely, (x¥|O|x)? In particular, this entails determining all the eigenvalues
Ay of the operator O.

The measurement process has the following three components:

o [Initial product state: The initial state of the quantum system |y) and device |D)
is a non-entangled product state as the two are not yet coupled; this yields the
following initial product state and pure density matrix:
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|Pin) = [x) @ |D); (DID) =1
Pin = |Din) (DPin| (9.21)

* Amplification and entanglement: The initial state vector’s evolution is driven
by the Hamiltonian H given in (9.18); the coupled quantum entity and device
evolve for a time f., which is a characteristic time scale for amplifying the
quantum quantities by coupling distinct microscopic quantum states to distinct
macroscopic device states. The Hamiltonian H is designed to entangle the
quantum and device states.

At the end of time ¢,, for an ideal device, one has a maximally entangled state,
as derived in (6.37), given by the following:

|q)out> = eiit*H |(I)in>

N
_ Zl Cal W) @ [Da(1))

Pout = |Pout) (Pout| (9.22)

Note that (9.22) is an expression of the so-called Schrodinger cat problem: the
state |Doy) consists of a quantum superposition of the macroscopic states of the
device—the correctness of which is still being debated.?

* Collapse of state vector: The final stage of the measurement process, according to
Bohr and Heisenberg, is to collapse the state vector; this collapse entails making
an irreversible change in the coupled quantum system-device arrangement—by,
for example, recording the result of the measurement.

9.7  Mixed Density Matrix py,

The collapse of the state vector yields a discontinuous transition from the pure poy
to the mixed density matrix py given by

Pout — Measurement — Py

N
M = 2 |Cn|2|llfn><llfn| & [Dn(t:)) (D (2|
n=1
tr(ﬁpz/l) <1 (9.23)

3Schrodinger illustrated the paradox of superposing macroscopic states by the famous cat example.
A device releases a poison, if triggered by the (uncertain) alpha decay of an unstable atom, that
kills a cat. Before the cat is observed, the state of the cat is the following superposed state, namely,
|cat) = |cat; dead) |+ |cat; alive). The paradox lies in explaining how can the cat be dead and alive
at the same time.
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Recall from (9.12) and (9.13) that the result of every measurement, without any
reference to the experimental device, results in decoherence and yields the mixed
density matrix py; for the state vector given by

N N
p =, cicilyi)(yj| — Measurement — pu = Y, |eal*| ) (wi]
ij=1 n=1

Every measurement records the outcome | ;) (y;|, which corresponds to a specific
eigenstate and has a likelihood of |c;|?| of occurrence. The fundamental indetermi-
nacy of the quantum degree of freedom is reflected in the fact that it is impossible to
predict which projector |y;){y;| will detect the collapse; all one can say is that there
is a certain probability of the collapse occurring at only one particular detector.

The off-diagonal terms |y;) (|, i # j are purely quantum mechanical and their
abscence reflects that the interference of trans-empirical states is completely absent.
The mixed density matrix is an observable quantity and exists in the empirical
domain in contrast to the pure density matrix that exists in the trans-empirical
domain, and is illustrated in Fig. 9.4.

Obtaining the mixed density matrix Py given in (9.23) completes the process
of measurement and yields a result that is similar to (9.13), except now the
device eigenstates are maximally entangled with the state vector. The quantum
superposition cross-terms ¢;c; that appear in (9.22) for poy have all been removed
from Py by the process of measurement—and leading to the collapse of the state
vector (decoherence).

The mixed density matrix Py is a critical link in the interpretation of quantum
mechanics—its crucial feature being the absence of cross-terms of detector states,
namely, | W )| D (t:)){Dn(t:)|{Wn|,m # n; these terms would imply the collapse
of the state vector being simultaneously recorded by two detectors—and would
invalidate the interpretation of |c,|? as the probability p, of observing the collapsed
state at detector state | Dy, (.)).

What is remarkable is that all measurements performed on a quantum entity are
consistent with the postulate of the collapse of the state vector—with only a single
detector recording the collapse of the state vector.*

Noteworthy 9.2: Classical random ensemble

Classical probability theory is discussed in Sect. 7.3. Consider a classical random
variable X that takes only two values, represented by two balls that are either
B and W; on observing (sampling) the random variable, one obtains its different
possible values with probability given by pp and pw, with pg + pw = 1. One way
of representing the sampling of the random variable is to theoretically construct a

4More advanced books on the foundations of quantum mechanics take issue with this interpretation
arguing that a measurement in fact leads to UppU T that brings back the mixing of all the detector
states [4]. The transformation by U can, in principle, be undone by a rotation of the basis states
being used to make the measurements.
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classical ensemble that has infinitely many B and W balls, and with the number of
the balls in the ensemble being in proportion to pp and pw. When a ball is picked
from the ensemble, every ball has an equal likelihood of being chosen; hence, when
a ball is chosen from the ensemble, the likelihood of choosing either B or W will
converge to pp and py as the number of times one chooses goes to infinity.

The fundamental difference between classical randomness and quantum indeter-
minacy lies in the nature of the classical random ensemble; a similar construction
is invalid for the quantum degree of freedom since no experiment can sample
the specific values of the degree of freedom, which before the quantum entity is
observed has no preexisting value. This aspect of quantum mechanics has been
discussed in Chap. 7.

Since there is no quantum superposition of the different states of the detector
every time the state vector is detected, there will be one and only one reading of the
detectors, and by repeating the experiment, one can obtain the probability p, = |c,|?
that the collapse of the state vector is detected by the detector state |D,(¢.)). Hence,
both the mixed density matrices py; and Py are equivalent to empirical quantities.
This conclusion is discussed further in Sect. 9.8.

It is essential that there be no quantum cross-terms in the mixed density matrix.
Since the basis states being used to make the measurements are only defined up to a
unitary transformation, as discussed in (5.11), to interpret the mixed density matrix
as being equivalent to a classical random ensemble, one only needs to prove that
there exist complete basis states in which the mixed density matrix is diagonal, as
given in (9.13) or (9.23).

Both py and Py are equivalent to classical random ensembles and for which all
the random outcomes, unlike the case of quantum indeterminacy, exist objectively
before they are observed. What this means is that there is a classical ensemble that is
equivalent to py and Py the classical ensemble consists of a collection of possible
outcomes, say | ;) (y;|; the key point is that one can objectively assign a probability
Pn = |ca|* that the outcome |y;) (y;| will be observed when the ensemble is sampled.

9.8 Reduced Density Matrix pg

Consider the quantum entity-device being described by the mixed density matrix
Pwm as given in (9.23), namely,

Py = lenl* 1) (Yl @ | Da(t))(Da(14)]

n=1

If one takes a reading of the device after one run of the experiment has been
completed, one will find the device to be in a state |D,(t.)), with the pointer of the
dectector at position x,,; if one does a thought experiment in which one subsequently
(or simultaneously with the measurement of the state by the device) measures the
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state of the quantum entity, one is certain to find the quantum entity to be in state
|y,,) due to the entanglement of the quantum states and the detector states.

Hence knowing the state of the device automatically gives us full knowledge of
the quantum state vector. This is the reason one does not need to directly observe
the quantum state |y, ); instead, it is sufficient to observe only the detector states
|Dy(2.)) and infer the properties of the quantum state [15].

Determining the Coefficients |c, |

Due to entanglement of the state vector and detector states, only the state of the
device | Dy(t.)) is observed, regardless of the state of the quantum entity. Completely
ignoring the quantum degree of freedom results in a loss of information and is
expressed by summing the mixed density matrix py; over the degrees of freedom
of Hilbert space Vg and yields the reduced density matrix pr given by

N
pr = irvg u] = irvg | X e’y (va @ D100 D 1)

N
= Z,l |eal*[Du(t:))(Da (2] (9.24)
= (PR D (t:)) (D (t:)]) = lcal® = pa (9.25)

Since the mixed density matrix Py represents a classical random system, on being
observed, the system will be found in the state |y,) ® |D,(t.)) with likelihood py;
in symbols

tr(pRIDn (£:)) (D (1)) = pa (9.26)

From the fundamental postulate of quantum mechanics due to Max Born, we can
conclude that |c, |2 = pn, and this completes the determination of the coefficients c;,.

Determining the Expectation Value of O and Eigenvalues 4,,

The operator O and its expectation value are given, from (9.6), by

N
O =2 Jalw)(wals p =100t 12) =D calvin)

n=1

50ne can create a more complicated experiment where a subsequent measurement is performed on
the final state with another device and come to the same conclusion as the thought experiment.
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Ey[0] = (x|0]x) = Y Mleal” = tr(pO)

On being coupled to the device, the state vector |y) is extended to |x) ® |D); the
expectation value is given on the tensor product state vector of the extended operator
Og (givenin (9.17)) and yields the following:

Ey[O] = Ey2p|Or] = tr{ (O® HD)pin}
On evolving the density matrix pj, for time #, yields
EyeplO¢] = u{ (0 In)pou |
and completing the measurement process by collapsing the state vector gives
Pou = Pm = Eyap|Or] = tf{ O® HD)ﬁM}
where Py is given by (9.23).
The expectation value of the operator O is evaluated in two steps; first a partial

trace is performed over the quantum entity’s Hilbert space Vg and one is left with
performing the trace over the device Hilbert space Vp. Using the notation of Oy,

to denote the partial trace of operator O over Vg yields®
OE‘X = EX [OE] = tI'VQ { (O ® HD)pM}

N
= v {(O@10) 30 e i) Wil @ Dn(1)) (Pute) }

leal* (Wl Ol Yn) - In | Da (1)) (Da(1:)|

M=

Il
.

n

N
= Opjy = ;lnlcnllen(t*)MDn(t*)l

The final result is given by tracing over the detector Hilbert space Vp and yields

Ey O] = Eyop|Ok] = Ep[Of|]

N
= tI'yD {OE‘X} = 2 /'Ln|Cn|2
n=1

%Note the notation used implies that Ok|y, = E4[O] is an operator on Vp and not equal to £y [O],
which is a real number.
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One can observe the coefficients A,|c,|* of the operator Ok, by measuring its
expectation value for the state vector |D,(,)) given by

(D ()| Ok [ Da(£:)) = (i) lea? 9.27)

Each device state |D,) is in one-to-one correspondence with the eigenstates |y, ) as
in (9.15); the value of the counter reading x,, is put into a one-to-one correspondence
with the eigenvalue 4, that is, as discussed in (9.16)

)Ln = Afn (xn)

Summing over the readings of all the device states yields the sought for E[O],
namely,

Ey[O] = 3 Du(t2)| O |Du(t.)) = ¥ Auleal?

n

The eigenvalues 4, can be obtained from the results obtained. The coefficients
|cn|? are equal to the empirically observed probability p, that have been obtained in
(9.26), and using them with (9.27) yields

(D (t:) | OR| Dn (1))
Pn

—2, (9.28)

where A, is the eigenvalue of the operator O, thus completing the determination of
all the eigenvalues of O.

Mixed Density Matrix and Decoherence

Note that measurement leads to an irreversible change since all the off-diagonal
terms in (9.12)—which are responsible for quantum interference and other nonclas-
sical effects—are zero in (9.13), and reflect the loss of information.

In other words, the process of measurement leads to decoherence by collapsing
a pure state into a mixed state and, as given earlier in (9.23), yields the following:

p — pm
N
pm = Z,I|Cn|2|llfn><ll/n|®|Dn(f*)><Dn(f*)|

The result of measurement, as in (9.23), is to collapse p to Py1.

The mixed density matrix Py represents classical probability: the probability of
observing a state |y,) ® |D,(t.)) is given by p, = |c,|*, with the p,’s obeying the
rules of classical probability.
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* The discontinuous transformation of p to Py is irreversible and is described by
an increase in quantum entropy, defined in (6.34). More precisely, for the pure
state,

S=—-tr(plnp)=0
whereas the mixed state, for p; = |¢;|* # 1, yields

N

Sw = —tr(pmInpm) = —kg Y, pilnp; >0 (9.29)
i=1

* Any unitary transformation on the state vector, such as the time evolution due to
the Schrodinger equation, results in |y) — U|y), where UU" = 1. This in turn
induces the following unitary transformation on the pure density matrix p —
UpUT and results in the entropy of p being invariant.

However, from (9.29), it is seen that the measurement process increases the
entropy. Hence the change of p to py cannot be brought about by a unitary
transformation, and as mentioned earlier, the process of measurement cannot
result from the time evolution driven by the Schrédinger equation.

e From the analysis of measurement, one reaches the conclusion that was men-
tioned in the introduction to this chapter, namely, that quantum mechanics is
founded on two assumptions. Firstly, the time evolution of the state vector is
unitary and determined by the Schrédinger equation, and secondly, the process
of measurement brings about a non-unitary change in the state vector, and this
change is not determined by the Schrodinger equation.

In summary, the measurement process causes an irreversible change in the state
vector |y)—by projecting its density matrix from pure state p to mixed state py;,
which describes a classical random system. The very process of measurement results
in decoherence being induced on the state vector. Hence

p — Measurement — py; :  Decoherence (9.30)

Noteworthy 9.3: “Collapse” of state vector and nonlocality

The process of the collapse of the state vector causes an irreversible change in
the system and is called decoherence. The nonlocal collapse of y/(¢,x) has puzzled
physicists since the beginning of quantum mechanics.

For the collapse to take place instantaneously apparently requires that “infor-
mation” about the state vector being detected by a particular projection operator
is communicated at infinite speed to the rest of space—and would seem to violate
the special theory of relativity according to which the velocity of light is the fastest
speed for any and every form of communication.
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The nonlocal nature of the state vector w(f,x) is consistent with all the
experiments that have been devised to test this aspect of quantum mechanics. In
particular, the famous EPR paradox is a test of the nonlocal characteristic of the
state vector, and experiments have shown that it is, in fact, nonlocal. Moreover, a
detailed analysis shows that quantum measurement theory is consistent with the
special theory of relativity [6].

A central unresolved mystery of quantum mechanics is the instantaneous col-
lapse of the state vector. It is, in fact, the collapse of the state vector that gives
meaning to the intrinsically probabilistic nature of quantum mechanics and to
the concomitant existence of the trans-empirical domain that embodies all the
nonclassical behaviors of the quantum entity.

My own view is that a possible explanation of the instantaneous collapse of the
state vector is to take the “picture” of the state vector existing in the trans-empirical
domain as being literally true. The state vector |y) has a symbol-like reality since it
is a mathematical construct that contains the likelihood of all possible outcomes. A
precise measurement of the state of the system is equivalent to the complete erasure
of the symbol-like structure.’

Hence, the collapse of the state vector due to an observation can be thought of as
the analog of the “symbol” ceasing to exist; this erasure of the symbol takes place
for the entirety of the symbol and is expressed as the instantaneous collapse of the
state vector. Since the state vector as a symbol exists only in the trans-empirical
domain, the laws of relativity do not apply as relativity limits the speed of transfer
of information only for classical signals that exist solely in the empirical domain.

The physics of the trans-empirical domain is determined by laws that are
fundamentally nonclassical, symbolic, and mathematical in essence.

9.9 Preparation of a Quantum State

The preparation of a quantum state has features that are similar to the measurement
of a state vector but also has some differences. A measurement of a quantum state
ascertains the quantitative values of properties of a state vector that exist before the
measurement is made; a measurement may destroy the measured state, as is the case
of a particle being detected by a photographic plate and being lost in the plate. In
contrast, the preparation of a state is made with the intention of studying the degree
of freedom’s state vector after its preparation. Furthermore, it is essential that the
state be left intact after the preparation so that it may be studied further [4, 19].

Consider one of the simplest, but nevertheless, one of the most important
quantum states, namely, a “free” electron inside a box. The preparation of the state
is illustrated in Fig. 9.7.

7 A partial erasure of the symbol is also possible, as discussed in Sect. 8.8 on the Quantum Erasure.
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Fig. 9.7 (a) Electrons emitted by a source are post-selected for obtaining an electron with a
definite momentum p’. (b) The electron inside a cavity (box) is kept confined to the cavity using a
three-dimensional Penning trap (published with permission of © Belal E. Baaquie 2012. All Rights
Reserved)

Free electrons are obtained from a source, which can be a metal that is heated
by a flame. An electric field is applied to the electrons to collimate the beam of
electrons as well as to increase their energy. For electrons moving at velocities of a
few km/sec, the quantum states are sharply localized wave packets with the motion
of the wave packet being well approximated by classical electromagnetism. Hence,
one can use a semiclassical analysis for analyzing the evolution of the wave packet.

Electrons with different momentum p’, p’’ p’” and so on are separated by
imposing a magnetic field on the electrons. An electron with momentum p’ is
chosen to enter into a cavity, also called a box. In symbols, the initial state of the
electron is given by p = |x)(x|; the procedure for separating the state into different
momentum states |y ) leads to the following:

p = vy ) (vpl

The selection of a momentum eigenstate for the electron is shown in Fig.9.7a:
the magnetic field causes the electron wave packets to move in a circular motion
determined by its momentum, with an electron with a momentum p’, up to some
small error, entering the aperture to the cavity. The electron is in a momentum
eigenstate when it enters the cavity. Once the electron crosses the aperture, the
shutter is closed, and the electron is now inside the cavity with state vector

|y )@ state vector entering cavity

The process of selection of momentum eigenstate is a measurement of the momen-
tum of a quantum state: Any momentum measurement made after the selection will
yield, with probability 1, momentum p’.
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If, inside the cavity, the electron is not acted upon with some form of interaction,
its momentum will lead it to collide with the wall of the cavity and the electron will
be lost.

To confine the electron to the cavity, the electron is subjected to new (energy and
momentum conserving) interactions. There are various devices that can confine an
electron to a cavity, the most widely used ones being the Paul trap and the Penning
trap [26].

The Paul trap is an electric quadrupole ion trap that can confine a charged
particle inside a cavity in both one and three dimensions.® The ion trap uses a time-
dependent electric field to confine the ion to a cavity; in particular, it uses a constant
gradient electric field and an electric field oscillating at the radio frequency to trap
the ions.

The Penning trap, in contrast, confines charged particles inside a cavity using
both a homogeneous static magnetic field and a spatially inhomogeneous static
electric field. Figure 9.7b shows a drawing of the Penning trap confining an electron
to the cavity.

The state preparation yields the state vector of the electron inside the cavity
box. Once the electron enters the cavity, it is subjected to new electromagnetic
interactions that changes the nature of its state vector. Being confined to the cavity
leads to the boundary condition that the state vector be zero on the boundary of the
cavity.

Once the electron enters the cavity, one no longer has any knowledge of its
quantum state. Since the electron inside the cavity is no longer being observed,
the electron makes a smooth transition from being an empirical entity—for which
it is known to be in definite state—to a trans-empirical and indeterminate state. The
transition of the electron from the empirical condition to its trans-empirical state
is smooth in contrast to its transition from its trans-empirical state to its observed
empirical manifestation.

Inside the cavity, the electron’s behavior is described by its trans-empirical state
vector given by

|W)Box = |Wp*) Zero on boundary of cavity ©  State vector inside cavity

For a box with dimensions L x L x L and momentum p’ = 22 (n,,ny,n;) with

ny,ny,n; being integers, the state vector for a free particle in a box is given by

<x7y7 Z| lI/>Box = <X,y, Z| Yy >Zer0 on boundary of cavity

(2 3/2 . (2mxne\ . [2myny\ . (27zng
== sin sin sin | ——
L L L L

8Static electric fields alone cannot act as a trap since the electron will drift along the direction of
the electric field and finally hit the electric charge that is the source of the electric field.
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9.10 The Heisenberg Uncertainty Principle

The Heisenberg Uncertainty Principle is one of pillars of quantum mechanics and is
a fundamental result required for avoiding many apparent inconsistencies. Chapter 7
discusses the EPR paradox that seems to imply that the Heisenberg Uncertainty
Principle is violated; in spite of what one would naively think, the uncertainty
principle turns out to be valid in a remarkable and nontrivial manner.

The expectation value of commuting operators O,,n = 1,2,..., N can be
simultaneously evaluated since there exist state vectors that are simultaneously the
eigenstate of all the commuting operators. Hence, one can design an experiment, as
illustrated in Fig. 5.5, in which all the N eigenvalues are measured simultaneously,
and as given in (9.8), one can simultaneously evaluate tr(p®,) for all n =
1,2,...,N

What happens when one tries to simultaneously evaluate, for a given state vector
|w), the expectation values of two non-commuting operators, say A and B?

Let us consider an experiment that can exactly measure the expectation value of
A and then examine what this measurement process yields for the expectation value
of B. The experimental device is designed to measure the eigenstates of A, with no
reference being made to the eigenstates of the operator B. The state vector |y) is
decomposed in terms of the eigenstates of A, namely, |n) with eigenvalue a,; the
action of the operators is given by the following:

Aln) = an|n) ; Bln) Zb,,m|m lw) =D caln) s p =D cncyyln) (m

= E[A] 2|cn| apn ; = anmcnc (9.31)

Equation (9.31) provides exact expressions for both A and B, so it would seem one
should be able to measure the expectation value of both non-commuting operators.
This, however, is not possible due to decoherence (collapse of the state vector) that
is an essential component of the process of measurement. As shown in (9.30), the
process of measurement yields

p — Measurement — Py

= E[A] = tr(pA) — Measurement — tr(pyA) = Y. lea|?an = E[A]  (9.32)

n

E[B] = tr(pB) — Measurement — tr(pyB) = Zb,m|cn| #E[B] (9.33)

Equation (9.32) shows that measurement yields the correct expectation value for
A. But as seen from (9.33), the same measurement yields an incorrect value for
the expectation value for the non-commuting operator B—since all the off-diagonal
terms in (9.31) required for correctly evaluating E[B] have been canceled out due
to the collapse of the state vector—namely, due to decoherence. Clearly, one cannot
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find the expectation of both operators A and B since there is no state vector that is
the simultaneous eigenstate of both the operators.

In the case considered, the expectation value of A was evaluated exactly, with the
errors for operator B being uncontrolled. One may ask, can one choose a complete
basis—with the basis states not necessarily being eigenstates of either A or B—so
that the joint error in the evaluation of both E[A] and E|[B] is minimized? The answer
to this question is given by the Heisenberg Uncertainty Principle.

An Operator Inequality

Let A,B be Hermitian operators; to analyze the error in their expectation values,
define the following:

A:A—E[A]; B=B—E[B; p=|y)(y]
E (A)” = tr(pA2) — (tr(pA))?

(AB)* = E (B)* = ur(pB*) — (ir(pB))’
and E([A,B]) = tr(BpA) —tr(ApB) (9.34)

The derivation given below yields the following result:
1
AAAB > 3 |[E[A,B]|: Generalized Uncertainty Principle (9.35)

Define the following state vectors:

Aly) = lya); Bly) = |ws)
= (AAAB)* = (ya|ya) (ws|vs)

For any two vectors a and b in an N-dimensional Euclidean space, one has
the triangle inequality given by |a||b| > a-b, where |a| = /a3 + - +a%. The
generalization of the result for Euclidean space to Hilbert space operators is the
Schwarz inequality given by

(AAAB)? > |E[AB||* (9.36)

The identity

U | 1
AB=—|A,B|+-{A,B
2[7 ]+2{ ? }



9.10 The Heisenberg Uncertainty Principle 197

yields from the Schwarz inequality (9.36), for Hermitian operator C = —i[A, B], the
following:

(AAAB)* >

el 8L +i(ELC))]

Bl =

Choosing | ) such that |y,) = |wp) makes the term E[({A,B})?] = 0 and yields the
following generalized Heisenberg inequality:

(AAAB) > %‘E[C]‘ - %‘E([A,B])‘ (9.37)

The generalized Heisenberg Uncertainty Principle states that there will always
be errors AA, AB when the expectation values of two non-commuting operators A, B
are experimentally measured for any state vector; the minimum joint error is given
in (9.37) and is equal to §|E([A,B])|. It is appropriate that only the commutator of
A and B, namely, [A, B], determines the minimum error since the commutator is a
precise measure of the extent to which the two operators do not commute.

Position Momentum Uncertainty Relation

For the position and momentum operators X and p, the commutation equation is
given by

The generalized Heisenberg Uncertainty Principle, given in (9.35), yields the
celebrated result of Heisenberg, namely, that

AXAp > —h: Heisenberg Uncertainty Principle (9.38)

Consider the ground state vector of the simple harmonic oscillator, which is not
an eigenstate of either X or p, given by

wer= (7)o {- () T}

It can be shown that yp(x) yields the minimum value for the joint errors of £ and p,
namely,

1
AfAB| = =n
P 2

Yo
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Time-Energy Uncertainty Relation

The role and definition of time in quantum mechanics is quite different from

position; as discussed in some detail in Chap. 2, the position of a quantum entity

becomes the position degree of freedom, which is a dynamical variable, while time
remains an external parameter.” In contrast, time is not a degree of freedom and has

the following threefold interpretations in quantum mechanics [28]:

e [Intrinsic time is the parameter ¢ that occurs in the Schrodinger equation, and
every degree of freedom is a dynamical variable with a time evolution that marks
the passage of intrinsic time.

» Experiments take place in space and time. The detectors and switches for electric
and magnetic fields in the laboratory, the recording times of detectors, and so on
consist of measurements of external time carried out by clocks in the laboratory.

* The observation of quantum events, such as the time of arrival of decay products
from a radioactive source or the time of tunneling of an electron through a
barrier, are examples of observable time that are random and have a statistical
distribution.

Intrinsic time cannot be placed on the same basis as the position degree of
freedom; the reason being that time is conjugate to energy, and an unbounded
Hermitian operator representing time, due to the Heisenberg Uncertainty Principle,
would require an unbounded energy operator—resulting in a Hamiltonian having a
ground state unbounded from below, with minus infinite energy. This would lead to
all quantum systems being unstable [15].

All references to time in this book are to intrinsic time, namely, the time that
appears in the Schrodinger equation.'” The time—energy uncertainty is for intrinsic
time versus the observed energy of a quantum degree of freedom.

Consider an operator A; the Heisenberg equation of motion as given in (5.40)
(and which is equivalent to the Schrédinger equation) is given by

dA
i =AH —HA= [A.H]

The parameter ¢ is the intrinsic time of the quantum system. The general result given
in (9.34) and (9.35) yields

AAAH > ‘E([A,H])‘ - E’E(dA)’ (9.39)

9This asymmetry of time and position is resolved in relativistic quantum field theory by “demoting”
position from being a degree of freedom, as is the case for nonrelativistic quantum mechanics, to
being a parameter like time; both space and time coordinates label the quantum field’s degrees of
freedom. Thus, having both 7, x as parameters allows one to have exact relativistic invariance under
Lorentz transformations on ¢, X.

10A11 three concepts of time, namely, external, intrinsic, and observed time, can be employed to
study a quantum process [28].
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Fig. 9.8 Time—energy E+AE
uncertainty (published with AE
permission of © Belal E. B
Baaquie 2012. All Rights
Reserved)
Ey !

Define the characteristic time for the operator A by the following equation:

AA

At = — (9.40)
|$E[A]|

The uncertainty in energy is given by AH = AE. Equation (9.39) then yields the
time—energy uncertainty as being given by

AtAE > ~h (9.41)

| —

To illustrate the time—energy uncertainty relation, consider state vectors of atoms
that have two well-separated domains for the energy eigenstates: a ground state
with energy Ey and a continuum of eigenstates with eigenenergies in the interval
[E,E + AE], as shown in Fig. 9.8.

Let the operator A represent, at time ¢, the number of atoms N(¢) that are de-
scribed by a state vector which is a superposition of eigenstates with eigenenergies
in the range [E, E + AE]; the time—energy uncertainty relation states the rate of decay
of the number of states is given by

_ —t/At, _ i

N(t) = Noe ; AI_ZAE

In other words, the uncertainty in the energy AE of the state vector results in the

state being unstable, having a lifetime of Ar and steadily decaying to the ground

state. It also follows that if there is no uncertainty in the energy, that is, if AE = 0,

then the lifetime of the state is infinite, which indeed it must be since a state vector
with AE = 0 is an eigenstate of the Hamiltonian that never decays.

Heisenberg Uncertainty Principle and the Quantum Entity

The Heisenberg Uncertainty Principle is a tangible and measurable consequence of
the indeterminacy of the underlying degree of freedom F.
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Trans-empirical Empirical

Ap:oo
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Classical; AxAp

AX = oo

hge n >0
AtAE~hg

Fig. 9.9 The coordinate and momentum representations of the degree of freedom and the
respective state vectors. The empirical value of Planck’s constant is denoted by 7. The classical
limit emerges as i — 0 and is shown in the diagram (published with permission of © Belal E.
Baaquie 2012. All Rights Reserved)

The transition from the trans-empirical state vector to its empirical manifestation
requires a finite time Ar and is illustrated in Fig. 9.9. Consider a thought experiment
carried out on a quantum entity with a perfect device. Every such experiment has an
inherent inaccuracy At in the experimental determination of the intrinsic parameter
of time ¢ that appears in the Schrodinger equation. The limitation in accurately
determining ¢ is related to the unavoidable experimental inaccuracy, namely, AE,
with which the energy E of the quantum state can be determined. These two
limitations are related by the Heisenberg Uncertainty Principle—given in (9.41).

The quantum mechanical description of the degree of freedom by a state vector
and Hermitian operators necessarily leads to the uncertainty principle. The degree
of freedom F can have mathematical representations that are related by unitary
transformations, and there is a different experimental device for ascertaining the
properties of F for each representation. For non-commuting operators representing
incompatible properties of the degree of freedom, the uncertainty principle sets a
limit of how accurately the operators can be simultaneously measured.

In particular, due to (9.38), the uncertainty principle states the following. One
can do a thought experiment that can exactly measure the values of either the
coordinate projection operators |x){x| (with Ap = o) based on state vector y(f,x)
or the momentum projection operators |p)(p| (with At = ) based on state vector
v (t,p), as shown in Fig. 9.9.

Consider a hypothetical scenario of the Planck’s constant 7 varying smoothly
and one tracks the quantum description of the degree of freedom, as shown in
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Fig.9.9. As i — 0, the purely quantum description—in terms of state vectors that
are eigenstates of either the coordinate operators |x)(x| or momentum operators
|p){p|—goes to zero.

The mixed description of the quantum system, with partial information about
both the coordinate and momentum representations, is shown in the intermediate
domain, with the accuracy of the description given by AfAp > fi/2. As one takes
h — 0, the values of both At and Ap go to zero, and one obtains the classical
description for which the values of both x, p are known exactly that is with AfAp =0
and is shown as the classical limit in Fig. 9.9.

In summary, the mathematical representation of the quantum entity by a degree
of freedom, state vectors, and operators—and the experimental determination of
the physical properties of the quantum entity—necessarily leads to the Heisenberg
Uncertainty Principle.

9.11 Theories of Quantum Measurement

There is at present no consensus amongst quantum theorists as to what constitutes
a measurement. We have used the concept of the “collapse of the state vector” to
explain the result of quantum measurements, but all the results can be obtained
without invoking the collapse concept. There are five main schools of thought on
what constitutes a quantum measurement.

e The Copenhagen interpretation is that, on being experimentally observed, the
quantum state undergoes an inexplicable collapse to one of the allowed eigen-
states; this collapse is not described by the Schrodinger equation. More techni-
cally, the state vector collapsing to one of its allowed eigenstates is the detection
of the quantum state by one of the projection operators that constitute the
measuring device [10].

e All measurements of a quantum system invariably need a device that greatly
amplifies the signal from the state vector. Consider using a Geiger counter for
measuring the emission of charged particles from a radioactive material. The
Geiger counter has an internal high voltage such that the presence of a single
charged particle causes a cascade of electrons from the detector’s material,
releasing up to 107103 electrons. The recording of the cascade of electrons is
the signal indicating the presence of a charged particle.

There is a view that a large detector—consisting of ~10® degrees of freedom
and obeying the laws of quantum mechanics—creates decoherence by its uncon-
trollable interactions with the quantum entity and leads to an observed classical
state [33].

e In the “many-world” interpretation of quantum mechanics, every measurement
is thought to bifurcate the state vector into new branches, depending on the
outcome of the measurement. In other words, if one measures a superposed
state, such as ¥ = y, + yjq, then sometimes one observes Y, and at other times
one observes Yy. According to this interpretation, an observation leads to two
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possible Universes, the first Universe when the state vector y, is observed and
the other Universe when the state vector yjy is observed.

Each Universe is taken to be equally real, and the subsequent temporal evolu-
tion of the state vector takes place—determined by the Schrodinger equation—in
the Universe that has been chosen by the experiment, until the next experiment
is performed [8].

e Another approach is to introduce a random (fluctuating) classical force that acts
on macroscopic objects and causes superposed quantum states to continually
fluctuate. This random force causes the transempirical superposed states to
rapidly evolve into empirical states that are governed by classical probability.

e There is view that a measurement does not take place in any apparatus, which is
in any case governed by quantum principles, but instead, a measurement occurs
only when a consciousness-like entity becomes aware of the measurement. In
this view, the human brain is thought to be described by quantum mechanics,
but the human mind—taken to be an exemplar of consciousness—is thought
to be outside the workings of physical laws. A “recording” of the result of a
measurement by the human mind causes an irreversible change by collapsing the
state vector and brings the process of measurement to a completion [12].

e My own view, and the one taken in this book, is close to the Copenhagen
interpretation that the Schrodinger equation by itself cannot explain the process
of measurement. Measurement is a projection of the trans-empirical quantum
state onto a unique empirical reading of a device; this projection, namely,
the collapse of the quantum state, is an assumption that needs to be made in
addition to the Schrodinger equation. A dynamical process is needed to make
this projection and which would explain the state vector collapse; this mechanism
needs to operate on the interface of trans-empirical and empirical domains.

A new equation is required that combines aspects of the Schrodinger equation,
which is operational only when the quantum entity exists as a trans-empirical
state vector, with another equation that represents the process of measurement.
This (new) equation needs to be applied to the quantum state every time an
experiment is carried out (on the quantum state) and operates at the interface
of the trans-empirical and the empirical domains—causing the quantum state to
make a transition from its trans-empirical state to its empirical manifestation.

9.12 Summary

To extract information from the state vector and about the observables, repeated
measurements have to be performed. For a given state vector, the degree of
freedom is of central significance; although the degree of freedom can have many
mathematical representations, for a given problem there is usually a natural choice.

To measure the properties of an observable operator O, a given state vector has to
be expressed as a superposition of the eigenstates of O; furthermore, an experiment
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has to be designed to measure the eigenvalues and eigenstates of O to ascertain the
value of O for the state vector. The experiment needs to entangle the detector’s state
vector with that of the quantum state being observed.

What is remarkable in the physics of measurement is the fundamental role played
by the quantum states in Hilbert space. In particular, the existence of entangled
states is crucial in coupling the macroscopic experimental device to the microscopic
quantum entity.

Measurement lies at the heart of quantum mechanics, but paradoxically, even
after over 100 years of Planck’s quantum postulate, the process of measurement
still remains an enigma. Although the procedures for carrying out measurements on
a quantum state are garden variety, well understood, and carried out every day, the
theoretical understanding of measurement is far from clear.

The device can be thought of as a quantum mechanical system in its own right;
the combined state vector of the quantum system (which is being observed) and
the device evolves according to the Schrodinger equation and never undergoes
any collapse. So where is the collapse? The fundamental conundrum in quantum
measurement is the mechanism by which the state vector collapses, or what is
the same thing, how does the trans-empirical quantum state “choose” a particular
empirical outcome when observed by the projection operators.

All reasoning so far regarding the collapse of the state vector, which in essence is
an irreversible change in the combined quantum entity-detector, rests on the fact that
the detector is a large system and hence undergoes decoherence and which in turn
induces decoherence on the quantum entity. It has been proposed that any collection
of atoms larger than 108, the number of electrons that cascade in a Geiger counter,
can function as a quantum mechanical detector [6].

The fundamental indeterminacy of the quantum degree of freedom is reflected
in the fact that when a quantum state |y ) is measured by a process of measurement
using projector operators |D,,)(D,|, it is impossible to predict which projector will
detect the state vector’s collapse; all one can say is that there is a certain probability
of the collapse occurring at a particular projector operator.

There are some “pragmatic” physicists who, focusing on the operational side of
measurements, consider theoretical questions regarding “what is a measurement”
as being unimportant. But the fact remains that the process of measurement is
currently outside the Schrodinger equation and points to a need for either a deeper
understanding of quantum mechanics or for a new theory that goes beyond quantum
mechanics.
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The discussion in Chap.9 shows that the theory of measurement in quantum
mechanics is a complex subject. Although widely studied, there is, however, no
agreement as to what is the crux of a quantum measurement. Given the central
importance of measurements in quantum mechanics, this chapter studies the Stern—
Gerlach experiment, which is one of the few experiments that can be examined in
great detail and can help to further our understanding of the subtleties of quantum
measurements.

Spin is a quantum degree of freedom with only two possible outcomes for
its z-component and is one of the simplest quantum system; the Stern—Gerlach
experiment measures O, the z-component of the spin of an electron.

The mathematics of this experiment is comparatively simple, leaving us to focus
on the physics of measurement. The Stern—Gerlach experiment is modeled by a
simplified Hamiltonian proposed by Gottfried and Yan [15]; the advantage of this
Hamiltonian is that all the results can be obtained exactly. The measurement process
is studied by using the Schrodinger equation to evolve the state vector of the electron
through all the stages of the experiment.

This chapter is more technical than others because a qualitative discussion cannot
address the controversies that surround the problem of measurement; instead, there
is a need to quantitatively study the problem so that one makes generalizations that
have a precise mathematical basis.

10.1 The Experiment

An electron consists of its position and spin degrees of freedom, with the term
“electron” referring to its degrees of freedom. The Stern—Gerlach experiment
measures the z-component of the electron’s spin, which are eigenvalues of the
eigenstates of o, given in Sect.8.1. For ease of reference, the eigenvalues and
eigenstates of ¢, are given below:
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Fig. 10.1 The Stern—Gerlach experiment. The arrows pointing up represent an inhomogeneous
magnet field. (a) The incoming electron is represented by a wave packet. (b) The incoming
electron’s spin is a superposed state; after crossing the magnetic field, the up and down spin
eigenstates are well separated (published with permission of © Belal E. Baaquie 2012. All Rights
Reserved)
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The trans-empirical superposed state vector for spin 1/2, from (8.3), is given by

m = olt) = ig|j:>

where

¥) = al4) + Bl-) = [g] ¥ = o p] (10.1)

Figure 10.1 shows a schematic representation of the process of measurement:
The incoming state vector is an electron wave packet traveling in an inhomogeneous
magnetic field, as shown in Fig. 10.1a; the spin is in a superposed state |¥') of the
up and down spin states. The magnet field separates the up and down spin states,
and the electron’s state vector finally hits the detector, which is a screen that records
the collapse of the electron’s state vector, and in effect yielding the position of the
electron at screen, as shown in Fig. 10.1b.

The intuitive concept of the Stern—Gerlach experiment is the following. The state
vector subjected to an inhomogeneous magnet field propagates (on the average)
along two paths: For “up” spin, case the state vector goes upwards and for the
“down” spin case, goes downwards. Measuring the trajectory of the electron’s wave
packet is equivalent to determining the electron’s spin. This is the essence of the
Stern—Gerlach experiment, and the remaining sections express this intuitive idea in
the mathematical framework of quantum mechanics.

The Stern—Gerlach experiment has the following arrangement:
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* The electrons travel along the x-axis and with z = 0. The electron’s state vector
is a wave packet with a well-localized position.

* Aninhomogeneous magnetic field points in the z-direction, with the field getting
stronger for increasing z. The electron is in the magnetic field for a distance a
along the horizontal direction.

e After leaving the magnetic field, the electron’s state vector is found by the
detectors at the screen to be either above or below z = 0.

» The final vertical position z of the electron is measured at horizontal position
X = a, as shown in Fig. 10.1, where a screen is placed.

e The distance a that the electron travels in the magnetic field is adjusted so that
there is a clear separation of the up and down paths of the electron. In particular,
the separation of the two wave packets is much greater than the spread of the
wave packets.

* From the position measurement of the electron’s state vector at the screen, it is
concluded whether the electron’s spin is pointing up or down.

e The probabilities P, and Py are obtained by repeating the experiment many times
and counting how many times the electron’s state vector is found at the screen in
the up or down positions.

In more general terms, the electron has two distinct degrees of freedom,
namely, its position degrees of freedom x,y,z and its spin degree of freedom. The
Stern—Gerlach experiment uses the electron’s position degree of freedom z as the
macroscopic variable that is measured in the laboratory and plays the role of the
macroscopic counter reader.

The microscopic values of the z-component of spin, namely, j:g, are inferred
from the position readings. In essence, due to the effect of the magnetic field, once
the two trajectories for the “up” and “down” states have separated out more than the
spread of the incident wave packet, the position of the final state yields the value of
the observed eigenvalue of the spin operator o;.

10.2 Classical and Quantum Predictions

As shown in Fig. 10.1, electrons produced at the source are collimated into an
electron beam that travels across an inhomogeneous magnetic field and is finally
observed on a screen. The electrons coming out of the source have their spins in an
arbitrary superposed state. In the classical picture, the spins are pointing in arbitrary
directions. Classical physics predicts that the position of the electron on the screen
will lie everywhere between the maximum up position, for a spin pointing up, and
the minimum down position for a spin pointing down. Classical physics predicts
that the observed electrons will lie on a continuous line, as shown in Fig. 10.2a.

The quantum mechanical solution for a spin moving in an inhomogeneous
magnetic field is dramatically unlike the classical result. The electron coming out of
the source has a state vector given by the quantum superposition of the up and down
spin states and given by (8.3), namely,
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Fig. 10.2 (a) Classical prediction for the Stern—Gerlach experiment. (b) Quantum prediction for
the Stern—Gerlach experiment (published with permission of © Belal E. Baaquie 2012. All Rights
Reserved)
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Since the electrons coming from the source have an arbitrary orientation, the
coefficients o, B can take all the allowed values on the Bloch sphere discussed in
Sect.4.4. The electron is in a trans-empirical state, simultaneously being in both
the up and down state, and each electron has an indeterminate and trans-empirical
path, simultaneously propagating along two different possible paths, as shown in
Fig. 10.2b and later in Fig. 10.5b.

Quantum superposition predicts that every experiment will only obtain the
eigenvalues of the components of the superposed state. The analysis for the quantum
superposition of the spin 1/2 degree of freedom is discussed in Sect.8.1. For the
spin 1/2 case, every measurement of o;, the z-component of spin, will result in
either the up value of the spin or the down value, namely, 7i/2 or —7/2, and with
no other value for the spin (that is in between the up and down values), as shown in
Fig. 10.2b; this follows from the principle of superposition discussed in Sect. 8.1.

In other words, on the screen, all the electrons will be observed at only two points,
either in the up position for the case of o; equal to 7/2 or in the down position for
the case of o equal to —7/2, and nowhere else.

The predictions of classical and quantum mechanics are in stark contrast
and shown in Fig.10.2a, b. Experiments confirm the prediction of quantum
superposition.

The average value of the z-component of spin, as in (8.4), is given by

%) = ol +) + |- = [ }; P+ BR =1

(¥lo¥) = 5 [l - |BP]

10.3 The Stern-Gerlach Hamiltonian

The electron’s spin is measured by greatly amplifying the (different) effect of the
experimental device on the two spin states. The process of amplification is realized



10.3 The Stern-Gerlach Hamiltonian 209
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by the electron’s spin interacting with the apparatus that is represented by a quantum
Hamiltonian.

The process of measuring the electron’s spin is modeled by a linearized version of
the Stern—Gerlach Hamiltonian—so that all the steps can be carried out exactly. For
ease of notation, we set 7 = 1 and we will restore its value if necessary. Following
Gottfried and Yan [15], the Stern—Gerlach Hamiltonian is given by

1 [0* 9% 927 . J
W + a—yz + a—zz - laGZf(x)(?_z

2m
T1o] (1 xe[0.q)
GZ_[O—J’ f(x)_{o otherwise (10.2)

where the coupling of the magnetic field to the spin is given by o.! The term
d/dz reflects the increasing strength of the magnetic field with increasing horizontal
distance z. The function f(x) reflects the fact that the inhomogeneous magnetic field
is nonzero only for the horizontal distance x € [0,a].

The classical solution to this Hamiltonian has two possible trajectories, with the
classical spin initially pointing up or down and with the z-coordinate of the particle
linearly rising or falling in the interval x € [0, a], as is shown in Fig. 10.3, for the two
spin cases, respectively.

Consider a steady flux of electrons going through the apparatus, one by one.
The expected (average) position of the electron follows a time-dependent trajectory,
being incident as a free particle on the magnetic field from the left, at x = 0,
propagating in the magnetic field until the point of x = a, and then propagating as a
free particle along the x-axis for x > a. The time-dependent Schrddinger equation,
forr = (x,y,z), is given in (2.4) (= 1)

Yo = ueB, where L, is the magnetic moment of the electron and B has dimension of the magnetic
field.
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Jy(1,r)
o

= Hy(t,r) (10.3)

and needs to be solved for the Stern—Gerlach system.
The time-dependent state function y/(z,x,y,z) is expanded in the basis provided
by the stationary eigenstates of H. Let

R R

The energy eigenstates of the Hamiltonian H [given in (10.2)] are labeled by p =
(Px, Py, Pz) and u, shown in Fig. 10.3, and are given by

Hyy (5p)6y = E(u,p) v (5p)8y; = +1 (10.4)
Yin(r;p); x<0

v (r;p) = wy(rp); 0<x<a (10.5)
You(r:p); x>a

For x < a and x > a, there is no potential, and hence the eigenstates are plane
waves. It can be verified that the energy eigenstates are given by

Win(r) =expi{xpy +ypy+2zp.}; x<0
W (r) =expi{xps+ypy+zp.}; 0<x<a
Yh (1) = expi{xpe+ypy+ (2—Zu)p}; x>a (10.6)

where

1 1
E(w,p) = o-[pi+pi+p2) = 5 [pi+ py+ P2 + o

Px = \/P3—2mapp,

Note that the incoming eigenfunction Wi, (r) does not depend on p. The effect of
the magnetic field is encoded in the eigenstate ‘P& (r), with its momentum p, being
modified from the free particle case. The constant phase Z; in wh (r) is fixed by
requiring continuity of the state function as a function of # and r.

An arbitrary time-dependent state vector that satisfies the Schrodinger equation
given in (10.3) has the following expansion:

2The value of Zy is given in (10.17).
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wt,r)= Y cuéu / d3—”g(p>w,é‘(r;p)e*”“”’l’)/z’” (10.7)
W (2m)3

The coefficients ¢, and g(p) are fixed by the initial condition at initial time r = 0.

10.4 Electron’s Time Evolution

To analyze the electron’s propagation in time, let 7. be the time required by the
electron to travel across the region of the magnetic field, from x = 0 to x = a. The
following notation is used for the state vector and for the different intervals of time
and regions of space.

Yin(1,0); 1 <0; x<0
y(tr)=1q yu(t,r); 0<r<t;0<x<a (10.8)
WOUt(tvr); t>tix>a

An initial incoming electron wave packet with energy E = p?/2m is given by

Win(t,1) = x(1,1) D, cpdus x<0

n==l1

d3p ixpx+iypy+zp; o —itp?/2m
1(t,1) = / G R e (10.9)

Note the position and spin degrees of freedom for v, (z,r) are not entangled since
they are in the form of a product: The state vectors for the spin and position degrees
of freedom of freedom are completely factorized in Wi, (2,r).

As indicated in Fig. 10.1, the incident state function needs to be a wave packet
that is well localized in space so that the detector can observe the motion of the
center of the wave packet as it traverses the magnetic field—with the motion of the
center of the wave packet yielding information about the spin of the electron.

To create the incident wave packet that is well localized in space, the following
function g(p) is chosen:

3/2 i 2
g(p) = (%) e "M K= (k,00) (10.10)
The wave packet is chosen to be traveling in the x-direction. Choosing f < K
ensures that the momentum of the wave packet is peaked around K and does not
spread as it traverses the magnetic field. The average momentum K is chosen to be
large enough so that there is no reflected component of the state vector at x = 0. For
this choice of g(p), at ¢ = 0, the wave packet is well localized around x =y =z =0.
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Wave Packet Inside the Magnetic Field: Formation
of Entanglement

For 0 <t < t,, the wave packet is inside the magnetic field and yields the following
time-dependent state function:

r) =Y cuéuxu(t,r); x>0,0<r<rt,
u

d*p Wy —itp?/2m
Xu(t,r) = /Wg(p)‘PM(r)e ; 0<x<a

3
- / (gn)3g(P) Pty P’ 2m (10.11)

As the electron propagates along the x-axis, the position and spin degrees of
freedom for Wy (¢,r) become entangled. We study how this entanglement is brought
about by the interaction Hamiltonian A given in (10.2).

The momentum of the incident wave packet, due to g(p), is peaked at K along the
x-direction; hence, in the momentum integral given in (10.11), p, can be expanded
about the momentum K and yields for p, the following:

Dx =1/ P2 —2mOULp; ™ Py — MUOP. [ px ™ Py — 0P [V (10.12)

v=py/m>~K/m
Equation (10.12) yields, in (10.11), the following:

el¥PxliPz ~ ol¥Px iz (z—pox/v) (10.13)

Equation (10.13) is the key to understanding the mechanism of entanglement. Due to
the magnetic field, the propagation in the z-direction now has a contribution pox/v;
furthermore, the propagation is now entangled with the spin of the electron, since
the trajectory for yt = 1 separates out from the one for 4 = —1; in other words, the
position and spin degrees of freedom become entangled due to the interaction of the
electron’s degrees of freedom with the magnetic field.

Performing the Gaussian integrations in (10.11) using (10.10) and (10.13) yields,
for0 < x <aand 0 <t < t,, the following:

CdBp 20\ K2 i i e 2
Xu(t,r) :/(—3 (—2) e 2 eFPx Py gipa(z—pax/v) o —itp” /2m
J 2r)33\ B

) mp? 35 (4K i
ool [ (o

3N, N are normalization constants.
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_ mp? 2 poxy 2 2| | LiKx,— AL K2
—Nexp{—m |:y +(Z—T) +(X—Vt):|} e 2

(10.14)

The average positions are given by (10.14) and yield, to leading order,
a
Ex[x]:/o dx/dydzxm(z,r)ﬁzw

a " o
Byl = [ ax [ aydzz (e = B2yl = por

The trajectory of the wave packet is obtained by the expectation value of the
position of the wave packet; for r = (x,y,z), the equations above yield, to leading
order, the expected position, given by ¥, (), as follows:

Fu(t) = ()l (1)) = Ey[r] = (v,0, ) (10.15)

The trajectory of the wave packet is the motion of its expected position ¥y (7).
For 0 < x < a, the trajectories T (7) and F_(¢), given in Fig. 10.3, are the upward
and downward sloping straight lines, as expected from (10.15).

Wave Packet After Crossing the Magnetic Field:
Entangled State

The domain of the magnetic field, defined by 0 < x < a, is chosen so that—on
crossing the distance a—the separation of the electron wave packet for 4 = +1 is
much greater than its spread, schematically shown in Fig. 10.1.

On reaching x = a in time 7, = a/v, the wave packet is out of the magnetic field,
and there is no longer any average motion in the z-direction. The trajectory for ¢ >
t. = a/v is determined by the state function WA, (r) given by (10.6), which together
with (10.5) yields

Vou(t,1) = Zcuéuc,ltr )y x>a; t>t.=alv

3

Gl = | é—p (B) Wiy (r)e 7"/

)}

/ p)exp i{xpx+ypy + (Z—Z”)pz}e*itpz/zm (10.16)
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Recall the constant phase Zj, is fixed by the requirement that the state function y(z,r)
is continuous at x = a and for time 7, = a/v; hence, from (10.14),

o
= % (10.17)

Similar to the derivation given in (10.14), in the approximation that K > f, from
(10.16), the state function for x > a and ¢ > ¢, is given by

mﬁ2 va utoa 2

C,,l(t,r):./\/'e 2(m+itf2)
:>1",1(t)=/a dx/dydzr|§,1(t,r)|22(vt,O,g) (10.19)

Pk 4K (10.18)

Note that the two state functions {,, are orthogonal, that is, ({v[{y) = 6u—v.

The trajectory of the wave packet is given by the motion of its expected position,
given by ¥ (¢); after time ., the trajectories ¥ (t) and ¥_(¢) travel in a straight line
parallel to the x-axis and at a height of z.—and are shown, in Fig. 10.3 for x > a, as
two lines parallel to the x-axis.

10.5 Entanglement of Spin and Device

To understand the measurement process, recall from (10.9) that the incident state
function is given by

Vin(t,1) = x(t,1) Z cubu; x<0;1<0
n==+1

The incident state function is a product state—of the space state function y(z,r)
multiplied by the superposed state of the spins 3, cu&y. There is no correlation
between the position of the electrons and its spin; measuring the position of the
electron yields no information about the spin of the electron.

The Hamiltonian given in (10.2) introduces an interaction of the spin with the
external magnetic field and creates a macroscopic amplification between the two
microscopic spin eigenstates. The up spin eigenstate has an average trajectory, given
by T4 (¢), that is clearly different from the average trajectory of the down spin
eigenstate T (7).

After passing through the magnet, the electron’s position degree of freedom
becomes entangled with its spin degree of freedom, with the deflection of the
electron in the z-direction depending on its spin state defined by . More precisely,
from (10.16),

Wout (£,T) Zcuéﬂcu (t,r); x>a;t>t.=alv
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= [Your) = zcu|§u>|§t>§ (&v8u) = Ou—v (10.20)
u

On leaving the magnetic field, the electron is in an entangled state, for which the
electron takes the up and down paths that are exactly correlated with the state of the
spin: Measuring the position of the electron is tantamount to measuring its spin. Or
put differently, due to entanglement, immediately after the position measurement of
Zyu, the spin is certain to be in a spin eigenstate & ; if an independent measurement
of spin is carried out immediately after the measurement of the position yields z,,
then the spin is certain to be found in the state ;.

Hence, a measurement of position in effect is also a measurement of spin and can
be represented by the projection to state function |y )|, ); (10.20) then yields

[{Cu (G Wou)|* = lel®

Equivalently, note that the Stern—Gerlach experiment does not directly observe the
spin states of the electron. Hence, a measurement of only the position degree of
freedom results in a partial trace over the spin degrees of freedom and yields the
following reduced density matrix:

PR = rspin (| Wour) (Wou|) = D len | 6u) (Gul (10.21)
u

The reduced density matrix pr represents a classical random system. After it
crosses the magnetic field, the probability of finding the electron in device state
|€1), with the pointer at position Z; is P, and, similarly, the probability of finding
the device in state |§_), with pointer at position Z_, is Py; (10.21) then states that

Po=lcy s Pi=lc |

The experiment determines the average value of the z-component of spin, as in (8.4),
and is given by

(¥lo¥) = 5 [les P = le-P] = 5 [R- 7

10.6 Summary of Spin Measurement

We recapitulate the process of measurement to highlight its conceptual underpin-
nings and connect the specific example of the spin measurement to the general
features of a quantum measurement discussed in Sects. 9.6-9.8.

The Stern—Gerlach experiment measures the spin magnetic moment, in short
the spin, of the quantum spin degree of freedom. The measurement is carried
out by entangling the spin degree of freedom with the degrees of freedom of the
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experimental device. The z-coordinate of the electron’s position degree of freedom

is, in fact, a representation of the experimental device, since the z-position of the

electron is what the device measures. Hence, the z-coordinate degree of freedom of
the electron plays the role of the degree of freedom of the device.

The counterposition of the device is the point on the screen at which the electron’s
state vector is detected. Hence, the position of the electron on the screen is the degree
of freedom of the device. The state of the device has the following three values:

* The counterposition z = 0 indicates the neutral position of the counter and
contains no information about the spin of the system and is represented by state
Do)

 The counterposition z = Zy = oa/v shows that the spin is in the up state and is
represented by state |D. ).

* The counterposition z =Z_ = —aa/v shows that the spin is in the down state and
is represented by state |[D_).

The three states of the device, represented by the state vectors |Dy),|D4.),|D_), are

given by

|D0>:X(t7r); |D+>=C+(l‘,l‘); |D+>:C*(t7r)

The measurement process is constituted by the following stages:

* The initial quantum state is prepared at the source to be in a superposed state of
the spin degree of freedom. The initial quantum state and device state are in a
joint product state.

|Win) = |Do) (c1 |E1) + c2|§2>) : device and spin not entangled

* After the interaction of the device and the electron’s spin, the final state is an
entangled state given by

[Win) = [Wour) = c11&1)|D+) 4+ ¢2|&2)|D—) :  device and spin entangled

e The third stage in measuring the spin of the electron is to perform the measure-
ment by recording the quantum state of the electron—hence bringing about an
irreversible change in the spin-device system by collapsing the state function.
This process yields the mixed density matrix py; given by

P = |Wou) (Wout| — Measurement — py

pm = et PIEN(E @ (D) (Di| + |ea*|&) (&2| @ [D-) (D]

» Since the value of the spin degree of freedom is not measured, the Stern—Gerlach
in effect performs a partial trace over the spin degree of freedom and yields the
reduced density matrix pR that gives the final result:
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P =t (pat) = 1 21D1) (D + [e2P D) (D

10.7 Irreversibility and Collapse of State Vector

As discussed in Chap.9, measurement involves four steps, namely, preparation,
amplification, entanglement, and irreversibility. The process of measurement is
brought to a closure by recording the outcome of the measurement, and this process
of recording the result brings up about an irreversible change in the detector as well
as in the quantum system being observed.

Recall for the Stern—Gerlach experiment, the applied magnetic field brought
about an amplification of the up and down quantum states of the electron’s
spin by separating these states into macroscopically separated electron (average)
trajectories. Furthermore, the electron’s position became entangled with its spin
degree of freedom, thus allowing for the unambiguous determination of the state of
the spin degree of freedom by measuring only the position of the electron.

However, both amplification and entanglement do not bring an irreversible
change in the system. As shown schematically in Fig. 10.4, one can apply a reversed
magnetic field to the entangled state of the electron and disentangle it and deamplify
the separation of the quantum states so that the original state of the electron is
restored. According to Wigner [12], the passage of the electron through the magnetic
field is not a complete measurement, and it is only when the position of the electron
is recorded, for example, by a photographic plate as in Fig. 9.1, that an irreversible
change is made and the process of measurement is completed.

Registering the electron’s position is a process that causes a collapse of the state
vector and brings about an irreversible change in the system—called decoherence.
The concept of quantum entropy as discussed in (6.34) provides an appropriate
mathematical description of irreversibility in quantum mechanics.

This view of Wigner has been contested by some physicists pointing to the
necessity replacing the classical magnetic field with the quantized electromagnetic
field [31]; suffice to say, the relevant point in this discussion is that an irreversible
change needs to be made for completing the measurement process. If the preparation
of the state vector or its subsequent propagation through the magnetic field brings
about such an irreversible change, then it proves Wigner’s point.

6

Fig. 10.4 Reversing

amplification and @
entanglement (published with
permission of © Belal E.

Baaquie 2012. All Rights

Reserved)

6
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10.8 Interpretation of Spin Measurement

The empirical and trans-empirical interpretation of the Stern—Gerlach experiment is

given in Fig. 10.5.

Figure 10.5a—c is a representation of the different aspects of the measurement
process of the electron’s spin. Figure 10.5a is the usual drawing of the experiment
indicating both the possible paths for the electron; Fig. 10.5b and c resolves the
experiment into two components: the empirical part shown in Fig. 10.5b and the
trans-empirical part shown in Fig. 10.5c.

The stages of the measurement process are the following:

e At the “source,” the quantum state to be measured is prepared together with the
experimental device that performs the measurement and is shown in Fig. 10.5a.
y(u,r) is the state function of the electron that is emitted by the source, where
u = =1 (up, down) is the spin of the electron; D(zg) is the state function of the
detector with zo being the initial value of the detector pointer. The preparation
results in a product state y(u,r) ® D(z).

e Figure 10.5b and c is an empirical and trans-empirical interpretation of the
experiment. The experimental device is the “screen,” which is in the empirical
domain, where both the source and screen (detectors) are placed and shown in
Fig. 10.5b. The superposed state of the electron’s spin is simultaneously in both
the up and down states and hence is trans-empirical. Figure 10.5¢ shows the trans-
empirical state of the electron that does not exist in (physical) space but rather
exists in Hilbert space.

e During the transit of the electron from the source to the screen, the state
vectors of the electron and the device become entangled, as shown in Fig. 9.6;
moreover, the difference between the up and down state of the electron’s

b Empirical
N zZy
L
a Source:[
N T z.
L Screen
Source:[ -
1 c Trans-empirical
S
Screen
Device
Interpretation

Fig. 10.5 (a) Stern—Gerlach experiment. (b) Empirical and (c) trans-empirical interpretation of
the Stern—Gerlach experiment (published with permission of © Belal E. Baaquie 2012. All Rights
Reserved)
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spin is vastly amplified. The trans-empirical entangled state vector is given by
Yot CsW(s,r) @ D(z).

* Both the eigenstates arrive at the screen as a trans-empirical superposed state
vector.

e When the entangled state vector y hits the screen, it makes a discontinuous and
irreversible transition from its trans-empirical form  to its empirical form |y|?.
Only one of the trans-empirical states is actualized at either z; or z_, with a
likelihood given by |c. | or [c_|?, respectively.

e Suppose the electron’s state vector is detected at position z that is shown in
Fig. 10.5b in the empirical setup of the experiment. The detector’s state vector is
put into a definite state D(z) when the electron’s state vector is detected; due to
entanglement, one can conclude that the electron’s spin is also put into a definite
state Y(+,z4).

* Repeating the experiment many times gives the probability for the electron’s spin
to be in the different possible eigenstates, namely, yields |c+|?.

10.9 Summary

Measurement of the properties of a quantum degree of freedom lies at the heart
of quantum mechanics. The measurement of the state vector of a spin 1/2 degree of
freedom was studied in great detail, using the Stern—Gerlach experiment, to examine
each step in the process of measurement.

A model Hamiltonian was used to obtain the state vector of the electron and
evolve it through the experimental apparatus, in particular, from the source of
electrons, through the inhomogeneous magnetic field and finally to the screen where
the electron’s state vector is detected.

The time-dependent state vector yields explicit expressions on how the entangle-
ment of the spin degree of freedom with the position degree of freedom develops
due to the interaction of the electron’s degrees of freedom with the magnetic
field. The state vector also demonstrates how the amplification of the microscopic
difference between the up and down spin states is a function of time, with the time
spent in the magnetic field determining the degree of macroscopic separation of the
two possible paths of the electron.

Recording the collapse of the state vector of the electron on the screen causes the
state vector to collapse. This collapse of the state vector has to be postulated and
brings to a conclusion the Stern—Gerlach experiment.

Measuring only the position of the electron is mathematically realized by a partial
trace of the electron’s density matrix over the spin degree of freedom and yields the
reduced density matrix, which in turn yields the likelihood of finding the spin to be
in the up or down state.

The Stern—Gerlach experiment was lastly analyzed to determine the empirical
and trans-empirical aspects of the experiment. It was seen that only the preparation
of the initial state and the measurement of the final state are empirical events, with
the evolution of the electron’s state vector, the formation of entanglement, and the
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amplification of the physical effect of the spin degree of freedom all being trans-
empirical processes.

In summary, the Stern—Gerlach experiment illustrates all four ingredients of a
quantum measurement, namely, the preparation of the quantum state, entanglement
of the degree of freedom being measured with the device, amplification of the
quantum quantity to a macroscopic magnitude, and the irreversible collapse of the
state vector.



The Feynman Path Integral 1 1

The following two independent and equivalent formulations of quantum mechanics

have been discussed:

* The Schrodinger equation is a partial differential equation based on the concept
of the state vector y. It determines the expectation value for the operators of the
underlying quantum degree of freedom, discussed in Sect. 5.9.

e Heisenberg’s operator formulation in which operators representing observable
quantities are evolved using the Heisenberg operator equations, as discussed in
Sect. 5.10.

A formulation of quantum mechanics has been given by Dirac and Feynman,
which is a third formulation of quantum mechanics that is independent of, and
equivalent to, the other two.

In the Dirac-Feynman approach, the inherent indeterminacy of the quantum en-
tity is realized by the time evolution of the degree of freedom having indeterminate
trans-empirical paths discussed in Sect. 3.7. A complex number is assigned to the
probability amplitude for each empirical path. For a quantum degree of freedom
evolving from an observed initial state to the observed final state—and with no other
observations made—the Feynman path integral is a mathematical construction that
computes the probability amplitudes by summing over all the possible empirical
paths [5, 14].

11.1  Probability Amplitude and Time Evolution

Recall that the description of a quantum entity, at a particular instant, is given by
its state vector, namely, |y), that yields p = |y)(y/|. The likelihood of observing
the degree of freedom’s position operator |x) (x| for the quantum state is given by
[(xlw) 2 = tr(|x) (x]p).

To avoid confusion with the state vector, the term probability amplitude is used
for describing a quantum entity undergoing transitions in time.

B.E. Baaquie, The Theoretical Foundations of Quantum Mechanics, 221
DOI 10.1007/978-1-4614-6224-8__11,
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Fig. 11.1 Evolving state
vector |y) through time 7 to
state vector |y;) to find the (]
probability amplitude (n|y;)
(published with permission of
© Belal E. Baaquie 2012. All
Rights Reserved)

Time
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State Function

Consider a quantum entity making a transition from an arbitrary initial state
function |y) at time #; = 0 to an arbitrary final state function |n) at final time #; = 1.

To find the probability amplitude for this transition requires the initial state
vectors to be at the same time as the final state vector and hence is written as (1| y;).
To simplify the notation, the probability amplitude and probability for the transition
are given by the following:

Initial state function: |y) at time=0; Final state function: |n) at time=¢
Probability Amplitude :  (n]y;); Probability of transition:  |[(n|y;)|?
The state vector |y) must be evolved for a duration of time 7 to reach the time
at which the final state vector is located, as shown in Fig. 11.1. The initial state
vector |y) is evolved by applying the evolution operator on it. From (5.38), the time
evolution of the state vector is given by

lyi) = e "M y) =U(1)|y) (11.1)

Hence, the probability amplitude to go in time ¢ from an arbitrary initial state |y) to
another arbitrary final state |y) is given by

M) = (xle ™/ y) :  Probability amplitude (y — ¥:1) (11.2)

and the probability is given by

[(mlyn) 2 = [Gele ™) Probability(y — x;1)

The initial state |y) is the “history state” of the transition amplitude, and the
final state (/| is its “destiny state.” In quantum theory both the history state and the
destiny state can be independently specified.

Consider superposed states given by
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) =Dailviy ) =2 bilx)
l 14
From (11.2), the probability amplitude is given by

(ke y) = 3. e el " v3)

i.j

Hence, the fundamental expression that needs to be evaluated is the general
matrix element

(uile ™ )

All probability amplitudes can be evaluated from the general matrix element of
e "1/ given above.

Consider the important special case of a quantum particle with the degree of
freedom given by the coordinate x. From (11.2), the probability amplitude, using
the completeness equation (4.19), is given by

m&”W%WZ/ﬁwmmem€”mew)

11.2 Evolution Kernel
The time evolution, also called the transition amplitude, of the state vector is
determined by the operator e/ /" The transition amplitude or evolution kernel

is the matrix element of e /" and is given by

K(xg,te3x1,5) = (xe|U (1) |xi) = (xp, tefxi, 6)s 1 =te— 1

= K(xptr5,1) = (xp,telxi, 1) = (xele O 0H/ ) (11.3)
Simplifying the notation, the evolution kernel is written as
K(x,x';1) = (x|e /¥ (11.4)

Note the time evolution of a state vector, from (5.38), and using the completeness
equation given in (4.19) yields the following:

i) = {ele o) = [ 0¥ (e ) )
= /dx’K(x,x’;t)y/o(x’) (11.5)

and is illustrated in Fig. 11.2.
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Fig. 11.2 The evolution
kernel K (x,x’;t) propagates
the initial state vector yp(x)
through time ¢ to state vector
y(t,x) (published with
permission of © Belal E.
Baaquie 2012. All Rights

Reserved) )f[

t v (tx)
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The solution of Schrodinger’s equation given in (5.38) and (11.5) is formal since
one needs to evaluate the matrix elements of the evolution operator U (¢), which in
turn requires solving for all the eigenenergies and eigenfunctions of the Hamiltonian
H. Let the eigenfunctions of the Hamiltonian be given by

H|Wn>:En|Wn> (11-6)

The completeness equation, from (5.8), is then given by

IEDNAA (11.7)

Using the completeness equation given in (11.7) yields the evolution kernel

K xst) = (ele M) = 3 e M ) (g ')

Even though the expression for the transition amplitude K (xf,x;;¢) has greatly
simplified, the sum over all eigenstates is still quite nontrivial for many realistic
cases such as the harmonic oscillator.

All the eigenfunctions and eigenvalues of H are seldom known, and hence
equation above is only a formal expression for the transition amplitude; one would
like to have other avenues for approximately computing K (x, x;;7).

The conditional probability for the particle that starts from the coordinate
eigenstate |x;) to end up, after evolving for time ¢ = # — 7, at the coordinate |x),
is given by the following:

N | (cele ™M/ |x;) |2
N P e

The normalization is necessary since one is comparing the likelihood of the particle
going from x; to x¢ with the particle ending up at any other position. In particular,

/ dxiP(xi|xizr) = 1
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Free Particle

Consider the Hamiltonian of a free quantum particle given by
p?r m 9 9
- 2m 2mdxX %

The eigenstates of H are given by the plane wave eigenstates |p’)

—

72
H|I?>:%|I?> (11.9)

that yield, from (4.27), the completeness equation

oo d*)
/m —(27;)3 )P =1 (7|p") = 2rn)>s(p—p') (11.10)

The evolution kernel of the free particle, from (11.3), is given by

.2 dﬁ 2y
K(x,x';7) = (¥]e " ') :/ e it G elp (@ X)/h
(2mn)d

m\° i m(x —x")2
- (\/ 2mm) eXp{ﬁT} (AL1h

Noteworthy 11.1: Boundary conditions in classical and quantum mechanics

In classical mechanics, a particle is fully described by its position and velocity.
Since Newton’s equations of motion is based on acceleration that requires the
second time derivative, one needs to specify two boundary conditions to uniquely
specify a classical trajectory. Once the boundary conditions are specified, Newton’s
equations of motion yield a deferminate and unique trajectory. In particular, if the
position and velocity of a particle is specified at some instant, its future trajectory is
fully determined.

In quantum mechanics the situation is quite different. The quantum degree
of freedom is described by a state vector that yields the likelihood of being
experimentally observed by a particular projection operator. The Schrodinger
equation involves only the first time derivative of the state vector; hence, one
needs to specify either the initial or the final state vector. Quantum mechanics,
unlike classical mechanics, is a theory of probabilities. The initial state vector |y)
evolves into a state |y;) that has nonzero probability amplitude (y|y;) with many
different state vectors (y|—showing that the time evolution of the quantum particle
is indeterminate and trans-empirical, with a likelihood of evolving from its initial
state to many different possible final states.
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11.3 Superposition of Trans-Empirical Paths

The probability amplitude for making a quantum transition from an initial to a final
state can go through many intermediate paths and has been discussed in detail
in Sect. 8.3; the discussion did not take into account the time dependence of the
probability amplitudes, which is addressed in this section; the relevant expressions
are re-derived to highlight the time evolution of the quantum entity.

Recall that the probability amplitude has two very different and distinct cases:

e The intermediate paths are indistinguishable and trans-empirical, namely, the
information on which path has been taken by the quantum entity is not known.

e The intermediate paths are distinguishable and the path taken is known and
empirical.

When the path is not known, the intermediate state of the quantum entity is trans-

empirical; and empirical when the path taken is known.

The nonclassical content of the probability of a quantum event comes out in a
remarkable manner for the case of an initial state vector making a transition to a
final state via many indistinguishable and trans-empirical paths.

Consider the case of an initial state vector |x;,#) making a transition to a final
state vector |x¢,#) via N intermediate slits given by |i) ; i =1,2,..., N and shown
in Fig. 11.3. In going from |x;,#) to |x¢, ), the particle can go through any of the N-
slits. The probability amplitude, in the notation of (11.3), is given by K (x¢, #¢; xi, ) =
<Xf,tf|xi,li>.

The probability P of the transition from an initial state |x;, ) to a final state |x¢, ),
as shown in Fig. 11.3, has two different expressions:

Time

.)

tf 4

=)

Space

Fig. 11.3 Probability amplitudes for transition from initial state vector |x;) at time # to final state
vector |x¢) at time t;—for N different possible intermediate paths (published with permission of ©
Belal E. Baaquie 2012. All Rights Reserved)
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e The paths taken for the transition are empirical and determinate due to a
measurement being made at time ¢ to ascertain which intermediate position x;
is taken by the particle; in this case, the probability for the different paths are
added and yields the probability of transition Pp given by

|<xf5tf|xl‘l7t> <xn;t|xi;ti>|2

M=

H):

3
Il
—_

Pxf:xn Pxn i

|
M=

n=1

where Py, = |(xe, te} %0, 1)|%; Poy, = | (o t|xi6) > (11.12)

The result for Pp follows from the classical composition of conditional probabil-
ities, with the intermediate states being the allowed intermediate states.

* For the case when the intermediate paths are trans-empirical and indistinguish-
able, the probability amplitudes for the different determinate paths are added to
yield the transition probability amplitude {(x¢,7|x;, ) given by

N
xfutflxlatl 2 -xfutfl-xna -xﬂut|-xi7ti> (1113)

The probability amplitude yields the following observable transition
probability A:

N
P = ’<Xf,tf|xi,tl ‘ Z xt,tf|xn, xn,t|xi,ti>
n=1

|
M=

Pxf Xn P XnXi

n=1

N
+ z <-xf7tf|-xn7t> <.xn,t|.Xi,ti><Xf,tf|xm,t>*<xm,t|xi,t'i>* (1114)
n#m

There is no analog of (11.14) in classical probability theory.

11.4 The Dirac-Feynman Formula
Consider the case of a determinate and discrete path, with infinitesimal steps e—as
shown in Fig. 11.4a—that goes from x; at # to final position x; at time #;. Let the

intermediate points in the path be denoted by the following:

Xi=X05X15X25 X3 Xp5eenns XN—1 5 XN =Xp5 In =i+ €N Iy =t
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Time Time Xy

Space Space

Fig. 11.4 (a) A single determinate path, discretized by time steps €, from initial to final position.
(b) The € — 0 continuum limit of the discretized path (published with permission of © Belal E.
Baaquie 2012. All Rights Reserved)

The path is empirical since all the intermediate points x;, are known (by a hypothet-
ical experimental observation). Hence the principle of quantum superposition for
successive steps, discussed in Sect. 8.4, tells us that the net amplitude ¢; is equal to
the product of the probability amplitude for each infinitesimal determinate step and
yields

¢lpath] = (envitvxv—13tn—1) - G i tapt [Xnstn) - - (st |xo0320)

Writing the probability amplitude in product notation yields

N-1

¢lpath] = [ (Gns 15201 |xnit0) (11.15)
n=0

For each infinitesimal determinate step € =1, —t,, the probability amplitude
is postulated to be given by the Dirac—Feynman formula:

(nt 151 s 1n) = N (€) exp {E%E(}C”,X,H,l;é)} (11.16)

where N (€) is a normalization constant and £ is the Lagrangian of the particle
given in (2.1). Using the Dirac—Feynman formula, given in (11.16), the probability
amplitude for the discretized determinate path given in (11.15) has the following
form:

N-1

q)[path] = H <xn+1;tn+1|-xn;tn>
n=0

- N—1
_ Nexp{e% D c(xn,xnﬂ;e)} (11.17)
n=0
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ZNexp{%S[path]} (11.18)

where the discrete and determinate path that appears in S[path] is shown in
Fig. 11.4a. V is a path-independent normalization.

S is the action functional, defined earlier in (2.1), and, for the discrete paths, is
given from (11.18) and (11.17) as follows:

N—1

Slpath] = € Y L(xn,xn115€) (11.19)
n=0

11.5 The Lagrangian

Let the total time interval y — 19 = t; — t; be kept fixed and let N = (ty — ;) /€. In
the continuum limit, € — 0 and the paths become continuous. The discretized path
shown in Fig. 11.4a converges to the continuous path shown in Fig. 11.4b.

The continuum limit € — 0 (N — o) yields

Xptl — X, dx
M_}_’ t:ne
€ dr

L%, %01 13€) — L(x,dx/dr)

Slpath] — S[x(t)] = [ deL(x, dx/dr)

4

The quantum particle’s Lagrangian for continuous for time is £(x,dx/dr) and
S[x(¢)] is the action functional for the continuous path x(¢); the notation used for the
action is to indicate that the action depends on the entire path x(t) with 1 € (t;, ).

The probability amplitude for the determinate continuous path x(¢#)—going from
x;j at time #; to final position x¢ at time #t—is given by the continuum limit of (11.18),
and hence, the continuum action replaces the discretized action, namely, S[path].
Hence

o lx(1)] ZNexp{%S[x(t)]} (11.20)

The action S[x(7)] has the dimensions of 7, and dividing it by % is required since
only the dimensionless quantity S/% can be exponentiated; it is an empirical result
that 7 is given by Planck’s constant.

Equation (11.20) gives the probability amplitude for the quantum particle making
a transition from the initial to its final position via a specific possible path. In other
words, the path x(z) can be any determinate path from the initial to the final position
and not necessarily the path determined by classical mechanics.
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The Hamiltonian given in (2.6) yields the following Lagrangian and action:

L(x,dx/dt) = im (“"d—@)z—v(x(t)) (11.21)
Sle(e)] = JiTdeL(x,dx/dr) (11.22)

Although the Lagrangian and action given in (11.21) and (11.22) look like classical
expressions, they are vastly different from the classical case. The reason being that,
for quantum mechanics, the symbol x(¢) that appears in the Lagrangian and action
is an integration variable for each t; in contrast in classical mechanics, x(¢) in the
Lagrangian and action is restricted to the classical path x.(t), for which the particle’s
path is a numerical function of time 7.

Infinite Divisibility of Quantum Paths

Equation (11.17) is the reason that probability amplitude for a determinate path
has a finite limit when the path is infinitely divided. As one makes the step size €
smaller, the Dirac—Feynman formula for each infinitesimal determinate step, say,
from x, to x,41, yields the correspondingly smaller expression in the exponential,
namely, exp {i€L(x,,x,+1;€)/h}; this property of the paths leads, for N — o, to a
well limit of the infinite product for probability amplitude given in (11.15), namely,
¢[path] — @[x(7)], given in (11.20). The Dirac-Feynman formula given in (11.16)
is the reason that the continuum limit of € — 0 exists for the probability amplitude.

One can turn the above discussion around and argue that, for quantum mechanics
to exist for continuous time, the probability amplitude for an infinitesimal step in
time, of necessity, needs to be an exponential of an infinitesimal—of the form given
by the Dirac—Feynman formula. This is because any determinate path is infinitely
divisible in continuous time and hence requiring a concomitant convergent proba-
bility amplitude. The fact that for an infinitesimal step the probability amplitude is
an exponential, which is proportional to the Lagrangian, is another deep insight of
Dirac [10] and further developed by Feynman [14].

The requirement for a convergent probability amplitude for continuous paths
answers a fundamental question as to why the action § that appears in classical
physics (and which determines the dynamics of a classical system as in (2.1)) needs
to be exponentiated in quantum mechanics as in exp{iS/h} given in (11.19). The
classical to quantum transition is schematically given by

sixe0)] - exp 3500

One explanation provided by the probability amplitude is that the requirement of
quantum processes taking place in continuous time necessitates the exponentiation
of the action. One may even state that the exponentiation of the action in quantum
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mechanics is also the reason why quantum mechanics is qualitatively different from,
and “exponentially” more complex, than classical mechanics.

11.6 The Feynman Path Integral

The result of the previous section provides an expression for the probability
amplitude for the quantum entity to take a specific and determinate path in going
from its initial to its final position. What is the probability amplitude if the quantum
particle is only observed at its initial and final position? Due to the quantum
indeterminacy of a quantum entity, we expect that the entity’s degree of freedom’s
path will be indeterminate and hence it will “take” all possible paths simultaneously.

How many indeterminate paths are there between the initial and final positions?
Clearly, there are many paths, and to develop a sense of these paths, consider putting
barriers between the initial and final position to limit the number of possible paths,
as shown in Fig. 11.5, so that we can enumerate the indeterminate paths. Once the
procedure for enumerating the indeterminate paths becomes clear, the barriers will
be removed, and all the indeterminate paths will then be included in our analysis.

Figure 11.5 shows a quantum particle going from initial state x; at time # to final
position x¢ at time #¢ through barriers that restrict the number of paths available to the
quantum particle. Let an entire continuous path—going from initial state x; to final
state xr through the successive slits as shown in Fig. 11.5—be denoted by path(n),
with the probability amplitude denoted by ¢[path(n)]. One can take path(n) to be
straight lines from x;, #; to the successive slit positions and another straight line from
the last slit to xg, #¢, as shown in Fig. 11.5.

Consider the case where the particle is observed at initial time #; to be at x; and
then another measurement is only performed at final time #—with the particle being
detected at x¢. The barriers are placed between the initial and final positions, and
let there be N total number of different paths going from x; to x;. There are N

Time

rr X

Fig. 11.5 Probability
amplitudes for transition from —
initial state vector |x;,#;) to
final state vector |xg, #r) for
many successive slits with J—
indistinguishable
trans-empirical paths
(published with permission of
© Belal E. Baaquie 2012. All d
Rights Reserved) Space
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indeterminate paths from xi,#; to xg, ¢ that are all indistinguishable and hence trans-
empirical. From the superposition principle given in (11.13), the total probability
amplitude is given by adding the probability amplitudes for all the indistinguishable
determinate paths and yields

N

(xp,telxi,5i) = . ¢[path(n)] (11.23)

n=1

The probability amplitude ¢ [path(n)] for each determinate path is given by (11.20)
and yields the following

o[path(n)] = N exp{iS,/h} (11.24)
S, = S[path(n)]; n=1,2,....,N (11.25)

where S[path(n)] is the action for the continuous path(n) and A is a path-
independent normalization.

Hence, from (11.23) and (11.24), the total space—time probability amplitude that
the initial state vector |x;,#) makes a transition to the final state vector |xg,#f)—
via trans-empirical paths—is given by superposing the amplitude for all the trans-
empirical paths and yields

(xg, te)xi,5) = N Z iSlpath(n)]/h _ Ar 2 oiSn/h

— N{eisl/h+eisz/h+...}

From (11.3), the evolution kernel (total transition amplitude) has the following
representation:

N .
K (xp, 16531, 1) = (xp, i, 1) = A eHSlpathiml/m (11.26)

One can successively shrink the barriers between the initial and final positions
of the quantum particle, as discussed in Sect. 8.4, and as shown in Fig. 11.5, there
will be great proliferation of possible paths. When there are no longer any slits,
one has the limit of N — oo or what is the same thing, there are infinitely many
trans-empirical paths.

The transition amplitude is given by the sum over all possible paths, going from
the initial position x; at time # to the final state xf at time #, as shown in Fig. 11.6,
and yields the following :

K (xg,te;x,5) =N z eiSpathln . Feynman path integral (11.27)
all paths
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Fig. 11.6 All possible ¢
trans-empirical paths from the
initial to the final state vector

(published with permission of
© Belal E. Baaquie 2012. All

Rights Reserved)

The sum in (11.27) looks more figurative than a precise mathematical expression.
After all, how are we supposed to actually perform a sum over infinitely many paths?
Equation (11.27) is recast into a precise and mathematical expression in Sect. 11.7.

In summary, all the paths going x; to final state x¢ are indistinguishable and hence
trans-empirical since no measurement is performed for the duration, from time #; to
time #r. The total probability amplitude to make a transition from initial state x; to

final state x is equal to the sum over all the individual probability amplitude eiS/h
for a specific path from initial state x; to final state x;.
Noteworthy 11.2: Euclidean time T
For physical (Minkowski) time, the Schrodinger’s equation yields
v = efizH/h mn
Minkowski time is analytically continued to Euclidean time 7, defined by
t =—ith (11.28)
Propagation in Euclidean time is effected by operator T = e~ and yields
ve=e "y

The reason for studying quantum systems in Euclidean time is to have a well-defined
operator exp{ —TH } that is convergent and not oscillatory. In Minkowski time, one
is faced with a similar oscillatory expression such as ei/1 which needs to be defined
using the theory of distributions when S — oo.

Analytic continuation to Euclidean time entails no loss of information since T
and H have the same eigenfunctions, with the Euclidean Hamiltonian equal to the
original Minkowski Hamiltonian given by

P’ J

T: *TH; H:_ V*); *}Z
e oy TV P =
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The eigenvalues 7,,, E,, are related by

11.7 Path Integral for Evolution Kernel
Recall from (11.4), the evolution kernel (probability amplitude) is defined by
K(xi,)Cf;t) = <)Cf|eiitH/h |xi>

To render the sum over all paths in continuous space, namely, ¥.,jj pans and given
in (11.27), into a well-defined mathematical quantity, a derivation is given of the
path integral starting from the Schrédinger equation. A corollary result will be to
show that the definition given of K (x;,xg;¢) given in (11.4) is equivalent to the one
derived in (11.27).

The evolution kernel is evaluated in Euclidean time since the expressions
are mathematically more rigorous and transparent than in Minkowski time. The
Euclidean (imaginary time) evolution kernel is given by

K(x,x';7) = (xle" ™) (11.29)

Note [ﬁz,V] # 0, and it is this non-commutativity that poses the main problem

in quantum mechanics. Ignoring the non-commutativity yields e =" ~ e T e ™,
and for this case
/ vy
K(x,x';7) ~ (x|le” *me ™ |x')
-1V () 7rﬁ /
~e (x|e” T2 |x") (11.30)

and the evolution kernel K requires the kernel for the free particle Hamiltonian
p?/2m givenin (11.11).
Note the remarkable fact that for non-commuting operators A and B

oAeB — oA+B+3[ABl (11.31)

For T = ¢, infinitesimal time, one has the following result:
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[S]

—€d _ —€(L V)

_ep? .

=e e & +0(?) (11.32)

Hence, for infinitesimal time €, from (11.30), the transition amplitude K (x,x/ ;€) can
be evaluated exactly to O(€?).

The path integral approach is employed fundamentally to build up the finite time
transition amplitude by composing the infinitesimal time transition amplitude by
repeatedly using the resolution of the identity operator given in (4.19).

The evolution kernel for particle to go from initial position x; to final position x¢
in time 7 can be written as follows:

K(Xf,xi; ’L') = <xf|e7TH |xi>

= (x](e” ¥)N|Y) (11.33)
where for € = §, we have
K = (xf|le e €M ...e7€H |x)) (11.34)
N-times

Inserting N — 1 times, the completeness equation given in (4.19)
1= [ ady
yields the following:

K(Xf,Xi;T) = /dXIdXQ coodxy—g <xf|efeH |XN,1><)CN,1 |676H|XN,2>
e g e x,) - (g e ) (11.35)

Consider the matrix element
—€H| ./ *dp,  _en /
(le™ k) = | Sl p)(plx) (11.36)
Since (x|p) = e'P*, one has from (11.32)

(xle""x') = e’EV(x/)/;—ie*%ei”(x’x”

_ /zﬂme,%(kﬁtevm (11.37)
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Recall from (11.16), the Dirac—Feynman formula, for each infinitesimal determi-
nate step €, is given by

i
(nt 13 tn 1 [xn3 tn) = N(€) exp {Eﬁﬁ(xn,xnﬂ;e)}
Recall from (11.3), the evolution kernel (transition amplitude) is defined by
K (x¢,t5,x1, 1) = (xp, te|xi, 1) = (xele ™ i(t;—1)H/h )

From (11.16) and (11.3), and simplifying the notation yields the Lagrangian, defined
for infinitesimal Euclidean time €, given by

N (€)e€L0"5€) = (x|e=€H |} :  Dirac—Feynman formula (11.38)
Hence, from (11.37)

N(E)eéﬁ(x,x’;é) _ <x|ei€H |xl>

— /Zﬂmef%ufﬂ)z—evm (11.39)

For the particle degree of freedom, the Hamiltonian, for potential V(x), from
(2.6), is given by
n* 92
H= Vv
2mox? VW

and its Lagrangian is given by (11.39), for discrete time ¢ = ne, by

m(x—x\>
EZ_E( - >—V(x) (11.40)

The Euclidean Lagrangian is sometimes written more symmetrically as

2
=-2 (x_)d> —%[V(x)—l—V(x/)] (11.41)

and to O(¢) is same as the one given in (11.40).
Hence, the transition amplitude is given by

vaxh / de xn+l|eieH|xn>

= / DXeEZﬁV:’o' Llons1n) = / DXeS  (11.42)

Boundary conditions : xop = xj; xy =X (11.43)
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where the lattice action and path integral integration measure are given by
Yol — 2 N-1
:—ez ( ) —€ Y V(xn)
n=0

[ox= ()" T/ o

In the continuum limit € — 0, one obtains the following:

T m [ dx\?
/DX = Nll[/dx(t) (11.44)
t=0

The continuum Euclidean path integral representation for the evolution kernel is
given by

K(Xf,xi; ’L') = <Xf|e4H|xi)

= Dxe’: Feynman path integral (11.45)
B.C.

Boundary condition : x(0) =x;, x(7) = x¢

All paths between the initial and final position, figuratively shown in Fig. 11.6,
are summed over in the [DX e’ path integration given in (11.45). The figurative
summation over all paths X pans eiS/h given in (11.27) is given a mathematical
realization in (11.45), which is a Euclidean integration over all paths.

At each instant, the position degree of freedom takes all its values; at instant ¢,
the degree of freedom is equal to the real line R;; the total space of all paths is given
by a tensor product over all instants and yields the total space of all paths equal to
@;R;. In general, for degree of freedom space given by F, the path space is given
by ®;F;.

Similar to the arbitrariness in choosing complete basis states, as discussed in
Sect.4.7, the choice of the coordinates for the integration variables in the path
integral is arbitrary. Just as one can make a change in the basis states of Hilbert space
by a unitary transformation, one can make a change of the integration variables; the
analog of the requirement of unitarity in changing the basis states is that the change
of the path integration variables needs to be invertible, and which in turn yields
a positive Jacobian of the transformation. More precisely, let the new integration
variables be defined by y = y(x); then,

_ /dt'C(t,t')dx(t') = DY =J[]DX
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where J = det[C] is the Jacobian of the transformation.

In summary, the Feynman path integral is an efficient mathematical instrument
for evaluating the finite time matrix elements (of the Euclidean continuation) of the
unitary operator U (¢), namely, of (x¢gle ™™ |x;).

Free Particle Path Integral

A path integral derivation is given of the evolution kernel for a free particle degree
of freedom moving in one dimension (d = 1) and which was obtained earlier in
(11.11) using the eigenfunctions of the free particle Hamiltonian.

Let € = ¢/N; from (11.35), the path integral for finite € is given by a multiple
integral. Using the infinitesimal form of (11.11), which also directly follows from
the Dirac—Feynman formula, yields (set 7z = 1)

N-1

K(x,x';7) = HK (Xn-t1,Xn5€)
n=0

— Z,, (errl xn)
(\/ 2ne) \/ 27re/ duye” 3600

_/DXe iy 1)? g ()2 o (1 =)

Boundary conditions : x = xy; X =x (11.46)

N- +
DX = dx 11.47
/ <\/ 277,'6) l;[ \V 2% /,m " ( )
Note the identity

m / - die 7 0 P~ g (n—)? _ \/Ie';-;e(xzﬂz
2me J - 2

One can evaluate the path integral exactly by performing the DX integrations
recursively, starting from the end with x;. The successive integrations over the
variables x; — xp — x3--- — xy_ yields

and where

M Fyea ) [ ) (11.48)

K(x, /;T =
(x,257) 2nNe 2nt

and is the result obtained in (11.11).

The case for a free particle in arbitrary d-dimensional space follows from
(11.48), since the d-dimensional transition amplitude factorizes into separate one-
dimensional components.
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To obtain the evolution kernel in Minkowski time, recall from (11.28) that
T=—t (11.49)

Hence, from (11.48), the Minkowski time evolution kernel, denoted by subscript M,
and restoring 7 in the formula yields the following:

Kn(x,x'31) = | e i () = el (=) (11.50)

2nT 2mint

and was obtained in (11.11) using the free particle Hamiltonian.

11.8 Composition Rule for Probability Amplitudes

Consider the case of a particle going through N-slits, as shown in Fig. 11.3, with all
the paths being indistinguishable. Equation (11.14) yields the following probability
amplitude:

2

(xe, teloxi 1) = 2 (e, telon, 1) (e 263, 1)

Suppose the slits have spacing a, so that x, = na, with n = 0,£1,£2,..., Foo,
that is, the slits extend over the entire x-axis. The probability amplitude, extending
(11.14) to the entire x-axis, is given by

o0

<xf7tf|xi;ti>: z <xf;tf|xl‘lat><xl‘l7t|xivti> (1151)

n=—oo

To take the continuum limit of (11.51), the bra and ket vectors |x,,t), (xp,?]
defined on a discrete set x,, = na need to be written in continuum notation; for a — 0,
let z = na. The connection of the continuous and discrete state vector is given by
(4.15):

lim: |x,,1) = Va|z,t); x, =na
a—0
(xn,t| = Va|(z,t]; —o0<z< 00 (11.52)

Also, let; =0, t = 7, and #f = T+ 7’. The initial and final state vectors are defined
for continuous initial and final positions and hence have the limit

[xi,t) — |x,0); {xp,t] = (X, T+ 7| (11.53)
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ZN1 2N X' Space

Fig. 11.7 (a) Probability amplitudes for transition from initial state vector |x) to final state vector
|x'), summing over all indistinguishable paths passing through position z at time 7. (b) The
probability amplitude with path going through many intermediate positions z;,25, ..., z, at times
71,72, ..., Ty (published with permission of © Belal E. Baaquie 2012. All Rights Reserved)

As shown in Fig. 11.7a, taking the a — 0 limit, from (11.51), (11.52), and (11.55),
yields

~+oo
W+ Tx0) =a Y ,7+7z,7)(z 1[x,0) (11.54)

Nn=-—oo

—+oo
= T Tx0) / dz(x' 7+ 7], 7) (2, T}x,0) (1155)

J —oo

Writing the transition amplitude in (11.55) in terms of the evolution kernel given
in (11.3), for Euclidean time, yields the following:

400

K xt+1)= dzK (+',z;7")K (z,%;7) (11.56)

Equation (11.56), illustrated in Fig. 11.7a, shows that the definition of the evolution

kernel is consistent with the rules for the composition of probability amplitudes by
summing over all indistinguishable paths.

In writing (11.56), only the property of the action was used. Consider a finite
time slice [0,7 + 7'], as shown in Fig. 11.7a; due to the term (dx/d)? in the action
given in (11.44), one needs to specify the initial value x at# = 0 and a final value z at
t = 7, since two boundary conditions are required to specify paths going from x to z.
The state space appears in the path integral via the boundary conditions imposed on
the paths over which the path integration is defined.
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Condition given in (11.56) is a fundamental property of probability amplitudes
that allows one to define the state space—since the path integral can be interpreted
as the matrix element connecting the initial and final state vectors. The fundamental
reason that the action satisfies the composition law is because, writing the action
in terms of its initial and final boundary variables as S|[x,x;], the action given in
(11.44), in the notation of Fig. 11.7a, has the form

S, x] = S, 2] + S[z, ] (11.57)

Interestingly enough, the above equation holds only for state space expressed in
terms of coordinate state vectors |x); unlike the Schrodinger equation that holds
equally in momentum space, the composition law given in (11.56) does not hold
when expressed in terms of Fourier transformed variables essentially because
(11.57) does not hold for Fourier transformed variables.

In many complicated cases such as quantum mechanical systems that are higher
order in time and for quantum field theory on curved space—time, the quantum
theory is defined directly in terms of the action, and a Hamiltonian may not exist; in
such cases, one can directly base the existence of the state space on the properties
of the Lagrangian and action.

For the case where there is a well-defined Hamiltonian, (11.56) follows directly
from the definition of the evolution kernel in terms of the Hamiltonian given in
(11.29) and the completeness equation; more precisely,

K(X/,.X;T+T/) _ <x/|ef(‘[/+‘[)ﬂ|x>

'+°° e N
= [ detele " ade )

-+00
= / dZK(XI,Z;T/)K(ZaX;T)

. — / 7/ —
since e (T'+1)H —e rHe TH

11.9 Trans-Empirical Paths and Path Integral

The Feynman path integral is a summation over all the trans-empirical paths that go
from the initial position x; to the final position xf and yields the transition amplitude
K (x¢|xi;1) = (xele "#/M|x;); (11.8) yields the conditional probability given by
—itH /T |4\ |2
Pxst) = Lol i
J doe| Cxele /M ) 2

What is actually measured in the laboratory are only the initial and final position
projection operators for x; and xg, with an elapsed time between the measurements
given by r =ty — ;. The particle’s state is prepared to be at position x; and observed
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Empirical Trans-empirical
(Laboratory) Paths
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Fig. 11.8 (a) The experiment measuring the initial prepared at time # and the final position x¢
at time #;. (b) The quantum mechanical superstructure of trans-empirical indeterminate paths to
explain the observed results (published with permission of © Belal E. Baaquie 2012. All Rights
Reserved)

at time #. The particle then evolves without any measurement till time #, and a
second measurement is made to determine the particle’s position, which is found by
projection operators at position xg.

One then repeats the experiment many times, each time starting with the same
prepared state at position x; and finding that the quantum particle is observed to
be at different final positions x;. On making a frequency table of the frequency
for the various final positions and normalizing it, one experimentally obtains the
conditional probability P(x¢|x;;?).

Figure 11.6 showing the trans-empirical paths that are summed over in the path
integral is resolved into Fig.11.8a and b. Figure 11.8a shows what is actually
measured in an experiment; Fig. 11.8b represents the superstructure of quantum
mechanics that is required for explaining the results of the experiment. Figure 11.8a
exists in the laboratory, whereas Fig. 11.8b shows that the trans-empirical paths exist
in path space, which does not exist in physical space.

The trans-empirical paths clearly show the indeterminate nature of the quantum
degrees of freedom, since all the degrees of freedom x(z), for ; < r < fg, are
integration variables, taking all the allowed values in defining the path integral.
The path integral formulation of quantum mechanics clearly shows the interplay
between observables and unobservables: all integration variables are in principle
unobservable since they are summed over for producing any observable effect.

For the path integral, the observables are the initial and final states, namely,
the boundary conditions of the path integral, together with time parameter ¢ that
labels the degrees of freedom. In quantum field theory, due to the extensive nature
of quantum fields, the only observables are parameters of the theory as well as
functions of space—time points as these are the labels of the quantum fields’ degrees
of freedom.
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11.10 State Vector and Trans-Empirical Paths

One can connect the indeterminate degrees of freedom, viewed as integration
variables, with the Schrodnger formulation based on the quantum state. The state
vector y(#,x) provides a description of the degree of freedom at time 7. In contrast,
from (11.4), the evolution kernel is given by

K(xa-x/;tf — [[) = <x|efi([f*ti)H/h|x/>

The relation to the state vector y(#,x) and indeterminate and trans-empirical
space—time paths is the following. At some intermediate time 7o € (f,#), consider
setting up an experiment that consists of projection operators at every point of space,
namely, |x) (x|, x € R, to detect the quantum state. The quantum state of the degree
of freedom at time #(, according to the Schrodnger formulation, is described by the
state vector y(fo,x), with density matrix p = |y)(y/|. The Schrodinger state vector
v (19,x) is shown in Fig. 11.9.

The likelihood of the projection operator at fy, xo recording the degree of freedom
is given by

E[|xo) (xolp] = [y (10,%0)

Hence, the probability the projection operator makes a recording is given by
P(to,xo)dx e |l//(to,xo)|2dx = Prob(xo <x<xp+ dx)

The coordinate basis obeys the completeness equation, and consequently it is
certain that the passage of the particle’s degree of freedom must be measured one of
the projection operators; hence, the total probability must be 1 and leads to

oo
- / dxP (1o, %)

Fig. 11.9 The Schrif;dinger
wave function yields the
likelihood of the quantum
particle being near some point
(published with permission of
© Belal E. Baaquie 2012. All
Rights Reserved)
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Hence, the path integral yields the Schrédinger state function y(1p,x) together
with the probabilistic interpretation required by quantum mechanics, as shown in
Fig. 11.9.

The state function y(zp,x) obeys the Schrodinger equation with boundary
condition given by the initial condition, namely

(xlw(10:x')) = yr(tosa! x) = (ele Oy (1:))
x|y (X)) = 8(x—x) (11.58)
The state vector and the evolution kernel is given by

K(x,xstp — 1) = (xle 0 My (19:x'))

The problem with the expression above is that one does not obtain a normalizable
state vector | /(7)) with the definitions given above.

The state vector y(f;,x) needs to smeared out a bit in order to obtain a
normalizable state vector y(fy,x). For example, one can take the initial state vector
to be a Gaussian sharply peaked at x as given below:

1\ 1
1) = ) = (5702 ) o]~ gaale=)?)
|W(t0:x')) = e O 2 () (Wrlao: )W (10:3x')) = 1
and the evolution kernel is given by
K (w,2st) = (xle ™0 gr(19:.x'))

The limit of > — 0 needs to be taken for recovering the exact expression given for
K(x,x';tf — l‘,’).

11.11 Path Integral Quantization: Action

The result obtained in (11.45) can be taken to be the starting point of path integral
quantization. Instead of starting from a Hamiltonian, as was done in Chap. 11, one
can instead model the quantum phenomena in question by postulating a Lagrangian.
The starting point is the Lagrangian, and one needs to choose an appropriate
potential V (x) and to obtain the (Euclidean) Lagrangian and action given by
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'tf
S = dtL

Jt

One postulates that the system takes all possible trans-empirical paths from the
initial to the final state. The evolution kernel is given by the superposition of all the
trans-empirical (indistinguishable) paths and is equal to sum of e5 over all possible
paths; hence,

(x¢le ™™ |x;) :/ DXeS : Feynman path integral (11.59)
B.C.
Boundary condition : x(0) =x; , x(7) = x¢

One can derive both, the state space and the Hamiltonian, from (11.59).

Path integral quantization is more general than starting from the Schrodinger
equation for two reasons:

* In the Schrodinger approach, one needs to postulate the properties of state space
in addition to the Hamiltonian driving the Schrédinger equation.

e The space—time symmetries of the quantum system are explicit in the
Lagrangian-based path integral approach, whereas in the Schrodinger approach
these are implicit and need to be extracted using the properties of the Hamiltonian
and state space. In particular, one has to derive the symmetry operators that
commute with the Hamiltonian.

These considerations come to the forefront for complicated systems like non-

Abelian gauge fields, where the starting point is the Lagrangian—and path integral

quantization turns out to be more efficient than the Schrédinger approach.

11.12 Hamiltonian from Lagrangian

Recall in Sect. 11.6, the Lagrangian was derived from the Hamiltonian using the
Dirac—Feynman formula.

The question naturally arises that if the Lagrangian is known, how would one
derive its Hamiltonian; the purpose of this section is to carry out this derivation
using quantum mechanical techniques. A Lagrangian that is more general than the
one discussed in Sect. 11.6, and which arises in the study of option theory in finance
[3], is chosen to illustrate some new features. Let the degree of freedom be the real
variable ¢.

Consider the following Lagrangian and action:

1

e = -4 [re (% s a0 +v(0)

T 1 7 Cove (A
S:/O dtﬁ(t):—z/o dr [me 2 ¢{d—q;+oc(q>,t)}2+v(¢) (11.60)
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For greater generality, mass has been taken to depend on the degree of freedom ¢,
namely, that mass = me 2% and a ¢ dependent drift term c(¢,¢) has also been
included in the Lagrangian.

The path integral is given by the following generalization of (11.44):

K(¢y,05:7) = /D(pe*wes

/D¢e*V¢ = ]l[/+wd¢(t)e*V¢(’>
1=077"%
Boundary conditions ¢(7) = ¢¢; ¢(t =0) = ¢ (11.61)

Note that, up to a normalization the path integral integration measure [D¢ has a
factor of e V% needed to obtain a well-defined Hamiltonian.

Recall from the discussion of the evolution kernel in Sect. 11.6, the path integral
is related to the Hamiltonian H by (11.45), namely,

K(¢i,0:T) = /D¢ e V%S = (¢grle | ¢y ) (11.62)

One needs to extract the Hamiltonian H from the left-hand side of (11.62). Since
the Hamiltonian propagates the system through infinitesimal time, it is discretized
into a lattice of spacing €, with t = ne and N = T /e. The path integral reduces to
a finite (N — 1)-fold multiple integral, analogous to what was obtained in (11.35).
Discretizing the time derivative by d¢ /df — (¢,1 — ¢,)/€ yields the lattice action
and Lagrangian given by

—€NH 7N71 —Von ,S(€)
(dvle (90) = [ [ dowe e
n=1

N-1
S(e)=¢€ ;)L(n)

me Vo

1
L(n) = == 5—[0ni1~ n +ea,] - SV(0) +V(0)] (11:63)

As in Sect. 11.6, the completeness equation [d¢|¢ )(¢| =T is used N — 1 times to
write out the expression for e €NH and the Hamiltonian is identified as

(Bnstle g ) = e Vore€hs

= e*Vd’n eXp {_ me7v¢

[¢n+1_¢n+€a"} = %[V(¢n+1) + V((PV!)]}

Since the matrix elements of the Hamiltonian depend on the value of ¢ at two
different instants, to simplify notation, let
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Oi1=0; d=09"; =0

Ignoring terms that are of O(¢) in (11.63) yields the following:

—2vo

(9le~¥|¢") =e*exp{ - ™=
2¢

Note that unlike (11.38), for which the Hamiltonian is known and the Lagrangian
was derived from it, in (11.64) one needs to derive the Hamiltonian from the known
Lagrangian.

The key feature of the Lagrangian that in general allows one to derive its
Hamiltonian is that the Lagrangian contains only first-order time derivatives; hence,
on discretization the Lagrangian involves only ¢, that are nearest neighbors in time,
thus allowing it to be represented as the matrix element of e €7, as in (11.64).
Furthermore, the time derivatives appear in a quadratic form; hence, one can use

Gaussian integration to rewrite (11.64) in the following manner!:

[¢—¢’+ea]2—ev(¢)} (11.64)

(9le <o) =e e O [T Lol S piplp ' beale )

too 2veo
— e €V(9) [w %‘:exp {_Ezm p*+ip(¢p—¢' +ea)} (11.65)
where the pre-factor of e ~¥¢ has been canceled by rescaling the integration variable
p— pe’?.

The Hamiltonian H = H(¢$,d/d¢) is a differential operator and acts on the
dual coordinate @, as is required for all differential operators, as mentioned earlier
after (5.22). Hence, for the state function |y), which is an element of the state
space, the Hamiltonian acts on the dual basis state (¢|, and yields (¢|H|y) =
H(¢,0/00)y(¢), similar to the result given in (5.37).

The Hamiltonian is hence given by the following representation’:

(Ble€H|¢") = e~ €H(9.0/30) (9| ¢y — ¢~ €H(9:0/09) / *“’%eipww (11.66)

since (¢|¢") = 8(¢ — ¢'). Ignoring overall constants and using the property of the
exponential function under differentiation, one can rewrite (11.65) as

- 1 92 P) todp o
(9le=€H|¢") = exp{ eeMaTerea 30 eV(q))}/ EP ip(9—9)

e 2T
(11.67)

!gnoring irrelevant constants.

2From (4.26), the convention for scalar product is (p|¢, ) = exp(—ip@,), and the sign of the
exponential in (11.66) reflects this choice. The definition of H requires it to act on the dual state
vector (¢’|; if one chooses to write the Hamiltonian as acting of the state vector |¢’), H would
then have been obtained. Since H is not Hermitian, this would lead to an incorrect result.
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Comparing (11.67) above with (11.66) yields the Hamiltonian

——ie”‘i’a—z—a(mi +V(9) (11.68)
- 2m d¢? 20 ’

The Hamiltonian is quite general since both V(¢) and a:(¢) can be functions of
the degree of freedom ¢. Note that the Hamiltonian H is non-Hermitian for a general
value of ¢ and is Hermitian only for a pure imaginary .. The path integral has a
nontrivial integration measure exp{—v¢} that needs to be specified in addition to
the Hamiltonian.

11.13 Summary

The path integral is an independent formulation of quantum mechanics. To show
the path integral’s connection to the underlying foundations of indeterminacy of
the quantum degree of freedom, the path integral was derived from Schrodinger’s
state vector formulation. The probability amplitude for a given determinate path
was evaluated by breaking up the path into a series of infinitesimal paths; the
Dirac-Feynman formula yields the probability amplitude for each infinitesimal
path; composing all the infinitesimal paths yields the probability amplitude to be
proportional to exp{iS/%i}, where S is the action for the quantum degree of freedom.

The transition of a quantum entity from its initial to final state, without any
observations during the interregnum, is made by the degree of freedom simulta-
neously taking all the trans-empirical indeterminate paths, which is a collection of
many indistinguishable determinate paths. The principle of quantum superposition
yields the transition amplitude as the sum of the probability amplitudes of all the
indistinguishable determinate paths and leads to the summing of exp{iS/%} over all
the trans-empirical paths and yields the Feynman path integral.

The sum over all paths is given a precise mathematical expression by directly
evaluating the transition amplitude using techniques based on the Hilbert space
and, in particular, by the repeated employment of the completeness equation;
the Lagrangian for the quantum entity was derived from its Hamiltonian. For a
quantum particle, the Feynman path integral is seen to be the summation over all the
continuous paths from the initial to the final position. From a mathematical point of
view, the Feynman path integral is an integration over all the values of the degree
of freedom for each instant between the initial and final states and is an infinite
dimensional functional integral.

The path integral can directly provide the quantum theory for a given entity and
instead of starting from its Hamiltonian operator, as is the case for the Schrodinger
and Heisenberg formulations, one starts from its Lagrangian. The path integral
is postulated to represent the quantum behavior of the given quantum entity. To
show the equivalence of path integral to Schrodinger’s state vector formulation,
the Hamiltonian and state space of the quantum entity were derived from the
Lagrangian.
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The Feynman path integral is the point of departure for analyzing more complex
systems and in particular for studying quantum field theory. The formulation of
non-Abelian gauge fields and fermions and the study of renormalization are most
effectively expressed in terms of the path integral. The crowning achievement
of high energy physics, namely, the Standard Model of particles and forces, is
formulated in terms of the Feynman path integral. The theory of superstrings is
exploring new frontiers of physics and mathematics using the mathematical tool of
the path integral [5].






Conclusions 1 2

Quantum mechanics is an empirical science, with experimental observations being
the final and sole criterion of what is true and what is false. The founders of
quantum mechanics, in particular Niels Bohr and Werner Heisenberg, were at pains
to emphasize that theoretical physics should and could explain only the results
of experiments. They stayed away from trying to explain what is Nature as such,
independent of observations, with the implicit message that such an explanation
would have no appropriate basis.

The theoretical superstructure of quantum mechanics—to which Heisenberg
made unequaled contributions—is a mathematical construct of the human mind.
The symbols and icons that are indispensable for explaining quantum phenomena
are the free creations of human consciousness. There is a complex web of interpre-
tations that finally relates the mathematical symbols to experimentally observable
quantities.

How should we view the symbols of quantum mechanics? What is the ontological
essence of these symbols? This question was not clearly addressed by the founders
of quantum mechanics. The symbols were taken to be mathematical tools, a sort
of a “mathematical language,” necessary for describing and explaining quantum
entities and processes. The ontological significance of the mathematical structures
of quantum mechanics was not addressed, leaving a major conceptual gap in the
theoretical edifice of quantum mechanics.

The pioneers of quantum mechanics probably considered the ontological signif-
icance of the symbols to be a question that could not be addressed experimentally
and hence did not pursue this question. However, after a century of unbroken
experimental success of quantum mechanics, the symbols are now seen to be
a crucial link in connecting the structures of quantum mechanics to observed
phenomena. This holds out the prospect that the symbols themselves contain more
information than simply what they predict for experiments. In other words, the
symbols themselves reflect a truth about Nature and need to be studied from this
point of view.
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There is an agnostic view that the symbols of quantum mechanics don’t have
any “existence” but, rather, are mathematical tools to be used solely for computing
physically observable effects. Although the agnostic view is consistent, it is
incomplete. My own view, and the one consistently taken in this book, is quite the
opposite of the agnostic view. The theoretical symbols of quantum mechanics are
not considered as being “imaginary” and fictitious, having no ontological reality,
having no “being.” In fact, the entire thrust of this book is to postulate the existence
of a trans-empirical domain that only be represented by mathematical symbols and
theoretical constructs.

The symbolic trans-empirical realm is another form of existence of Nature, a
realm that goes beyond the empirical domain. Quantum mechanics is the expression
and manifestation of the symbolic and trans-empirical realm of Nature.

The quantum degree of freedom, which is at the foundation of the quantum
entity, can never be directly observed in any experiment, being trans-empirical and
indeterminate and having a purely symbolic form of existence. The quantum state
that describes the properties of the degree of freedom straddles the trans-empirical
and empirical domains; the enigmatic “collapse” of the state vector, precipitated
by experimentally observing the quantum state, is a transition of the quantum state
from its trans-empirical form to its empirical manifestation.

The experimental apparatus is mathematically represented by Hermitian op-
erators, which act on the state vector and cause it to collapse to one of many
possible final states. It is impossible to predict what is the outcome of any particular
experiment, reflecting the intrinsic indeterminacy of the quantum degree of freedom.
Repeated experiments yield the underlying statistical regularities of the quantum
entity. In the final analysis, the only quantity that one can measure is the likelihood
of a specific detector, representing a projection operator, detecting the collapse of
the state vector. Probabilities are assigned to the likelihood of the various projection
operators detecting the state vector’s collapse, and this is all that experiments can
observe; the theoretical structure of quantum mechanics computes these observed
probabilities.

This, in essence, is the theoretical schema of quantum mechanics that has
successfully withstood the tests, for over a century, of numerous and varied
experiments.

12.1 Three Formulations of Quantum Mechanics

Quantum mechanics has the following three independent, but equivalent, mathemat-

ical formulations for describing quantum indeterminacy:

e The Schrodinger equation for the state vector postulates that a quantum state
vector encodes all the information that can be extracted from a quantum degree
of freedom. The degree of freedom forever remains trans-empirical since all
measurements only encounter the quantum state vector, causing it to collapse
to an observed manifestation.
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e The Heisenberg operator formalism. The state vector is completely dispensed
with and a pure density matrix, which is an operator, represents the quantum
entity. All observations consist of detecting of the collapse of the density matrix,
which makes a transition from the pure to a mixed density matrix; the detection
of the mixed density matrix by projection operators results in the experimental
determination of the probability of the various projection operators detecting the
quantum entity.

Quantum probability assigns probabilities to projection operators. The trans-
empirical nature of the degree of freedom is reflected in that it is never
detected by any of the operators. The BKS inequality shows that the quantum
indeterminacy cannot be explained by classical probability theory; in particular,
the degree of freedom has no objective existence before an observation showing
its trans-empirical nature.

e The Feynman path integral. The quantum degrees of freedom appear as integra-
tion variables in the path integral and provide the clearest representation of the
trans-empirical degree of freedom. An integration variable has no fixed value but,
rather, takes values over its entire range; for the degree of freedom, this means
that the entire degree of freedom space JF is integrated over. The freedom to
change variables for path integration is equivalent to changing the representation
chosen for the degree of freedom and is similar to the freedom in choosing basis
states for Hilbert space.

The path integral was derived as the sum over all the trans-empirical paths,
from the initial to the final state, and reflects quantum indeterminacy that is at the
foundation of quantum mechanics. The state vector appears as initial and final
conditions for the trans-empirical paths that are being summed over.

Each framework has its own advantages, throwing light on different aspects of

quantum mechanics that would be otherwise difficult to express. For example, the

Schrodinger equation is most suitable for studying the bound sates of a quantum

entity; the Heisenberg formulation is most suited for studying the structure of

quantum probability, and the Feynman path integral is most appropriate for studying
indeterminate and trans-empirical paths.

12.2 Interpretations of Quantum Mechanics

Some of the main interpretations of quantum mechanics have been discussed in
various chapters, in particular in Sect.9.11, and are summarized below to gain a
perspective on the different approaches to quantum mechanics.

e The Copenhagen interpretation. This view, pioneered by Heisenberg and Bohr,
is the standard approach and taught in most textbooks. This interpretation
holds that quantum mechanics does not provide a description of an “objective
reality”—namely, a reality that exists independent of experiment—but rather is a
theory that provides a probabilistic prediction of the results of experiments. The
measurement process causes one of the possible outcomes to be actualized.
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The outcome of quantum experiments cannot be explained by using a solely
“particle” or a “wave” description, leading to the famous “wave-particle” duality;
the wave-particle duality is discussed in Sect. 3.10. Bohr further developed this
duality into the law of complementarity.

e The many-worlds interpretation. In this view, there is no quantum uncertainty,
rather, the Universe has potentially infinite many branches; an apparent random
outcome of an experiment in effect results in the Universe choosing a particular
branch. Every experiment results in the bifurcation of the Universe into branches.

* Bohm’s interpretation. In this approach, there is no indeterminacy, but rather, the
Universe is taken to be determined by the laws of classical mechanics. To explain
the results of experiments it is assumed that every particle has an associated “pilot
wave” and that results in the “wave-particle” duality of quantum mechanics.

e ‘t Hooft’s Planckian determinism. In a more recent development, Gerard ‘t Hooft
developed the idea of a deterministic theory at the Planck scale that results in the
apparent quantum randomness at the macroscopic scale. He introduces the idea
of “beables” and ‘“‘changeables” to explain the observed behavior of quantum
phenomena.

e The trans-empirical interpretation. The approach followed in this book. Nature
is taken to have two distinct realms, namely, the empirical realm that is observed
in daily life, with all entities appearing to be determinate and particular, and the
trans-empirical realm that, in principle, cannot be experimentally observed and
is represented by the symbols of quantum mechanics.

The quantum entity is an inseparable pair, consisting of the trans-empirical
degree of freedom and the state vector that straddles the empirical and trans-
empirical domains; an experimental observation causes a transition of the
quantum state from the trans-empirical to the empirical domain.

The mathematical and symbolical representation of Nature, as exemplified in
quantum mechanics, provides a means for understanding of Nature that direct
perception using our five senses can never provide. The process of reasoning,
reflection, and symbolical thinking comes to the fore in our encounter with
physical phenomena that are far removed from everyday life. The study of quantum
mechanics leads to the conclusion that Nature at the deepest and most fundamental
level is indeed amenable to only representations using symbols and mathematics.

The proposal presented in this book is to interpret the symbols of quantum
mechanics as being expressions of a realm of Nature that can never be directly
empirically observed; this realm, termed as trans-empirical, has an existence as
fundamental as the empirical and observed realm. The trans-empirical realm can
be grasped only by the human mind—using theory, symbols, signs, and icons that
are mathematical in nature and form the superstructure of quantum mechanics.

The best result of this interpretation would be to provide a perspective on
quantum mechanics that is different from the current mainstream view and which,
in turn, could lead to new experiments and novel insights on the inner workings of
quantum mechanics.
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In conclusion, in quantum mechanics the trans-empirical realm becomes ‘visible’
to consciousness in the form of the state function, which straddles both the trans-
empirical and empirical domains. The degree of freedom is entirely trans-empirical.
The quantum entity is an inseparable pair, namely the degree of freedom and its
state function. The trans-empirical realm exists as such in Nature; it can be cognized
only by human consciousness, using signs and icons; this realm cannot be directly
observed by our five senses or by any experimental device. The mathematical
symbols of quantum mechanics provide a specific and particular representation of
the trans-empirical realm.






Action. The time integral of the Lagrangian.

Bra and ket vectors. Dirac’s notation with the “ket” vector |x) representing an
element of the state space and the “bra” vector (| representing a vector from the
dual state space and with (| ) being a complex number.

Completeness equation. Equation is a statement that the basis states for a state
space are linearly independent and span the entire state space.

Contextuality. The observed properties of an entity depend on what other properties
are measured. A purely quantum mechanical effect; all classical properties are
non-contextual.

Determinate. An entity that is in a definite state; an entity that is empirical.
Density matrix. A description of the quantum entity using operators and which is
equivalent to the state vector description.

Dual state space. A space associated with a vector space, consisting of all mappings
of the state space into the complex numbers.

Entangled state. A quantum mechanical entity for which its two or more degrees
of freedom cannot be viewed in isolation from each other.

Eigenfunctions. Special state vectors that are associated with an operator such
that under the action of the operator, they are only changed up to a multiplicative
constant, called the eigenvalues.

Exist. Describes any entity that “is,” namely, has being, and does not necessarily
have an objective and empirical existence.

Empirical. Empirical quantities are based on observations. Empirical entities are
accessible to direct experimental observations.

Hamiltonian. A Hermitian operator A that is the quantum mechanical generaliza-
tion of energy. H is the differential operator that evolves the system in time.
Hermitian operators are invariant under conjugation.

Hilbert space. A linear vector space for which all the state vectors have unit norm.
Indeterminate. An indeterminate entity is trans-empirical, namely, has a form of
existence that is not directly observable.

Indeterminacy. The property of indeterminate entities. Quantum uncertainty is
termed indeterminate to differentiate it from classical randomness.

Indeterminate path. An entity’s path being indeterminate means that it simultane-
ously exists in all of its allowed determinate paths.

Lagrangian. A function of a determinate path.
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Measurement. The collapse of a state vector by the application of projection
operators that correspond to an experimental device.

Ontology. From the Greek term for “being”; that which “is,” the present participle
of the verb “be”; the term is used for the nature of being, of existence, or of reality.
Operators. The generalization of matrices that act on the state space. Empirically
observable quantities are represented by Hermitian operators.

Operator conjugation. The transposition and complex conjugation of operators.
Path. A trajectory in time, usually denoted by x(r), where 7 is time.

Path integral. An infinite-dimensional integral over all the possible indeterminate
paths taken by a quantum entity.

Probability. The theory for explaining random and uncertain behavior.

Quantum degree of freedom. A quantity that exists in many possible states
simultaneously, inherently indeterminate and trans-empirical.

Quantum degree of freedom space. The degree of freedom constitutes the space
F, which is invariant and unchanging over time.

Quantum entity. A quantum entity is constituted by a pair, namely, the degree(s)
of freedom F and the state vector y(F) that encodes all of its properties.

Random variables. Random variables describe classical random phenomena and
are described by a joint probability distribution.

Real. Refers only to the result of observations, to what is empirical. Real entities
exist objectively.

State vector. The state vector is a function of the degree of freedom space F and
carries all the information that can be extracted from F .

State space. A linear vector space, the generalization of a finite-dimensional vector
space, that contains the state vectors of a quantum entity.

Superposition. The adding of state vectors; the adding of paths that are
indeterminate.

Trans-empirical. The trans-empirical domain is inaccessible to direct observation
and is accessible only to theory or to symbolic representations.

Uncertainty. A term reserved for describing the intrinsic indeterminateness and
lack of definiteness of quantum phenomena.



List of Symbols

Only new symbols introduced in a chapter are listed. A consistent system of notation
has been used as far as possible.

Chapter 2: The Quantum Entity and Quantum Mechanics

S Action

L Lagrangian

F Degree of freedom space

y(F) State vector of the degree of freedom F

O(F) Operators of the degree of freedom F

P(t,x) Probability of an observation by an operator at x and at time t
y(t,F) Time-dependent state vector

Ey[O(F)] Expectation value of O(F) for y(t,F)

H Hamiltonian operator

O Probability amplitude for a determinate path labeled by n
O (x¢, 113 %1, 1) Transition amplitude from x; at time #; to x¢ at time f¢

Chapter 3: Quantum Mechanics: Empirical and Trans-empirical

Pp Probability of detection of state vector at screen
with path taken by electron being known
P Probability of detection of state vector at screen

with path taken by electron not being known

Chapter 4: Degree of Freedom F; State space VV

lw) Ket state vector

(x! Bra state vector

C Complex numbers

(xlw) Scalar product € C

FN Space of N-degrees of freedom
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R3N 3N-dimensional Euclidean space

|n) Column vector

(n| Row vector

Sn—m Kronecker delta function

|n)(n| Matrix with single entry at diagonal position n,n
S(x—y) Dirac delta function

|x) Ket vector at position x

(x| Bra state vector at position x

) (x| Projection operator at x

7 duxfx) (x] Sum over all position projection operators
U Unitary operator

ut Hermitian conjugate of operator

Chapter 5: Operators

VeVp Tensor product of state space with its dual

D(0) Domain of V on which O acts

D(O) Domain of V on which O acts

(x10|y) Matrix element of O for state vectors (| and |y)

tr(O) Trace of operator O

[w) Eigenstate of O

An Eigenvalue of O

I, = |y) (W] Projection operator

(Wi ooy ) Energy eigenstate n with quantum numbers ny,ns,...,ny

[Wen, i) Time-dependent state vector with quantum numbers
ny,na,...,nN

£ Position operator

p Momentum operator

T(x) Unitary position shift operator

p = |y){y] Density matrix for state vector |y)

Chapter 6: Density Matrix: Entangled States

Veow Tensor product of two state spaces
lv) @ |[x) Tensor product of two state vectors
[w)x) Tensor product of two state vectors
1) ® (yl Outer product of two state vectors
pPp Pure density matrix

PM Mixed density matrix

PR Reduced density matrix

PT Thermal density matrix

01,02,03 Pauli 2x2 spin matrices

|WE) Entangled state vector

S Quantum entropy

exp{—H/kT} Boltzmann distribution



List of Symbols

di ®d;

Ey[0]

Vo ® Vp

Chapter 7: Quantum Indeterminacy

The Bell-CHSH operator

Absolute value of the expectation value

of the Bell-CHSH operator

Classical random sample value

Classical sample space

Classical random variables

Classical joint probability distribution

Classical conditional probability distribution
Classical conditional probability distribution
Absolute value of the expectation value

of the classical H random function

Absolute value of the expectation value

of the Bell-CHSH operator for separable systems
Bipartite density matrix

Adjacency matrix for spin 1 BKS inequality
Operators for spin 1 BKS inequality

Classical random variables for spin 1 BKS inequality
Commuting operators

Non-commuting operators

Chapter 8: Quantum Superposition

Probability amplitude for going from initial state |s)
to final state (x|

Probability amplitude for taking determinate path from
initial state |s) to final state (x| via the slit at |7)

Detectors for observing single photons

Unitary operator representing the beam splitter

Unitary operator representing the mirror

Unitary operator representing the phase shifter

Initial state vector

Final state vector

Detectors for observing two coincident photons

Interaction of spin states |s) with device

Chapter 9: Quantum Theory of Measurement

Expectation value of O for state vector |y )
Detector states

Detector readings

Hilbert space of the quantum entity

Hilbert space of the detector

Hilbert space of the quantum entity and detector
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262 List of Symbols

Og Operator O extended to space Vo ® Vp

Hq Hamiltonian of the quantum entity

Hgp Hamiltonian coupling the quantum entity and to the
detector

|Din) Initial state of the quantum entity and the detector

| Pou) Final state of the quantum entity and the detector

M Mixed density matrix of the quantum entity and the
detector

Ok Partial trace of Og over Vp

[ )box State vector for particle in a box

AA Uncertainty in quantity A

Chapter 10: The Stern-Gerlach Experiment

ELE Spin eigenstates
v (r;p) Energy eigenstates for the Stern-Gerlach Hamiltonian
Win(r), Incoming state vector for the Stern-Gerlach experiment
‘Pl’;‘/[(r), State vector propagating in the magnetic field

for the Stern-Gerlach experiment
wh (1) The final state vector for the Stern-Gerlach experiment
g(p) Gaussian wave packet
Xu State vector propagating in the magnetic field
Cu State vector after crossing the magnetic field

Chapter 11: The Feynman Path Integral

(oxr, 5 |xi, 1) Probability amplitude for transition from initial

x;j at time ¢ to final position xf at time #¢
K(x,x';1) Evolution kernel; transition amplitude
P(x¢|xist) Conditional probability for the occurrence

of x¢ given x; occurred at earlier time ¢

¢ [path] Probability amplitude for discrete and determinate path
S[path] Action for discrete path
Slx(t)] Action for continuous path x(7)
xc(1) Classical path

/DX Path integral measure



References

AW N~

. Peres, A.: Quantum Theory: Concepts and Methods. Kluwer, Holland (1998)

. Aspect, A.: Bell’s inequality test: more ideal than ever. Nature 398(189), 1408-1427 (1999)

. Baaquie, B.E.: Quantum Finance. Cambridge University Press, Cambridge (2004)

. Ballentine, L.E.: Quantum Mechanics: A Modern Development. World Scientific, Singapore

(1998)

. Baaquie, B.E.: Path Integrals in Quantum Mechanics, Quantum Field Theory and Superstrings.

Cambridge University Press, Cambridge (2013)

. Bell, J.: Speakable and Unspeakable in Quantum Mechanics. Cambridge University Press,

Cambridge (2004)

. Odom, B., Hanneke, D., D’Urso, B., Gabrielse, G.: New measurement of the electron magnetic

moment using a one-electron quantum cyclotron. Phys. Rev. Lett. 97, 030801 (2006)

. DeWitt, B.S., Graham, N.: The Many-Worlds Interpretation of Quantum Mechanics. Princeton

University Press, Princeton (1973)

. Clauser, J.F.,, Horne, M. A., Shimony, A., Holt, R.A.: Proposed experiment to test local hidden-

variable theories. Phys. Rev. Lett. 23, 880-884 (1969)

10. Dirac, P.A.M.: The Principles of Quantum Mechanics. Oxford University Press, Oxford (1999)

11. Einstein, A., Podolsky, B., Rosen, N.: Can quantum-mechanical description of physical reality
be considered complete? Phys. Rev. 47, 777-780 (1935)

12. Wigner, E.P.: The problem of measurement. Am. J. Phys. 31, 6-15 (1963)

13. Feynman, R.P.: The Character of Physical Law. Penguin Books, Baltimore (2007)

14. Feynman, R.P., Hibbs, A.R.: Quantum Mechanics and Path Integrals. McGraw Hill, New York
(1960)

15. Gottfried, K., Yan, T.-M.: Quantum Mechanics. Springer, Germany (2003)

16. Greenstein, G., Zajonc, A.G.: The Quantum Challenge, 2nd edn. Jones and Bartlett, Boston
(2006)

17. Heisenberg, W.: The Physical Principals of the Quantum Theory. Dover, New York (1949)

18. Heisenberg, W.: Physics and Philosophy: The Revolution in Modern Science. Prometheus
Books, New York (1999)

19. Isham, C.J.: Lectures on Quantum Theory. Imperial College Press, London (1995)

20. Klyachko, A.A., Can, M.A., Binicioglu, S., Shumovsky, A.S.: Simple test for hidden variables
in spin-1 systems. Phys. Rev. Lett. 101, 020403 (2008)

21. Kochen, S., Specker, E.P.: The problem of hidden variables in quantum mechanics. J. Math.
Mech. 17 (1967)

22. Kurzynski, P., Ramanathan, R., Kaszlikowski, D.: Entropic test of quantum contextuality. Phys.
Rev. Lett. 109, 020404 (2012)

23. Lawden, D.F.: The Mathematical Principles of Quantum Mechanics. Dover, New york (2005)

24. Feynman, R.P., Leighton, R.B., Sands, M.: The Feynman Lectures on Physics. Addison-
Wesley, Reading (1964)

25. Mackey, G.W.: Mathematical Foundations of Quantum Mechanics. Dover, New York (2004)

B.E. Baaquie, The Theoretical Foundations of Quantum Mechanics, 263

DOI 10.1007/978-1-4614-6224-8, © Springer Science+Business Media New York 2013



264

References

26.

27.

28.
29.

30.
31.
32.
33.
34.
35.
36.

37.

Major, F.G., Gheorghe, V.N., Werth, G.: Charged Particle Traps: Physics and Techniques of
Charged Particle Field Confinement. Springer, Germany (2010)

Nielsen, M.A., Chang, L.L.: Quantum Computation and Quantum Information. Cambridge
University Press, Cambridge (2000)

Muga, G.: Time in Quantum Mechanics. Springer, Berlin (2008)

Muller, H., Peter, A., Chew, S.: A precision measurement of the gravitational redshift by the
interference of matter waves. Nature 463(3), 926-929 (1983)

Newton, R.G.: The Truth of Science: Physical Theories and Reality. Harvard University Press,
Cambridge (1997)

Healy, R.: The Philosophy of Quantum Mechanics. Cambridge University Press, Cambridge
(2008)

Ramanathan, R., Soeda, A.A., Kurzynski, P., Kaszlikowsk, D.: Generalized monogamy of
contextual inequalities from the no-disturbance principle. Phys. Rev. Lett. 109, 050404 (2012)
Schlosshauer, M.A.: Decoherence: and the Quantum-to-Classical Transition. Springer,
Germany (2010)

Stapp, H.P.: The Copenhagen interpretation. Am. J. Phys. 40 (1963)

Streater, R.F.: Classical and quantum probability. J. Math. Phys. 41, 3556-3603 (2000)

von Neumann, J.: Mathematical Foundations of Quantum Mechanics. Princeton University
Press, Princeton (1983)

Yu, S., Oh, C.H.: State-independent proof of Kochen-Specker theorem with 13 rays. Phys. Rev.
Lett. 108, 030402 (2012)



Index

A D
action, 7, 244 decoherence, 179, 190,217
mixed density matrix, 190
degree of freedom, 15,31, 52
binary, 53
B continuous, 59
periodic , 80
density matrix, 93, 98
bipartite, 104, 127
mixed, 99, 111, 185

basis states
mixed density matrix, 187
unitary transformations, 77
Bell inequality, 123

entangled states, 128 pu(ie, 9(?’ 111 6
maximal violation, 130 reduced, 102, 167, 187
thermal, 112

non-entangled states, 126

quantum, 121 ]

separable system, 127 dffteﬂnlﬂate, 6

violation, 129 Dirac, 2, 25, 44, '159
Bell-CHSH operator, 119, 120 bracket notation, 50
BKS inequality, 131 words, 26

two state, 99

. . Dirac delta function, 58

violation, 133 .
Bloch sphere, 56 Dlrac-Ft.aynman formula, 227, 236
Bohr, 2, 13, 25,251,254 continuous path, 230

reality, 26 discrete path, 229
Born, 2, 11

E
eigenspectrum, 76

C eigenstates, 75
classical entity, 5 eigenvalues, 75,77
commutation equation, 85 operators, 76
completeness equation, 61, 235 projection operators, 77
contextuality, 131 empirical

pentagram, 132 definition, 27

spin 1, 133 ensemble

state independent, 133 classical, 186

two spin 1/2, 134 quantum, 177
Copenhagen interpretation, 12 entangled state, 105

enhanced, 29 bipartite system, 106
correlation, 118 composite system, 106
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entangled state (cont.)
maximal, 110
pair of spins, 107
two spins, 111
entanglement
spin/device, 214
EPR paradox, 116
Euclidean time, 233
evolution kernel, 223
free particle, 225
exist:definition, 26
expectation value
operator, 87
experimental device, 181

F

Feynman, 25, 35, 37

Feynman path integral, 152, 231
evolution kernel, 232

H
Hamiltonian, 71, 79, 81, 88, 90, 224
path integral, 236
Stern-Gerlach experiment, 208
Heisenberg, 2, 10, 13, 25, 141, 143, 251, 254
reality, 26
Hermitian matrix, 73
hidden variables, 125
Hilbert space, 68

I

indeterminacy, 115

indeterminate, 10
definition, 28
paths, 18
trans-empirical, 29

K
Kolomogorov, 121, 143

L
Lagrangian, 7,229
path integral, 236

M
Mach-Zehnder interferometer, 154
interference, 157
no interference, 156
measurement, 20
empirical, 173
mixed density matrix, 185
operators, 172
photographic plate, 172
preparation, 172
process, 183
reduced density matrix, 187
repeated, 176
state vector, 172
theories, 201
trans-empirical, 173

(0]

objective reality, 6, 17, 18, 121

ontology, 8

operators, 16,72
commuting, 79, 135
expectation value, 87
Hermitian, 73
momentum, 83
non-commuting, 78, 135
position, 82

outer product, 95
partial trace, 97

P
path integral
continuum limit, 237
evolution kernel, 234
free particle, 238
Hamiltonian, 245
Lagrangian, 245
quantization, 244
time lattice, 236
trans-empirical paths, 241
paths
determinate, 153
empirical, 150
indeterminate, 153
trans-empirical, 150
photon
coincident measurements, 164
down conversion, 161
interference, 157
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Mach Zehnder, 155 quantum probability, 136
no interference, 156 measurements, 138
self-interference, 159 metaphor, 141
Planck, 1 paradox, 140
probability position projection operator, 140
conditional, 224 projection operators, 139
probability amplitude, 14, 19, 148 quantum state, 15, 33
composition rule, 239 quantum superposition
distinguishable paths, 151 trans-empirical paths, 36
indistinguishable paths, 151 quantum superstructure, 13
time evolution, 221 position operator, 176
probability distribution trans-empirical, 30
conditional, 122
joint, 122
marginal, 122
probability theory R
classical, 7, 121 random variable, 122
quantum, 136 real:definition, 26

projection operator
measurement, 174
position, 174
projection operators, 75 S
expectation value, 177 sample space, 122
Schmidt decomposition, 100
Schrodinger, 2, 171
Schrodinger equation, 17, 88,223

Q measurement, 13, 45,172, 191, 202
quantum entity, 8, 10, 22 properties, 89
amplification, 172 separable system, 104
collapse, 172 spectral decomposition, 76
definition, 22 state preparation, 34
entanglement, 172 state space, 33, 49
measurement, 171 basis states, 62
quantum entropy, 108 binary, 54
Bell violation, 131 continuous degree of freedom, 59
maximum, 109 degree of freedom, 15
measurement, 191 experiment, 50
quantum eraser, 159 properties, 66
interference, 162 state vector
no interference, 160 orthogonal, 78
partial, 165 parallel, 78
quantum mathematics, 69 preparation, 192
quantum mechanics statistical, 13
experimental accuracy, 2 trans-empirical paths, 243
interpretations, 253 state vector collapse, 21, 172, 173,217
operator formulation, 89 non-local, 192
three formulations, 252 Stern-Gerlach experiment, 205
trans-empirical, 29 eigenfunctions, 210
quantum numbers, 78 Hamiltonian, 208
quantum paths quantum/classical, 207
infinite divisibility, 230 spin measurement, 215
quantum principle time evolution, 211

trans-empirical, 43 successive slits, 153
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Index

superposition
classical, 145
indeterminate paths, 152
interference, 152
quantum, 146
quantum interference, 36
spin 1/2, 147
state vectors, 146
trans-empirical paths, 226
symbol, 2, 15, 44, 45

T

tensor product, 94
matrices, 95
operators, 135
position operator, 83
state space, 73
vectors, 94

trans-empirical
definition, 27

indeterminate, 28

laws of physics, 35

spin measurement, 218

two slit experiment, 42
trans-empirical paths

path integral, 241

state vector, 243
transition amplitude, 223
two slit experiment, 36

trans-empirical, 42

with detectors, 38

without detectors, 40

U

uncertainty principle, 118, 195
position/momentum, 197
quantum entity, 199
time/energy, 198

unitary transformations, 63, 187
basis states, 77
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