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Preface 

It is known that the number and diversity of exactly solvable models (i.e., 
models with explicitly diagonalizable hamiltonians) is quite small and by no 
means meets the requirements of modern quantum physics. The methods 
of their construction currently known are also almost exhausted. There is 
no doubt about the need to look for new methods and new ideas, and in this 
connection it seems to me that there is a very promising direction which 
came to light several years ago and is associated with the discovery and 
study of models that realize a fundamentally new type of exact solvability 
in quantum theory. These models, which have been dubbed "quasi-exactly 
solvable", are characterized by the fact that their spectral problems can be 
solved exactly only for certain limited parts of the spectrum, but not for 
the whole spectrum. 

There are three reasons for which the quasi-exactly solvable models 
are interesting to us. 

First of all, they possess all the advantages of ordinary exactly solvable 
models, i.e., they enable one to model real physical situations and observe 
non-pertubative phenomena; they can be used as "reference points" in 
the realization of various approximate methods; and they reflect deep 
symmetry properties of spectral equations. At the same time, their 
number is appreciably greater than that of exactly solvable models and this 
circumstance makes them especially important from the practical point of 
VleW. 

The second reason is the intimate connection between the quasi­
exactly solvable models of quantum mechanics and other rather distant 
and seemingly unrelated branches of quantum and classical physics. 
For example, these models are equivalent to quantum tops based on 
finite-dimensional representations of Lie algebras; they are in one-to­
one correspondence with completely integrable models of magnetic chains 
associated with solutions of Yang-Baxter equations; and they are connected 
with systems of classical Coulomb particles moving in an external 
electrostatic field. Note also that quasi-exactly solvable models naturally 

X 
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arise not only in the ordinary one- and multi-dimensional quantum 
mechanics, but also in quantum mechanics on non-trivial curved manifolds. 

The third reason is the elegance and simplicity of theories explaining 
the phenomenon of quasi-exact solvability and making it possible to 
construct large classes of quasi-exactly solvable models in non-relativistic 
quantum mechanics. I hope that a critical analysis of these theories may 
stimulate the creation of new more general schemes including the field 
theoretical case. 

Although the first examples of quasi-exactly solvable models were 
described only a few years ago, the results in this field are rather numerous 
and their flow grows from day to day. In this book I have made an attempt 
to collect most of these results together and expound them in a unified and 
accessible form. The material is discussed in sufficient detail to enable the 
reader to follow every step and is supplemented by an exhaustive list of 
references. 

The book has the following structure. 
Chapter 1 introduces the concept of quasi-exact solvability and 

discusses an illustrative example (the one-dimensional sextic anharmonic 
oscillator) that can be analysed by comparatively simple methods but, at 
the same time, manifests many characteristic features of more complex 
quasi-exactly solvable systems. This example refutes the common opinion 
that all quantal models with polynomial anharmonicity are exactly non­
solvable. The phenomenon of quasi-exact solvability of the sextic oscillator 
appears for certain discrete (quantized) values of parameters characterizing 
the potential, and the reason for their quantization is explained in 
the chapter from different points of view. Each of these explanations 
enables one to formulate a certain method for constructing large classes 
of quasi-exactly solvable systems, so that the reader can find here the 
basic ideas of almost all the existing approaches to the problem. The 
long list of key words which could characterize the subject of chapter 1 
(hidden symmetries, finite- and infinite-dimensional representations of Lie 
algebras, complete integrability, Bethe ansatz, Gaudin models, classical 
multi-particle Coulomb problem, Gelfand-Levitan equation, Witten's 
supersymmetric quantum mechanics, strong-coupling problem, convergent 
perturbation theory, Bender and Wu singularities, and so on) indicates both 
the riches of the phenomenon of quasi-exactly solvability and the diversity 
of its possible physical and mathematical applications. 

Chapter 2 presents some new examples of quasi-exactly solvable 
models of one- and multi-dimensional quantum mechanics and discusses 
their properties and methods of construction. Here, by means of a very 
elementary analytic technique, we step by step go over from the one­
dimensional case to the multi-dimensional one. The transition to the 
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infinite-dimensional (field theoretical) case is also considered. 
Chapter 3 is one of the most important from the methodological point 

of view and, although it is not directly devoted to the phenomenon of 
quasi-exact solvability, its results are essential for the subsequent chapters. 
It introduces a new type of object of study, the multi-parameter spectral 
equations, and shows that any such equation, after applying to it the so­
called inverse procedure of separation of variables, can be reduced to a 
certain completely integrable quantum system. In this chapter the main 
attention is devoted to the methods for constructing exactly (algebraically) 
solvable multi-parameter spectral equations and to the classification of cases 
in which the corresponding completely integrable (and, simultaneously, 
exactly solvable) systems become physically meaningful. 

Chapter 4 expounds the method for constructing quasi-exactly solvable 
models with separable variables. The idea of this method immediately 
follows from the results of chapter 3 and is based on the observation 
that if the multi-parameter spectral equation admits a finite number 
of exact (algebraic) solutions only, then the corresponding completely 
integrable model becomes quasi-exactly solvable. A simple analytic 
procedure for building partially solvable multi-parameter spectral equations 
is proposed. The chapter starts with the detailed analysis of the simplest 
one-dimensional case, presents a reference list of the most interesting one­
dimensional quasi-exactly solvable models, and ends with the discussion of 
multi-dimensional models defined on, in general, curved manifolds. 

Chapter 5 starts with noting a deep relationship between the quasi­
exactly solvable models with separable variables discussed in preceding 
chapters and the well known completely integrable Gaudin models 
associated with algebra s/(2). It is noted that the former can be obtained 
from the latter by means of a special reduction procedure (called in chapter 
1 the projection method). It turns out (and this is the main subject of 
the chapter) that the same reduction procedure being applied to other 
Gaudin models (based on other simple Lie algebras) leads to new wide 
classes of quasi-exactly solvable second-order differential equations with 
non-separable variables. The classification problem for these equations is 
solved and their group-theoretical properties are discussed in detail. It 
is remarkable that, because the Gaudin models are solvable by means 
of the Bethe ansatz method, all solutions of the corresponding quasi­
exactly solvable equations can be represented in the closed Bethe form. 
This fact especially simplifies their analysis and classification and makes 
it possible to establish an exact correspondence between these equations 
and those of (2+ 1 )-dimensional classical electrodynamics with a magnetic 
monopole. The reduction of the obtained quasi-exactly solvable equations 
to the Schrodinger form is also discussed. 
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The book ends with four appendices containing some results lying 
outside its general line but devoted to no less important and interesting 
methods for constructing exactly and quasi-exactly solvable models. 

Appendix A discusses the problem of constructing Schri:idinger 
equations having several a priori given solutions. 

Appendix B is devoted to the problem of constructing exactly solvable 
models on non-trivial curved manifolds. 

Appendix C presents a simple method for building second-order 
differential operators having infinite number of polynomial solutions. 

Appendix D deserves a special comment. When the work on the book 
had already been completed I learnt of a series of remarkable results of A 
Gonzalez-Lopez, N Kamran and P J Olver, concerning the classification of 
quasi-exactly solvable models whose hamiltonians are treated as elements of 
universal enveloping algebras associated with various Lie algebras of vector 
fields. I enquired of these authors regarding the possibility of contributing 
a summary of their results to my book and they kindly agreed to write 
an article concerning the study of two-dimensional problems. I take this 
opportunity to thank them for their kindness and hope that the reader 
will be impressed by this very interesting article which is reproduced in 
appendix D without editing. 

I would like to stress that this book is not an exhaustive review and can 
be considered only as a more or less detailed introduction to the theory of 
quasi-exact solvability. At present, there are several new intriguing results 
and observations manifesting that the theme is far from being exhausted, 
namely such new aspects of the problem as the remarkable parallels between 
quasi-exactly solvable models of quantum mechanics and two-dimensional 
conformal field theories, the multi-channel quasi-exactly solvable problems 
associated with graded Lie algebras, problems based on quantum groups, 
and some others. Many of these aspects have been discussed in very recent 
publications and it was practically impossible to cover all them in this book. 

Nevertheless, I hope that the book (despite its incompleteness) will be 
helpful for physicists and mathematicians interested in the problem of quasi­
exact solvability in quantum mechanics and I will be happy if it stimulates 
the reader to make his own contribution to this very interesting field of 
mathematical physics. 

Alexander U shveridze 
7 November 1992 
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Chapter 1 

Quasi-exact solvability. What does 
that mean? 

1.1 Introduction 

We have become accustomed to calling a quantum model exactly solvable 
if for all its energy levels and corresponding wavefunctions convenient 
(explicit) expressions can be obtained, or, more precisely, if the spectral 
problem for this model can be reduced to a problem of algebra (in the case 
of quantum mechanics) or classical analysis (in the field theoretical case). 

It is well known that exactly solvable models play an extremely 
important role in many fields of quantum physics. 

First of all, they may be interesting in themselves as models of actual 
physical situations. For example, the behaviour of many quantum systems 
near their equilibrium can be described by the harmonic oscillator, the 
spectrum of the hydrogen atom can be found from the Coulomb problem, 
which is also exactly solvable, and one-dimensional completely integrable 
non-relativistic field theoretical models (see e.g. Thacker 1981, Wiegmann 
1981, Tsvelick and Wiegmann 1983) have proved to be good approximations 
for the so-called quasi-one-dimensional systems (Bulayevsky 1975, Toombs 
1978, Jerome and Schulz 1982). 

Second, exactly solvable models can be successfully used as a training 
ground for elaborating various approximate and qualitative methods 
of studying exactly non-solvable systems, and for testing theoretical 
hypotheses of a general nature (see e.g. Solyom 1979). Sometimes the 
analysis of exact solutions allows one to reveal certain properties of the 
system which do not change even after it has undergone considerable 
deformation (universality). The study of such properties is very helpful 
for a better understanding of the general structure of quantum models 
(Luther 1976, 1977, Tsvelick and Wiegmann 1983, Japaridze et al 

1 
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1984). By analogy with the cases of the simple harmonic oscillator 
and the Coulomb problem, the study of which led to comprehension 
of many fundamental principles of quantum mechanics, the analysis of 
such completely integrable systems as magnetic chains made a valuable 
contribution to the understanding of the physical nature of excitations in 
systems with many degrees of freedom (Bethe 1931, Bonner and Fischer 
1964, Sutherland 1970, Baxter 1972, Takhtajan and Faddeev 1981, Gaudin 
1983). 

Third, exactly solvable models can be used as zeroth-order 
approximations by constructing various perturbative schemes. For example, 
the rapid progress of quantum field theory in the fifties was attained in the 
framework of perturbation theory: the role of the unperturbed problem 
was played in this case by the free field or, in other words, by the infinite­
dimensional harmonic oscillator. At present, there are some preconditions 
for constructing perturbation theory near the completely integrable one­
dimensional field theoretical models and magnetic chains (see e.g. Gaudin 
et al 1981, Korepin 1982, 1984). 

Finally, exactly solvable models are also interesting from a purely 
mathematical point of view, since the phenomenon of exact solvability can 
often be explained as being a consequence of certain hidden symmetry 
present in the model under consideration. It is remarkable that the group 
describing this symmetry appears not only as a necessary attribute of exact 
solvability, but as a unique language in which this phenomenon has simple 
and transparent mathematical sense. As an example, it is sufficient to 
recall the simple harmonic oscillator and the Heisenberg algebra associated 
with it (Bargmann and Moshinsky 1961, Moshinsky 1962). In the same 
sense, the various completely integrable systems obtained by means of the 
inverse scattering method (Takhtajan and Faddeev 1979) turn out to be 
connected with various finite- and infinite-dimensional Lie algebras (see 
e.g. Zamolodchikov and Zamolodchikov 1978, Kulish et a/1981, Bazhanov 
1985, Reshetikhin 1985, Gaudin 1983, Ogievetski et a/1987). 

The last fifteen years have been marked by the discovery of a number of 
remarkable methods of building and solving exactly solvable models. They 
are: the quantum inverse scattering method (Takhtajan and Faddeev 1979), 
various modifications of the Bethe ansatz (Gaudin 1983), the Leznov­
Savelyev approach (Leznov and Savelyev 1985), the projection method 
(Olshanetsky and Perelomov 1983), the method of Gelfand-Levitan­
Marchenko equations (Zakhariev and Suzko 1985), the methods based on 
the use of Witten's supersymmetric quantum mechanics and the Darboux 
theorem (Infeld and Hull 1951, Gendenshtein 1983, Andrianov et al 1984, 
Gendenshtein and Krive 1985), and so on (Bargmann 1949, Plekhanov et 
a/1982, Leznov 1984, Rudyak and Zakhariev 1987). 
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Unfortunately, in spite of the numerous merits of the methods listed 
here, the number and the diversity of models which can be constructed 
by means of them are relatively small, from the point of view of the 
requirements of modern quantum physics. Brute-force attempts to find new 
exactly solvable models and methods of their construction encounter serious 
difficulties, connected probably with the fact that the usual requirement of 
exact solvability, understood as the possibility of writing down the entire 
spectrum of the hamiltonian in more or less closed form, is too strict. 

A possible way out of this impasse might involve only an essentially 
new approach to the problem, based on some constructive expansion of 
the concept of exact solvability in quantum physics. One such approach 
was proposed several years ago. It was based on the idea of relaxing the 
standard requirements of exact solvability and seeking models for which 
the spectral problem could be solved exactly only for certain limited parts 
of the spectrum but not for the whole spectrum. This idea has gradually 
crystallized in the last decade. The critical impetus has been given in 
the works of Zaslavsky and Ulyanov (1984), Bagrov and Vshivtsev (1986), 
Turbiner and Ushveridze (1987) and, especially, Turbiner (1988a) and 
Ushveridze (1988c,d). Following the terminology introduced by Turbiner 
and Ushveridze, we shall call these models "quasi-exactly solvable" referring 
to their "order" as the number of states for which exact results can be 
obtained. 

The essence of the phenomenon of quasi-exact solvability can be 
explained as follows. It is known that any hamiltonian H can be represented 
as an infinite-dimensional hermitian matrix 

H = I ~:: ... ~:: .. ·.· ... ~::. ... ·.·] 
HMo HM1 · · · HMM · · · 
••••••••••• 0 0 ••• 0 • •••••• 0 •••• 

(1.1.1) 

whose elements Hnm = (tPniHI,Pm) depend on the concrete choice of 
orthogonal functions tPn forming a basis in the Hilbert space. 

In this language, the solution of the spectral problem for H is reduced 
simply to a diagonalization of the matrix (1.1.1). Unfortunately, unlike 
what is found in the cases of finite matrices, there are no general algebraic 
rules which would allow one to diagonalize the infinite-dimensional matrix 
(1.1.1) in a finite number of steps. In general case the spectral problem for 
such matrices is non-algebraic. This is a typical situation for the so-called 
exactly non-solvable models. 

The famous exactly solvable problems are distinguished by the fact that 
in these problems there is known a "natural" basis in the Hilbert space in 
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which the matrix {1.1.1) is very specific and can be reduced explicitly to 
the diagonal form 

{1.1.2) 

with the aid of an algebraic procedure1 . There are only few examples of the 
models for which such a diagonalization is possible. In the one-dimensional 
case they are: the simple harmonic oscillator, the harmonic oscillator with 
centrifugal barrier, the Morse potential, the hyperbolic and trigonometric 
Peschel-Teller potential wells, the Coulomb and Kratzer potentials, the 
Natanzon potentials and some others (see e.g. Landau and Lifshitz 1977, 
Fliigge 1971, Natanson 1971, 1978). 

Summarizing, the standard theory of the Schrodinger equation includes 
two contrasting cases: the complete diagonalizability of the hamiltonian by 
algebraic methods as in equation (1.1.2) (a very rare situation), and the 
typical case presented in equation (1.1.1), with non-vanishing off-diagonal 
elements. As a rule the diagonalization of such matrices cannot be carried 
out algebraically. 

A new direction in the spectral theory, an intermediate link between 
(1.1.1) and (1.1.2), has become apparent recently. Assume that the 
hamiltonian matrix has a block structure 

H= 0 
0 

0 

0 
0 

0 

HoM 
HlM 

0 
0 

0 

0 0 
0 0 

0 
0 

0 0 0 

Non-vanishing 
elements 

(1.1.3) 

where M is some fixed integer. The block in the upper left corner is an M + 1 
by M + 1 matrix, while the second non-vanishing block (in the lower right 
corner) is an infinite-dimensional matrix. Then, quite obviously, one can 
immediately diagonalize the finite block without touching the infinite one. 
The operation is performed in exactly the same way as for any finite matrix 
1 As a rule, the existence of such a basis is a consequence of a certain hidden symm.etry 
present in the :model under consideration. 
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and is purely algebraic. This means that in the case of matrices (1.1.3) one 
determines explicitly only a part of the spectrum, M + 1 eigenvalues and 
the corresponding eigenfunctions of the hamiltonian H. 

In other words we are led to models which occupy an intermediate 
position between exactly solvable models and exactly non-solvable ones. 
We call such models "quasi-exactly solvable". We see that the term "quasi­
exact solvability" implies the situation where the infinite-dimensional 
hamiltonian matrix can be reduced explicitly to block-diagonal form with 
one of the blocks being finite. In this case the infinite-dimensional 
matrix version of the Schrodinger problem breaks up into two completely 
independent spectral problems, one of which is finite dimensional and can 
be solved algebraically, while the other is infinite dimensional and nothing 
about its solutions is known (partial algebraization). 

It is absolutely obvious that the block diagonalization of a given 
random infinite-dimensional matrix is, in principle, a much more simple 
procedure than its total diagonalization. This gives us reason to assert 
that the number of quasi-exactly solvable models must exceed the number 
of ordinary exactly solvable ones (Ushveridze 1989c). 

In order to make sure that making this assumption is justified, consider 
the Schrodinger equation 

{-b.+ V(x)}~(x) = E~(x), (1.1.4) 

complemented by the condition of normalizability ofthe wavefunction ~(X) 

j ~2 (x)dvx= 1. (1.1.5) 

Assume that p( x) is an arbitrary regular sign-definite function, satisfying 
the analogous normalization condition 

j p2(x)dvx= 1. (1.1.6) 

It is not difficult to see that the Schrodinger equation (1.1.4) with the 
potential 

( -) - b.p(x) 
v x - p(x) 

has at least one explicit normalizable solution of the form: 

~(x) = p(x), E = o. 

(1.1. 7) 

(1.1.8) 

From the condition of sign-definiteness of the function p(x), it follows 
that the wavefunction ~(x) has no nodes and therefore, according to 
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the oscillator theorem, describes the ground state. In general, the other 
solutions of this equation cannot be found exactly. Thus, we deal with the 
set of quasi-exactly solvable models of order one. 

Obviously, this set is functionally large. At the same time we know 
of only a few examples of exactly solvable multi-dimensional Schrodinger 
equations, and this circumstance proves our assertion. 

Note that quasi-exactly solvable models of the type (1.1.7) are trivial 
to construct not only for the ground state. Of course, when choosing the 
function p( x) we must take care that the potential obtained is physically 
sensible. However, all difficulties connected with construction of such 
potentials are easily overcome (at least for the one-dimensional case). This 
problem was solved by Gershenson and Turbiner (1982) (for the ground 
state) and by Rampal and Datta (1984) (for excited states) in models with 
polynomial potentials. 

Much more non-trivial is the procedure for constructing quasi-exactly 
solvable models of higher orders. Nevertheless, the first examples of these 
models clearly demonstrated that their potentials are not necessarily exotic 
"monsters", but can be quite simple and ordinary looking. Many of these 
models have been known for a long time as exactly non-solvable and the 
proof of their quasi-exact solvability can be seen as a very intriguing result. 

Note that the simplest quasi-exactly solvable models are described by 
polynomial potentials. Their construction and analysis (especially in the 
one-dimensional case) does not require any technical effort. At the same 
time, they have rather interesting physical and mathematical properties and 
this allows them to be used as very convenient objects for a preliminary 
acquaintance with the phenomenon of quasi-exact solvability. 

From the pedagogical point of view it is reasonable to start our 
discussion with a brief review of the properties of models with the simplest 
polynomial potentials. This will be done in sections 1.2 and 1.3 where 
we consider the simple harmonic oscillator (which is exactly solvable) and 
quartic anharmonic oscillator (the exact solutions of which are not known). 
This consideration is helpful for achieving a better understanding of the 
properties of quasi-exactly solvable models which will be discussed in detail 
in the remaining sections of this chapter. 

1.2 Completely algebraizable spectral problems. The simple 
harmonic oscillator 

The simplest quantum model with a polynomial potential- the harmonic 
oscillator - is described by the hamiltonian 

()2 
H = - ax2 + ax2 , (1.2.1) 
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in which ex is a positive parameter. This model is exactly solvable. The 
simplest way to demonstrate this fact is to use the well known Heisenberg 
method which is based on the introduction of operators a+ = fox- :X 
and a- = fox + :X, forming the Heisenberg algebra and generating 
a basis in which the hamiltonian (1.2.1) takes an explicit diagonal form. 
Unfortunately, the Heisenberg method is specific only for the harmonic 
oscillator and cannot be easily extended to other exactly solvable models. 

In this section we discuss a more general algebraic method which is 
free from this demerit. Its main idea is to use more non-trivial differential 
realizations of the generators of the Heisenberg algebra. 

Following this method, note that the hamiltonian (1.2.1) can be 
rewritten in the form 

(1.2.2) 

where a± and a0 are the operators defined as 

a+= x, a0 = 1, - a 
a =,fax+ ox (1.2.3) 

and satisfying the following commutation relations 

[ - +] 0 a ,a =a, (1.2.4) 

Vve see that these operators form again the Heisenberg algebra. Therefore, 
it is reasonable to refer to a+ and a- as the raising and lowering operators. 

We know that the Heisenberg algebra allows representations with 
lowest weight defined by the formulas 

(1.2.5) 

where IO) is the lowest (vacuum) vector. The corresponding representation 
space <I> is formed by the linear combinations of the vectors 

(1.2.6) 

where n takes the values 0,1,2, .... This space is infinite dimensional and 
therefore the spectral problem for H in <I> 

H r.p = Er.p, r.p E <I> (1.2. 7) 

is also infinite dimensional. 
Note, however, that from the formulas 

(1.2.8) 
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and {1.2.2) it follows that any finite-dimensional subspace <Pn of the space 
<P formed by the linear combinations of the first n + 1 basis vectors 
IO), 11), ... , In) is an invariant subspace for H: 

{1.2.9) 

This means that the infinite-dimensional spectral problem {1.2.7) 1s 
equivalent to an infinite set of finite-dimensional spectral problems 

H <p = E~.p, <p E <Pn, n = 0, 1, 2, ... {1.2.10) 

each of which, evidently, can be solved algebraically. Therefore, according 
to the definition given in the previous section, the model {1.2.1) is exactly 
solvable. 

In order to obtain explicit solutions of this problem, note that 

Hln) = y'a(2n + 1)ln)- n(n- 1)ln- 2). {1.2.11) 

From {1.2.11) it follows that the linear span of the vectors In) of a given 
parity is invariant under the action of the operator H. This gives us reason 
to assert that the parity of the state is a conserved quantum number. 
Therefore, instead of the subspaces <Pn introduced above, we can consider 
two different sets of invariant subspaces 

<P~ =linear span of{lp), 12 + p), ... , 12M+ p)}, {1.2.12) 

characterized by the parities p = 0, 1. 
Choosing the solution of the problem (1.2.7) in the form 

<P = 17oi2M + p) + 17II2(M- 1) + p) + ... + 17MIP) (1.2.13) 

and using the relation (1.2.11) we obtain the explicit expression for the 
energy 

E=v'a(4M+2p+1) (1.2.14) 

and, simultaneously, the recurrence relations for the coefficients 17m: 

-4v'a17m+l = [2(M- m) + p)[2(M- m) + p + 1]17m· (1.2.15) 

From (1.2.15) we find 

( 1 ) m [2M + p]! 
17m= - 4ya m![2(M- m) + p]!' (1.2.16) 
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and, thus, the solution of (1.2.7) corresponding to the eigenvalue {1.2.14) 
lS 

M (-4for (2M+ p)! 
cp"" f, (M- m)! (2m+ p)! 12m+ p). (1.2.17) 

The last step is to reduce the obtained solution to a coordinate form. 
To this end we must solve the equation {1.2.5) for IO). Using (1.2.3) we 
obtain 

IO) = exp (-~x2 ) (1.2.18) 

and, consequently, 

In)= xnexp (-~x2 ). (1.2.19) 

The substitution of (1.2.19) into (1.2.17) gives us the final result for cp: 

~(2M+ p)!(-4fox2)m P ( fox2) 
cp"" ~ (M- m)!{2m + p)! x exp --2- ' (1.2.20) 

which completes the diagonalization of the hamiltonian H of the simple 
harmonic oscillator. 

Let us now look at our derivation from more general point of view. We 
denote by 1t the Heisenberg algebra and by U(1t) its universal enveloping 
algebra. Remember that U(1t) consists of all linear combinations of 
monomials (a+t(a-)m in which n and m are arbitrary non-negative 
integers. Let Uo(1t) be a subalgebra of the algebra U(1t) defined as a 
linear span of monomials (a+ )n (a- )m satisfying the constraints n :S m. It 
is clear that the elements of this subalgebra act as non-raising operators and 
therefore, for any uo E Uo(1t) and n we have uo<l>n C <l>n. In this language, 
the fact of the exact solvability of the model (1.2.1) becomes especially 
obvious. Indeed, this model is exactly solvable since its hamiltonian H is 
an element of the subalgebra U0(1t). Our reasonings result also in a more 
general assertion: any element of the subalgebra U0 (1t) can be viewed as 
the "hamiltonian" of a certain exactly solvable model. 

Thus, we have essentially formulated a method of constructing exactly 
solvable models. Of course, this formulation is still rather abstract 
and requires some comments concerning the problem of making the 
resulting quantum "hamiltonians" physically meaningful. First of all, these 
"hamiltonians" must be differential operators, and for this the generators 
of the Heisenberg algebra also must have a differential form. 
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The simplest differential realization of these generators is 

a0 = 1, a+= t, - 8 
a = 8t' (1.2.21) 

It differs from the standard (Heisenberg) one by a canonical transformation. 
Transforming homogeneously the operators (1.2.21) and changing the 
variable t, we obtain a class of new more complex realizations 

a0 = 1, a+ = A(x), a- - 1 ( 8 B(x)) - A'(x) 8x- ' (1.2.22) 

depending on two arbitrary functions A(x) and B(x). 
Note that the form of these realizations makes them very convenient 

for constructing differential operators of a priori given order. In particular, 
for the "hamiltonians" belonging to the algebra Uo(1l) to have the form 
of second-order differential operators, it is sufficient to take various linear 
combinations of monomials (a+)n(a-r satisfying the constraint n ~ m ~ 
2. The most general expression for such operators is 

H = At(a+)2(a-)2 + A2a+(a-)2 + A3(a-)2 + A4a+ a-+ As a-+ As. 
(1.2.23) 

Substitution of (1.2.22) into (1.2.23) reduces H to an explicit differential 
form: 

82 8 
H = P(x) 8x 2 + Q(x) 8x + R(x). (1.2.24) 

Here P(x), Q(x) and R(x) are functions depending on A(x) and B(x). 
For spectral equations for H to be Schrodinger type equations, we must 

require 

P(x) = -1, Q(x) = 0, (1.2.25) 

which gives us two equations for two unknown functions A(x) and B(x). 
Solving these equations we can easily recover the form of the free term R( x), 
which, obviously, plays the role of the potential. As a result, we obtain 
a six-parameter family of one-dimensional quantum mechanical models 
admitting a complete algebraization of the spectral problem. 

It is not difficult to verify that many famous exactly solvable models 
such as the Morse potential, the Poschel-Teller potential well, the harmonic 
oscillator with centrifugal barrier (and some others), can be constructed in 
the framework of this rather general method. It is remarkable that for all 
these potentials, the corresponding hamiltonians can be written as special 
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combinations of generators of the Heisenberg algebra (for more details see 
chapter 3). 

The method described above will be referred to below as the method of 
raising and lowering operators. Its generalization to the multi-dimensional 
case will be discussed in appendix C. 

1.3 The quartic oscillator. The absence of exact solutions 

In the twenties it became evident that, unlike the classical harmonic 
oscillator, the quantum one is far from being always a good model for 
describing the behaviour of various systems near their equilibrium. Recall 
that in classical mechanics low-energy motion in any potential V(x) having 
the minimum at the origin can be approximated by the motion in the 
harmonic potential ax2 with a = tV"(O). In quantum mechanics the 
situation is more complex. The reason is that, due to the vacuum 
oscillations, the wavefunction is always diffused, even for the ground state, 
and this blocks the possibility of the quantum particle moving always in 
the vicinity of the minimum. In order to describe the quantum motion in 

• this case, it is necessary to take into account the anharmonic corrections to 
the harmonic term, which leads naturally to the problem of the anharmonic 
oscillator. This is one of the ancient problems in quantum mechanics. 

The most simple and, therefore, most popular model ofthis sort is the 
quartic anharmonic oscillator with the hamiltonian 

(1.3.1) 

Its many facets have been discussed in countless publications (see e.g. 
Bender and Wu 1969, Simon 1970, Hioe et al 1978, Bogomolny et al 1980, 
Koudinov and Smondyrev 1983, Shaverdya.n and Ushveridze 1983, Shanley 
1986, Turbiner and Ushveridze 1988a, Ushveridze 1989b) and there is no 
reason for their flow to stop because on the one hand, the model has 
numerous important applications in many fields and on the other hand, 
it is a perfect testing ground for any novel approximative methods. 

In order to estimate the measure of proximity of the model {1.3.1) to 
the model of the harmonic O(jcillator, note that the lowest energy level in 
{1.2.1) is described by the wavefunction 

{ fo.x2} ,P(x) =exp --2- . (1.3.2) 

This means that the probability of finding the particle with coordinate x 
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essentially differs from zero only in the domain 

2 < 1 
X "' .;a· (1.3.3) 

Comparing the harmonic term, ax2 , with the anharmonic one, f3x 4 , in this 
domain we come to two essentially different cases 

and (1.3.4) 

which lead to two drastically different physical pictures. 
In the first case the anharmonic term is small in comparison with the 

harmonic one and, therefore, can be considered as a small correction. In 
this case the model (1.3.1) is, generally, similar to the model (1.2.1) (at least 
for low excitations), and the slight quantitative difference can be taken into 
account by means of perturbation theory. 

In the second case the anharmonic term is at least of the same order as 
the harmonic one and we come to systems with strong anharmonicity. The 
physics of this system strongly differs from the physics of the harmonic 
oscillator and therefore it cannot be studied in the framework of the 
perturbative approach. 

Using field theoretical terminology we shall call the first and second 
cases the weak- and strong-coupling regimes, respectively. 

First of all, let us consider the model (1.3.1) in the weak-coupling 
regime (when the effective coupling constant (3/a~ is small). 

Since the creation of quantum mechanics, hundreds of physicists have 
studied the model (1.3.1) in this limit, but only in the middle of the fifties 
did it become evident that perturbation theory, having been for a long 
time a basic tool in this study, is not free from essential deficiencies. The 
substance of these deficiencies is the existence of effects which, at first sight, 
belong to the range of applicability of perturbation theory but, nevertheless, 
cannot be seen in any finite order of it (so called non-perturbative effects). 

The origin of this phenomenon was studied in detail by Dyson (1952), 
who argued that the perturbation series are asymptotic and diverge for any 
values of the coupling parameter f3 /a~ irrespective of how small it is. 

This observation, which is now known under the generic name 
of "Dyson's instability argument", can be clarified as follows. The 
perturbation potential f3x4 for large x becomes larger than the unperturbed 
one, ax2 . Therefore, the change of sign of f3 transforms the stable system 
(1.3.1) into an unstable one, and energy levels in it obtain an imaginary 
part (see figure 1.1). Such a picture takes place for any arbitrarily small 
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v v 

-E(/3) 
~~----~~----~~ X 

(x) 

Figure 1.1. The form of the potential {1.3.1) for a) f3 > 0 and b) f3 < 0. 

(3, and this means that the point (3 = 0 is singular and this singularity 
is of the branch type. The complex (3-plane with this singularity and the 
corresponding cut is depicted in figure 1.2. The discontinuity on the cut 

Im (3 

® 

--------------~0~------------~Re/3 

Figure 1.2. Complex f3 plane for the function E(/3) for -71" < arg f3 < 1r. 

(the measure of a non-analyticity) is equal to a probability of penetration 
through the barrier and is exponentially small if (3 is small: 

(1.3.5) 

(Here S is a classical action for a subbarrier trajectory.) Thus, in the 
vicinity of the origin the function E(/3) is "almost analytic" and, therefore, 
its expansion in powers of (3 

E(/3) = Eo + f3E1 + /32 E2 + ... (1.3.6) 

behaves as a convergent one. This is so until the values of the terms 
Enf3n in this expression exceed considerably the value of the discontinuity. 
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However, when these terms become of the order of the discontinuity, it 
cannot be considered as small any longer; the rest of the function E({J) 
becomes essentially non-analytic and, starting with this point, the series 
begins to diverge. This is a typical situation for the so-called asymptotic 
senes. 

The large-order behaviour of this series has been studied in detail by 
Vainshtein (1964). The resulting asymptotic expression 

En= (-1t+ln!AnnBC [1 + 0 (~)], (1.3.7) 

in which A, B and C are certain computable parameters, shows that the 
terms of the weak-coupling expansion grow factorially, in full accordance 
with the fact that the series has zero radius of convergence. 

The next step in understanding the structure ofthe model (1.3.1) was 
done in the important work of Bender and Wu (1969), who showed that 
the analytic properties of the function E((J) in the vicinity of the origin are 
significantly more complex than might be seen from figure 1.2. Bender and 
Wu demonstrated that the global Riemann surface for the function E((J) 
(i.e. the Riemann surface at large (3) consists of three sheets. On the first 
(physical) sheet, depicted in figure 1.2, the unique singularity is the branch 
point (3 = 0. But it is not isolated: on the second and third sheets there 
is an infinite number of branch-point singularities of the square root type 
which accumulate at zero forming the so-called "horn structure" (see figure 
1.3). Later, the Bender and Wu singularities were discovered also in 

Im (3 
® 

Im (3 
® 

a) 

Figure 1.3. Complex ,8-plane for the function E(,B). The second and third 
sheets of the Riemann surface. a) 1r < arg ,8 < 311", b) 37r < arg ,8 < S1r. 

other models (see e.g. Blanch and Glemm 1969, Bender et al 1974, Avron 
and Simon 1978, Hunter and Guerrieri 1981, 1982, Ushveridze 1988a). 

The physical meaning of these singularities is that they are the double­
crossing (plaiting) points for energy levels as analytic functions of (3. Bender 
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and Wu proved that all the energy levels with equal parities in the model 
{1.3.1) are plaited, forming a common Riemann surface with an infinite 
number of sheets. This means, for example, that starting with the ground 
state Eo(fJ) (with (J belonging to the positive half axis of the physical sheet) 
and continuing it analytically along the closed contour which passes round 
the Bender and Wu singularity and goes back to the initial point, we can 
obtain the second energy level E 2{(J), the fourth level E4 ((J) and so on. 

Note that these results were obtained by means of very refined methods 
in the framework of semi-classical approximation. Therefore, the locations 
of the plaiting points found by Bender and Wu are asymptotically true only 
in the limit when (J tends to zero. 

The analytic properties of the energy levels E((J) listed above relate 
to the typical non-perturbative effects which cannot be seen in any finite 
order of perturbation theory. In fact, any partial sum of the perturbation 
series is a polynomial in (J and is therefore regular everywhere. If the 
effective coupling (3/o:~ is small (in other words, if we deal with the 
weak-coupling regime) these effects are also exponentially small and, from 
the quantitative point of view, are non-essential for us. But if (J / o: ~ 
increases and becomes of the order of unity or larger, non-perturbative 
effects also become appreciable and may, in principle, change considerably 
the physics of the system. The problem of describing the behaviour 
of quantum models in the strong-coupling regime (the so-called strong­
coupling problem) is an important one in both quantum mechanics and 
quantum field theory, as almost all interesting phenomena belong to the 
strong-coupling regime, beyond the applicability of perturbation theory 
and semi-classical approximation. This problem is so involved that, until 
recently, there have been very few attempts to formulate its general 
solution. For example, only five years ago the constructive non-semiclassical 
methods allowing the study of analytic properties of energy levels in 
the quartic anharmonic oscillator (1.3.1) were proposed. The above is 
practically all that we know about the analytic structure of the quartic 
anharmonic oscillator (1.3.1). 

Of course, during the long history of this problem there were 
many attempts to find its exact solutions. However, all attempts were 
unsuccessful. This led gradually to the opinion that the model (1.3.1) is 
exactly non-solvable. This became especially clear after the work of Bender 
and Wu who demonstrated an extraordinary complexity of the analytic 
function describing the energy levels in the model. At present, it seems 
absolutely unrealistic to find an exact solution for (1.3.1) ensuring, for 
example, the "horn structure" shown in figure 1.3. 
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1.4 The sextic oscillator. Exact solvability for low excitations 

Apparently, all the efforts of physicists were spent in countless attempts 
to understand the structure of the quartic anharmonic oscillator. Other 
polynomial models such as, for example, the sextic anharmonic oscillator 
with the hamiltonian 

(1.4.1) 

were almost forgotten. A few publications on this topic (see e.g. Hioe 
et al 1976) were devoted more to numerical computation of energy levels 
in (1.4.1) than to study of their analytic properties as functions of the 
parameters o:, {3, 7. The position of physicists was clear: if the model 
(1.3.1) has such terrible analytic properties, what can one expect from 
more complex models with sextic anharmonicity? The conviction that all 
models of such a sort are exactly non-solvable was unshakable. 

Surprisingly enough, this assertion turned out to be wrong! This was 
demonstrated in the paper ofTurbiner and Ushveridze (1987), where quasi­
exact solvability of the model (1.4.1) was proved. The result of this paper 
can be formulated as follows: there are special cases when the model (1.4.1) 
allows very simple analytic solutions. These cases are realized when the 
parameters o:, {3 and 7 entering into the potential satisfy the condition 

(1.4.2) 

where n is an arbitrary non-negative integer. If n is fixed, the model (1.4.1) 
has [j ]+1 exact solutions which can be found by means of a simple algebraic 
procedure. At the same time, other solutions of the model remain unknown 
to us, so that we deal with the infinite series of quasi-exactly solvable models 
of the orders [j] + 1, n = 0, 1, 2, .... 

This fact can be proved in the same way as the fact of exact solvability 
of the simple harmonic oscillator (1.2.1). We stress, however, that the 
derivation given below differs from the one used in the original paper of 
Turbiner and Ushveridze (1987). 

This derivation is purely algebraic. We start with the observation that 
the hamiltonian (1.4.1) can be rewritten in the form 

H = (a+)2 {2vra+a-+(o:-~~+3v'r)a0 } 
+ 2~(2a+a- + a0)- (a-)2 , (1.4.3) 
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where a± and a0 are the operators defined as 

a+= x, a0 = 1, - r;;;3 {3 8 
a =v"'fX +2y'rx+ax· (1.4.4) 

It is evident, that, as in the case of the harmonic oscillator, they form 
the Heisenberg algebra with commutation relations (1.2.4). Infinite­
dimensional representations of this algebra can be defined by formula 
(1.2.5). Conserving all notations of section 1.2 we can write the relation 

Hln} = { o:- ~: + ..;;y(3 + 2n)} In+ 2} 

+ 2~(2n + 1)ln} + n(n- 1)ln- 2} (1.4.5) 

which, in some sense, is an analogue of the relation (1.2.11). We see that 
the operator H transforms, as before, even vectors into even ones and odd 
vectors into odd ones. Therefore, the parity of the vector is a conserved 
quantum number. This gives us reason to introduce, instead of the vectors 
In}, n = 0, 1, 2, ... , two separate sequences of the vectors: 

lm,p} =12m+ p}, m = 0, 1,2, ... (1.4.6) 

where p = 0, 1 is the parity. In terms of the new vectors, formula (1.4.5) 
takes the form: 

Hlm,p} { o:- ~: + ..,n( 4m + 2p + 3)} lm + 1, p} 

+ 2~(4m + 2p+ 1)lm,p} 

+(2m+ p)(2m + p- 1)lm- 1,p}. (1.4.7) 

By analogy with the case of the harmonic oscillator, let us consider the set 
of ( m + 1 )-dimensional subspaces ~~ of the representation space ~ formed 
by linear combinations of vectors IO,p}, ... , lm,p}. It is easy to understand 
that, unlike the harmonic case, the spaces ~~are not invariant under the 
action of the operator H. Indeed, from (1.4.7) we have 

(1.4.8) 

and, therefore, the reduction of the infinite-dimensional spectral problem 
for H to a series of finite-dimensional problems is, generally speaking, 
impossible. 
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What does this mean? At first sight, the situation is unfavourable 
since our hopes of obtaining the exact solutions for the model (1.4.1) in 
the same way as in section 1.2 were not realized. However, more careful 
analysis shows that this first impression is not quite right. 

Let us assume that the parameters a, f3 and r determining the form of 
the hamiltonian (1.4.1) satisfy the condition 

p2 
a- 41 + v'r(4M + 2p+ 3) = o (1.4.9) 

with certain fixed M and p. Then for m = M the coefficient of the leading 
vector lm + 1,p) in the right hand side of (1.4.7) vanishes and formula 
(1.4.8) takes the form: 

(1.4.10) 

We see that in this case the space <I>~ becomes invariant for the operator 
H, and this makes the spectral problem for H in <1>).,- become algebraically 
solvable. Since the space <I>~ is (M + 1) dimensional, we can obtain M + 1 
exact solutions of the Schrodinger equation 

(1.4.11) 

At the same time, other solutions of this equation (lying outside the space 
<P).,-) remain unknown. This is a trivial consequence of the fact that the 
invariance of the space <I>{',. for H takes place only for m = M but not 
for m > M. This observation completes the proof of the assertion that 
the model (1.4.1) is a quasi-exactly solvable model of order M + 1 if the 
parameters a,/3,r satisfy the constraint (1.4.9). 

Note that the chosen parametrization of the potential (1.4.1) is far 
from being most convenient for us. It seems more natural to introduce, 
instead of the parameters a,/3,r, the new parameters a, band M by the 
formulas: 

r=a2 , f3=2ab, a=b2 -a(4M+2p+3). 

Then the hamiltonian (1.4.1) takes the form 

{)2 
H = - ox2 + (b2 - a( 4M + 2p + 3)]x2 + 2abx4 + a2x6 

(1.4.12) 

(1.4.13) 

which is more suitable from the practical point of view, since the non­
negative integer M, showing how many solutions of the corresponding 
Schrodinger equation can be found exactly, enters into the potential (1.4.13) 
explicitly. 
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Note now that there are two possible ways to construct these solutions. 
On the one hand, we could try to complete the algebraic manipulations with 
the hamiltonian (1.4.3), obtain the needed solutions in algebraic form and 
then write down the coordinate representation for them. On the other hand, 
we can construct the appropriate ansatz for the wavefunctions immediately 
in the coordinate form and, substituting it into the Schrodinger equation 
(1.4.13), obtain the needed solutions analytically. We choose the second 
way which is more helpful from the pedagogical point of view than the first 
one. 

In order to construct the correct ansatz for the wavefunctions we need 
the coordinate representation for the vectors In). The lowest vector IO) 
can be found from the condition that it is annihilated by the operator a-, 
the differential form of which is given in (1.4.4). Solving the corresponding 
first-order differential equation we obtain 

(1.4.14) 

Then, using the coordinate representation (1.4.4) of the operator a+ and 
definitions (1.4.6), (1.2.6) of the vectors lm,p), we find 

lm,p) = xPx2m exp {- a:4 - b~2}. (1.4.15) 

Finally, recalling the definition of the spaces <L>~, we come to the following 
most general form of their elements: 

(1.4.16) 

Here, by PM(t) we have denoted the polynomials of degree M. 
Formula (1.4.16) determines a correct ansatz for wavefunctions in the 

model (1.4.13). Substitution of (1.4.16) into the Schrodinger equation for 
(1.4.13) reduces it to the form 

{- [::2 + 2: :x] + [2bx:x +b(2p+1)-E] 
+ [2ax3 :x- 4Max2]} PM(x2 ) = 0. (1.4.17) 

Now we are ready to consider some simplest cases of this equation. 

1. One explicit solution 
Let M = 0. In this case the polynomial P0(x 2 ) is a constant. Taking 

(1.4.18) 
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and substituting (1.4.18) into (1.4.17) we obtain the equation for E: 

(2p + 1)b- E = 0. 

Therefore, the Schrodinger equation for 

82 
H = - 8x2 + [b2 - a(2p + 3))x2 + 2abx4 + a2x6 

has the following explicit solution: 

E (2p + 1)b, 

1/1( x) xP exp {- a:4 - b;2 } . 

(1.4.19) 

(1.4.20) 

(1.4.21a) 

(1.4.21b) 

We see that the obtained wavefunction has no nodes if p = 0, and has one 
node at x = 0 if p = 1. According to the oscillator theorem, this means 
that for p = 0 we deal with the ground state and for p = 1 with the first 
excited state. 

2. Two explicit solutions 
Now let M = 1. In this case the polynomial P1(x2) can be written in the 
form 

(1.4.22) 

where q is a certain unknown number. Substituting (1.4.22) into (1.4.17) 
and equating the terms proportional to x2 and 1 we obtain two equations 
for q and E: 

(2p + 5)b- E 
{2p+ 1)b- E 

4aq, 
2+4p 

q 

from which we find the single quadratic equation forE: 

[E- (2p + 1)b][E- {2p + 5)b] = 8a{2p + 1). 

(1.4.23) 

(1.4.24) 

This is simply the ordinary secular equation. It is of second degree since the 
invariant subspace <I>l of the Hilbert space <I> is two dimensional. In other 
words, we diagonalize a 2 x 2 matrix in the block decomposition (1.1.3). 

Solving equation (1.4.24) and finding the corresponding values of q, we 
come to the assertion that the Schrodinger equation for the hamiltonian 

82 
H = - 8x 2 + [b2 - a(2p + 7))x2 + 2abx4 + a2x 6 (1.4.25) 
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has two explicit solutions: 

E± 
1/J± (x) 

{2p + 3)b ± 2.jb2 + 2a(2p + 1), (1.4.26a) 
[(b ± .jb2 + 2a{2p + 1))x2 - {2p + 1)] 

{1.4.26b) 

Using the oscillator theorem, it is very easy to see that for p = 0 
formulas (1.4.26) describe the ground state and the second excitation, while 
for p = 1 they describe the first and third exitations. 

Similarly, explicit solutions involving radicals can also be written for 
M = 2 and M = 3. Note, however, that for larger values of M this 
is possible only after solving a certain algebraic equation for E of order 
M + 1. The reason is that for given M, the solutions belong to the ( M + 1 )­
dimensional invariant subspace c)~, and this implies that the corresponding 
secular equation is an algebraic equation of order M + 1. 

It is not difficult • to understand that, in general, the procedure 
described above gives us the energy levels with numbers 0, 2, ... , 2M for 
p = 0 and 1, 3, ... , 2M+ 1 for p = 1. 

In order to prove this important assertion, consider the ansatz {1.4.16) 
for given M and p. We see that the wavefunctions are proportional to 
polynomials of order 2M+ p and, therefore, they have exactly 2M+ p 
zeros in the complex x-plane. Due to the evenness of these polynomials, 
the number of real zeros {playing the role of the wavefunction nodes) is 
2K + p, where K depends on the sort of solution and satisfies the inequality 
0 :5 K :5 M. We know that the different wavefunctions must have different 
number of nodes. In our case the number of different wavefunctions is 
M + 1 since all M + 1 exact solutions belonging to the class {1.4.16) are 
normalizable and satisfy the needed boundary conditions. But this means 
that the number K must take M + 1 different values, which is possible only 
if K = 0, 1, ... ,M. Using the oscillator theorem, we can conclude that the 
numbers of states are described by the formula 2K+p with K = 0, 1, ... , M, 
and this proves the assertion. 

Note that the algebraic equations, from which the exactly calculable 
energy levels and corresponding wavefunctions can be obtained, take 
an especially simple and compact form if we rewrite them in terms of 
wavefunction zeros. Let ±v'[I', ... , ±/26{ be the zeros of the polynomial 
PM(x2 ). Then the ansatz (1.4.16) can be rewritten as 

(1.4.27) 
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and the spectral problem is reduced to the determination of the numbers 
{1, ... ,eM (Ushveridze 1988d, 1989c). 

Substituting (1.4.27) into the Schrodinger equation for (1.4.13), we 
obtain the condition 

M 1 { M 4e· } :L £ _ . :L , . _', + 2p + 1 - 4be; - sae? 
i=l 2 e. k=l ... ..k 

M 

+E- (4M + 2p + 1)b- 8a :Lei= o, (1.4.28) 
i=l 

which can be satisfied if and only if the coefficients of the singular terms 
vanish and the free term is equal to zero. This gives us the following simple 
expression for the energy: 

M 

E = (4M + 2p+ 1)b +Sa :Le;, (1.4.29) 
i=l 

in which e;, i = 1, ... , M are numbers satisfying the system of numerical 
equations 

M 1 2p+ 11 
"--+ ---- b- 2ae; = o, i = 1, ... ,M. 
~ {;- {k 4 {; 

(1.4.30) 

Formulas (1.4.27), (1.4.29) and (1.4.30), describing the solutions of the 
quasi-exactly solvable model (1.4.13), will play a determining role in our 
consideration (see, for example, sections 1.10 and 1.11). 

Thus, we have completed the exposition of our approach to the problem 
of quasi-exact solvability of the sextic anharmonic oscillator. An interesting 
feature of this approach is that by its very essence it contains a possibility 
of generalization: the method developed in it can be used for constructing 
wide classes of other more complex quasi-exactly solvable models. 

In order to demonstrate this fact we use the same language as in 
section 1.2. Consider the Heisenberg algebra 1i and its universal enveloping 
algebra U(1i). Denote by Uk('ll) the linear subspaces of U(1i) formed by 
all linear combinations of monomials (a+)1(a-)n satisfying the constraints 
I ~ n + k. The elements Uk of these subspaces are characterized by the 
property uk4>m C 4>m+k· 

Now, consider the class of operators 

H = uo + ul(a+a-- M) + u2(a+a-- M + 1)(a+a-- M) + ... 
+uk(a+a-- M + k -1) ... (a+ a--M), 

(1.4.31) 
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in which M and k are given non-negative integers, and u0 , u1, u2, ... , u~: 
are certain arbitrarily chosen elements of the spaces U0('H.), U1(1t), 
U2('H.), ... ,U~:(?t). Obviously, all these operators belong to the space 
U~:(?t). At first glance, this gives us the possibility of writing H~m C ~m+k. 
However, this formula is true only if m f= M. Taking m = M we see that 
operators in brackets cancel the leading basis elements of the space ~M 
ensuring its invariance under the action of H: 

(1.4.32) 

This enables us to treat the operators (1.4.31) as "hamiltonians" of abstract 
quasi-exactly solvable models. 

Of course, the condition for these models to be physically meaningful 
restricts the class of admissible "hamiltonians" H. We know that they must 
be second-order differential operators. Using differential realizations of the 
generators of the Heisenberg algebra given in formula (1.2.22), one can see 
that this condition can be satisfied if the degrees of the lowering operator 
a- in (1.4.31) do not exceed two. In this case the most general expression 
for His 

H = uo + ul(a+a-- M) + u2(a+a-- M + 1)(a+a-- M), (1.4.33) 

where 

uo = Ao(a+)2(a-)2 +Boa+( a-?+ Co(a-)2 + Doa+a- + Eoa- + Fo, 
u1 = A1(a+)2a- + B1a+a- + C1a- + D1a+ + E1. 

U2 = A2(a+)2 + B2a+ + c2. 
(1.4.34) 

Substituting (1.2.22) into (1.4.33) and (1.4.34) we obtain second­
order differential operators of the type (1.2.24), which, after imposing the 
necessary constraints on functions A(x) and B(x) (see formulas (1.2.22) 
and (1.2.25)), are reduced to the Schrodinger form. This gives us a 
rather wide class of one-dimensional quasi-exactly solvable models with 
potentials expressed in terms of rational, trigonometric, hyperbolic and 
elliptic functions (Ushveridze 1988c). All these models will be discussed in 
detail in chapter 4. 

1.5 Non-perturbative effects in an explicit form and convergent 
perturbation theory 

In the preceding section we have demonstrated that the sextic anharmonic 
oscillator with the potential 

V(x) = b2x2 + a[2bx4 - 4(M + 2p + 3)x2] + a2x6 (1.5.1) 
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is quasi-exactly solvable, and has, for any given M and p, M + 1 exact 
(algebraic) solutions with the numbers 2K + p where K = 0, 1, ... , M. 

Now we discuss some physical properties of the model (1.5.1). It is 
easily seen that it can be viewed as a perturbed harmonic oscillator with 
the potential 

(1.5.2) 

Here the role of perturbation parameter is played by a. Since the 
perturbation theory in the parameter a is well defined and easy to construct, 
we can compare the perturbative results with the exact ones. Such a 
comparison reveals the presence of a number of non-perturbative effects 
in the model (1.5.1), i.e., effects which do not appear in any finite order of 
perturbation theory. 

First of all, let us establish the rough boundary between the weak- and 
strong-coupling regimes. For this we remember that the most essential 
values of :r: iii the model (1.5.2) are 

{1.5.3) 

Comparing the perturbation terms in {1.5.1) with the unperturbed term 
for these values of :r:, we find that the effective coupling constant is ab- 2 • 
Therefore, for ab-2 < 1 we shall have the weak-coupling regime, and for 
ab-2 ~ 1 the strong-coupling regime. 

The form of the potential (1.5.1) in the weak-coupling regime strongly 
depends on the sign of parameter b. If b is positive, the potential {1.5.1) 
has qualitatively the same form as the harmonic potential {1.5.2) (see 
figure 1.4) but for negative values of b the form of the potential (1.5.1) 
becomes more complicated (see figure 1.5). We see that it has now two 
additional minima lying lower than the minimum at zero. This means that 
the probability of finding the quantum particle near these minima is larger 
than the probability of finding it in the vicinity of the origin. Therefore, 
the physical situation described by the potential V(:r:) forb< 0 differs from 
the situation described by the harmonic potential Vo(x), irrespective of how 
weak the coupling is. 

In order to see this more explicitly, let us consider the exact ground 
state wavefunction for the model (1.5.1) found in the preceding section for 
M=O 

{ ~ a:r: 4 lbl:r:2l b O exp -- _~.!.~!:... > 
'1/J(:r:) = _a:4 lb~:r: 2 ' b O 

exp 4 + 2 ' < 
(1.5.4) 
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Figure 1.4. The form of the potential (1.5.1) when b > 0 and 
ab-2 < (4M + 2p + 3)-1 • 
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Figure 1.5. The form of the potential (1.5.1) when b < 0 and 
ab-2 < (4M + 2p + 3)-1 . 

and compare it with the ground state wavefunction for the harmonic 
oscillator 

( lblx2 ) 1/lo(x) = exp --2- . (1.5.5) 

We see that in the first case (b > 0) the wavefunctions of both models 
coincide qualitatively with each other: they have the maximum at the 
origin. In the second case (b < 0), the difference between the wavefunctions 
becomes large: the function .,P( x) has the minimum at the origin, but not 
the maximum. At the same time it has two maxima lying at the points 
X± = ±jfij. It is evident that this cannot be seen in any finite order 
of perturbation theory and, therefore, we have a typical non-perturbative 
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effect. 
In the strong-coupling regime the situation becomes more non-trivial. 

The potential V(x) cannot be approximated any longer by the potential 
Vo(x), even in a perturbative sense (see figure 1.6). Indeed, the first 
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Figure 1.6. The form of the potential (1.5.1) for the case when 
ab-2 > (4M + 2p + 3)-1 . 

correction already makes the stable unperturbed potential V0 (x) unstable, 
which gives rise to the principal inapplicability of perturbation theory in 
this case. At the same time, the presence of exact solutions, found in the 
previous section, enables us to obtain full information about the system. 

Unfortunately, there is one exception which relates to effects of splitting 
the energy levels in the Z2-symmetric double-well potential depicted in 
figure 1.6. This very important non-perturbative effect cannot be studied 
by means of the exact solutions for the model (1.5.1). The fact is that the 
levels to be split have opposite parities, while the exact solutions for the 
model under consideration have the same parities by construction. 

Let us now study the behaviour oflarge-order terms ofthe perturbation 
series for the model (1.5.1). Remember that the problem of studying the 
asymptotics of perturbation expansions was popular in the middle of the 
seventies, when many people believed that knowledge of such asymptotics 
could help in constructing the correct summation procedure for a diverging 
series. At that time, many models with polynomial potentials were studied 
from this point of view (see e.g. Graffi et al 1970, Turchetti 1971, Lipatov 
1976, Popov et a/1977, 1978, Graffi and Grecchi 1978, Kazakov and Shirkov 
1980). The results were one and the same: the perturbation series diverge 
factorially. The simplest example of such a divergence was considered in 
section 1.3 for the case of the quartic anharmonic oscillator. 
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Now consider the situation with the sextic anharmonic oscillator with 
the potential (1.5.1). This model is especially interesting for us since we 
have an unique possibility of comparing the results obtained by means of 
approximative (asymptotic) methods with exact results which follow from 
the explicit solutions for the model (1.5.1). 

First of all, note that Dyson's instability argument does not work 
for the model (1.5.1) since the change of sign of perturbation parameter 
a does not change the behaviour of the potential V(x) at infinity: the 
stable potential remains stable. To study the large-order behaviour of the 
perturbation series we use other reasonings based on the representation of 
the (ground state) energy level via a functional integral: 

E(a) =- J ~Tln{f Vx(r)exp [-J H(a,r) dr]}. (1.5.6) 

Here 

H(a, r) x2(r) + b2x2(r) + a[2bx4(r)- (4M + 2p + 3)x4 (r)] 
+a2x6(r) (1.5.7) 

is a classical hamiltonian of the particle. 
Expanding E(a) in powers of a: 

00 

E(a) = L aN EN, 
N=O 

we see that the Nth term of this expansion can be written as 

where 

EN= L (-1t+mAnm 
n+2m=N 

Anm = n!~! J Vx(r)exp{- J[x2(r)+b2x2(r)] dr 
+nln J[2bx4(r)-(4M +2p+3)x2(r)] dr 

(1.5.8) 

(1.5.9) 

+mln J x6(r) dr}. (1.5.10) 

For large n and m these functional integrals can be computed by means of 
the saddle-point method. The details of such computation are well known 
(see e.g. Bogomolny et al 1980) and we shall not repeat them here. Note 
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only that the classical saddle-point trajectory, on which the subintegral 
expression has a maximum, exists and, therefore, the most relevant values 
of x 2 ( T) are ofthe order 

This leads us to the following approximate expression for Anm: 

A ,...., (2n +3m)! ,..., Nl 
nm,.... I I "" . n.m. 

(1.5.11) 

(1.5.12) 

Substituting (1.5.12) into (1.5.9) we see that the Nth term ofthis expansion 
is of order N!. 

Of course, the presence of the factor ( -1 )n+m with alternate sign may, 
in principle, cancel the leading contributions of Anm values to the sum 
(1.5.9). However, the total cancellation seems to be absolutely unrealistic. 
Miracles do not appear in physics without deep reasons. Therefore, we 
have come to think that the perturbation series for the model {1.5.1) grows 
factorially and has (as usual) zero radius of convergence. 

Surprising though it is, this conclusion is wrong! As was demonstrated 
by Ushveridze {1987b, 1988k), the sums (1.5.9) have a standard factorial 
behaviour only if M f:. 0, 1, 2, .... If M is an arbitrary non-negative integer, 
the amazing cancellation of growing contributions occurs and the series 
becomes convergent! 

At first sight this fact (which is easily confirmed by direct numerical 
calculation of the perturbation terms) is very paradoxical, since until now 
there were no examples of models with polynomial potentials allowing a 
convergent perturbation theory. However, the fact remains and the best 
way to make sure that it reflects reality is to look at the explicit solutions 
for the model (1.5.1). 

Consider, for example, the solution (1.4.26) corresponding to the case 
M = 1. We see that the energy level E_ {the ground state) considered as an 
analytic function of the parameter a is regular at the origin and, therefore, 
its expansion in powers of a must have a finite radius of convergence. The 
complex a-plane for the level E _ {a) is depicted in figure 1. 7. We see that the 
radius of convergence, defined in usual way as the distance to the nearest 
singularity, is equal to 4;:2 . An analogous result can also be obtained also 
for other non-negative integer values of M for states belonging to exactly 
calculable parts of the spectrum. At the same time, the energy levels 
lying beyond these parts have absolutely standard factorially divergent 
perturbative expansions (Ushveridze 1989c). 

Now let us return to figure 1.7. What is the physical meaning of the 
singular point as lying on the left half axis Rea? From expression (1.4.26a) 
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Ima 

----------~s~----~0~--------------~Rea 

Figure 1.7. Complex a-plane for the function E_([J) defined by the expression 
(1.4.26). Here as = -(4p + 2)-1 b2 . 

it is clearly seen that at this point the levels E_ and E+ (the ground 
and the second excited states) coincide. At first glance, this coincidence 
contradicts the familiar theorem about the non-degeneracy of spectra of 
one-dimensional quantum mechanical systems (Landau and Lifshitz 1977). 
However, from the second formula (1.4.26b) we can see that, at this crossing 
point, the corresponding wavefunctions t/J_(x) and tP+(x) also coincide and 
therefore the geometrical multiplicity of the degenerate eigenvalue remains 
equal to unity. Thus, there is no contradiction. Note also that the negative 
values of a are unphysical ones since in this domain the wavefunctions tP± ( x) 
are not normalizable. From (1.4.26a) it also follows that at the point as 
the functions E_(a) and E+(a) have a branch-point singularity of square 
root type. The corresponding cut is depicted in figure 1.7. This means that 
by analytic continuation of the level E_ along the closed contour passing 
round the point as, it is possible to obtain the level E+ and vice versa. In 
other words, the levels E_ and E+ are plaited and form a common two­
sheeted Riemann surface. Summarizing, we can conclude that the point as 
is none other than the ordinary Bender and Wu singularity (Thrbiner and 
Ushveridze 1987). 

Thus, we have obtained an exact and very elegant result which for 
other models of such a sort could be obtained only after serious technical 
efforts and, even then, no more than approximately. As is well known, the 
problem of studying the Bender and Wu singularities is one of the most 
complex problems in quantum mechanics. 

Nate that the Bender and Wu singularity for the levels E± in the model 
(1.5.1) lies outside the region where the perturbation theory is applicable. 
Therefore, it is a typical strong-coupling non-perturbative effect. 

Another non-perturbative effect which is also present in the exact 
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solution (1.4.26a) is related to the behaviour of the energy levels E± as 
functions of the parameter b when a is small. Here, if one looks at a poor­
resolution graph of the two functions E±(b), one receives the impression 
that the levels intersect and, doing so, exchange quantum numbers. With 
better resolution it becomes clear that there is no such intersection (see 
figure 1.8). This effect is well known in nuclear physics, where it is referred 

E 

b b 

E a} 

Figure 1.8. The graph of the function E±(b) with a) poor resolution and b) 
good resolution. 

to as the quasi-intersection of levels (see e.g. Solovyev 1981). It cannot 
be seen in perturbation theory, since its characteristic scale is determined 
by the relation b2 "' a. The existence of exact solutions not only allows us 
to see it, but also gives a simple explanation of it: the quasi-intersection 
of levels is a manifestation of their actual intersection (plaiting) at a point 
lying close to the real axis (in the complex plane of the parameter of the 
problem) (Ushveridze 1988a, 1989c). 

Quasi-exactly solvable models possess another rather curious feature. 
They can be considered as good approximations to exactly non-solvable 
models. As an example, we consider again the model (1.5.1) and recall that 
M + 1 is the order of the secular equation which determines the algebraic 
part of the spectrum. If M = oo, the problem of finding the spectrum ceases 
to be algebraic, and the equation becomes exactly non-solvable. Therefore, 
to obtain an exactly non-solvable model from (1.5.1), M must be taken to 
infinity. For the potential to remain finite in this limit, parameters a and b 
must be dependent on M. For example, if this dependence is determined 
by the condition 

b2 - a(4M +2p+ 3) =a, (1.5.13) 

then, forM -+ oo, the coefficient of the sextic term in the potential (1.5.1) 
vanishes as M- 213 and we obtain the exactly non-solvable model of the 
anharmonic oscillator with potential (1.3.1) (Ushveridze 1988g, 1989c). 
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Finally, we note that model (1.5.1) can be considered also as a zeroth­
order approximation by constructing various perturbative schemes. This 
assertion refutes the usual opinion that any perturbation theory requires 
knowledge of the entire spectrum of the non-perturbed hamiltonian. 
However, such a requirement is necessary only when we work in the energy 
representation. In this case we must know all energy levels of a non­
perturbed Schrodinger equation to construct the needed Green function. 
If we deal with the coordinate representation it is sufficient to know only 
the energy level for which we seek the correction. Indeed, according to 
the well known theorem of mathematical analysis, the knowledge of one 
(normalizable) solution of the one-dimensional Schrodinger-type equation 
allows us to build a second, linearly independent solution with the same 
energy. Now, having two linearly independent solutions one can easily 
restore the coordinate Green function, the knowledge of which is sufficient 
to write down explicitly (in quadratures) any term of a perturbation theory 
for the level under consideration. In case of model (1.5.1) we know explicitly 
a certain limited part of the spectrum. This gives us the possibility of 
constructing perturbation theory for all the levels belonging to this part. 
From a practical point of view the most convenient way to realize such a 
scheme is to use the so-called "Price-Zeldovich technique", in which instead 
of the Schrodinger equation, its delinearized Riccatian version is considered 
(see e.g. Price 1954, Zeldovich 1956, Turbiner 1984). 

In order to demonstrate how this (non-standard) perturbation theory 
works, let us consider the model (1.5.1) for M = 0 and p = 0, perturbed 
by the potential AV1(x) where A is a perturbation parameter and Vt(x) an 
arbitrary fixed function. The corresponding Schri:idinger equation has the 
form: 

{-::2 + (b2 - 3a)x2 + 2abx4 + a2x6 + AV1 (x)} '1/;(x) = E'lj;(x). 

(1.5.14) 

In this case we know only one solution of the unperturbed problem, 
which is the ground state with energy Eo = b and the wavefunction 
'1/Jo ( x) = exp (-a:' - b~ 2 ) • Let us now show that this information is quite 
sufficient to construct the perturbation theory for the ground state in the 
model (1.5.1). 

First of all, we introduce the logarithmic derivative of the wavefunction 

'1/;'(x) 
y(x) = '1/;(x) (1.5.15) 
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and rewrite equation (1.5.14) in the Riccati form: 

y'(x) + y2(x) = (b2 - 3a)x2 + 2abx4 + a2x6 + AV1(x)- E. (1.5.16) 

Taking 

{1.5.17a) 

and 

(1.5.17b) 

(where by yo ( x) we have denoted the unperturbed logarithmic derivative 
'1/Jb(x)/t/Jo(x)) and substituting the expressions (1.5.17) into (1.5.16), we 
obtain the equations 

:X (t/J~(x)yn(x)) = (Vn(x)- En) '1/;~(x), n = 1, 2, ... , 
in which 

n-1 

Vn(x) =- LY;(x)Yn-i(x), for n > 2. 
i=l 

The integration of (1.5.18) from -oo to +oo and x gives 

and 

00 J ¢5(x)Vn(x) dx 
E --_oo_-:-----­n- oo 

J ¢~(x) dx 
-oo 

f1J 

Yn(x) = t/;02(x) J [Vn(x')- En] t/;~(x') dx'. 
-oo 

(1.5.18) 

(1.5.19) 

(1.5.20) 

(1.5.21) 

Taking in formulas (1.5.20) and (1.5.21) N = 1, 2, ... , we obtain a simple 
recurrence procedure for determination of all perturbative corrections for 
Eo and t/Jo( x). 

Note that, according to formula (1.5.20), the first correction for the 
energy in this non-standard perturbation scheme, 

00 

J Vt(x)¢5(x) dx 
-oo 

E1 = --:00-:------ (1.5.22) 
J t/;~(x) dx 

-oo 
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coincides with the analogous correction in the Rayleigh-Schrodinger 
perturbation theory (Turbiner 1984). 

Concluding this brief review of some properties of model (1.5.1), one 
can say that it occupies an intermediate position between the exactly 
solvable models and exactly non-solvable ones, having the features of both 
the former and the latter simultaneously. 

However, the theme is far from being exhausted. In the next sections 
we show that model (1.5.1) has many other intriguing properties, the study 
of which leads us to a better understanding of the nature of quasi-exact 
solvability in quantum mechanics. 

1.6 Partial algebraization of the spectral problem. Hidden 
dynamical symmetries 

Let us consider the quasi-exactly solvable model of the sextic anharmonic 
oscillator discussed in the two previous sections. It is not difficult to verify 
that its hamiltonian (1.4.13) can be rewritten in the form: 

H = -4S0 s- + 4aS+ + 4bS0 - (2M+ 4p + 2)S- +(2M+ 2p + 1)b, 
(1.6.1) 

where s- ' S0 and s+ are the operators 

s- 1 ( a 3 p) - - + ax + bx- - , 
2x ax X 

= ~ (J_ + ax3 + bx - !!..) - M, 
2 ax X 2 

(1.6.2) 

s+ x3 ( a 3 P) 2 - - +ax + bx - - - M x , 
2 ax X 

satisfying the following commutation relations 

(1.6.3) 

and, thus, forming the sl(2)-algebra. 
Since we have explicit expressions for the operators s± and S0 

(generators of the algebra sl(2)) it is not difficult to construct the 
representation space in which they act. 

First of all, remember that representations of the algebra sl(2) can be 
defined by the formulas 

(1.6.4) 
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and 

(1.6.5) 

in which IO) is the so-called lowest-weight vector and (-j) is the 
corresponding lowest weight. The representation space, which we denote 
by <l!j, is formed by the vectors 

(1.6.6) 

It is known that the dimension of this representation is finite if and only if 
the lowest weight is a non-positive semi-integer number: 

j=0,~,1,~, .... (1.6. 7) 

In this case there exists the highest-weight vector j2j) which is annihilated 
by the raising operator s+: 

s+l2i) = o. (1.6.8) 

The corresponding highest weight is ( +j): 

S0 j2j) = +jj2j). (1.6.9) 

Then we have 

dim <l!j = 2j + 1. (1.6.10) 

In all other cases the representation space <l!j is infinite dimensional. 
Now it is clear that to construct the representation space for the 

operators (1.6.2) we must find the lowest-weight vector and then determine 
the lowest weight. 

Substituting the explicit expression (1.6.2) for the generator s- into 
(1.6.4) and solving this equation we obtain 

Substituting the found expression for IO} into (1.6.5) we find 

. M 
J=2· 

(1.6.11) 

(1.6.12) 

Since the number j is found to be semi-integer, the representation of the 
algebra s/(2) with the generators (1.6.2) is finite dimensional. Comparing 
(1.6.10) with (1.6.12) we obtain: 

dim<l!j = M + 1. (1.6.13) 
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Acting by the operators (S+)n, n = 0, ... , 2j = M on the function {1.6.11) 
we obtain the basis vectors 

In) = x2n+p exp {- a=4 
- b;2

} , n = 0, 1, ... , M. (1.6.14) 

We see that the highest-weight vector IM) is actually annihilated by the 
raising operator s+ defined by formula {1.6.2). 

Thus, we have constructed the representation space for generators 
(1.6.3), the most general element of which can be written as 

{ 
ax4 bx2} 

,P(x) = xP PM(x2) exp -4- 2 . {1.6.15) 

We see that this representation space coincides with the space {1.4.16) 
in which the Schrodinger equation for the hamiltonian {1.4.13) has exact 
solutions. 

This enables us to give a simple explanation of the phenomenon of 
quasi-exact solvability of the model {1.4.13): this model is quasi-exactly 
solvable, since its hamiltonian is expressed in terms of generators of a 
certain finite-dimensional representation of the algebra sl{2). In this case, 
the corresponding representation space ~ is automatically invariant under 
the action of the hamiltonian H. Therefore the spectral problem for H in 
~ is formulated correctly and can be solved algebraically. The number of 
algebraic solutions of the Schrodinger equation is equal to a dimension of 
the representation, which in the case of the model {1.4.13) is M + 1. Since 
the algebra sl{2) generates the spectrum of the hamiltonian, it plays the 
role of a hidden dynamical symmetry for the model {1.4.13). 

From the physical point of view, formula {1.6.1) means that the 
hamiltonian of the sextic anharmonic oscillator is equivalent to a spherically 
non-symmetric quantum top in an external magnetic field. 

Finally, note that the explanation of the phenomenon of quasi-exact 
solvability given above enables us to formulate a rather general method of 
constructing quasi-exactly solvable problems of quantum mechanics. 

Indeed, remember that any (M +I)-dimensional representation of the 
algebra sl(2) can be realized in the space of Mth-order polynomials PM(t) 
(see e.g. Zhelobenko 1965). The corresponding generators s+, 8°, s- have 
in this case the form of the first-order linear differential operators: 

8 s- =at' 0 8 M s =t---ot 2 ' 
s+ =t2 ~ -Mt. 

8t 
{1.6.16) 

Consider the set of arbitrary second-order polynomials m generators 
(1.6.16): 
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+C4S0 S0 + CsS0 s- + c6s-s­
+C7s+ + CsS0 + c9s-. (1.6.17) 

The substitution of (1.6.16) into (1.6.17) gives us a class of second-order 
linear differential operators 

(1.6.18) 

in which P4(t), Qa(t) and R2(t) are certain polynomials of orders four, three 
and two, respectively. Since these operators act in an (M +!)-dimensional 
space, the spectral problem for them can be solved algebraically. This leads 
us to a set of second-order linear differential equations of the spectral type 
having a finite number of exact polynomial solutions. 

Generally speaking, the equations obtained are not Schrodinger-type 
equations and their polynomial solutions are not normalizable. Note 
however that we always can introduce new variables and make homogeneous 
transformations of the unknown function. These transformations conserve 
the linearity and order of the differential equation, but change its concrete 
form and the normalization properties of its solutions. Therefore they may, 
in principle, reduce the obtained equations to Schrodinger form. In this 
case we obtain a class of quasi-exactly solvable models. 

In order to demonstrate how this scheme works, let us substitute the 
generators (1.6.16) into the spectral equation for (1.6.1) and obtain the 
quasi-exactly solvable model (1.4.13). 

The substitution gives the equation: 

{ -4t :t22 + (4at2 + 4bt- 4p- 2)!- 4aMt + (2p + l)b} PM(t) 

= EPM(t) (1.6.19) 

which, after introducing a new variable x and a new function .,P( x) by the 
formulas 

X 

.,P(x) 

takes the form: 

x(t), 
g(t)PM(t), 

(1.6.20a) 
(1.6.20b) 

{ -4t[x'(tW ::2 + [ ( 8t~g} + 4at2 + 4bt- 4p- 2) x'(t)- 4tx"(t)] :x 

+ 4t[g'(t)] 1 -4t[g'(t)] 2 -(4at2 +4bt-4p-2)g'(t) 
g(t) g(t) g(t) 

4aMt + (2p + l)b }.,P(x) = E.,P(x). (1.6.21) 
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For equation (1.6.21) to have Schrodinger form, the coefficient of the second 
derivative must be equal to -1 and the coefficient of the first derivative must 
vanish. This gives us two equations: 

4t[x'(t)F = 1 (1.6.22a) 

and 

( 8t~&1 + 4at2 + 4bt- 4p- 2) x'(t)- 4tx"(t) = 0 (1.6.22b) 

with respect to x(t) and g(t). Solving these equations we obtain 

x(t) = Vt, g(t) = t~ exp { -~t2 - ~t}. (1.6.23) 

Substituting (1.6.23) into (1.6.21) we obtain the Schrodinger equation with 
the potential described by formula (1.5.1) and with the solution having the 
form (1.4.16). This completes the reduction procedure. 

Analogously, starting with other bilinear combinations (1.6.17) of 
the generators (1.6.16) and performing the reduction procedure, one can 
obtain other one-dimensional quasi-exactly solvable models with potentials 
expressed via the rational, trigonometric, hyperbolic and elliptic functions. 

This method was proposed by Turbiner (1988a) for the one-dimensional 
case and then generalized by Shifman and Turbiner (1989) to the multi­
dimensional case. It is known as the method of partial algebraization (see 
e.g. Shifman 1989a, Morozov et al 1990). In sections 1.16 and 5.1 and 
appendix A we discuss this method in more detail. 

In conclusion, note that the method of partial algebraization leads 
to the same quasi-exactly solvable models as the method of raising and 
lowering operators discussed in section 1.4. This follows from the fact that 
the generators of the algebra s/(2) are easily expressed via the generators 
of the Heisenberg algebra: 

s- =a-, S0 =a+ a- - M/2, s+ = (a+)2a- - Ma+, (1.6.24) 

and their substitution into (1.6.17) reduces the operators H to the form 
(1.4.33)-( 1.4.34). 

1. 7 The two-dimensional harmonic oscillator. The separation of 
variables 

In this section we discuss a striking connection between the one-dimensional 
quasi-exactly solvable model of the sextic anharmonic oscillator, and the 
exactly solvable model of a two-dimensional harmonic oscillator. 
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In order to establish this connection, let us consider two identical 
Schrodinger equations for (1.4.13), rewritten in terms of two different 
variables x and y: 

E?j;(x), 

(1.7.la) 

E?f;(y). 

(1.7.lb) 

Remember that the eigenvalues E and the corresponding eigenfunctions 
'1/J(x) are determined by formulas (1.4.29) and (1.4.27). 

Multiplying (1.7.la) by '1/J(y) and (1.7.1b) by '1/J(x) and subtracting the 
results from each other we obtain a single two-dimensional equation 

+ (b2 - a(4M + 2p + 3)](x2 - y 2) }'1/J(x)t/J(y) = 0, 

(1.7.2) 

which does not contain the spectral parameter E any longer. Nevertheless, 
we can interpret (1.7.2) as a spectral equation again, identifying the 
quantity b2 - a( 4M + 2p + 3) with a new spectral parameter r. Dividing 
(1.7.2) by x 2 - y2 we obtain 

Evidently, the equation (1.7.3) obtained is exactly solvable by construction. 
It has an infinite number of exact eigenvalues 

r = b2 - a( 4M + 2p + 3) (1.7.4) 

(1.7.5) 
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where ei, i = 1, ... , M are numbers satisfying equation {1.4.30). We see 
that the spectrum {1.7.4) is degenerate: for the Mth eigenvalue we have 
M + 1 different linearly independent solutions 1/;(x,y). 

Equation {1.7.3) and its solutions {1.7.5) can be simplified if we 
introduce new variables 

(1.7.6) 

and new functions 

¢;(>.,J1.) = 1/;(x,y). {1.7.7) 

Then {1.7.3) takes the form 

{ 02 02 2 2 2 } - 8>.2- 8J1.2 +a (4>. + J1.) ¢;(>.,JJ) = r¢;(>.,JJ), {1.7.8) 

where r is defined by {1.7.4) and 

¢;(>.,JJ)=JJPfi[~2 +(>.- 2ba)e;-ef]exp(-a>.2 -a~2 ). {1.7.9) 
We have obtained a surprising result: the infinite series of one­

dimensional quasi-exactly solvable sextic anharmonic oscillators has turned 
out to be equivalent to a single two-dimensional exactly solvable model 
of a harmonic oscillator with correct eigenvalues and eigenfunctions. The 
last assertion follows from the fact that the function {1.7.9) can always be 
rewritten in the form 

(1.7.10) 

where em, m = 0, ... , M are certain real numbers and Hn(>.) are Hermite 
polynomials. 

In order to understand the reason for such amazing equivalence let 
us look at our derivation from another point of view. Assume that the 
model of a two-dimensional oscillator {1.7.8) is given and nothing about the 
existence of quasi-exactly solvable models is known. Trying to separate the 
variables in equation ( 1. 7 .8), we can make sure that this is possible in many 
coordinate systems, and in particular, in the system defined by formulas 
{1.7.6). After the separation, we obtain two identical one-dimensional 
equations 

(1.7.11) 
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(with z = x or z = y) containing two spectral parameters of different 
mathematical meaning. One of them, namely r, is a spectral parameter 
of the initial two-dimensional problem (1.7.8), while the second one, E, is 
an additional parameter - the so-called separation constant. It is known 
that in the general case the values of a separation constant depend on 
the sort of solution. According to formula (1.7.10), the spectrum of the 
initial equation is degenerate and, therefore, for any admissible value of r 
(f = b2 - a(4M + 2p+ 3)) the separation constant E takes several (M + 1) 
values. Due to the exact solvability of the initial problem, all these values 
also can be found exactly. This enables us to treat (1.7.11) as an ordinary 
spectral equation (with a single spectral parameter E), having M + 1 exact 
solutions for any given M. Identifying the parameter E with the energy, 
and inserting r in the potential, we obtain an infinite set of quasi-exactly 
solvable Schrodinger-type equations of orders M + 1 = 1, 2, 3, .... 

It is easy to understand that these reasonings have a quite general 
character and are applicable to any two-dimensional exactly solvable model 
allowing separation of variables and having a degenerate spectrum. Thus, 
they can be considered as a method of constructing quasi-exact solvable 
models. Hereafter we shall refer to this method as the method of separation 
of variables. Its many aspects will be discussed in detail in chapter 5. 

1.8 Completely integrable quantum systems and quasi-exact 
solvability 

The procedure of going from two identical one-dimensional quasi-exactly 
solvable equations to a single two-dimensional exactly solvable equation 
essentially solves the inverse problem of separation of variables. In the 
preceding section we have identified the energy spectral parameter E with 
the separation constant and eliminated it by means of this procedure. 

However, it is absolutely evident that the same procedure enables us 
to eliminate the second "potential" spectral parameter r. In this case 
we obtain a two-dimensional exactly solvable model with a non-degenerate 
spectrum. 

In order to obtain the explicit form of this equation, it is sufficient to 
multiply (1.7.1a) by y21/;(y) and (1.7.1b) by x21/;(x), and then to subtract 
one result from the other. Dividing the resulting equation by y2 - x2 and 
changing the variables by formula (1.7.6), we obtain 

{ ~ (- ::2 + a2 jj2) + 2A (:;2 + a2 jj2) - ( 2jj :jj + 1) :A} (D(A,jj) 

= E(D(A, jj). (1.8.1) 
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Equation {1.8.1) is exactly solvable by construction. Its eigenvalues E and 
eigenfunctions <f;(>.,J.t) are determined by formulas (1.4.29) and (1.7.10), 
respectively. 

We shall not try to seek here the physical meaning of this equation. 
This will be done later. Our aim is to consider equations (1.7.8) and (1.8.1) 
together from a mathematical point of view. 

First of all consider their "hamiltonians" 

(1.8.2) 

and 

(1.8.3) 

and note that they can be rewritten in a much simpler form if we use the 
generators ofthe Heisenberg algebra 1i. Since we deal with two-dimensional 
models we must introduce two groups of such generators A+, A-, A 0 and 
n+, n-, B 0 which can be defined as follows: 

(1.8.4a) 

n+ = ~ ( aJ.t - :J.t) , n- = ~ ( aJ.t + :J.t) , B 0 = 1. 
(1.8.4b) 

These generators satisfy the usual commutation relations 

(1.8.5) 

and representation spaces for them are defined in the same way as in section 
1.2. 

In terms ofthese generators the "hamiltonians" (1.8.2) and (1.8.3) take 
the form 

Hr a { 4A+ A-+ 2B+ n- + 3}, (1.8.6a) 
HE b {2B+ n- + 1} + 2..j(i {A- (B+)2 + A+(B-)2 } .(1.8.6b) 

It is not difficult to verify that they commute with each other: 

[Hr,HE] = 0. (1.8. 7) 
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But this means that we have obtained the exactly solvable and completely 
integrable two-dimensional system! In other words, we have proved that 
the one-dimensional quasi-exactly solvable model (1.4.13) is equivalent to 
the completely integrable system with t~o commuting integrals of motion 
Hr and HE. 

The physical meaning of these integrals is very simple. Their 
eigenvalues in the representation space of algebra 1i E91i are the admissible 
values of spectral parameters r and E entering into the Schrodinger 
equation (1.7.1). This observation enables us to give a simple group­
theoretical explanation of the fact that the model (1.4.13) is quasi-exactly 
solvable. 

Remember that the quasi-exact solvability of the model ( 1. 7.1) follows 
from the fact that the spectral parameter r entering into the potential is 
degenerate with respect to the energy parameter E. In the language of the 
completely integrable system (1.8.6) this means that the spectrum of the 
operator Hr is degenerate with respect to the spectrum of the operator 
HE. Since the operators Hr and HE commute with each other and thus 
have a common set of eigenvectors, this is possible if and only if there 
exists a certain group of symmetry G, under which the operator Hr is 
invariant, while the operator HE is not. Evidently, the group G acts in 
the eigenspaces of operator Hr, which play in this case the role of spaces 
of irreducible representations of G. The dimension of each such irreducible 
representation determines the multiplicity of degeneracy, which, in turn, 
determines the order of the corresponding quasi-exactly solvable model. 

Using explicit expressions (1.8.6) for operators Hr and HE it is not 
difficult to make sure that such a group actually exists. Its corresponding 
Lie algebra is formed by the generators 

lt =A+ A-, h = B+ n-, 
K+ = A+(B-)2 , K- = A-(B+)2 

(1.8.8) 

and any possible commutators of them. Evidently, this algebra is infinite 
dimensional, although it can be viewed as finite-dimensional non-linear 
algebra specified by the commutation relations: 

[Jl, J2] = 0, 
[It, K+] = K+, [h, K-] = K-, 

[K+, J2] = 2K+, [K-, J2] = -2K-, 
[K- ,K+] = Ji- 4hJ2- J2- 2ft. 

(1.8.9) 

The representation space for (1.8.9), defined as the linear span of the 
vectors 

(1.8.10) 
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(where IO, 0) is the vector annihilated by operators A- and B-), is 
reducible. In order to construct irreducible subspaces of this space, consider 
the action of operators (1.8.8) on the basis (1.8.10). We have 

hln,m) = nln,m), hln,m) = mln,m), 
K+ln, m) = m(m- 1)ln + 1, m- 2), 

K-In, m) = nln- 1, m + 2), 

from which it follows that the number 

I= 2n + m 

(1.8.11) 

(1.8.12) 

is invariant under such action. Therefore the space <l>1, formed by vectors 
In, m) with given quantum number I, is an irreducible representation space 
for the algebra (1.8.9), and it is finite dimensional. The dimension of this 
space is equal to the number of solutions of equation (1.8.12) for non­
negative integers n and m. The general formula has the form: 

dim <l>1 = [~] + 1. (1.8.13) 

Due to the commutativity of operators (1.8.8) with Hr, the spaces 
<l>1 play simultaneously the role of eigenspaces <I>r corresponding to the 
eigenvalue r. Expressing the operator Hr in terms of generators J1 and J2: 

Hr = a(4J1 + 2J2 + 3) 

and using formulas (1.8.11) and (1.8.12) we obtain 

Hr<I>r = f<I>r 

where 

r = a(2/ + 3). 

(1.8.14) 

(1.8.15) 

(1.8.16) 

Comparing (1.8.16) with the old expression (1.7.4) for r, we find that 

I= 2M +p, (1.8.17) 

which gives us finally 

dim <I>r = M + 1. (1.8.18) 

Thus, we have shown that the dimensions of irreducible representations of 
the algebra (1.8.9) determine the orders of quasi-exactly solvable models 
(1.4.13). 
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Finally note that a connection between the quasi-exactly solvable 
models and completely integrable quantum systems was discovered by 
Ushveridze (1988d, i) and then studied in the series of papers by Ushveridze 
(1988f, n, 1989c, e, 1990a, 1992) and Maglaperidze and Ushveridze (1989b, 
1990). In sections 1.9 and 1.10 and, especially, in chapter 5 we discuss this 
connection in more detail. 

1.9 Deformation of completely integrable models. The 
projection method 

In the preceding sections we have shown that the one-dimensional quasi­
exactly solvable model (1.4.13) is associated with a completely integrable 
system of two two-dimensional operators (1.8.6) (integrals of motion), one 
of which has degenerate spectra. 

In this section we will demonstrate that any completely integrable 
system with similar properties can be considered as a starting point in 
constructing quasi-exactly solvable models. 

Indeed, let HE and Hr be certain commuting operators constructed 
from the generators of a certain Lie algebra and acting in the corresponding 
(infinite-dimensional} representation space which we denote by CI1. Assume 
that the spectral problem for operators HE and Hr in CI1 is exactly 
solvable. Denote by CI1E and CI1r the eigenspaces of operators HE and Hr 
corresponding to the eigenvalues E and r. Suppose that the spectrum r is 
degenerate with respect to E, so that dim Cl1r > 1 while dim CI1 E = 1. 

Consider the operators 

H = HE+ Q(Hr- f'), (1.9.1) 

in which Q is an arbitrarily fixed operator acting in the space CI1, but not 
commuting with HE and Hr, and/' is a parameter. It is quite obvious that 
for arbitrary (generic) values of/' the spectral problem for H 

{HE+ Q(Hr- f')}<p = E<p, <p E CI1 (1.9.2) 

cannot be solved exactly. 
However, if /' coincides with the eigenvalue r of the operator Hr, 

the term proportional to Q vanishes for any <p E Cl'1r and we come to the 
equation allowing several, dim CI1r, exact solutions. If the spectrum of the 
operator Hr is infinite, we come to an infinite series of quasi-exactly solvable 
equations. 

Now note that generators of algebras forming the operators HE, Hr 
(and Q) admit, as a rule, differential realizations. Using these realizations 
we can reduce equation (1.9.2) to a differential form. In other words, we 
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obtain an infinite series of differential quasi-exactly solvable equations. In 
many cases the form of these equations can be considerably simplified by 
means of the so-called projection method. 

In order to explain the essence of this method we assume for 
definiteness that Hr and HE are two-dimensional operators of first and 
second order, respectively. 

We denote by Wr the space of all functions cp satisfying the equation: 

Hrcp = fcp. {1.9.3) 

Here we do not require that solutions of {1.9.3) belong necessarily to the 
representation space <I>. Therefore Wr is wider than the eigenspace <I>r: 

{1.9.4) 

Since Hr is a first-order differential operator by assumption, the most 
general solution of the equation {1.9.3) can be written as 

cp = cpr f(cpo) {1.9.5) 

where tpr is a certain solution of the inhomogeneous equation {1.9.3), cp0 
is a partial solution of the homogeneous analogue of this equation, and f 
is an arbitrary analytic function. {The set of such functions is denoted by 
F). 

Denote by Fr the space of all such functions f E F for which the 
solutions (1.9.5) belong to the eigenspace <I>r. Evidently, dimFr = dim <I>r. 

Consider the equation 

{HE+ Q(Hr- f)}cp = Ecp, tp E 'Wr, (1.9.6) 

which as we already know has dim <I>r exact solutions belonging to the space 
<I>r C 'Wr. Using formulas (1.9.3) and {1.9.5) we can rewrite {1.9.6) in the 
form: 

HE(f)f(cpo) = Ef(cpo), f E F, (1.9.7) 

where 

(1.9.8) 

Obviously, equation (1.9.7) will also have dimFr solutions belonging to the 
space Fr C F. The operator HE(f) defined by formula {1.9.8) is, evidently, 
a second-order differential operator depending explicitly on f. 
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Now note that the functions t.pr and t.po are functionally independent. 
This gives us the possibility of introducing the new variables ,.\ and J.l by 
the formulas 

,.\ = t.po, J.l = t.pr. (1.9.9) 

Then, functions f ( t.po) forming spaces F and F0 take the form of functions 
of a single variable,.\, while the operator HE(f) is, a.s before, a second-order 
differential operator in two variables ,.\ and J.l· This is possible in one ca.se 
only, when the projection of HE(r) on F is an operator in a single variable 
..\. Thus we come to the most general expression for HE(f): 

{)2 {) 
HE(r) = h1(r, ..\) a..\2 + h2(r, .X) a-\+ ha(r, ..\) 

{)2 [ {) ] {) +Yl(f,,\,J.J.) 0J.l2 + 92(f,,\,J.J.) 0,\ +g3(r,..\,J.l) OJ.l. (1.9.10) 

The substitution of (1.9.10) into (1.9.7) gives us a one-dimensional equation 
of the form · 

(1.9.11) 

which allows dimFr exact solutions belonging to the space Fr. Thus, 
equation (1.9.11) is a qua.si-exactly solvable equation of order dimFr. 
Obviously, any such equation can be reduced to the Schrodinger form, which 
gives us a series of one-dimensional qua.si-exactly solvable models. 

The method described above we shall refer below to a.s the projection 
method. 

In order to demonstrate how this method works, let us consider again 
the commuting operators HE and Hr defined by parameters (1.8.6) and 
forming a completely integrable system on the algebra 1i EB 1£. According 
to general prescriptions given above we must reduce the operators HE and 
Hr to differential form. The most simple way to do this is to use the 
following differential realizations of generators of Heisenberg algebras: 

Then we obtain: 

Hr 

- {) A -­- az' 
{) 

B--­
-at' 

a { 4z :z + 2t :t + 3} , 

(1.9.12a) 

(1.9.12b) 

( 1.9.13a) 
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We see that Hr and HE are first- and second-order differential operators 
acting in the space of polynomials in two variables z and t. (This is a 
representation space for the algebra 1i $1i.) 

Taking 

Q = Q(z,t), 

we obtain the following expression for the operator (1.9.1): 

H = 2y'a { z :t: + t2 :z } + b ( 2t :t + 1) 
+Q(z,t){a [4z:z +2t:t +3] -r}. 

(1.9.14) 

(1.9.15) 

The spectral problem for (1.9.15) is, in general, exactly non-solvable. 
However, if 

f=a(4M+2p+3), (1.9.16) 

it has M + 1 exact solutions belonging to the ( M + 1 )-dimensional space 
<fir. This space is formed by the functions 

ln,m) = zntm, 2n + m =2M+ p, (1.9.17) 

the most general form of which is 

<p = t2M +pPM ( t~ ) ) (1.9.18) 

where PM are polynomials of degree M. 
Now let us construct the space Wr formed by all solutions of equation 

(1.9.3). In our case this equation takes the form: 

{2z~ + t~ -2M- p} <p = 0. 
{)z {)t 

Evidently, the role of <pr and <po is played by the functions 

'Pr = t2M+p' 
z 

<po = t2 

(1.9.19) 

(1.9.20) 

and, therefore, according to (1.9.5), the most general solution of (1.9.19) is 

<p = t2M+p I(~)) (1.9.21) 
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where f is an arbitrary function. We see that the space Wr is actually larger 
than ~r. 

The spectral equation for H in Wr can be written as follows: 

{ 2-/(J (z§!_ + t 2!_) + b (2t!!_ + 1)} t2M+p f (!_) 8t2 8z 8t t2 

= Et2M +P' c~) . (1.9.22) 

After dividing it by t 2M+p and changing variables 
z 

.X=- u =t, t2' r (1.9.23) 

it takes the form (1.9.10) with 

{ 82 8 
HE(f) = 8-/(J.X3 8.X2 - (4-/(J(4M + 2p+ 3).X2 + 4b.X- 2Va} 8 -X 

+2-/(J(2M + p)(2M + p -1)-X + b(4M + 2p+ 1)} 

82 { 8 } 8 +{2Va.XJ.12 } 81-'2 - 8-/(J.X2JJ 8-X- 2-/(J(4M + 2p).XJJ- 2bJJ 81-'. 

(1.9.24) 

By projection of this operator onto the space F of analytic functions of a 
single variable .X, terms proportional to :,.. and 88: 2 vanish and the resulting 
equation for HE(r) takes the form: 

{ 82 8 
s-i(J.x3 8.x2 - [4vfci(4M + 2p- 3).X2 + 4b.X- 2Va] 8.x 

+2Va(2M + p)(2M + p- 1)-X + (4M + 2p + 1)b} /(.X)= Ef(.X), 

/(.X) E F. (1.9.25) 

This equation allows M + 1 exact solutions in the space Fr of Mth­
order polynomials PM(.X) by construction. Thus, we have obtained a one­
dimensional quasi-exactly solvable spectral equation of order M + 1. 

After a simple change of the variable .X and homogeneous 
transformation of the function /(.X) 

1 
.X= -2y'ax2' 

f(.X) = _xM+2r;-s exp [16\2 - 4~~] ,P(x), (1.9.26) 
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this equation takes the Schrodinger form and we arrive again at the quasi­
exactly solvable model (1.4.13). 

1.10 Quasi-exact solvabillity and the Gaudin model. Bethe 
ansatz in quantum mechanics 

In this section we will show that the completely integrable quantum system 
defined by formulas (1.8.6) is none other than the well known Gaudin model 
(Gaudin 1976, 1983). 

The "hamiltonians" of the Gaudin model are constructed from the 
generators of the so-called Gaudin algebra. This algebra is known as 
the simplest infinite-dimensional generalization of the algebra sl(2). Its 
three generators s+ (p), s- (p) and S0(p) depend continuously on a certain 
complex parameter p and satisfy the following commutation relations 

[S-(p), s+(u)] =- p~a(S0 (p)- S0 (u)), 

[S 0(p),s±(u)] = ±p~q(s±(p)- s±(u)). 
(1.10.1) 

The representations of algebra (1.10.1) can be obtained by analogy with the 
sl(2) case. We introduce the notion of the lowest-weight vector IO), which 
is annihilated by all lowering operators s- (p), 

s-(p)IO) = o, (1.10.2) 

and define the lowest weight as the function F(p) whose values are the 
eigenvalues of the operators S 0 (p) on IO): 

S0 (p)IO) = F(p)IO). (1.10.3) 

Then the representation space <I> is defined as the linear span of the vectors: 

IO), s+ (p!) IO), s+ (PI)s+ (P2)IO), 
... ,s+(pl) ... s+(PM)IO), ... , (1.10.4) 

where p1 , p2 , ... , p M, ... are arbitrary numbers. Evidently, the space <I> is, 
in general, infinite dimensional. 

Consider the operators 

(1.10.5) 

acting in the representation space <I> and having the same structure as the 
Casimir operator for the algebra sl(2). It is easy to verify that K(p) is not 
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the Casimir operator for the Gaudin algebra since the commutators of K(p) 
with elements s±(p), S0(p) differ, generally, from zero. Nevertheless, the 
operators K(p) have another very interesting property which is especially 
important for us: they form a commutative family 

[K(p),K(u)] = 0 (1.10.6) 

which gives us the possibility of interpreting them as integrals of motion of 
certain completely integrable system. 

This system is known as the Gaudin model and has many intriguing 
physical and mathematical properties. 

First of all, note that the Gaudin spectral problem 

K(p)t/J = A(p)t/J, 1/J E ~ (1.10.7) 

is exactly solvable in spite of the fact that the representation space ~ in 
which we seek the solutions is infinite dimensional. 

The exact (algebraic) solutions of equation (1.10.7) can be obtained in 
the framework of the Bethe ansatz method. The corresponding ansatz has 
the form 

(1.10.8) 

where M is an arbitrary non-negative integer, and et. ... ,eM are certain 
(unknown) complex numbers. Substituting (1.10.8) into the equation 
(1.10.7), it is not difficult to show that it actually has solutions of the 
form (1.10.8) if the numbers ei, i = 1, ... ,M satisfy the following system 
of numerical equations: 

M 1 
~c._ c + F(ei) = 0, i = 1, ... , M, 
k=l .. , .. k 

(1.10.9) 

which are known as the Bethe ansatz equations. Then, for eigenvalues A(p) 
we have: 

M 

A(p) = F'(p) + F2(p) + 2 ~ F(p)- F(ei). 
i=l P- ei 

(1.10.10) 

Now let us show that the Gaudin model is equivalent to model (1.8.6) 
with two integrals of motion Hr and HE. 

For this purpose we consider the following differential realizations of 
generators of the Gaudin algebra: 

1-'2 ( b ) s+ (p) = -- + - - A + p, 
4p 2a 

(1.10.1la) 
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J-1_2__ + aJ-12 + p + 1 ( 0 ) 8 ~-' 2 + - + 2a.A- b - 2ap (1.10.11b) 
2p a.A ' 

s-(p) 
If;,+ 2(aJ-l + p)t- + a2J-t 2 + 2apJ-t +a {) 2 

- p - 4a a.A - 8a .A. 

(1.10.11c) 

It is easy to verify that operators (1.10.11) satisfy the commutation 
relations (1.10.1) and thus, actually form the Gaudin algebra. In order to 
describe the representation in which these operators act, it is sufficient to 
solve equations (1.10.2) and (1.10.3), determining the lowest-weight vector 
and the lowest weight. This gives 

and 
2p+ 1 F(p) = -- - b - 2ap. 
4p 

(1.10.12) 

(1.10.13) 

Substituting the explicit expressions for generators (1.10.11) into 
(1.10.5), we obtain the following differential expression for K(p): 

K(p) = 4a2p2 + 4abp- {- ::2 - ::2 + a2 (4.A2 + J-1 2)} 

_1 {! (-£. + a2,2) + 2-A (£. + a2,2) _ (2,_2__ + 1) _2__} 1 2 a 8J.12 r 8J.12 r r aJ.l a>. p 

+ (2p+l)(2p-3) 
4p2 (1.10.14) 

from which it follows that the Gaudin model has in this case two non­
trivial integrals of motion which are proportional to the expressions in 
curly brackets. However, from the results of section 1.8 we know that 
these integrals of motion are none other than operators Hr and HE for the 
model (1.8.6). 

We have obtained an important result, stating that the completely 
integrable system (1.8.6) coincides with the Gaudin model if the Gaudin 
algebra acts in the representation with the lowest weight (1.10.13). 

In order to make sure that this coincidence is full, let us examine the 
Bethe ansatz solutions for the model (1.10.5) and compare them with the 
solutions for model (1.8.6). 

Using formulas (1.10.8), (1.10.11a) and (1.10.12) we obtain coordinate 
expressions for the Bethe vectors 
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which, evidently, coincide with the expressions (1.7.9) for wavefunctions in 
model (1.8.6}. 

The numbers{; entering into (1.10.15} and determining the concrete 
form of the Bethe vectors satisfy equation (1.10.9} in which the function 
F(p) is specified by formula (1.10.13). Thus, we have 

M I 1 2p+ 1 I: c._ c + ~- b- 2a{; = 0, i = 1, ... , M. 
.1:=1 ... <,.I: ... 

(1.10.16} 

This system coincides with the system of spectral equations (1.4.30} for 
model (1.8.6}. 

The last step is to make sure that we have correct expressions for the 
eigenvalues of the operators Hr and HE. For this purpose let us consider 
expression (1.10.10). Substituting the function (1.10.13) in it, we obtain 

A(p) = 4a2p2 + habp- a(4M + 2p + 3} 

- [(4M+2p+1)b+8a'fe;] 21 + (2P+~(;P- 3). 
i=l p p 

(1.10.17) 

Comparison of (1.10.17) and (1.10.14) shows that the eigenvalues of 
operators Hr and HE are actually described by formulas (1.7.4) and (1.4.29) 
which completes our proof of the coincidence of models (1.10.5) and (1.8.6). 

Thus, we have established a deep connection between the quasi­
exactly solvable models of the sextic anharmonic oscillator described by 
the hamiltonian (1.4.13} and completely integrable Gaudin model (1.10.5} 
based on the algebra s/(2}. We see that the spectral equations (1.4.30} 
for models (1.4.13) can be intrerpreted as Bethe ansatz equations for 
the Gaudin model; the number M determining the order of quasi-exact 
solvability is simply a number of elementary "spin" excitations in (1.10.5} 
and the wavefunction zeros play the role of the "collective coordinates" 
of these excitations. As was shown by Ushveridze (1988d, f, i, n, 1989c, e, 
1990a, 1992) and Maglaperidze and Ushveridze (1989b, 1990), this amazing 
relationship is not specific only for the model (1.4.13), but takes place for 
many other quasi-exactly solvable models which will be discussed in detail 
in chapters 4 and 5. 
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1.11 The classical multi-particle Coulomb problem and the 
Schrodinger equation 

In preceding sections we have shown that solutions of the quasi-exactly 
solvable Schrodinger equation with potential 

(1.11.1) 

can be represented in the form 

(1.11.2) 

and 
M 

E = b(4M + 2p+ 1) + 8a L~i• (1.11.3) 
j=l 

where the numbers ~j satisfy the system of numerical equations 

LM I 1 2p+ 1 --- + -- - b- 2a~j = 0, c._ck 4c. 
k=1 "'J ... ...) 

j=1, ... ,M. (1.11.4) 

Now let us discuss the properties of equations (1.11.4) in more detail. It 
is not difficult to understand that system (1.11.4) is equivalent to a system 
of algebraic equations and therefore its solutions are, generally, complex 
numbers. Therefore, the numbers ~j should also be taken to be complex: 

(1.11.5) 

Substitution of (1.11.5) into (1.11.4) leads to a system of real equations 

M I:' 6j-~1k + 2p+ 1 6 j -b-2a~1 · = 0, 
k=l (6j - 6k) 2 + (6j - 6k) 2 4 ~fj + ~~j J 

(1.11.6a) 

in which j = 1, ... , M. The system (1.11.6) can be rewritten in a more 
compact form if we introduce the two-dimensional vectors 

~j = (6j). 
6i 

(1.11.7) 
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Then, instead of (1.11.6) we can write: 

j= 1, ... ,M, (1.11.8) 

where by (and fr we have denoted the vector and the matrix: 

- (1) A ( 1 0 ) ( = 0 , 17 = 0 -1 . (1.11.9) 

Equation (1.11.8) can be interpreted as the condition for an extremum 
of the function: 

M M 
w(e~, ... ,e~) =- Lq;qk ln Je:- e~ J- Lq;u(e:), (1.11.10) 

i<k i=l 

where q; = 1 are unit numbers and 

- 2p+ 1 I~ - _ -U(e) = --4 -ln el + b(· e + aea-e. (1.11.11) 

It is not difficult to see that (1.11.11) is none other than the potential of 
a two-dimensional (logarithmic) Coulomb system consisting of M particles 
with coordinates e: and unit charges q; = 1 moving in the potential U(e:) 
(Ushveridze 1988d, g, Maglaperidze and Ushveridze 1988). Recall that two­
dimensional classical electrodynamics is characterized by the logarithmic 
Coulomb potential. 

Potential (1.11.11) is generated by a particle with charge 2Pfl located 
at the origin and by two particles with charges H A 2 a± Ab) and coordinates 
±A, where A tends to infinity. This gives the oscillator-type potential in 
the limit A = oo. 

We therefore see that the problem of finding solutions of the system 
of algebraic equations (1.11.4) is equivalent to the problem of finding 
equilibrium positions of a system of Coulomb particles in the potential 
U({). At first sight this problem does not have solutions since the potential 
U({) is unstable. However, the presence of the Z2-symmetry in the system 
( 6 -+ -6) leads to the existence of a straight line (coinciding in the 
present case with the axis 6) on which all forces are longitudinal. The 
problem of equilibrium of particles moving on this line becomes stable and 
one dimensional. This gives us the possibility of seeking the solutions of 
the system (1.11.4) in the real numbers. 
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Let us now consider the structure of the real {!-axis in more detail. 
On this axis the potential (1.11.11) essentially simplifies: 

(1.11.12) 

Its form is depicted in figure 1.9. What did we gain by introducing the 

u 

Figure 1.9. The form of the potential (1.11.12) for b > 0 and a > 0. 

analogue system of classical Coulomb particles? The answer is obvious: the 
rich intuition everybody has in classical mechanics. In particular, looking 
at the function U(e), everybody will immediately say that the equilibrium 
position does exist. Indeed, the potential wells depicted in figure 1.9 contain 
M particles with unit charge. The interaction between these particles is 
of Coulomb type and therefore they repel each other. Furthermore, they 
interact also with the force centre at the origin which has Coulomb charge 
2Pt1 . At short distances this centre also repels the particles. They cannot 
run away to infinity because of the attraction term ae which becomes 
important at large distances. Hence, equilibrium is necessarily established 
at some finite distances. 

It is not difficult to understand that there are several equilibrium 
positions, depending on the number of particles situated to the right of 
the origin. More exactly, there are M + 1 possibilities, some of which are 
depicted in figure 1.10. So we can conclude that the system of equations 
(1.11.4) has M + 1 different solutions. Note that the same result was 
obtained in preceding sections by different methods. 

Now remember that the numbers ei determine the zeros of the 
wavefunction. From formula (1.11.2) it follows that their positions are 

(1.11.13) 
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M M-1 2 1 

0 

M M-1 K 2 1 

0 

1 2 M-1 M 

0 

Figure 1.10. Various equilibrium positions of Coulomb particles situated in the 
external potential {1.11.12). 

Remember also that only zeros which are real and lie inside the interval in 
which the spectral problem is formulated have a physical meaning. They 
play the role of wavefunction nodes. According to the oscillator theorem, 
the number of nodes determines the excited state. From (1.11.13) it follows 
that the wavefunction nodes correspond to the positive values of ei. If K 
numbers of ei are positive (0 ~ K ~ M) the number of nodes is 2K + p 
and thus such a distribution of particles describes the (2K + p)th excited 
state. 

We see that in the first case all e; are negative and the wavefunction 
has p nodes. In the last case, when all particles ei lie on the right semi-axis, 
the number of states is maximal and equal to 2M + p. 

It is easy to verify that this picture does not contradict formula (1.11.3) 
in which the values of the energy levels are expressed in terms of the 
centre of charges of the system of Coulomb particles. Indeed, the more 
the particles are located in the right well, the more the centre of charges is 
shifted to the right and the higher is the energy. 

Note that all these reasonings are valid only when the number a, 
determining the behaviour of the system at large distances, is positive. 

What happens if a = 0? From section 1.5 we know that this case 
corresponds to a simple harmonic oscillator, which for any given M has 
only one solution with 2M +p nodes. The classical potential (1.11.12) takes 
in this case the form depicted in figure 1.11. We see that this potential has 
only one stable well, and therefore for any given M we actually have only 
one possibility, when all particles are situated in this well and, thus, have 
positive coordinates. 

Now let us assume that the parameter a is small and negative. The 
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u 

0 

Figure 1.11. The form of the potential (1.11.12) forb> 0 and a= 0. 

classical potential corresponding to this case is depicted in figure 1.12. We 

u 

----------~r-----~o~--~--~----~~e 

U({) 

Figure 1.12. The form of the potential (1.11.12) for b > 0 and - 4::2 < a < 0. 

have obtained a potential well of finite depth in which several particles 
may lie. Consider the simplest case, when only one particle is situated in 
this well. We see that, unlike the case with a > 0, we have an attractive 
force at infinity which, however, does not destroy the existing equilibrium 
of the particle, which may lie in the minimum of the potential U(e) at 
the point e- (the stable equilibrium) or in the maximum at the point e+ 
(the unstable equilibrium). If we now begin to increase the modulus of 
the negative parameter a, at some instant the classical potential ceases 
to have extrema, equilibrium of the particle in this potential becomes 
impossible and it runs away to infinity (see figure 1.13). It is evident 
that in this case two equilibrium positions - one stable (at the point 
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u 

Figure 1.13. The form of the potential {1.11.12) for b > 0 and a < - *;:2 • 

e- = [-b- Jb2 + 2a(2p + 1)]/4a)" and one unstable (at the point e+ = 
[-b + Jb2 + 2a(2p+ 1)]/4a) - merge at the point when the instability 
arises. This is the point a = - 4;:2 . But from the results of section 1.5 
we know that this is none other than the position of the Bender and Wu 
singularity! This enables us to assert that, in the language of the classical 
Coulomb analogue system, Bender and Wu singularities can be interpreted 
as the points at which the system of classical Coulomb particles becomes 
classically unstable (Ushveridze 1988e, g). 

1.12 Classical formulation of quanta! problems 

From the results of the preceding section it follows that the quasi-exactly 
solvable model of the sextic anharmonic oscillator with hamiltonian (1.4.13) 
is partially equivalent to a classical Coulomb system. Partially, because we 
can describe in the classical language only a finite part of the spectrum 
(consisting of M + 1levels), but not the whole spectrum. 

In this connection let us pose the question: what happens if M tends to 
infinity? From the reasoning given above we know that the larger M is, the 
larger is the number of states allowing classical interpretation. Therefore 
taking M = oo we must obtain a model of which all the energy levels and 
corresponding wavefunctions can be described in the language of classical 
electrostatics. In this sense, the limiting quantum mechanical model will 
be completely equivalent to a classical Coulomb system (Maglaperidze and 
Ushveridze 1988, 1989b ). 

In section 1.5 we have already considered the limit M - oo for the 
model (1.4.13). In this limit the system of equations (1.11.4) becomes 
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infinitely complicated and ceases to be algebraic. Therefore, the limiting 
model is exactly non-solvable. As we know, this is a quartic anharmonic 
oscillator. It is emphasized that a correct passage to the limit M ..... oo 
implies a simultaneous change of the parameters a and b determining the 
form of the hamiltonian (1.4.13). Making, for example, the substitution 

1 
b = (2(3M)' C1, 

in which /j. is a function behaving for large M as 

1 a 
fj. = 1 + ---...,-

3 (2(JM)~' 

(1.12.1) 

(1.12.2) 

substituting formulas (1.12.1) and (1.12.2) into the potential (1.4.13) and 
taking M ___. oo we obtain the limiting potential 

(1.12.3) 

In order to construct the corresponding (limiting) classical analogue 
system for (1.12.3), we must substitute expressions (1.12.1) and (1.12.2) 
into the equations (1.11.4) and then take M ___. oo. As a result we obtain 
the equilibrium conditions for a system consisting of an infinite number of 
classical Coulomb particles. Remember, however, that equations of classical 
mechanics are not very convenient for describing the behaviour of such 
multi-particle systems. Much more suitable in this case are the solid state 
equations in which the role of the unknown object is played by the particle 
distribution density. 

In order to reduce equations (1.11.4) to a continous form, let us 
enumerate the coordinates ~; of the particles in the following order: 

(1.12.4) 

and assume that M - K particles are situated in the left hand well, while 
the J{ remaining particles lie in the right hand well. In other words, we 
consider the spectral equations for the (2K + p )th energy level. 

Taking 

1 2 2 (i) ~; = 2(3 (2(JM) 3 C1 ~ M (1.12.5) 

we obtain instead of (1.11.4): 

~I 1 1 2p+l_l __ fj.3[1 ~ (i.)] 
~~(~)-~(!)M+ 4M ~(~) +2~ M ' 

i= 1, ... ,M. (1.12.6) 
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Correspondingly, expression (1.11.3) for the energy E takes the form: 

E = 4M~(2{1M)i {1 + 2P+ 1 + ~ ~{ (i.) _!_} 4M 2~ M M . 
s=l 

(1.12.7) 

If M is infinitely large, it is convenient to introduce (instead of the 
discrete variable i and discrete function e Ur)) the continuous variable 
>. = -k and continuous function {(>.). Generally speaking, the function 
{(>.) is continuous (in the usual sense of this word} only in the intervals 
>. E [0, 1- q] and>. E [1- q, 1] where q = ~. At the point >. = 1- q it has 
a discontinuity (a jump) caused by the fact that there are no particles in 
the vicinity of the repelling centre. 

Assuming that M tends to infinity, we can replace the sums in (1.12.6) 
and (1.12.7) by integrals. This leads us to the integral equation for{(>.): 

1 f diJ 1 2p+ 1 1 
{(>.)- {(iJ) = 1 + 2{(>.)- 4M {(>.) (1.12.8) 

0 

and to the following explicit expression for E: 

E = 4M(2PM)l { 1 + ~ l ~(~) d~ + 2~~ 1}. (1.12.9) 

Equation (1.12.8) and expression (1.12.9) can be rewritten in more 
convenient form if we introduce a new variable e and a new function p({) 
by the formulas 

e = e(>.), (1.12.10) 

Owing to the monotonicity of the function{(>.), the function p(>.) is non­
negative. However, it differs from zero only in the intervals [A-, A+] and 
[B-, B+], the ends A± and B± of which are defined as follows: 

A-= {(0), A+= e(1- q- 0), 
B- = e(1- q + 0}, B+ = {(1). 

(1.12.11) 

It is not difficult to see that p({) has the meaning of a particle distribution 
density. 

In terms of the function p(e) equation (1.12.8) takes the form 

(1.12.12) 
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and for the energy Ewe have: 

(1.12.13) 

Equation (1.12.12) must be supplemented by the requirement that the 
function p(e) is non-zero in the intervals [A-, A+] and [B-, B+] only, and 
in these intervals satisfies the normalization conditions 

A+ J p({) d{ = 1- q, (1.12.14) 
A-

which mean that charges of particles situated in the left and right hand 
wells are equal to 1- q and q, respectively. In the chosen normalization the 
total charge of the particles in both wells is equal to unity. 

Note that for M = oo, equations (1.12.12) and (1.12.14) can be 
interpreted as the equilibrium conditions for a charged liquid distributed 
between two separate wells of the following form: 

u(e) = 4 , e # o, { ~ 
oo, { = 0. (1.12.15) 

The corresponding potential is depicted in figure 1.14. The charge 
q = f? of the liquid in the right hand well determines the number of the 
excited state. According to formula (1.12.13), the energy of this state is 
expressed in terms of the centre of charge 

(1.12.16) 

of all liquid (in both wells). Note also that the behaviour of the 
function p({) in the interval [A- ,A+] determines the distribution of 
complex wavefunction zeros, and its behaviour in the interval [B-, B+] 
the distribution of wavefunction nodes. 

We shall seek solutions of the equations (1.12.12) and (1.12.14) in the 
form: 

(1.12.17) 

where R({) is a certain real analytic function of the complex parameter { 
having two cuts between the real points A-, A+ and B-, B+. Obviously, for 
any such function R({) the corresponding function p({) defined by formula 
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u 

1 

-2 0 

Figure 1.14. The double-well classical potential in which the charged liquid is 
situated. 

(1.12.17) will differ from zero in the intervals [A-,A+] and [B-,B+] only. 
This gives us the possibility of writing 

f p(TJ) dTJ =! 1 R(TJ) dTJ +! 1 R(TJ) dTJ = _! 1 R(TJ) dTJ, 
{ - TJ 2 Jc, { - TJ 2 Jc, { - TJ 2 Jc { - TJ 

(1.12.18) 

where C1 , C2 and C are the contours shown in figure 1.15. Analogously, 
one can write: 

Jp(TJ) dTJ = ~ f R(TJ) dTJ + ~ f R(TJ) dTJ = -~ f R(TJ) dTJ. 
~. ~2 ~ 

(1.12.19) 

From (1.12.17) and (1.12.12) it follows that the function R({) must 
behave at infinity as R({),...., {, {---. oo. The simplest function having an 
analytic structure shown in figure 1.15 is 

l 
R({) =-

27f 
({-A-)({- A+)({- B+) 

({-B-) 
(1.12.20) 

where A± and B± must be considered as unknowns. Substituting (1.12.20) 
and (1.12.17) into equation (1.12.12) and computing the resulting integrals, 
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Im 71 c 

Figure 1.15. The complex ,.,_plane for the function R(l'/) and contours 0 1 , 0 2 , 

and C for the integrals (1.12.18). 

we obtain the following conditions 

n- = 0, A+ +A- +B+ = -4, 
A+ A-+ (A++ A-)n+ = 0. 

From this it follows that 

(1.12.21) 

(1.12.22) 

where e =A+ A-n+ is a certain unknown parameter. It can be determined 
from one of the conditions (1.12.14). 

Now, consider the case when 

1~K~M. (1.12.23) 

In this case the charge q is small. Therefore the effective values of coordinate e in the second integral (1.12.14) are also small. This enables us to write: 

from which it follows that 

e = (Cq)!, (1.12.25) 
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where 

(1.12.26) 

Now the function p(~) is completely determined. Substituting it into the 
limiting expression for the energy (1.12.13) and taking into account that 
M q = K, we obtain in the limit M -+ oo the final result for E 

(1.12.27) 

which, as is easy to see, coincides with the known semi-classical result. Note 
also that for small values of~ the function p(~) has the form 

vfcq~ 1 
p(~) = ~ Vf.' (1.12.28) 

which gives us the possibility of restoring the correct semi-classical 
distribution of wavefunction nodes: 

(1.12.29) 

Strictly speaking, equations (1.12.12) and (1.12.13) from which the 
results (1.12.27) and (1.12.29) were obtained are valid only in the quasi­
classical limit when the number K is large (see formula (1.12.23)). In 
this limit the charge of the liquid situated in the right hand well is not 
negligibly small; the expression in the curly brackets in (1.12.13) differs 
from zero and is of order K 413 / M413 . This gives us a true leading term of 
the semi-classical expansion for E. 

However, it is evident that equations (1.12.12) and (1.12.13) cannot 
always be true since they do not contain any information about the second 
parameter a entering into the potential (1.12.3). This parameter was simply 
lost in the derivation of these equations! This happened when we made the 
transition from the discrete formulas (1.12.6), (1.12.7) to their continuous 
analogues (1.12.8) and (1.12.9). Indeed, considering the limit M -+ oo we 
have taken .:\ = 1 neglecting the correction which, according to (1.12.2), 
depends explicitly on a. Besides, replacing the sums entering into (1.12.6) 
and (1.12.7) by the integrals, we have neglected the corrections to the 
Euler-McLaurin summation formula. In principle, all these corrections are 
essential for performing a correct passage to the limit M -+ oo. However, 
if K ~ 1 they are relatively small (of order k ), and therefore the leading 
term of the semi-classical expansion found from equations (1.12.12) and 
(1.12.13) turned out to be true. Of course, if we want to obtain the next 
terms of the semi-classical expansion or describe the low excitations in the 
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model (1.12.3) the corrections must be taken into account. In this case, 
the improved equations (1.12.12) and (1.12.13) become more complicated; 
however, they can be solved by means of a simple iteration procedure which 
leads to correct results for the spectrum in the model (1.12.3) (Maglaperidze 
and Ushveridze 1989b ). An example of such a calculation will be considered 
in detail in chapter 2. 

1.13 The Infeld-Hull factorization method and quasi-exact 
solvability 

In this section we show that the model of the quasi-exactly solvable sextic 
anharmonic oscillator (1.4.13) discussed in the preceding sections can be 
used as a starting point by constructing new quasi-exactly solvable models, 
the potentials of which are expressed in terms of rational functions (Shifman 
1989b, Ushveridze 1989d, g). 

This can be done by means of the so-called Infeld-Hull factorization 
method (Infeld and Hull1951), the basic idea of which can be formulated 
as follows. 

Let V(x) be a potential of the quasi-exactly solvable model (1.11.1) 
for which M + 1 explicit solutions E21c+p and tP21c+p(x), k = 0, 1, ... , M 
are known. We can write: 

{- ::2 + V(x)} = E2k+ptP2k+p(x). 
Taking k = 0 in (1.13.1) we obtain the relation 

1/>~(x) = [V(x)- Ep] tPp(x), 

from which it follows that 

where 

(1.13.1) 

(1.13.2) 

(1.13.3) 

1/>~(x) 
Yp(x) = tPp(x)" (1.13.4) 

Substituting (1.13.3) into (1.13.1) and taking into account that 

-::2 + y;(x) + y;(x) = [Yp(x) + :x] [Yp(x)- :x], (1.13.5) 

we can rewrite the equation (1.13.1) in the following factorized form: 

[Yp(x) + :x] [Yp(x)- :x] tP21c+p(x) = (E2k+p- Ep)tP21c+p(x).(1.13.6) 
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Now let us act by the operator Yp(x)- :x on (1.13.6). This gives: 
[ Yp (X) - :X] [ Yp (X) + :X] [ Yp (X) - :X] vJ2k+p (X) 

= (E2k+p- Ep) [Yp(x)- :x] vJ2k+p(x). 

Using the relation 

[vp(x)- :x] [vp(x) + :x] =- ::2 - v;(x) + v;(x), 

we can rewrite equation (1.13.7) in the following final form: 

where 

v 

and 

Ep + v;(x)- v;(x) 
V(x)- 2y~(x) 

[)2 
V(x)- 2 fJx 2lnV)p(x) 

X 

J vJ2k+p(x)V)p(x) dx 
(E2k+p - Ep) -_oo ______ _ 

vJp(x) 

(1.13.7) 

(1.13.8) 

(1.13.9) 

(1.13.10) 

(1.13.11) 

From {1.13.11) it follows that ;fp(x) = 0. Therefore, the normalizable 
functions ;J2k+p(x) correspond to the values k = 1, ... ,M. Thus, we have 
obtained a new quasi-exactly solvable model with the potential V( x) having 
only M exact solutions ;J2k+p ( x) corresponding to the old eigenvalues E2k+p 
with x = 1, ... , M. 

The explicit form of this model and its solutions can be obtained by 
substituting expressions (1.11.1) and (1.11.2) into (1.13.10) and (1.13.11). 
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This gives: 

V(x) 

{1.13.12) 

and 

{1.13.13) 

where by eKi and eoi we have denoted the number e corresponding to the 
solutions 1P2K+p(x) and 1/lp{x) of the initial quasi-exactly solvable model 
(1.11.1). 

Now let us study model {1.13.12) and the corresponding solution 
{1.13.13) from a physical point of view. 

First of all, remember that all numbers eoi are negative since they 
correspond to the lowest energy level with parity pin model {1.11.1) (the 
explanation of this fact was given in section 1.11). From the negativity of 
the numbers eoi it follows that the potential {1.13.12) is regular for any 
x :f:. 0. If p = 0, it is regular even at the point x = 0 and has the form of 
a smooth potential well of an infinite depth {see figure 1.16a). However, if 

v v 
V(x) V(x) 

X X 

a) b) 

Figure 1.16. The form of the potential (1.13.12) for a) p = 0 and b) p = 1. 

p = 1, the potential is singular at the point x = 0 and has the form of two 
separated potential wells as depicted in figure 1.16b. Since the potential 
barrier at the origin is not penetrable for the particle, we come to two 
mirror-like Schrodinger problems on the negative and positive half axes. 
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Now let us discuss the wavefunction properties in the resulting models. 
From (1.13.13) it follows that all wavefunctions :;f2K+p(x) have poles at 
points x = ±J2e0;. Since all points ~oi are negative, the wavefunctions are 
regular on all the real x-axis. 

Note that for p = 0 the functions (1.13.13) are odd. Therefore they 
describe only energy levels of odd parity. To obtain a correct numbering 
of the levels in this case, let us consider the last formula {1.13.11) which 
becomes in our case 

X 

- 1 J 1/J2K( X) ~ 1/Jo (X) 1/J2K( X )'1/;o( X) dx. (1.13.14a) 
-00 

From the sign-definiteness of the ground state wavefunction 1/;0 ( x) and also 
from the fact that the function 1/;2x ( x) has 2K nodes it follows immediately 
that the function ¢2x(x) has only 2K -1 nodes on the real x-axis and, thus, 
describes the (2K -1)th excitation in the model (1.13.12). This leads us to 
the assertion that the quasi-exactly solvable sector in the model (1.13.12) 
with p = 0 is formed by the levels with numbers 1, 3, ... , 2M- 1. 

When p = 1 the wavefunctions (1.13.13) are even, but this fact is not 
important for us, since only the parts of the wavefunctions defined on the 
negative (or positive) x-axes have a physical meaning. In this case formula 
(1.13.11) has the form: 

X 

¢2K+1(x) = 1/; 1~x) j 'I/;2K+1(x)-rjJ1(x) dx. {1.13.14b) 
-00 

We know that the function 1/;1 ( x) is sign-definite on the negative half axis 
and that the function 1/;2x + 1 ( x) has K nodes there. From this it follows 
that the function ;f2x + 1 ( x) has exactly K - 1 nodes on the negative half 
axis and, thus, corresponds to the (K- l)th excitation. This enables us 
to assert that the quasi-exactly solvable sector in the model (1.13.12) with 
p = 1 consists of levels with the numbers 0, 1, ... , M- 1. 

The Infeld-Hull factorization procedure described above has a 
very transparent interpretation within Witten's supersymmetric quantum 
mechanics (Witten 1982). 

Indeed, due to the Z2 symmetry (x---> -x) the quasi-exactly solvable 
equation for (1.4.13) can be considered as an equation on the (positive) half 
axis x E [0, oo] with the boundary conditions 

1/;'(0) = 0, 1/;(oo) = 0, (1.13.15a) 
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for p = 0, and 

1/>(0) = 0, 1/>(oo) = 0, (1.13.15b) 

for p = 1. In both these cases the Schrodinger problem is well defined 
and the corresponding hamiltonians are hermitian. In terms of the new 
boundary conditions the models (1.4.13) can be interpreted as the quasi­
exactly solvable models of orders M + 1 in which the energy levels with the 
numbers 0, 1, ... , Mare known exactly. 

Following Shifman (1989b) note that the hamiltonian of each of these 
models can be considered as "one half" of Witten's hamiltonian 

H - Q2- Q2 
- 1- 2> (1.13.16) 

where Q1 and Q2 are supercharges: 

(1.13.17) 

By reconstructing the missing "other half", we obtain a fully supersymmet­
ric system with "bosonic" and "fermionic" sectors. The hamiltonian acting 
in the "fermionic" sector - let us call it the daughter hamiltonian - has 
the same energy eigenvalues as the original one. Moreover, the eigenfunc­
tions of the daughter hamiltonian are obtained from those of the original 
hamiltonian by applying supercharge. Since M + 1 levels of the original 
hamiltonian are exactly derivable, the same is valid for the daughter sys­
tem. More exactly, we get explicitly M levels, because the ground state is 
annihilated by the supercharge, provided that supersymmetry is not bro­
ken spontaneously. Here we have considered only the case of the unbroken 
supersymmetry, since only in this case does the whole construction yield 
a normalizable wavefunction. As a result we obtain a new quasi-exactly 
solvable system having M energy levels which can be constructed exactly. 
As in the initial case there are the ground state, the first excitation, ... , 
and the (M- 1)th excitation. 

Obviously, this procedure can be repeated further. In fact, we know 
the ground state for the daughter hamiltonian, and hence we can construct 
a new supersymmetric pair of pc-,tentials. The potential V( x) will now play 
the role of the original potential, and starting from this, we shall get the 
"daughter-daughter" potential V(x), in which we shall know M -1 energy 
levels, and so on. For a given M this procedure will be exhausted on the 
Mth step when we come to the model for which only one (the ground state) 
energy level is known. 
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1.14 The Gelfand-Levitan equation. Extensions of quasi-exactly 
solvable problems 

In the preceding section we have described the method of expanding the 
class of quasi-exactly solvable models of type (1.4.13). Obviously, this 
procedure has a quite general character and can be applied to any quasi­
exactly solvable model of one-dimensional quantum mechanics. 

Note, however, that models obtained by means of this procedure are 
"poorer" than the initial model. Indeed, as we have seen, starting with 
the two-parameter class of quasi-exactly solvable models of order M + 1 we 
obtained a new two-parameter class of models, the order of which is only 
M. Therefore, on the Mth step this procedure is exhausted. 

In this section we will discuss another procedure that gives the 
possibility of obtaining richer classes of quasi-exactly solvable problems. 
We show that starting with the L-parameter class of one-dimensional quasi­
exactly solvable models of order M + 1 it is possible to obtain a new 
(L + M +I)-parameter class of quasi-exactly solvable models of the same 
order M + 1. This gives us a convenient tool for constructing wide classes of 
such models, parametrized by an arbitrarily large number offree parameters 
(Ushveridze 1991a). 

This procedure is based on the use of the so-called Gelfand-Levitan 
equations (Gelfand and Levitan 1951), which until now have been used only 
for expanding the classes of exactly solvable problems (see e.g. McKean and 
Trubowitz 1981, Levitan 1987, Poschl and Trubowitz 1987). 

First of all, let us recall some statements of the standard Gelfand­
Levitan approach. For this purpose we consider again the model (1.4.13) in 
which we know exactly M + 1 wavefunctions tP2k+p ( x) and the corresponding 
energy levels E2k+P• x = 0, ... , M. One can write as before 

(1.14.1) 

The Gelfand-Levitan method allows us to construct a class of new 
Schrodinger equations 

(1.14.2) 

with the same spectrum. The daughter potential V(x) and the functions 
:;f2k+p ( x) satisfying this equation can be determined from the following 
simple relations: 

- d V(x) = V(x) + 2 dx K(x, y) (1.14.3) 
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and 
X 

-¢'2k+p(x) = 1P2k+p(x) + J K(x,y)1P2k+p(Y) dy, (1.14.4) 
-oo 

where K(x, y) is a solution of the Gelfand-Levitan equation 

X 

K(x,y) + Q(x,y) + J K(x,z)Q(z,y) dz = 0 (1.14.5) 
-oo 

with the kernel 

00 

Q(x,y) = L:-rn1Pn(x)1Pn(Y), (1.14.6) 
n=O 

in which 'Yn are arbitrary constants. The summation in (1.14.6) is 
performed over all eigenfunctions of the initial hamiltonian (1.4.13). 

Now let us assume that the numbers 1n differ from zero only for the 
known levels. In our case these are levels with the numbers n = 2k + p, 
where k = 0, ... , M. This leads us to the following (degenerate) kernel 
(1.14.6): 

M 

Q(x, y) = L ck1P2k+p(x)1P2k+p(Y) (1.14.7) 
k=O 

with Ck = 12k+p. 
Substituting (1.14.7) into the Gelfand-Levitan equation (1.14.5) and 

seeking the function K ( x, y) in the form 

M 

K(x,y) = Lfk(x)1P2k+p(Y), (1.14.8) 
k=O 

we come to the following system of equations for the coefficient functions 
fk(x): 

M X 

fk(x) + Ck1P2k+p(x) + ck Lfl(x) j 1P2l+p(z)1P2k+p(z) dz, 
1=0 -00 

X = 0, ... , M {1.14.9) 
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which, evidently, can be solved algebraically. The result has the form: 
II: 

M 
K(:c,y) = - E 

n,m=O 
ll6nm + Cn J ¢2n+p(z)t/12m+p(z) dzll-l 

-oo 

(1.14.10) 

Substituting (1.14.10) into formulas (1.14.3) and {1.14.4) we obtain 

V(:c) = V(:c)- 2 ::2 lndet ll6nm + Cn j ¢2n+p(z)¢2m+p(z) dzll 
-oo 

(1.14.11) 

and 

= ¢2n+p{:c) 
M ~~: 

- L ll6nm + Cn J ¢2n+p{z)¢2m+p(z) dzl!- 1cm ¢2m+p(:c) 
l,m=O _00 

II: 

X J ¢2m+p(z)¢2n+p(z) dz. (1.14.12) 
-oo 

Thus, we have obtained a class of daughter potentials and 
corresponding solutions in explicit form. From (1.14.11) it follows that this 
class is parametrized by M + 1 additional parameters co, c1, ... , CM. The 
largest ((M + I)-parameter) class arises when all these parameters differ 
from zero. In the opposite case, when they are all equal to zero, it reduces 
to the old (initial) model (1.4.13). In the simplest non-trivial case, when 
only one parameter c0 differs from zero, formulas (1.14.11) and (1.14.12) 
take an especially simple form: 

and 
II: 

co I 1/lp(z)¢2k+p(z) dz 
~2k+p (:c) = ¢2k+p (:c) - 1/lp (:c) _-..:..:oo=------,:-1& ----

1 +co I 1/l~(z) dz 
-oo 

(1.14.13) 

(1.14.14) 
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In this case we have a three-parameter class of quasi-exactly solvable models 
and formula (1.14.13) describes a continuous deformation of the initial 
model (1.4.13) into the other models of this class. We see that for any 
co satisfying the constraint 

1 
(1.14.15) 00 ~co< oo 

J lf!~(z) dz 
-oo 

the wavefunctions (1.14.14) are normalizable and satisfy the needed 
boundary conditions. 

1.15 Summary 

Let us now summarize the results obtained above for the sextic anharmonic 
oscillator with the potential (1.11.1), in which a and b are real continuous 
parameters, M is an arbitrary non-negative integer and p takes the values 
0 and 1. 

1. If a = 0 this model reduces to a simple harmonic oscillator with the 
frequency b. 

2. If a # 0 potential (1.11.1) describes a quasi-exactly solvable model 
of order M + 1. For any given M it has M + 1 exact solutions corresponding 
to states with the numbers 2K + p, K = 0, 1, ... , M. The spectrum of this 
model can be expressed in terms of the parameters {i which play the role 
of the wavefunction zeros and satisfy the system of numerical equations 
(1.11.4). 

3. It is possible to observe explicitly many non-perturbative effects in 
the model (1.11.1): the convergence of the perturbation series in a, the 
quasi-crossing of the energy levels, the plaiting of the levels in the complex 
a-plane, the Bender and Wu singularities, and so on. 

4. If a""' M-!, b- 4MS and M-+ oo, the model (1.11.1) reduces to 
the exactly non-solvable model of the quartic anharmonic oscillator. 

5. Model (1.11.1) can be used as a zero-order approximation by 
constructing perturbation theory. For any given perturbation, the terms 
of the perturbative expansion can be obtained explicitly in quadratures. 

6. Model (1.11.1) can be viewed as a spherically non-symmetric 
quantum top in an external magnetic field. The parameters a, b, M and 
p determine the strength of this field. Simultaneously, the parameter M 
determines the spin of the top which is a semi-integer: s = If. In this 
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language the order of quasi-exact solvability is equal to the dimension of 
spin space: M + 1 = 2s + 1. 

7. Model (1.11.1) can be considered as a result of a separation 
of variables in the spherically non-symmetric two-dimensional harmonic 
oscillator with degenerate spectrum. The parameter a determines the 
frequencies of this oscillator which are equal to a and 2a. The second 
parameter b describes the form of the oscillator wavefunction for which 
separation of variables is possible, and the integer parameters M and p 
determine the index of the corresponding energy level. The order of quasi­
exact solvability, M + 1, is equal to the degree of degeneracy of this energy 
level. 

8. Model (1.11.1) is also connected with the completely integrable 
Gaudin model, which can be solved exactly in the framework of the Bethe 
ansatz method. In this case, parameters a, b and p determine an infinite­
dimensional representation of the Gaudin algebra. The parameter M is 
now the number of elementary excitations in the Gaudin model. The 
wavefunction zeros {; play the role of the "rapidities" of these excitations 
and their spectral equations (1.11.4) coincide with the Bethe ansatz 
equations. The order of quasi-exact solvability, M + 1, is the dimension 
of the irreducible representation of the hidden symmetry group for the 
Gaudin model. 

9. Model (1.11.1) is equivalent to a system of M two-dimensional 
Coulomb particles moving in an external electrostatic field. The parameters 
a, b and p determine the strength of this field. The non-negative integer M 
coincides with the number of particles, the wavefunction zeros {; play the 
role of the coordinates of these particles, and the spectral equations (1.11.4) 
coincide with the equations for their equilibrium. The order of quasi-exact 
solvability, M + 1, is the number of different equilibrium positions of the 
particles. 

10. The hamiltonian of the model (1.11.1) can be interpreted as a 
hamiltonian of the bosonic sector in Witten's supersymmetric quantum 
mechanics. The construction of the fermionic sector is possible and leads 
to a new quasi-exactly solvable model of order M, the potential of which is 
expressed in terms of rational functions. 

11. The model (1.11.1) can be viewed as a starting point for 
constructing wide classes of other quasi-exactly solvable models of the same 
order. This can be done by means of the Gelfand-Levitan equation method. 

This list IS schematically depicted m figure 1.17. The scheme 
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Figure 1.17. The problems of theoretical physics appearing by the study of 
quasi-exactly solvable models of anharmonic oscillators. 

clearly demonstrates that model (1.11.1) has extremely rich physical and 
mathematical properties, can be discussed from various points of view 
and, beyond any doubt, is a very interesting object to study. Especially 
important for us were various hidden group-theoretical (Lie-algebraic) 
properties of model (1.11.1) discussed in sections 1.4, 1.6 and 1.8. The 
analysis of these properties allowed us to give simple answers to the 
question: "why is this model quasi-exactly solvable?" In turn, the answers 
led us to the possibility of formulating simple group-theoretical methods 
of constructing quasi-exactly solvable models. In the present chapter we 
formulated only the basic ideas of these methods. In the next chapters we 
will discuss these methods in more detail and show that they lead to wide 
classes of various quasi-exactly solvable models, both one dimensional and 
multi-dimensional. 
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1.16 Historical comments 

Let us make a few remarks about the history of the problem. Following the 
work of Singh et al (1978) devoted to the explicit construction ofthe ground 
state solution for the sextic anharmonic oscillator many people started 
feeling happy even when a single solution of the Schrodinger equation with 
a non-trivial potential acquired an elementary form. The construction of 
such solutions was extended by Magyari (1981), Gershenson and Turbiner 
(1982), Rampal and Datta (1984) and Leach et al (1989) to arbitrary 
polynomials. In this connection we mention also an interesting work of 
Taylor and Leach (1989) in which two-dimensional models with polynomial 
potentials are discussed. During the later development the interest in 
polynomial forces was complemented by studies of various non-polynomial 
interactions (Flessas 1981, 1982, Znojil1983, 1984, Blecher and Leach 1987, 
Hislop et al 1990) and strongly singular potentials (Znojil1982). 

The first non-trivial model with two exactly calculable energy levels 
and with a potential expressed in terms of hyperbolic functions was 
obtained heuristically by Razavy (1981). A model with similar properties 
but with a polynomial potential was found by Leach (1984, 1985). 
Other examples of quantum models admitting several exact solutions 
and characterized by non-polynomial potentials were discussed by Blecher 
and Leach (1987), Gallas (1988), Vanden Berghe and De Meyer (1989), 
Lakhtakia (1989) and Znojil (1990). For more details see the recent paper 
of Znojil and Leach (1992). 

The term "quasi-exact solvability" was introduced in the work of 
Turbiner and Ushveridze (1986), where two-dimensional quasi-exactly 
solvable models with degenerate spectra were considered and studied. 

The first examples of infinite series of one-dimensional models with 
arbitrary, arbitrarily large, exactly calculable segments of the spectrum 
were given by Zaslavsky and Ulyanov (1984) (for the hyperbolic potentials), 
Bagrov and Vshivtsev (1986) (for the exponential potentials) and Turbiner 
and Ushveridze (1987) (for the polynomial potentials). Then individual 
infinite series of models with potentials expressed as powers of exponential, 
hyperbolic and trigonometric functions were found by Turbiner (1988b ). 
The list of one-dimensional quasi-exactly solvable models was further 
extended significantly by Ushveridze (1988c, 1). In particular, this author 
found new models with singular trigonometric and hyperbolic potentials, 
and also a series of models with potentials involving elliptic functions. The 
existence of a finite series of quasi-exactly solvable models was pointed out 
in that study. In this connection it is also worth mentioning the papers 
(Ushveridze 1988k, o, p, 1989d) in which the existence of an infinitely 
(functionally) large number of quasi-exactly solvable models of not more 
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than fourth order was proved. 
The first examples of multi-dimensional quasi-exactly solvable models 

have been considered by the same author (Ushveridze 1988c, k, m). In 
these papers, the example of an infinite-dimensional quasi-exactly solvable 
model was also discussed in detail. Other methods of constructing multi­
dimensional quasi-exactly solvable models of limited order are given by 
Ushveridze (1989c). 

The next stage in the history of quasi-exact solvability is characterized 
by attempts to understand this phenomenon and to formulate general 
principles allowing the construction and investigation of all possible quasi­
exactly solvable models. These attempts led to the development of two 
fundamentally different approaches, which we shall refer to as the algebraic 
and analytic approaches. 

The algebraic approach, formulated by Turbiner (1988a) for the one­
dimensional case and generalized by Shifman and Turbiner (1989) to the 
case of an arbitrary dimension, is based on the observation that finite­
dimensional representations of Lie algebras can be used for generating 
various quasi-exactly solvable models. Note that the same idea was 
formulated independently in the paper of Kamran and Olver (1990) which 
appeared a little later. The essence of this idea can be formulated as follows. 

Let I; be generators of a certain finite-dimensional representation 
of a Lie algebra £. Then the spectral equation for the operator H = 
aiJ:Ii I" + biii, acting in the corresponding representation space, is finite 
dimensional and can be solved algebraically for any numbers a;~: and b;. It 
is known that representations of Lie algebras can be realized in the space 
of polynomial functions depending on D = t( dim £ - rank £) variables 
(Kirillov 1972, Kostant 1977, 1979, Hurt 1983). In this case, the generators 
of the representations take the form of D-dimensional first-order differential 
operators. For this reason the spectral equation for H can be interpreted as 
a certain D-dimensional second-order differential equation. If its reduction 
to Schrodinger form is possible, we obtain as a result the D-dimensional 
quasi-exactly solvable model. The number of exactly calculable energy 
levels in this model is equal to the dimension of the representation. Note 
also that the spectral operator H can be treated as the hamiltonian of 
a quantum top, based on the algebra £. Thus, the algebraic approach 
establishes the connection between quantum tops and quasi-exactly solvable 
models of quantum mechanics. 

There exists only one algebra that leads to one-dimensional quanta! 
problems. This is the algebra s/(2). Its representation with "spin" j 
has dimension 2j + 1 and can be realized in the space of polynomials of 
order 2j. The corresponding generators have the form (1.6.16). The one­
dimensional case was discussed in detail by Thrbiner (1988a). (See also 
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the recent paper of Gonzalez-Lopez et al (1993b) in which the problem 
of normalizability of solutions of one-dimensional quasi-exactly solvable 
models is discussed.) Later, in the papers of Shifman and Turbiner 
(Shifman and Turbiner 1989, Shifman 1989a) a number of two-dimensional 
quasi-exactly solvable models, corresponding to the algebras s/(3), so(3) 
and s/(2) $ s/(2) has been considered. In the same papers, the authors 
discussed supersymmetric quasi-exactly solvable models, connected with 
finite-dimensional representations of graded Lie algebras. The exhaustive 
analysis of all two-dimensional quasi-exactly solvable models is given in the 
series of papers by Gonzalez-Lopez et al {1991a, b, 1992a, b). 

The algebraic approach is attractive primarily because of the simplicity 
of the idea on which it is based. It is worth stressing that the final 
formulation of this approach preceded studies by Zaslavsky and Ulyanov 
(1984), Bagrov and Vshivtsev (1986), Zamolodchikov (1987), who discussed 
similar ideas. Unfortunately, the algebraic approach is, apparently, not 
universal, since it cannot be used to describe all quasi-exactly solvable 
models (Shifman 1989b, c, Ushveridze 1988o, 1992). 

The analytic approach was formulated by the present author 
(Ushveridze 1988c, d, h, 1989c). It is based on the observation that 
quasi-exactly solvable equations can be viewed as equations with several 
spectral parameters, some of which are involved in the potential {for 
example, the parameter M in (1.11.1)), while one plays the role of the 
"energy" parameter. If the spectra of the "potential" spectral parameters 
are degenerate with respect to the spectrum of the "energy" parameter, 
the model is quasi-exactly solvable and its order is equal to the degree of 
degeneracy. Therefore, the construction of quasi-exactly solvable models 
reduces to the problem of constructing multi-parameter spectral equations 
and studying degeneracies in their spectra. This problem can be solved 
by means of purely analytic methods. It turns out that the mathematical 
techniques used in solving this problem are very similar to those used in 
the quantum theory of completely integrable models of magnetic systems 
based on Lie algebras, and also in the classical multi-particle Coulomb 
problem, so that three seemingly unrelated branches of quantum and 
classical physics are seen to be equivalent. The reason is that the allowed 
values of the "potential" and "energy" spectral parameters of the multi­
parameter spectral equation under consideration can be interpreted as 
the eigenvalues of certain commuting operators with exactly calculable 
spectra. The degeneracy responsible for quasi-exact solvability is present 
because of a hidden symmetry in the problem under which the "potential" 
operators are invariant, while the "energy" operator is not. The full set 
of "potential" and "energy" operators can be thought of as the integrals 
of motion of some completely integrable system. In this sense, all the 
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quasi-exactly solvable models ansmg in the framework of the analytic 
approach turn out to be equivalent to completely integrable so-called "s/{2) 
Gaudin magnetic systems" , based on infinite-dimensional representations of 
algebras s/{2) EB ... EB s/(2) and their contractions. These systems permit 
exact solutions with the help of the algebraic Bethe ansatz method. The 
Bethe equations coincide with the equations determining the spectra of 
quasi-exactly solvable models. They also coincide with the equilibrium 
equations for a system of classical two-dimensional Coulomb particles in 
an external electrostatic field, so that the spectral problem for quasi­
exactly solvable models can be posed in purely classical language. If 
the order of such a model tends to infinity, a non-exactly solvable model 
arises. Therefore, the equivalence between the problems in non-relativistic 
quantum mechanics, the theory of completely integrable quantum spin 
models and classical multi-particle Coulomb systems, discussed for the 
quasi-exactly solvable case, is also preserved in the non-exactly solvable 
case. 

Further development of the analytic approach led to a more thorough 
understanding of the problem and stimulated the creation of a new algebraic 
approach, based on the use of generalized Gaudin models connected with 
arbitrary simple Lie algebras (Ushveridze 1988d, f, i, n, 1989c, 1990a, 1992, 
Maglaperidze and Ushveridze 1989a, b, 1990). As in the simplest s/{2) case, 
these models are completely integrable and their spectral problems can be 
solved exactly in the framework of the Bethe ansatz method. 

The connection between the generalized Gaudin models and quasi­
exactly solvable ones is caused by the fact that the Hilbert space in 
which the Gaudin operator acts can be represented as a direct sum 
of invariant finite-dimensional subspaces. Therefore, the initial Gaudin 
spectral equation having an infinite exactly calculable spectrum breaks up 
into an infinite series of equations with a finite number of exactly calculable 
eigenvectors and eigenvalues. Thus, we obtain an infinite set of quasi­
exactly solvable algebraic equations. The next step is to reduce each of these 
equations to differential form. This can be done by substituting differential 
realizations of generators of Lie algebras into the Gaudin operator and 
projecting it on each of the finite-dimensional invariant subspaces of the 
Hilbert space. It turns out that the projection procedure is equivalent to 
the procedure of partial separation of variables in a differential version of 
the Gaudin spectral problem. As a result, we obtain an infinite set of quasi­
exactly solvable differential equations, parametrized by multiplets of non­
negative integers, enumerating the invariant finite-dimensional subspaces 
and, simultaneously, playing the role of separation constants. The final step 
is to rewrite the obtained equations in Schrodinger form. We note that, as 
in the case of the algebra s/{2), the spectral problems thus obtained allow 
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the reformulation in terms of a classical multi-particle Coulomb problem. 
However, in contrast to the s/(2) case, the quasi-exactly solvable models 
connected with the higher Lie algebras turn out to be equivalent to the 
systems of vector-charged particles. 

It is worth stressing that in both the algebraic and analytic approaches, 
multi-dimensional quasi-exactly solvable equations describe, as a rule, the 
quantum mechanics on non-trivial curved manifolds. In special cases when 
the curvature vanishes, we obtain an ordinary quantum mechanics in a 
flat space. Note also that Lie algebras arise naturally, but in completely 
different manners, in both approaches. Representations of these algebras 
used in the author's approach are not finite dimensional as in Turbiner's 
scheme, but infinite dimensional. The connection between these approaches 
has been discussed by Maglaperidze and Ushveridze (1989a) and Ushveridze 
(1990a, 1992). 

Finally note that the recent progress in the theory of quasi-exact 
solvability is associated with the discovery of intriguing parallels between 
the quasi-exactly solvable problems of quantum mechanics and two­
dimensional conformal field theories. These parallels allow one to use 
quanta} methods in conformal field theories and vice versa. The observation 
of a natural connection between quasi-exactly solvable models in quantum 
mechanics and conformal field theories was first made in the paper by 
Morozov et al (1990). A new impetus in this line of research is given by two 
recent studies by Gorsky (1991) and Gorsky and Selivanov (1992). The first 
paper explicitly demonstrates that the so-called decoupling equations for 
the conformal blocks in a special class of conformal field theories identically 
coincide with the quasi-exactly solvable equations for wavefunctions derived 
by Ushveridze (1989c). Moreover, the computation of the conformal weights 
is explicitly reduced to that of the corresponding eigenvalues. Finally, 
probably the most remarkable observation concerns a quanta} analogue of 
the operator product expansion (fusion rules) of conformal field theories. 
The fact that there should exist a relation between wavefunctions in 
quasi-exactly solvable models playing the same role as the fusion rules in 
conformal theories has been conjectured by Morozov et al (1990). The 
issue, however, has not been traced in detail, and the conjectured form of 
the relation turned out to be unrealistic. Gorsky (1991) has proved that 
the quasi-exactly solvable analogue of the conformal fusion rules is a set 
of fusion rules in the parameter space which gives a limiting expression for 
the wavefunction in a given quasi-exactly solvable model in terms of the 
corresponding wavefunction of a daughter exactly solvable system. A very 
detailed review of the results concerning the relationship between quasi­
exactly solvable models and conformal field theories has been written by 
Shifman (1992). 
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Summarizing, one can conclude that the theory of quasi-exactly 
solvable models is cross-disciplinary in the full sense of the word. Indeed, 
in this theory are naturally entwined such branches of mathematical 
physics as group theory, differential geometry, quantum mechanics, the 
theory of quantum tops, two-dimensional classical electrostatics, two­
dimensional conformal field theory, and also the theory of completely 
integrable magnetic systems with all its mathematical techniques. It is 
worth noting that there exists a number of other methods of constructing 
quasi-exactly solvable models (see e.g. Shifman 1989b, c, Ushveridze 1989c, 
h, 1991a, b), which, probably, will be included in the coming more general 
theory. The main aim of this book is to discuss all the methods known at 
present. 



Chapter 2 

Simplest analytic methods for 
constructing quasi-exactly solvable 
models 

2.1 The Lanczos tridiagonalization procedure 

In this chapter we discuss some simplest analytic methods of constructing 
one- and multi-dimensional quasi-exactly solvable models with rational 
or, more precisely, with quasi-polynomial potentials. We shall call a D­
dimensional potential "quasi-polynomiaf' if it consists of two parts, one 
of which is an ordinary polynomial in D coordinates x~, while the second 
is a linear combination of D singular terms x; 2 • Remember that these 
potentials naturally arise in many problems of quantum mechanics as a 
result of separation of variables in multi-dimensional toroidal coordinates. 
In particular, in the one-dimensional case they describe so-called radial 
Schrodinger equations appearing after the separation of variables in multi­
dimensional anharmonic oscillators with spherical symmetry. 

We start our discussion with the one-dimensional case. We consider 
the potential 

(2.1.1) 

defined on the half-axis x E [0, oo] and show that it describes a quasi­
exactly solvable model of order M + 1 if the parameters a:, 'Y and u satisfy 
the following condition 

82 

-~ + if+:;= M + 1, M = 0,1,2, .... 4-y v 4 -r u 
{2.1.2) 
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Below, for the sake of convenience, we shall use more suitable 
parametrization 

(2.1.3) 

in which condition (2.1.2) becomes especially simple: 

J.l = M, M = 0, 1, 2, .... (2.1.4) 

In this case the hamiltonian for the model (2.1.1) can be written as 

(2.1.5) 

The method to be discussed here (Ushveridze 1988k, 1989a) is based 
on the observation that for any a, 'Y and u it is possible to build a basis in 
the Hilbert space in which the squared hamiltonian (2.1.5), H 2 , takes an 
explicit tridiagonal form. This gives us the possibility of finding conditions 
for a, 'Y and u when two given hermitian conjugated off-diagonal elements of 
the hamiltonian matrix vanish, after which the matrix takes block-diagonal 
form, and the model (2.1.1) becomes quasi-exactly solvable. 

In order to construct the needed basis let us introduce the trial function 

(2.1.6) 

and consider the sequence 

!f'n(x) = (H2t!f'o(x), n=0,1,2, ... , (2.1.7) 

the terms of which can be represented in the form 

n = 0, 1, 2, ... , (2.1.8) 

where Pn(t) are certain polynomials of order n. Note that all functions 
(2.1.8) reproduce the asymptotic properties of exact wavefunctions in both 
large- and small-x limits. 

Now, let us orthogonalize sequence (2.1.8) using the standard Gram­
Schmidt procedure. The nth orthonormalized function, which we denote 
by ¢n ( x), is a linear combination of the first n functions !f'n ( x). Hence, 

n=0,1,2, ... , (2.1.9) 
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where Qn(t) are certain other polynomials of nth order. Substituting (2.1.9) 
into the orthonormalization condition 

00 

j 1/Jn(x)</Jm(x) dx = c5nm 
0 

and introducing the new variable 
·I" 

(2.1.10) 

(2.1.11) 

one can see that the polynomials Qn(t) are orthogonal with the weight 

w(t) = t•-l exp ( -t), (2.1.12) 

and therefore they are the Laguerre polynomials (see e.g. Abramovitz and 
Stegun 1965). After computing the normalization coefficients we obtain 

cPn(x) 2 [~2] ~ f{n + l)(x2)•-iL(•-1) [ax4] ex (- ax4) 
f{n +c) n 4 P 4 ' 

n 0, 1, 2,.... (2.1.13) 

Our next step is to demonstrate that the squared hamiltonian H 2 has 
tridiagonal form in the basis (2.1.13). In other words, we must prove that 

00 

{H2)nm =: j ¢Jn(x)H2</Jm(x) dx = 0, if In- ml > 1. 
0 

Indeed, from the obvious expansions 
n n 

H 2¢Jn(x) = 'L,an~cH2 'Pk(x) = 'L,ank'Pk+l(x) 
k=O k=O 

n k+l n+l 

(2.1.14) 

L L ankbkm¢Jm(x) = L Cnmi/Jm(x), (2.1.15) 
m=O 

in which aik, b;k and c;k are certain coefficients, it follows that 

(H2)nm = 0 for any n > m + 1. (2.1.16a) 

Since H 2 is a hermitian operator, we have 

(H2 )nm = 0 for any m > n+ 1 {2.1.16b) 
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and, thus, assertion (2.1.14) is proved (Lanczos 1950, see also Wilkinson 
1965 and Ushveridze 1987a). 

The non-zero matrix elements of the operator H 2 can be calculated 
without difficulties by using well known properties of the Laguerre 
polynomials (see e.g. Abramowitz and Stegun 1965). The result 

(H2)nm = 32a{(s + n)(2n- JJ)2 + n(2n- 1- JJ)2} (2.1.17a) 
(H2)n,n+l = (H2)n+l,n 

= -32aJ(n + 1)(n + s)(2n- JJ)(2n + 1- JJ) (2.1.17b) 

completes the reduction of the operator H 2 to explicit tridiagonal form. 
Now note that if JJ is a non-negative integer: JJ = M = 0, 1, 2, ... , then 

the elements (H2)n,n+l and (H2)n+l,n with n = [ ~) vanish, so that the 
infinite-dimensional matrix (H 2 )nm takes block-diagonal form: 

H2 = (H2)fin 6J (H2hnf· (2.1.18) 

Here (H2)fin is a finite ([~) + 1) x ([~) + 1) block which acts in the 
(( ~] +I)-dimensional Hilbert subspace formed by all linear combinations 
of the basis functions <Po ( x), ... , <Pn ( x), n = [ ~ ]. We denote by h and 
7J(x) the eigenvalues and eigenfunctions of the finite-dimensional matrix 
(H2)fin. Then the corresponding eigenvalues and eigenfunctions of the 
initial operator H can be determined by the formulas 

E = ±vfh (2.1.19a) 

and 

1/J(x) ~ [H ± Vh]TJ(x), (2.1.19b) 

which give us exact (algebraic) solutions of the initial Schrodinger equation 
for model (2.1.5). 

Now let us consider several concrete examples corresponding to the 
cases M = 0, 1, 2, 3. 

1. Let M = 0. In this case (H2)fin is a 1 x 1 matrix: 

(2.1.20) 

and therefore formulas (2.1.19) determine one explicit solution of the 
Schrodinger equation: 

En= 0, n = 0, 
1/Jn(x) = (x 2 ) 8 - i exp (-at), n = 0. 

(2.1.2la) 

(2.1.21b) 
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We see that the wavefunction obtained has no nodes and, hence, according 
to the oscillator theorem, this solution corresponds to the ground state. It 
is normalizable if a > 0 and s > 0. The analytically continued eigenvalue 
forms the univalent Riemann surface. 

2. Let M = 1. As in the previous case, (H2)fin is a 1 x 1 matrix 

(2.1.22) 

Using formulas (2.1.19) we obtain two explicit solutions of the Schrodinger 
equation: 

En= ( -1t+l~, n = 0, 1, (2.1.23a) 

1/Jn(x) = [ax2 - ~n] (x 2) 8 - ~ exp (- a:4
), n = 0, 1. (2.1.23b) 

According to the oscillator theorem, these solutions correspond to the 
ground and first excited states, respectively. They are normalizable when 
a > 0 and 8 > 0. The energy levels continued into the complex 8-plane 
are analytic everywhere except for the point 8 = 0 in which they have a 
square-root-type branch-point singularity. At this point the levels (2.1.23a) 
are plaited and, consequently, can be treated as two different sheets of a 
Riemann surface. Wavefunctions (2.1.23b) coincide when 8 = 0. 

3. Let M = 2. Now (H2 )fin is a 2 x 2 matrix of the form: 

(H2) -II 128a8 -64ay'S II fin - -64ay'S 32a · (2.1.24) 

In this case we can construct three explicit solutions of the Schrodinger 
equation: 

(n-1)J32a(4c+1), n=0,1,2, (2.1.25a) 

ax - -x + - - 28- 1 [ 4 En 2 E~ ] 
4 32a 

x (x 2) 8 - ~ exp (- a:4 ), n = 0,1,2. (2.1.25b) 

If a > 0 and 8 > 0, the obtained solutions are normalizable and describe 
the ground, first and second excited states. We see that all levels (2.1.25a) 
continued analytically into the complex 8-plane coincide if 8 = -~. But 
only two ofthem, Eo and E 2 , are singular at this point and can be continued 
into each other. The third level E 1 is regular everywhere. This means that 
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we have two disconnected Riemann surfaces formed by the odd and even 
levels, and consisting of one and two sheets, respectively. The wavefunctions 
also coincide at the points= -i in full accordance with the previous case. 
4. Let M = 3. In this case (H2 )fin is again the 2 x 2 matrix. It has the 
form: 

2 -II 288ac -192a.j8 II (H )fin- -192a.j8 32a(s + 5) ' (2.1.26) 

which allows us to obtain four explicit solutions: 

En = (-1)[~] + 1~ 

x 5 (s + !) + ( -1)[~]V25 (s + !)2 - 9s(s + 1), 
n 0, 1, 2, 3, (2.1.27a) 

(x2)S- i exp (- a:4) 
X { 

2 s En 4 E~ - 96a( s + 1) 2 E~ [7 5] En } a x - a4x + 32 x - 384a + 8 + 12 
n 0, 1, 2, 3, (2.1.27b) 

corresponding to the zeroth, first, second and third energy levels if the 
normalization conditions a > 0 and s > 0 hold. We see that energy levels 
(2.1.27a) are singular at the points s = 0, s = -1 and s = -!± !i, in which 
the external and internal roots in (2.1.27a) vanish. As in the previous case, 
the first two singularities lie on the real s-axis, and the second two are 
located at the complex conjugated points of the complex s-plane. The four 
functions En, n = 0, 1, 2, 3 form a common Riemann surface and hence all 
the levels En described by formula (2.1.27a) can be obtained from each 
other by a simple analytic continuation. 

An analogous analysis can be carried out for the next values of M. 
It is not difficult to understand that for arbitrarily fixed M we have a 
quasi-exactly solvable model of order M + 1, in which we can construct 
algebraically M + 1 first energy levels. The wavefunctions of these levels 
have the form: 

{2.1.28) 

where PM(t) are certain polynomials of order M. 
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In conclusion, note that the introduction of the auxiliary operator H 2 

is no more than a convenient trick that allows us to observe the appearance 
of finite-dimensional blocks in the infinite-dimensional hamiltonian matrix. 
Obviously, we could work immediately with the hamiltonian H. 

2.2 The sextic oscillator with a centrifugal barrier 

Now let us consider the class of models described by the hamiltonian 

H --+ 4 4 + b2 -4a s+-+M x2 [)2 4 ( s - 1) ( s - ll) [ ( 1 ) ] 
8x2 x 2 2 

+2abx4 + a2x6 (2.2.1) 

and defined on the positive half-axis x E [O,oo]. These models (which were 
found by Turbiner (1988b)) differ from those discussed in the preceding 
section by the presence of an additional parameter b. If b = 0 then (2.2.1) 
reduces to the old hamiltonian (2.1.5). 

The model (2.2.1) is quasi-exactly solvable for any values of b. For any 
given non-negative integer M, it has M + 1 solutions which can be found 
algebraically. 

Unfortunately, the method used above for demonstrating the quasi­
exact solvability of model (2.1.5) cannot be easily generalized to the case of 
models (2.2.1). The problems arising are connected with the quartic term 
in (2.2.1) that does not permit us to reduce this hamiltonian to an explicit 
tridiagonal form. This assertion can be clarified as follows. 

Let us consider the function 

(2.2.2) 

which reproduces the asymptotic properties of exact eigenfunctions of H in 
both the small- and large-x limits and thus, is a most natural generalization 
of trial function (2.1.6). Repeating the reasoning of the preceding section 
and acting on rp(x) by the operators Hn, n = 0, 1, 2, ... , we obtain the 
sequence 

2 2 s-1 ( ax4 bx2) !;?n(x) = Pn(x ) (x ) exp -4- 2 , n = 0,1,2, ... (2.2.3) 

the elements of which, after applying the orthonormalization procedure, 
form a basis in which the hamiltonian H takes tridiagonal form. Obviously 
this procedure implies a knowledge of the polynomials depending on x2 

and being orthogonal with the weight (x4)•-l exp (- af - bx2) on the 
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positive half-axis x E [0, oo]. When b = 0, explicit expressions for 
such polynomials are known. They coincide with the classical Laguerre 
polynomials depending on x4 • The eveness of these polynomials with 
respect to x2 makes the Lanczos procedure more sensible for the squared 
hamiltonian H 2 • However, if b ::j; 0, the orthogonal polynomials can 
be constructed explicitly for the first several values of n only. General 
expressions for them are not known. This means that, in this case, explicit 
tridiagonalization of the hamiltonian matrix is impossible. 

In order to prove that model (2.2.I) is quasi-exactly solvable, we use 
another method (Ushveridze I988k). Consider the Schrodinger equation 

H'l/J(x) = E'l/J(x) (2.2.4) 

for (2.2.I) and note that a linear combination of basis functions (2.2.3), 

(2.2.5) 

can be viewed as an appropriate ansatz for this equation. Indeed, 
subsituting (2.2.5) into (2.2.4) and eliminating the common factor (2.2.2) 
in (2.2.4), we obtain a new equation for the function P(x2 ). 

(2.2.6) 

Here 

Q - -+-- +2b x-+2s +2ax x--2M. [ a2 4s- I] [ a ] 2 [ a ] 
ax2 x2 ax ax 

(2.2.7) 

Now, let us assume that M is a non-negative integer: M = 0, I, 2, .... In 
this case the differential spectral equation (2.2.6) can easily be transformed 
to an algebraic form. Indeed, if P(x2 ) is a polynomial in x2 of order M, 
then the action of the Q-operator (2.2.7) on P(x2) gives again a certain 
polynomial in x2 of the same order. Therefore, formula (2.2.6) expresses 
the equality of two polynomials of order M. Considering the coefficients 
of the polynomial P(x2 ) as components of an (M +I)-dimensional vector, 
one can treat (2.2.6) as an (M +I)-dimensional spectral matrix equation. 
In general, it has M + I different solutions. This means that the initial 
Schrodinger equation (2.2.4) has at least M +I explicit solutions of the form 
(2.2.5) and thus can be interpreted as a quasi-exactly solvable equation of 
order M +I. 

From formula (2.2.5) it follows that normalization conditions for the 
solutions hold when a > 0 and c > 0. The parameter b can be chosen 
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arbitrarily. Note also that these M + 1 solutions describe the ground state 
and first M excitations, since the polynomial P(x2 ) cannot have more than 
M zeros on the half-axis x E [0, oo). 

Now let us consider three particular cases when M takes the values 0, 
1 and 2. 

1. M = 0. Ground state. 

E 4bs, 

'1/J(x) 2(• .1. ( ax4 bx2 ) x - •) exp - 4 - 2 . 

2. M = 1. Ground state and first excitation. 

E 4bs +A, 

'1/J(x) [ A 2] 2(• l) ( ax4 bx2 ) 1- 88 x x -. exp -4-2 . 

The parameter A satisfies the following quadratic equation: 

A(A- 4b)- 32as = 0. 

3. M = 1. Ground state and first two excitations. 

E 4bs +A, 

(2.2.8a) 

(2.2.8b) 

(2.2.9a) 

(2.2.9b) 

(2.2.10) 

(2.2.11a) 

'1/J(x) [ A 2 aA 4] 2(• .1.) ( ax4 bx2 ) 1- -x - x x -. exp ---- . 
8s 2s(A-8b) 4 2 

(2.2.11b) 

In this case, the parameter A satisfies the following cubic equation: 

A[(A- 4b)(A- 8b)- 32a(2s + 1))- 64as(A- 8b) = 0. (2.2.12) 

Analogous explicit formulas can also be obtained for the next values of 
M. Note that for any fixed M, energy levels belonging to the algebraized 
part of the spectrum can be written in the form 

E = 4bs+ A, (2.2.13) 

where A satisfies a certain algebraic (secular) equation of order M + 1: 

QM+l(a,b,s;A) =0. (2.2.14) 
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As in the case of the simpler model (2.1.5), these expressions can be used 
for studying various spectral singularities in model (2.2.1). Remember 
that these so-called Bender and Wu singularities appear when two or more 
energy levels, analytically continued into the complex plane of parameters 
a, b and s, coincide. The condition of coincidence of K + 1 energy levels 
satisfying equation (2.2.14) can be written as 

QM+t(a, b, s; .\) 0, 
f) 
[),\ QM+l(a,b,s;.\) 0, 

0. (2.2.15) 

Note that the energy levels in model (2.2.1) depend non-trivially on two 
combinations of parameters a, b and s only. The third independent 
combination can easily be eliminated by means of a scale transformation. 
Therefore, the number Kin (2.2.15) cannot exceed two. Solving the system 
(2.2.15) for K = 1 and K = 2 we obtain surfaces in the three-dimensional 
complex plane of parameters a, b and s, on which the double and triple 
spectral points lie. For example, forM= 1, equation (2.2.14) has the form 
(2.2.10). Taking K = 1 we obtain the double-point surface determined by 
the equation 

b2 - 8as = 0. (2.2.16) 

If M = 2, then equation (2.2.14) takes the form (2.2.12). In this case the 
existence of both double- and triple-point surfaces are possible. Taking, for 
instance, K = 2, we obtain two equations 

b = 0, 
1 

s = --, 
4 

(2.2.17) 

determining the triple-point line (Ushveridze 1988k). 
Spectral equations for model (2.2.1) can also be rewritten in terms of 

wavefunction zeros. To this end we rewrite the ansatz (2.2.3) as: 

(2.2.18) 

Then substituting (2.2.18) into (2.2.4) we obtain the following expression 
for the energy: 

M 

E = 4b(M + s) + 8a L:e;, (2.2.19) 
i=l 
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in which the numbers e satisfy the system of numerical equations: 

M 1 s 2: e . + T - b- 2aei = 0, i = 1, ... , M. 
k=l i- Z2k <.i 

(2.2.20) 

This system can be considered as an equilibrium condition for M Coulomb 
particles with unit charges and coordinates ei moving in an external 
electrostatic field with potential 

(2.2.21) 

Here parameters a and b determine the strength of the electrostatic field at 
large distances and s is the charge of the repelling centre at the origin. This 
potential consists of two potential wells separated by a potential barrier. 
The number of particles in the right-hand well determines the number of 
excitation. 

Note that this electrostatic analogue makes it easy to construct 
trajectories in a complex parameter space, along which energy levels 
transform into other energy levels. To show this, let us assume that the 
stability condition a > 0, s > 0 is satisfied and the initial position of the 
particles corresponds to the Kth energy level. This means that K particles 
are located in the right-hand well, and M- K in the left-hand one (see 
figure 2.la). 

Consider the following trajectory in the (real) space of two parameters 
c and b. 

1. The charge s of the repelling centre decreases to zero (s ~ 0) 
while parameter b remains constant. Of course this leads to a change of 
equilibrium positions of the particles (see figure 2.1b ). 

2. The strength b of the electrostatic field increases or decreases 
(b ~ b') in such a way that K' particles have positive coordinates and 
M - K' particles have negative coordinates. Quite obviously, it is always 
possible to guarantee that K' "# K (see figure 2.1c). 

3. The charge of the repelling centre is restored (0 ~ s) while strength 
b' remains constant (see figure 2.1d). 

4. The original strength of the electrostatic field is restored (b' ~ b) 
(see figure 2.1e). 

The final configuration of the particles obviously corresponds to the 
K'th energy level. Thus, we see that rather simple trajectories in the 
two-dimensional space of parameters b and s shown in figure 2.2 realize 
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a) 
{1 {2 e. {. {o 

0 
b) 

{I {2 (3 {. {o 

0 
c) 

6 {2 {3 {. e. 
0 

d) 
{1 6 {3 e. e. 

0 
e) 

{I {2 e3 e. e. 
0 

Figure 2.1. The change of dispositions of Coulomb particles by changing the 
external parameters bands. HereM= 5, K = 1 and K' = 3. 

b 

~ Starting point. 
_.., s 

0 

Figure 2.2. The trajectory in the space of parameters b and s realizing analytic 
continuation of a given energy level into another energy level. 
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the analytic continuation of the Kth energy level into the K'th level 
(Ushveridze 1988g, 1989c). 

In conclusion, we note that in particular cases, when s = ~ and s = ~, 
the singular term in potential (2.2.1) disappears and it becomes polynomial. 
From formula (2.2.5) it follows that in these cases all wavefunctions turn out 
to be regular at zero. This gives us the possibility of extending the spectral 
problem on the whole x-axis and we regain the quasi-exactly solvable sextic 
anharmonic oscillator discussed in detail in the preceding chapter. 

2.3 The electrostatic analogue. The quartic oscillator 

As noted in the preceding chapter, the spectral problem for the exactly 
non-solvable model of the quartic anharmonic oscillator (1.3.1) (which can 
be obtained from the quasi-exactly solvable model (1.4.15) in the limit 
M -+ oo), can be reformulated in a purely classical language as the 
problem of finding the equilibrium of a charged liquid situated in an external 
electrostatic field. We demonstrated thi~ fact for high excitations, for which 
the corresponding equations of classical electrostatics become especially 
simple. The restriction to this (semi-classical) case allowed us to avoid 
many difficulties connected with the correct passage to the limit M -+ oo. 
However, in order to assert that the quantum anharmonic oscillator is really 
equivalent to a classical charged liquid, we must convince ourselves that the 
classical equations give correct quantum results for low excitations, too. 

In this section we will discuss this question considering, as an example, 
the problem of constructing the ground state in the following exactly non­
solvable model 

4(s - l)(s - ;!) 
V(x)= 4 4 +ax2 +f3x4 . x2 

(2.3.1) 

Due to the presence of an additional (singular) term, this model can be 
considered as a generalization of model (1.3.1). Therefore, any result 
obtained for (2.3.1) will be automatically valid for the ordinary quartic 
anharmonic oscillator (1.3.1). 

In order to derive the classical equations for (2.3.1), we note that this 
model can be interpreted as a limiting case of the quasi-exactly solvable 
model (2.2.5) discussed in the preceding section. Indeed, substituting into 
(2.2.5) 

4a = M-! (2/3) ~ ~ - 1(g ), 
b = M~(2f3)~~(g), 

(2.3.2a) 
(2.3.2b) 
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where 

and 

g = (2[3)2/3 

g 
.::l(g) = 1 + 3M2/3' 

and taking the limit M-oo we obtain model (2.3.1). 

(2.3.3) 

(2.3.4) 

Construction of corresponding limiting analogues of the classical 
equations (2.2.18)-(2.2.20) is a much more non-trivial procedure. Here we 
reproduce the derivation given in the paper ofMaglaperidze and Ushveridze 
(1989c). 

First of all, note that from the technical point of view it is more 
convenient to deal with a system consisting of M + 1 particles. Of course, 
the replacement of M by M + 1 in formulas (2.2.18)-(2.2.20) cannot change 
the limiting result appearing when M = oo. The equilibrium conditions for 
the (M + 1)-particle Coulomb system are described by equations (2.2.20) 
which, after using formulas (2.3.2), take the form 

i = 0, ... , M (2.3.5) 

where the numbers ei are enumerated in increasing order: 

(2.3.6) 

Taking 

(2.3.7) 

we rewrite system (2.3.5) as 

This system can be easily reduced to integral form. For this purpose we 
introduce the continuous variable 

). = _j_ 
M 

(2.3.9) 
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and the continuous function 

Using the Euler-McLaurin summation formula for (2.3.8) we find: 

'/ <{]') ~ t;(v) + J t;(.l) ~ t;(v) 
0 >.+if 

1 [ 1 1 1 
+2M e(.A)- e(o) + e(.A)- e(.A- ,& ) + e(.A)- e(1) 

+e(.A)-e~-A+if)] 
+ ~ e(~) + ~3(g) [ 1 + ~e(.A)] = o. 

(2.3.10) 

(2.3.11) 

We have retained only the first two terms in the Euler-McLaurin expansion. 
The other terms, as we will see later, are non-essential in the limit M---. oo. 
Expanding (2.3.11) in inverse powers of M and neglecting terms of orders 
M- 2 , M- 3 , .. . , which do not give any contribution to the final result, we 
obtain 

1 f dv 3 @ 
~(,\)- ~(v) - ~ (g)(1 + 2 ) 

0 

1 { 1 1 e'(.A) 2c } 
+2M e(.A)- e(o) + e(.A)- ~(1) - [e'(.A)F +~(.A) = 0· (2.3.12) 

Introducing the new variable e and new function p(e) by the formulas 

and taking 

we obtain equation 

o.A 1 
~=~(.A), p(~) = ae = e'(.A)' (2.3.13) 

(2.3.14) 

(2.3.15) 
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which, obviously, must be supplemented by the normalization condition for 
p(TJ): 

(2.3.16) 

Thus, we have obtained the correct limiting analogue of the initial equation 
(2.2.20). 

Now, let us consider expressions (2.2.18) and (2.2.19) which, after 
replacing M by M + 1 and using formulas (2.3.2) and (2.3.7) take the 
form 

,P(x) = (x 2 )'-~ exp{ -M!~(g)(2,B)! x22 

1 1 1 .a x4 
-4M-3~- (g )(2,8) 3 4 

+Mt,ln((2,B)i~2 -M~~2e(~)) }· (2.3.18) 

Replacing in (2.3.17) and (2.3.18) the sums by integrals by means of the 
Euler-McLaurin formula, and rewriting the resulting integral expressions 
in terms of the variable e and function p(e), we obtain in the large-M limit 
the expressions 

E = 4(2p)lll.(g)M! { 1+ ~ ]<p(<) dU s+ 1 + (~ + A-)/4}' 

(2.3.19) 

and 

'1/;(x) (x 2y-! [{2,B)i ~2 - M213~2(g)A-] ~ 

X [(2,B)i ~2 
- M213~2 (g)A+] ~ 
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x exp {- (2/IM)lLl.(g) ~2 + M Jln [(2/l)l ~2 - MfLl.2(g Je] p(<) oJe }• 
(2.3.20) 

which are the correct limiting analogues of formulas (2.2.19) and (2.2.18). 
Now, let us discuss the properties ofthe obtained expressions in which 

the role of unknown objects is played by the particle distribution density 
p(e) and by the numbers A± determining the ends of the interval in which 
p(e) differs from zero. 

Let us first take M = 0 in (2.3.15) and (2.3.16). This gives us the 
system of equations 

(2.3.21) 

A+ J p({) d{ = 1, (2.3.22) 

which can be interpreted as the equilibrium condition for a charged liquid 
with charge density p({) and with total charge 1. This liquid is situated 
in an external electrostatic potential of oscillator type U({) = i(e + 2)2 • 

Corresponding formulas (2.3.19) and {2.3.20) forE and .,P(x) take in this 
case the form: 

E = oo { 1+ ~.JM<l d<}, (2.3.23) 

¢(•) = (•')'-l exp { -00 [(2/l)l; (1+ J i p{e} .. -]} 
(2.3.24) 

Multiplying {2.3.21) by p({), integrating over { and using {2.3.22) we find: 
A+ 

1 + ~ J {p({) d{ = 0. (2.3.25) 
A-
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Taking in (2.3.21) e = 0 we obtain: 
A+ 

1 + J ~e p(e) = o. (2.3.26) 
A-

Substituting (2.3.25) and (2.3.26) into formulas (2.3.23) and (2.3.24) we see 
that the results for the energy E and wavefunction t/;( x) are expressed in 
terms of "indefinitenesses" of the type "oo · 0". In order to obtain finite and 
mathematically sensible expressions for E and t/;( x), these indefinitenesses 
should be removed. The most natural way to do this is to solve equations 
(2.3.15) and (2.3.16) assuming that M is arbitrarily large but finite, 
substitute the results into (2.3.19) and (2.3.20), and only then take the 
limit M ~ oo. Of course, equations (2.3.15) and (2.3.16) cannot be solved 
exactly, since the corresponding quantum mechanical problem (2.3.1) is 
exactly non-solvable. However, we can solve these equations by means of 
an iteration procedure, any step of which, as we will see below, leads to the 
finite expression for the energy E and wavefunction t/;( x). 

As zeroth iteration we choose the function p(.X) and the numbers A± 
satisfying equations (2.3.21) and (2.3.22). It is not difficult to verify that 
this function has the form 

(2.3.27) 

where 

A0 = -4, At = 0. (2.3.28) 

The next iterations Pn(e) and A; can be determined from the following 
recurrence relations: 

1 { 1 1 2s P~-l(e)} +- + +-+;...;.:........=....;_...:.. 
2M e- A~-1 e- A~-1 e Pn-l(e) ' 

(2.3.29) 

1, (2.3.30) 
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where n = 1, 2, 3,.... Substitution of Pn({) and A~ obtained from 
(2.3.29) and (2.3.30) into formulas (2.3.19) and (2.3.20) gives the 
following expressions for the energy E and wavefunction tf;(x) in the nth 
approximation: 

En = 4(2,B)~il(g)M: 
A+ 

X { 1 + i /{p({) d{ + s + 1 +~~;+At) }• (2.3.31) 
A;;-

.1. x2 .:~. x (2,8) 3 2 - M 3 il2(g )A;t 
A+ 

x exp {- (2,BM)iil(g) ~2 + M / ln [(2,B)i x2
2 

- M~il2(g){] Pn({) de}· 
A;;-

(2.3.32) 

Now, let us show that the function Pn (e) can be represented in the following 
two equivalent forms: 

n-2" 

Pn(e) 
3 I1 ({-A;)({- At) 

Ll (~) VC{- A~)({- A;t)-k=_n--'-+2_~_2"_+_' -----
211'1 YI ({-A;)({- At) 

k=n+1-2" 
(2.3.33a) 

or 

Pn({) 

{ 
n-1 r- n-1 r+ } 

X 1 + L nk + L nk . 
k=n+l-2" { - A; k=n+1-2" {-At 

(2.3.33b) 

Indeed, substituting (2.3.33a) into the right-hand side of (2.3.29) we obtain: 
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n-1 + 
1 "" Bnk -0 
2 L; ~_A+ - , (2.3.34) 
k=n+l-2n k 

where B;k are certain numbers (see below). At the same time, substituting 
(2.3.33b) into the left-hand side of (2.3.34) we see that it takes the same 
functional structure as the right-hand side. This proves the validity of 
both representations (2.3.33). Note that the equation appearing after 
substitution of (2.3.33b) into (2.3.34) is equivalent to the system of 
numerical equations 

!:l.3(g)r:kj(A~- A~)(A~- A;t) = B!:k' 
k = n + 1- 2n, ... , n- 1, 

{ 
n-1 

!:l.3(g) L [B~k + B~k- r~kAk"- r~kAt 
k=n+l-2n 

+!(r- + r+ )(A-+ A+)]- !A-A++ !(A-+ A+)2} 2 nk nk n n 2 n n S n n 

(2.3.35a) 

(2.3.35b) 

= 2, 

(2.3.35c) 

which, obviously, must be supplemented by the values of the numbers B"!:k: 

n- 2n-l < k < n- 2 - - ' (2.3.36a) 
k = n -1, 

(2.3.36b) 

and by the formulas determining the relation between the numbers At and 
r ±. nk· 

m m 
I 

fl(Ak"- At) TI (Ak"- AI) 
(2.3.37a) 

I I 

fl(At- A;t".) fl(At- A;;.) 
m m (2.3.37b) 
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(here I takes values from n + 1- 2n ton- 1 and m from n + 2- 2n+l to 
n- 2n). 

System (2.3.35)-(2.3.37) is rather cumbersome. For its simplification 
note that the numbers B!,. are of order _ic and, thus, can be represented 
as 

(2.3.38) 

Moreover, the numbers A~ almost coincide with A~ for large M. This 
gives us the possibility of seeking them in the form 

+ 
A+--~ n- M2/3" (2.3.39) 

Analogously, we can use the following appropriate representation for r;,.: 
± 1 ± 

r nk = M2/3 rnk· (2.3.40) 

Substitution of (2.3.40) into (2.3.35a) gives: 

± 1 !3!,. 
rn,.=± 2 I± ±. 

yan -a,. 
(2.3.41) 

Now, if we substitute formulas (2.3.4) and (2.3.38)-(2.3.40) into the system 
(2.3.35)-(2.3.37), eliminate r!,. by means of (2.3.41) and take the limit 
M-oo, we obtain immediately the system of algebraic equations for at: 

(2.3.42a) 

(2.3.42b) 

Here 

{ 
-1, n + 1 - 2n ~ k ~ n - 1 - 2n -l 
1, n- 2n-l ~ k ~ n- 2, 
-~, k=n-1, 

(2.3.43a) 

!3;;,. - 2so,.o. (2.3.43b) 
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If the numbers at with k = n + 1 - 2n, ... , n - 1 are known, then the 
equation (2.3.42a) determines at, and the system (2.3.42b) determines the 
numbers at with k = n - 2 - 2n+1, ... , n - 2n. Therefore, all the at with 
k = n' + 1- 2n', ... , n' -1 (n' = n + 1) become known. 

The energy level E and wavefunction 1/;(x) corresponding to this 
iteration can be obtained if we substitute (2.3.4) and (2.3.38)-(2.3.40) into 
expressions (2.3.31) and (2.3.32). Taking M = 0 we find 

En= (2,8)S at(~at- g)+ L 2f-';kak + { 
n-1 a+ + } 

k=n+1-2" Jan - ak 

1 { _ (3 _ ) ~ 2,8;;kak } 
-(2,8) a an 2an - g + k=n~-2" J a;; - aJ; ' 

(2.3.44) 

,P(x) = (x')•-l (2fi)l ~2 +a;t IT [(2fi)l ~2 +ai] ~ 
k=n+1-2" 

x exp{- j /.>.+at [1 + i I: .a:k ] d.\}. 
0 k=n+1-2" Ja1:- at(-X +at) 

(2.3.45) 

Thus, we have obtained closed recursion formulas giving the possibility of 
determining the nth iteration if the (n- 1)th one is known. Consider for 
example the first two steps of this iteration procedure. 

0. Zeroth iteration. 

at = 0, a 0 = 0. (2.3.46) 

1. First iteration. The numbers at and a1 can be found from the 
equations 

~ +2s + R =a1 -g, 
a+ 

1 

I 3 
2 - -;;;; - a1 -g. (2.3.47) 

Knowledge of the numbers at allows us to find the energy E1 and 
wavefunction 1/;1 ( x) in the first approximation. 

(2.3.48) 
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The numbers a~1 necessary for constructing the next iteration are 
determined by the formulas: 

(2.3.50) 

2. Second iteration. The numbers a~ can be found from the equations 

(2.3.51a) 

(2.3.51b) 

Knowledge of these numbers allows us to compute the energy E2 and 
wavefunction 1{J2 ( x) in the second approximation: 
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The subsequent iterations can be constructed analogously. 

We see that even these two approximations properly reproduce the 
asymptotic properties of wavefunctions in both the large- and small-x 
limits. Moreover, they give correct answers for perturbation theory, which 
is applicable if the constant g is large. Indeed, solving equations (2.3.47) 
for large g, substituting the results into (2.3.48), and using (2.3.3) we find: 

E1 = 45fo+ .... (2.3.54) 

Analogously, solving equations (2.3.50) and (2.3.51) and using formula 
(2.3.52) we obtain: 

(3 
E2 = 45fo + 2s(2s + 1)- + .... a 

(2.3.55) 

It is easy to see that expressions (2.3.54) and (2.3.55) reproduce correctly 
the zeroth and first terms of perturbation theory for the ground state energy 
level in model (2.3.1). Continuing this procedure we can also obtain correct 
results for the next terms in perturbation theory. 

Finally, let us consider the case when s is large. This is a typical semi­
classical situation, since the parameter s can be interpreted as an angular 
momentum in the radial Schrodinger equation. Solving equations (2.3.47) 
for large s and substituting the result into (2.3.48) we obtain the following 
asymptotic expression for the energy 

(2.3.56) 

which, evidently, coincides with the semi-classical results (Maglaperidze 
and Ushveridze 1989c). 

2.4 Higher oscillators with centrifugal barriers 

It is well known (Landau and Lifshitz 1977) that the radial analogue of the 
simple harmonic oscillator (with centrifugal barrier) 

4(s-l)(s- ~) 
V(x) = 4 4 +ax2 

x2 
(2.4.1) 

has an infinite number of exact solutions belonging to the class of functions 

x 2 s 1 ax M ( 2 ) ( 2) 1/J(x) = ;g 2 -e; (x) -. exp - 2 (2.4.2) 
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(where a= fo). As it was shown in section 2.2, the radial analogue of the 
sextic anharmonic oscillator {with centrifugal barrier) 

4(s- l)(s- ~) 
V(x) = 4 4 + Q'X2 + f3x4 + rx6 x2 (2.4.3) 

may have a finite number of exact solutions if the parameter a takes certain 
discrete values. These solutions can be written in the form 

tP(x) = fi ( x; - ~i) (x2)8-~ exp (- a:4- b~2) (2.4.4) 

(where a= -If, b = ~). 
We see that in both these cases a correct ansatz for wavefunctions 

consists of three factors. The first factor is a polynomial in x2 , the second is 
a power function, reproducing the behaviour of wavefunctions at the origin, 
and the third factor is an exponential. The degrees of the polynomials in 
this exponential are chosen in such a way as to guarantee correct behaviour 
of the corresponding potentials at infinity. The fact that the general form 
of the ansatz depends only on the degree of these polynomials suggests that 
the series of models allowing exact solutions can be extended further. So, 
it would be quite natural to assume that there exist models described by 
potentials 

4(s-l)(s-~) 
V(x) = 4 2 4 + Q'X2 + f3x4 + rx6 + 8x8 + iX10 

X 

and having exact solutions of the form 

(2.4.5) 

(2.4.6) 

In order to verify this assumption, let us consider the 
Schrodinger equation 

"inverse" 

V(x) = E + [{ln tP)'] 2 + [ln tP] 11 (2.4. 7) 

(in which the potential is expressed via the solution) and substitute ansatz 
(2.4.6) into it. This gives: 

V(x) [ 
M 1 ]2 x 2s- 2 5 3 

E + L x 2 _ . + --x- - ax - bx - ex 
i=1 2 ~. 

[ 
M 1 ]' x 2s- 2 5 3 + L ~ _ . + --x- - ax - bx - ex 
i=1 2 ~. 

(2.4.8) 
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After trivial transformations, expression (2.4.8) takes the form 

V(x) = { a2x10 + 2abx8 + (b2 + 2ac)x6 + [2bc + a(4M + 4s + 4)]x4 

~ 4(s- l )(s- ~)} 
+[c2 - b(4M + 4s + 2)- Ba ~~]x2 + ~2 4 

+ { E- c(4M +4s)- Bb t.~; -16a t,~;} 

+t~~ .{4~;t'c.~c +4s-2~;-4b{l-Ba~~}· 
i=l 2 ~. k=l ... ..k 

(2.4.9) 

We see that it consists of two parts. The first part has the same structure 
as (2.4.5), while the second part contains the constant term and the terms 

proportional to ( "'; - ~~) -l. In order to guarantee the coincidence of the 
potential given in (2.4.9) with that in (2.4.5), these (unwanted) terms must 
vanish. This leads to the system of M equations 

M L l 1 s c 2 -- + - - - - b~; - 2a~; = 0, 
k=l ~i - ~k ~i 2 

i=1, ... ,M (2.4.10) 

for M unknowns ~;, i = 1, ... , M, and to the following expression for the 
energy: 

M M 

E = c(4M + 4s) + Bb L~i + 16a L~f. (2.4.11) 
i=l i=l 

Then, potential (2.4.9) takes the form 

V(x) = 4(s- ~;s- !l + ["- b(4M +4s + 2)- Ba 't,e•]•' 
+[2bc + a( 4M + 4s + 4)]x4 + (b2 + 2ac )x6 + 2abx8 + a2 x10 . 

(2.4.12) 

This results in a new class of quasi-exactly solvable models with 
corresponding exact solutions described by formulas (2.4.6) and (2.4.11). 
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We emphasize that there is a principal difference between the quasi­
exactly solvable models (2.4.12) and the models (2.2.1) discussed above. 
This difference lies in the fact that, in contrast to model (2.2.1) the potential 
of which depends only on the number M, potential (2.4.12) depends also on 
the numbers {;, i = 1, ... , M satisfying the system of numerical equations 
(2.4.10). In other words, the potential V(x) depends on the sort of solution 
'1/J(x), even when the number M is fixed. But this means that formula 
(2.4.12) describes a set of quasi-exactly solvable models of unit order. 

Fortunately, there are some special cases when the order of quasi­
exactly solvable models (2.4.12) may exceed one (Ushveridze 1989c). To 
show this, consider formula (2.4.12). Note that for an explicit construction 
of a model of order K, it is necessary that forK solutions dk), ... ,~i;l, 
k = 1, ... , K of the system (2.4.10) the values of the first-order symmetric 
polynomials 

(2.4.13) 

entering into the potential (2.4.12) be made independent of k, and the entire 
k-dependence be concentrated in the second-order symmetric polynomial 

M 

U2 = ~)~;] 2 (2.4.14) 
i=l 

defining the energy of system (2.4.11). To do this, we multiply system 
(2.4.10) by~;, sum over i and use the relation 

M I ~~+1 - n + 1 1 n .I: ~i- ~k - --2-Un + 2 l:un, 
•,k=1 1=0 

(2.4.15) 

where by Un we have denoted the symmetric polynomial of order n: 

M 

un = ~)~jt. (2.4.16) 

As a result we obtain a system of equations expressing Un with n > 2 
in terms of Un with n :S 2. A different system of conditions on the 
symmetric polynomials Un can be obtained by noting that Un with n > M 
are expressed in terms of Un with n :S M. Assuming that M > 2, and 
combining these two systems, we arrive at two algebraic equations of the 
form 

0, 
0, 

(2.4.17a) 
(2.4.17b) 
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where 

N = [ M: 1] , L = [ M: 2] . {2.4.18) 

The coefficients of these equations depend explicitly on five quantities: a, b, 
c, sand 0"1. For each equation (2.4.17) to have at least K different solutions 
for a fixed set of these quantities, it is necessary that the inequalities 

N?.. K, L?.. K {2.4.19) 

be satisfied. This leads to the following restriction on M: 

M?.. 2K -1. (2.4.20) 

Note that if 

M=2K-1, (2.4.21) 

the degree of both the equations (2.4.17) is the same and equal to K: 

N=K, L=K. {2.4.22) 

For these equations to be compatible, it is necessary that the coefficients 
of identical powers coincide: 

. 0.' fK = YK· (2.4.23) 

Wee see that K equations {2.4.23) are imposed on the functions depending 
on five quantities, a, b, c, s and u1 . For system {2.4.23) to be solvable we 
must require that 

K~5. {2.4.24) 

But this means that we have found the maximal possible order of quasi­
exactly solvable models of the type {2.4.12). 

As an example, let us construct a second-order (K = 2) model with 
the potential (2.4.12). According to formula (2.4.21), in this case M = 3, 
and therefore we have only three algebraically independent polynomials u1, 

u2 and u3 . Polynomials 0"4 and us can be expressed in terms of o-1, 0"2 and 
ua as 

(2.4.25) 
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with certain computable coefficients A, B, . . . and A', B', . . . . To compute 
the coefficients A and A', take for example, 6 = +1, 6 = +1, 6 = -1, 
which gives u1 = 0, u2 = 6, u3 = -6, u4 = 18, us = -30. Substituting 
these values into (2.4.25) we find that 

A _1 A'-s - 2• - 6· (2.4.26) 

Analogously one can compute the other coefficients in (2.4.25). 
Multiplying equation (2.4.10) by ei, el and er, summing over i and 

using formula (2.4.15) we obtain three equations: 

c 
3(s + 1)- 2u1- bu2- 2au3 = 0, 

c 
(s + 2)u1 - 2u2- bu3- 2au4 = 0, (2.4.27) 

( 3) 1 2 c s + 2 u2 + 2u1 - 2u3- bu4- 2au5 = 0. 

Thus, we have five equations (2.4.25) and (2.4.27) for nine quantities 
u1, u2, u3, u4, us, a, b, c and s. We see that we have a sufficient number 
of free parameters at our disposal. Therefore, for definiteness we can set 

reducing the system to the form 

u~ - (2b2 - c)u2 + 6b(s + 1) = 0, 
2 3 [be 3 ] 9c ( ) u2 + - - - -s- 1 u2 - - s + 1 = 0 b 2 2 2b . 

Equating the coefficients of identical powers of u2, we find that 

8 b3 2 s = 27 - 3• 

The potential of the corresponding model has the form 

V(x) = 

and solutions are given by 

(2.4.28) 

(2.4.29a) 

(2.4.29b) 

(2.4.30) 

(2.4.31) 

(2.4.32) 
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and 

where {!, 6 and 6 can be found from the equations 

6+6+6=0, 
ei+e~+d = ~b2 ±~, 

er + ei + e: = 1 - ~b3 =f bVb4 - 2b. 

(2.4.33) 

(2.4.34) 

Using the oscillator theorem, it is not difficult to see that the levels obtained 
in such a way may describe the first and second excitations (Ushveridze 
1989c). 

u 

Figure 2.3. The form of the classical potential {2.4.36). 

In conclusion, note that the spectral equations for models of the type 
(2.4.12) also allow a classical interpretation (Maglaperidze and Ushveridze 
1988). Indeed, system (2.4.10) can be viewed as the condition for an 
extremum of the following classical M-particle potential: 

M M 
W(et, ... ,eM) =- L:)nlei -ekl + L:u(e;), (2.4.35) 

k=l i=l 

where 

(2.4.36) 
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is an external potential of the form depicted in figure 2.3. It is evident that 
there are such dispositions of M Coulomb particles in the potential (2.4.36) 
when I< of them (0 ::; I< ::; M) lie in the right-hand well, but according 
to the oscillator theorem this means that exact solutions for model (2.4.12) 
may describe states with the numbers 0, 1, ... , M. 

2.5 The electrostatic analogue. The general case 

In the preceding section we have shown that the potential of model (2.4.12) 
depends, in general, on the form of the solution. Nevertheless, the M­
dependence of parameters a, b and centering into the potential (2.4.12) can 
be chosen in such a way that its dependence on the form of the solution 
vanishes in the limit M --> oo. This dependence can be found from the 
equations 

M 

c2 - b(4M + 4s + 2)- 8a L~i =a, 
i=1 

2bc- a(4M + 4s + 4) = /3, (2.5.1) 

b2 + 2ac = /, 
where a, j3 and 1 are certain fixed numbers, and from the conditions that the 
expression for the energy (2.4.11) and the spectral equation (2.4.10) remain 
meaningful in the limit M --> oo. A simple analysis of these formulas shows 
that the correct limiting procedure can be performed if we assume that 
parameters a, band c and also the unknown numbers~; have the following 
orders: 

1 1 1 
a,..., M- 2, b,..., 1, c,..., M2, ~; ,..., M2. (2.5.2) 

Then, introducing new parameters A, B, C, and new unknowns~(~) by 
the formulas 

1 1 1 . 
a=M-2A, b=B, c=M2C, ~;=M2~(~), (2.5.3) 

and substituting (2.5.3) into conditions (2.5.2), we obtain 

B2 + 2AC ,, 

2BC- 4A O(M-!), (2.5.4) 
M 

C2 - 4B - 8A L ~ ( ~) ir O(M-1 ), 
i=l 
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and also 

(2.5.5) 

E = M~ { 4C +8B ~<(,:,),:, + 16A L<' (,:,) ir + O(M-1)} 

(2.5.6) 

and 

V(x) 

(2.5.7) 

If M tends to infinity, the terms with the anharmonicities 8 and 10 
disappear and the potential takes the form 

4(s-l)(s-2) 
V(x)= 42 4 +ax2+f3x4+!x6. 

X 
(2.5.8) 

We know that, in general, it describes the exactly non-solvable "ndial" 
Schrodinger equation for the sextic anharmonic oscillator. 

Introducing the particle distribution density p(~) and taking M -+ oo 
in equations (2.5.4) and (2.5.5), we obtain for~ :J. 0 the integral equation 

(2.5.9) 

supplemented by the normalization condition for p(~): 

(2.5.10) 

and by the additional conditions following from the equations (2.5.4): 

8A J ~p(~) d~ + 4B 
BC 2A, (2.5.11) 
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In the limit M ---+ oo the expression for the energy becomes 

(2.5.12) 

It is not difficult to see that the equations obtained describe a classical 
charged liquid which is distributed between two wells in the potential 

u(~) = { 2;te + ~e + %~, c~: o 
oo, ~=0 

(2.5.13) 

depicted in figure 2.4. Generally speaking, this potential is not fixed 

u 

Figure 2.4. The form of the classical potential (2.5.13). 

but depends on the particle distribution density (more exactly, on the 
charge centre J ~p(~) d~) as follows from formulas (2.5.11)). Nevertheless, 
these equations can be solved exactly and this gives us the possibility 
of describing the quantum model with the potential (2.5.8) in a purely 
classical language. Of course, equations (2.5.9)-(2.5.12) correspond only 
to the zeroth approximation in the iteration scheme described in section 
2.3. However, even this rough approximation can be used to describe the 
spectrum of model (2.5.8) in the semi-classical limit, when the number of 
excitations K is large: 1 « K « M. In this limit, the charge of the 
liquid which is situated in the right-hand well is not negligibly small; the 
expression in the curly brackets in (2.5.12) differs from zero, and is of order 

3 3 
K2 fM2. This gives us a semi-classically correct result for the Kth energy 
level in model (2.5.8). 

Finally, note that we have already two examples of exactly non-solvable 
models allowing reformulation of the spectral problem in a purely classical 
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language. Similarly, it can be shown that any one-dimensional quantum 
mechanical model with polynomial potential of degree 2n can be obtained as 
a limiting case of the quasi-exactly solvable model described by potentials of 
degree 2n+ 2 and allowing a classical interpretation. Since any potential can 
be approximated with arbitrarily high accuracy by polynomial potentials, 
this means that any one-dimensional problem of quantum mechanics can 
be formulated in terms of finding the equilibrium of an infinite number 
of charged classical Coulomb particles in an external electrostatic field 
(Maglaperidze and Ushveridze 19SS). 

2.6 The inverse method of separation of variables 

From the results of section 2.4 it follows that second-order linear differential 
equations of the type 

{- ::,, + •'•" + 2ab•' + (b2 + 2ac)•' + [2bc + a( 4M + 4s + 4)]•' 

+ [c2 - b(4M + 4s + 2)- Sa ~ei] x2 

+ [ -c(4M + 4s)- Sb ~ei -16a ~e;] 

+ 4(s- ~)2(8 - ~) }1/l(x) = 0 (2.6.1) 
X 

may have exact solutions of the form (2.4.6) if the numbers ei entering 
simultaneously into (2.6.1) and (2.4.6) satisfy the system of numerical 
equations (2.4.10). It is not difficult to see that (2.6.1) can be considered as 
a single exactly solvable spectral equation with three spectral parameters 

r = 2bc-a(4M+4s+4), 

M 

c2 - b(4M + 4s + 2)- Sa L:ei, 
i=l 

M M 
A -c(4M +4s)- Sb L:ei -16a L:el. 

i=l i=l 

(2.6.2) 

One of these parameters, r, has a degenerate spectrum. The multiplicity 
of this degeneracy is equal to a number of solutions of equation (2.4.10) 
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for given M. The presence in (2.6.1) of two spectral parameters ~ and 
A, depending explicitly on ~i and, thus, having non-degenerate spectra, 
prevents the possibility of interpreting (2.6.1) as a quasi-exactly solvable 
Schrodinger-type equation of sufficiently large order. In fact, if we include 
one of these parameters in the potential, the latter will depend explicitly 
on the numbers ~i (i.e. on the type of solution) and we arrive at a series of 
quasi-exactly solvable models of unit order (see section 2.4). On the other 
hand, we cannot remove both parameters ~ and A from the potential since 
the Schrodinger equation with two "energies" is meaningless. Thus, we see 
that one of the spectral parameters ~ and A is undesired and it would 
be very temping to except it from the consideration. This can be done as 
follows. 

Let us treat (2.6.1) as a result ofthe separation of variables in a certain 
two-dimensional spectral equation. In this case, the unwanted spectral 
parameter can be identified with a separation constant which (by definition) 
cannot enter into the initial two-dimensional equation. The latter can, 
obviously, contain only two spectral parameters, one of which (having non­
degenerate spectrum) we identify with the energy, while the second one 
(with degenerate spectrum) we include in the potential. Such a distribution 
of remaining spectral parameters gives us a series of two-dimensional quasi­
exactly solvable models of an arbitrary, arbitrarily large order. 

These models can be constructed by means of the inverse problem of 
separation of variables (Ushveridze 1988c, d, 1989c, d, e), which has already 
been discussed in sections 1.7 and 1.8. Following the prescriptions given 
in these sections, we consider two identical equations (2.6.1) rewritten in 
terms of two different variables z1 and z2 . 

(2.6.3a) 

(2.6.3b) 

Multiplying (2.6.3a) by 1P(z2 ), (2.6.3b) by 1P(z1) and subtracting one result 
from the other we obtain a simple two-dimensional spectral equation with 
two spectral parameters r and ~ which after dividing by zr - z~ and 
changing variables 

(2.6.4) 
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takes the form 

{ 02 02 4(s-l)(s-2) ----+ 4 4 + a2(16x4 + 12x2y2 + y4) ox2 ()y2 y2 

+2ab(8x3 + 4y2x) + (b2 + 2ac)(4x2 + y2) + 2rx }1/l(x, y) 

= £1/l(x, y), (2.6.5) 

where 

£= -~, (2.6.6) 

and 

(2.6.7) 

At first sight, we have obtained a remarkable result: we have 
constructed a quasi-exactly solvable model of the two-dimensional quartic 
anharmonic oscillator! However, more careful analysis shows that this 
assertion is not quite correct. Indeed, let us look at the wavefunction 1/1( x, y) 
describing exact solutions in the model (2.6.5). Substituting expressions 
(2.4.6) for 1/l(z1) and 1/l(z2) into (2.6.7), and using formulas (2.6.4), we 
obtain 

1/l{x,y) 
1 

P(x, y)(y2)8 - 4 

x exp (-a [2x3 + ~y2 ] - b[2x2 + y2]- ex) , (2.6.8) 

where P(x, y) is a certain polynomial. However, it is absolutely obvious 
that function (2.6.8) is not normalizable! 

What does this mean? On the one hand, we see that our idea of 
using a one-dimensional exactly solvable three-parameter spectral equation 
to construct a two-dimensional quasi-exactly solvable Schrodinger-type 
equation was quite successful from a purely mathematical point of view: 
we have actually obtained such an equation. On the other hand, the exact 
solutions of this equation turned out to be non-physical ones. Does this 
mean that the method of the inverse problem of separation of variables 
cannot be used to con~truct physically sensible multi-dimensional quasi­
exactly solvable models? The answer is no! As we see below, the 
construction of such models by means of the "inverse procedure" is possible, 
but it implies the use of more appropriate exactly solvable multi-parameter 
spectral equations. In order to find the needed form of these equations, we 
choose the following strategy. First of all, we construct the most general 
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form of two-dimensional Schrodinger-type equations allowing separation of 
variables. This gives us the possibility of describing simultaneously the 
class of resulting one-dimensional equations arising after the separation. 
It is not difficult to understand that it cannot be too large (at least for 
the Schodinger equations with polynomial potentials) since the number of 
quantum mechanical models allowing separation of variables is, generally, 
very small. But this means that the problem of finding exactly solvable 
multi-parameter spectral equations belonging to this class cannot be too 
complex. 

2. 7 The Schrodinger equations with separable variables and 
quasi-exact solvability 

In this section we discuss a general method for building two-dimensional 
Schrodinger-type equations with polynomial potentials allowing separation 
of variables (Thrbiner and U shveridze 1988b). The method is based on 
the observation that any coordinate !3ystem in which such a separation 
is possible can be obtained from the Cartesian system by means of 
conformal transformations described by a single analytic function. These 
transformations have the form 

e = f(z) (2.7.1) 

where 

Z = X+ iy, e = 1J + iu (2.7.2) 

are complex variables and f(z) is an arbitrary analytic function. Formulas 
(2.7.1), (2.7.2) describe the transition from Cartesian coordinates (x, y) to 
new coordinates ( 1J, u). It is known that the new coordinate system is also 
orthogonal. The Laplace operator 

fP fP 
6-x,y = ox2 + oy2 (2.7.3) 

in this system has the form 

(2. 7 .4) 

where 

F = 1/'(zW. (2.7.5) 

Therefore, separation of variables (TJ, u) in the Laplace equation 

(2.7.6) 
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is always possible. 
Now let us consider the Schrodinger equation 

{ -Ll.,,y + V} 1j> = E?f. (2.7.7) 

Clearly, the presence of two additional terms V and E in (2.7.7) restricts 
the set of the coordinate systems (TJ, a-) in which separation is possible. 
Our aim is to describe the set of such systems and list the corresponding 
potentials V. We consider two cases: 
{i) The energy E in the Schrodinger equation is fixed (a specific point of 

the spectrum is being sought), 
{ii) The energy is random (a part of the spectrum is being sought). 

First case. Without loss of generality, assume that E = 0 which 
corresponds to the choice of reference point. The Schrodinger equation 
in the varaibles (TJ, a-) takes the form 

{ -Ll~,u + ~} ?f = 0. (2.7.8) 

The following requirement is a condition for the separation of the variables 
(TJ, a-) in {2.7.8) 

V = F{A(TJ) + B(a-)}. (2.7.9) 

Here A(TJ) and B(a-) are arbitrary functions. Then, after taking 

(2.7.10) 

the problem of solving the initial Schrodinger equation (2.7.7) is reduced 
to solving two independent one-dimensional equations 

{ ::2 + A(TJ)} ~a(TJ) = 0, { ::2 + B(a-)} ~b( a-) = 0. (2.7.11) 

Formulas {2.7.9)-(2.7.11) give us the most general form of two-dimensional 
Schrodinger equations allowing separation of variables for a certain fixed 
state. 

Second case. Let us now discuss the case when the energy E in (2.7.7) 
may take arbitrary non-zero values. Using the conformal transformation 
{2.7.1) we obtain the equation 

( -Ll + V- E) 1j> = 0. 
~.u F F (2.7.12) 
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It is clear that condition (2.7.9) is not alone sufficient for the variables (TJ, u) 
to be separable in (2.7.12), and it is necessary to require in addition that 

1 F = a(TJ) + b(u), (2. 7 .13) 

where a(TJ) and b(u) are certain arbitrary functions. As a result, we obtain 
instead of (2.7.11) the following system of equations 

[- ::2 + A(TJ)] 'Pa(TJ) = [Ea(TJ) + f] 'Pa(TJ), 

[- ::2 + B(u)] 'Pb(u) = [Eb(u) + f] 'Pb(u), 

(2.7.14a) 

(2.7.14b) 

in which E is the spectral parameter of the intial Schrodinger equation, 
while f is the separation constant which plays the role of an additional 
spectral parameter in the joint system (2.7.14). 

Now consider the additional condition (2.7.13) in more detail. 
Obviously, it can be rewritten as 

fP -1 ( 82 fJ2 ) 1 
fJ'T] 8uF = 8f2 - 8!* 2 f'(z)f*'(z) = 0 

or, equivalently, as 

Substituting the identities 

fj2 1 fj2 !" ( z) .!!_ 
8f2 = [f'(z)]8z2 - [f'(z)j3 8z 

fj2 1 fj2 f"(z*) 8 
f)J*2 = [f'(z•)]8z•2 - [f'(z•)J3 fJz• 

into (2.7.16) and introducing the new function 

we obtain for (2.7.16) 

1 
t(z) = f'(z)' 

t(z)t"(z) + [t'(z)] 2 = t(z*)t"(z*) + [t'(z*)F. 

(2.7.15) 

(2. 7 .16) 

(2.7.17a) 

(2.7.17b) 

(2.7.18) 

(2.7.19) 
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Since the left- and right-hand sides of this equation have the same form but 
depend on different variables z and z*, equality (2.7.19) holds if and only 
if both these sides are equal to the same constant: 

t(z)t"(z) + [t'(z)]2 =c. (2.7.20) 

This equation can be solved without difficulty. Indeed, taking 

t(z) = t, t'(z) = y(t), t"(z) = y'(t)y(t), (2.7.21) 

we obtain an ordinary linear differential equation for y2 (t) 

8 2( 2 ) 8ln t2 y t) + y (t = c, (2.7.22) 

the most general solution of which is 

(2.7.23) 

Using formulas (2.7.18) and (2.7.21) we find the following final expression 
for /(z): 

f(z) = c1 arcsh(c2z + ca) + c4 (2.7.24) 

in which c1, c2, c3 and c4 are arbitrary constants. Thus, we have found the 
most general form of the function f(z) for which the additional condition 
of separation (2.7.13) can be satisfied. 

Let us now consider the two most important limiting cases of formula 
(2.7.14): 

f(z) = Jz (2.7.25) 

and 

f(z) = arcshz, (2.7.26) 

and note that all other possible cases can be derived from (2.7.25) and 
(2.7.26) by means of arbitrary translations, dilatations and rotations in the 
spaces of variables Z = (X, y) and { = ( 7], u). 

1. Let f(z) = -[Z. Then, obviously, 

TJ= J(r+x)/2, u= J(r-x)/2, (2.7.27) 
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where r = Jx2 + y2 is the radius in the (x, y)-plane, and 

F= ...!:.._ = 1 
4r 4(7]2 + u2) · (2.7.28) 

Thus, from (2.7.13) it follows that 

a( 77) = 47]2, b( u) = 4u2. (2.7.29) 

The explicit form of the functions A(77) and B(u) can be found from the 
condition of quasi-polynomiality of the original potential V in the variables 
x andy (see formula (2.7.9)). It is clear that the most general form of the 
functions in this case is 

N N 

A(7J) = L Ck7]2k' B(u) =- L (-1)kcku2k, (2.7.30) 
k=-1 k=-1 

where the ck in both formulas (2.7.30) are the same coefficients which may 
be chosen arbitrarily. Substituting (2.7.30) into equations (2.7.14) it is not 
difficult to see that after replacing u2 by -772 in the second equation, it 
takes the same form as the first one: 

(2.7.31) 

(Here we have taken cp4 (7J) = cpb(i71) = cp(7J).) However, (2.7.31) is simply 
the Schrodinger equation for quasi-exactly solvable models with even quasi­
polynomial potentials of orders 2N. Such models have been discussed in 
the preceding sections of this chapter. Consider two particular cases: 

i. N = 3. From the results of section 2.2 we know that in this case 
equation (2.7.31) may have several exact solutions if parameter E takes 
specific values. Thus, (2.7.31) can be viewed as an equation with two 
spectral parameters E and r. By transition to the two-dimensional case, 
the second spectral parameter r, which plays the role of the separation 
constant, disappears and we arrive at the Schrodinger equation with a 
single spectral parameter E. Obviously, this equation is exactly solvable 
by construction. Its potential can be recovered from formula (2.7.9). 
Computing it, we see that the obtained exactly solvable model is a two­
dimensional spherically non-symmetric harmonic oscillator with centrifugal 
barrier. 

ii. N = 5. According to the results of section 2.4, equation (2.7.31) 
with N = 5 also allows exact solutions, but now it can be viewed as an 
equation with three spectral parameters: E, r and C2. We know that the 
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spectrum of parameter c2 is degenerate and therefore, after transition to a 
two-dimensional case, we obtain the quasi-exactly solvable equation with 
two spectral parameters: E, which plays the role of the energy, and c2, 

which is included in the potential. The potential of this model is described 
by a quasi-polynomial of order four. Unfortunately, as noted in section 2.6, 
the wavefunctions corresponding to admissible values of these parameters 
are not normalizable, and therefore the obtained quasi-exactly solvable 
model is not of any physical interest. 

Note that the next values of N ( N = 7, 9, ... ) also lead to equations 
(2.7.31) allowing exact solutions. However, in these cases equations 
(2.7.31) contain more than three spectral parameters and consequently, the 
elimination of one of them by transitions to a two-dimensional case cannot 
give any interesting quasi-exactly solvable model of sufficiently high order. 

Now let us turn to the second limiting case described by formula 
(2.7.26). 

2. Let f(z) = arcshz. Then we have: 

r+ +r-TJ = arcsh 2 , (2.7.32) 

where by T± we denoted the expressions 

(2.7.33) 

We also have 

(2.7.34) 

from which it follows that 

(2.7.35) 

Obviously, the unique form offunctions A(TJ) and B(u) guaranteeing 
quasi-polynomiality of the potential V is 

2N 
d1 d2 "" 2n A( 17) = --2- + - 2- + L...i en ch 77, 

ch TJ sh TJ n=2 

(2.7.36a) 

2N 
( ) d1 d2 "" . 2n B u = -.-2 - + --2-- L...i en Sin u, 

sm TJ cos TJ n=2 

(2.7.36b) 
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where d1, d2 and en are arbitrary constants. Substitution of (2. 7.36) into 
system (2.7.14) gives 

{ 82 d1 d2 ~ 2n 2 } 
-!:1 2 --2-+-2-+ ~ench TJ-Ech TJ-f IPa(TJ)=O, 

VTJ ch 1J sh 1J n=l 
(2.7.37a) 

{ 82 d1 d2 ~ . 2n E . 2 r} ( ) 
- !:1 2 + -.-2 - + --2- - ~ en sm u + sm u - /{)b u = 0. 

vU Sln U COS U n=l 

Taking 

A= ch2TJ, IPa(TJ) = [A(A- 1)]i<p(A), 
A= sin2 u, IPb(u) = [A(A- 1)]t<p(A), 

(2.7.37b) 

(2.7.38a) 
(2.7.38b) 

we can see that (2.7.37a) and (2.7.37b) are simply two different forms of a 
single one-dimensional equation which, after introducing the notations 

e1 = -E, eo= -r- d1- d2 + ~' 
can be written as 

{ 82 d1 - !! d2 - !! "L.2N e An } 
- 8A2 + 4.A2 4 + 4(A- :)2 + 4~(; -\) <p(.A) = 0· 

(2.7.39) 

(2.7.40) 

Evidently, {2.7.40) is equivalent to (2.7.37a) if 1 ~A~ oo, and to {2.7.37b) 
ifO~A~l. 

Thus, we see that the problem of constructing two-dimensional quasi­
exactly solvable Schrodinger problems with quasi-polynomial potentials is 
reduced to the problem of finding equations belonging to the class {2.7.40) 
and admitting the interpretation as exactly solvable equations with three 
spectral parameters. 

In order to find such equations note that (2.7.40) is an equation with 
three singular points located at 0, 1 and oo. Consequently, the behaviour 
of the function <p(A) in the vicinities of these points cannot be arbitrary. It 
is determined by the formulas 

{ 
A• 1 A --+ 0 

<p(A)"' (A-1)• 2 , A--+1 
exp{ -QN(A)}, A --+ oo 

in which the numbers s1 and s2 satisfy the equations 

4(sl- i)(sl- ~) = d1. 4(s2- i)(s2- ~) = d2, 

(2.7.41) 

(2.7.42) 
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and coefficients of the polynomial QN(.>.) are expressed via parameters 
eN +1, ... , e2N. For example, if 

then 

qJv =eN, N 2: 1, 
2qNqN-1- qJv = eN-1, N 2: 2, 

(2. 7 .43) 

(2.7.44a) 
(2.7.44b) 

The simplest expression reproducing all the asymptotic properties 
(2.7.41) can be written as 

<p(.>.) = P(.>.).\' 1 (.\ -1)"2 exp{-Q(.>.)} (2.7.45) 

where P(.>.) is a certain (arbitrary) polynomial. Surprisingly enough, 
(2.7.45) turns out to be a correct ansatz for equation (2.7.40). Substituting 
(2.7.45) into (2.7.40) we can make sure that this equation can actually be 
satisfied if the numbers e0 , e1, ... , eN, playing here the role of the spectral 
parameters, take certain discrete values. The number of these parameters is 
N + 1 and, therefore, in order to obtain the needed three-parameter spectral 
equation we must take N = 2. Later we discuss the case N = 2 in detail 
and show that it actually leads to physically sensible two-dimensional quasi­
exactly solvable models with quasi-polynomial potentials. However, first it 
is very helpful to consider the case N = 1, which is especially interesting 
from the point of view of one-dimensional quantum mechanics. 

1. N = 1. In this case ansatz (2.7.45) can be written in the form 

M 

<p(.>.) =IT(.>.- (;).\'1(.\- 1)'2 exp (- q21)..)' (2.7.46) 
•=1 

where 6, ... , (M are certain unknown parameters determining the zeros 
of the polynomial P(.>.). Substituting (2.7.46) into (2.7.40) and equating 
similar terms we find explicit expressions for the two spectral parameters 
eo and e1 

8s1 s2 + 8s1 ( ~1 + t, t) , (2.7.47a) 

-qi- 4q1(s1 + s2 + M), (2.7.47b) 
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in which the e. satify the system of equations: 

M 

L 1 __ 1_ + s1 + ~ _ ql = O, c c i = 1, ... , M. 
k=l e. - -.k ej ... - 1 2 

(2.7.48) 

We see that the spectrum of the parameter e1 is degenerate with respect to 
the spectrum of e0 , and therefore, equation (2.7.40) can be interpreted as 
a quasi-exactly solvable equation with a single spectral parameter e0 . To 
reduce the obtained equation to Schrodinger form, we must identify the non­
degenerate spectral parameter e0 with the energy and include the second 
degenerate one, e1, in the potential. Remembering that e0 is connected 
with rand e1 withE and making transformations (2.7.38a) and (2.7.38b), 
we obtain two new one-dimensional quasi-exactly solvable models with 
hyperbolic and trigonometric potentials (U shveridze 1988c): 

_ 4(sl- ~)(s2- ~) + 4(s2- ~)(sl- ~) 
ch2 'T] sh2 'T] 

-[qi + 4ql(sl + s2 + M)] ch2 'T} + qi ch4 'T}, (2.7.49a) 

Vi,(u) _ 4(sl- ~)(s2- ~) + 4(s2- ~)(s1- ~) 
sin2 u cos2 u 

-[qi +4ql(sl +s2 +M)]sin2u+qisin4 u. (2.7.49b) 

The (exact) wavefunctions for these models have the form: 

i=l 

2 M 
<pb( u) = (sin2 0')' 1 -! ( cos2 u)'d e- ~sin 0' 11 (sin2 0'- e;) (2.7.50b) 

i=l 

and the corresponding energy levels are described by the formula 

(2. 7.51) 

in which the numbers 6, ... ,eM satisfy equation (2.7.48). 
We see that model (2.7.49a) is defined on the positive half-axis 'T} E 

[O,oo], and the model (2.7.49b) on the finite interval 0' E [0,~]. The 
potentials of these models are depicted in figure 2.5. 

The wavefunctions of the first model are normalizable in the interval 
'TJ E [0, oo] if s > 2 and q1 > 0, and the wavefunctions of the second 
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v 

0 

v 

b) 

Figure 2.5. The form of the potentials a) (2.7.49a) and b) (2.7.49b). 

model satisfy the normalization condition in the interval u E [0, j] when 
81 > 0 and 82 > 0. It is remarkable that the spectra of both these models 
coincide, which is a trivial consequence of the fact that they were obtained 
from the single two-parameter spectral equation (2.7.40). Note also that 
the models (2.7.49a) and (2.7.49b) can be interpreted as generalizations of 
the well known hyperbolic and trigonometric Poschel-Teller potential wells 
(see, e.g., Fliigge 1971). 

Concluding the discussion of the case N = 1, we emphasize that the 
two-dimensional model, from which models (2.7.49a) and (2.7.49b) were 
obtained after the separation, is simply the ordinary harmonic oscillator 
with potential barriers along the x- and y-axes. Indeed, using formulas 
(2.7.9), (2.7.13), (2.7.35), (2.7.36), (2.7.32) and (2.7.33), we can reconstruct 
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the corresponding two-dimensional potential which has the form 

( ) - 4(sl-t)(s2-~) 4(s2-t)(sl-~) 2 2 2 
V X, y - - 2 + 2 + q1 (X + y + 1) 

X y 

and leads to a degenerate system described by the formulas 

E = q~ + 4ql(sl + s1 + M) 

and 
M 

'1/;(x, y) rr[~[- ~(x2 + y2 + 1) + x2] 
i=l 

(2.7.52) 

(2.7.53) 

x (x2 )' 1 - ~ (y2)' 2 - ~ exp (-~ (x 2 + y2 )) . (2.7.54) 

The multiplicity of degeneracy is M + 1, and therefore, the order of the one­
dimensional quasi-exactly solvable models obtained (2.7.49a) and (2.7.49b) 
is also equal to M + 1. 

The transition from the two-dimensional exactly solvable model 
(2.7.52) with degenerate spectrum to two one-dimensional quasi-exactly 
solvable models of finite order gives us one more example demonstrating 
how the (direct) method of separation of variables described in section 1. 7 
works. 

Now, let us return to the inverse method of separation of variables 
and, starting with the three-parameter spectral equation (2.7.40) appearing 
when N = 2, try to construct a non-trivial two-dimensional quasi-exactly 
solvable model. 

2. N = 2. In this case, ansatz (2. 7 .45) becomes 
M 

~(,\)=IT(,\- ~;),\'1(,\ -1)', exp (- ~ ,\2- ~1 ,\). 
i=l 

(2.7.55) 

Substituting (2.7.55) into (2.7.50) and equating similar terms, we find the 
following expressions for the three spectral parameters eo, e1 and e2: 

eo 8s1 s2 + 8s1 ( ~1 + t, t) , (2.7.56a) 

M 

e1 4q2(sl + M + ~)- 4ql(sl + s2 + M)- qi- 4q2 L~;, 
i=l 

(2.7.56b) 
(2.7.56c) 



The Schrodinger equations with separable variables 129 

in which the {; satisfy the system of M numerical equations 

(2.7.57) 

The remaining parameters e3, e4 and d1, d2 are determined by formulas 
(2.7.42) and (2.7.44). Since all parameters entering into the expressions 
for A(77) and B(u) are known, we can easily recover the form of the 
corresponding two-dimensional potential. Using formulas (2.7.9), (2.7.13), 
(2.7.35), (2.7.36), (2.7.32) and (2.7.33) we find 

V(x,y) = 
4(sl- i)(sl- ~) + 4(s2- i)(s2- ~) 

x2 y2 

+{q~- 2q2(2sl + 2s2 +2M+ 1)} 
+ {[qi- 2q2(2sl + 2s2 +2M+ 1)]r2 + [2q1q2 + q~]~} 
+{2q1q2r2 + 2q~y2}r2 + q~r6 • (2.7.58) 

Analogously, we can obtain the explicit form of wavefunctions satisfying 
the Schrodinger equation for (2.7.58). Substituting (2.7.55) and (2.7.38) 
into (2.7.10) and using (2.7.32), (2.7.33) we get 

M 

1/J(x,y) = IT[el-ei(r2 +1)+x2](x2)• 1 -~(y2 )'•-1 
i=l 

x exp {- ~ (r2 + 1)- ~ [(r2 + 1)2 - 2x2]}. (2.7.59) 

The corresponding energy levels can be obtained from (2.7.39) and 
(2.7.56b): 

M 

E = q~ + 4ql(sl + s2 + M)- 4q2(s2 + M + t) + 4q2 L{;. (2.7.60) 
i=l 

(Remember that the numbers{; can be found from (2.7.57).) 
Is is easy to see that model (2.7.58) is defined in the domain x ~ 0, 

y ~ 0, and the wavefunctions in (2.7.59) are normalizable in this domain if 
s1 > 0, s2 > 0 and q2 > 0. Thus, we have constructed a physically sensible 
two-dimensional quasi-ex;}ctly solvable model, the potential of which is 
described by a spherically non-symmetric quasi-polynomial of order six. 
The non-negative integer M entering into the potential determines the order 
ofthis model, which is equal to the number of solutions of system (2.7.57). 
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The simplest way to compute this number is to use the classical electrostatic 
analogue of equations (2.7.57). 

Indeed, it is not difficult to understand that system (2.7.57) describes 
the equilibrium condition for M classical Coulomb particles with unit 
charges and coordinates ei situated in an external electrostatic field with 
the potential 

u(e) = -slln lei- s2ln le- 11 + q; e +~e. (2.7.61) 

This potential, consisting of three wells separated by singular potential 
barriers at the points e = 0 and e = 1, has the form depicted in figure 2.6. 

u 

0 

Figure 2.6. The form of the potential (2.7.61). 

It is quite obvious that there are (M+l)JM+2) different ways to 
distribute M Coulomb particles between these three wells and for any such 
distribution a classical stable equilibrium is possible. But this means that 
the number of solutions for equation (2.7.57) is (M+l~M+2) and this is also 
the order of the constructed quasi-exactly solvable model (2.7.58). 

Note that, as in the one-dimensional case, the numbers ei determine 
the wavefunction zeros. This follows from expression (2.7.55) and formulas 
(2.7.38) and (2.7.10). The equations for these zeros, which in the two­
dimensional case are located along the lines, can be obtained from the 
condition,\= ei and formulas (2.7.38), (2.7.32) and (2.7.33): 

! ( J<x + 1)2 + y2 + J<x- 1)2 + y2) = e;, 

! ( ../(x + 1)2 + y2 - ../(x- 1)2 + y2) = ek· 
(2.7.62a) 

(2.7.62b) 

Obviously, these equations allow real solutions if and only if the numbers 
e; in (2.7.62a) exceed one: ei E (1, oo], while the numbers ek in (2.7.62b) 
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are less than one but positive: 6 E [0, 1]. In this case we can speak 
of wavefunction nodal lines which may have the form of confocal ellipses 
{2.7.62a) or hyperbolas {2.7.62b), see figure 2.7. 

y 

X 

Figure 2.7. The nodal structure of wavefunctions in the model (2.7.58). 

The number of elliptic nodal lines is equal to the number of particles 
situated in the third well (see figure 2.7), and the number of hyperbolic 
nodal lines is determined by the number of particles situated in the second 
well. The particles situated in the first well determine the complex zeros of 
the wavefunction. The case in which all particles are concentrated in the 
first well corresponds to the ground state. 

2.8 Multi-dimensional quasi-exactly solvable models 

The method of constructing two-dimensional quasi-exactly solvable models 
discussed in the previous section can be generalized easily to the multi­
dimensional case (Ushveridze 1988b ). As stated before the procedure 
includes three stages. First of all, we choose the coordinate system; 
then construct a most general class of Schrodinger equations (with quasi­
polynomial potentials) allowing separation of variables in this system; and 
finally, we find the conditions for which the one-dimensional equations 
appearing after the separation can be interpreted as multi-parameter 
exactly solvable spectral equations. Note that in the V-dimensional case, 
these equations must contain V + 1 spectral parameters: V + 1 of them 
must be identified with the separation constants, one must play the role 
of the energy in the initial V-dimensional Schrodinger problem, and one 
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additional parameter with degenerate spectrum must be included in the 
potential. 

In order to choose the most suitable coordinates in which the separation 
of variables in the multi-dimensional Schrodinger equation 

( v [)2 ) 
-]; fJx; + V(x)- E l/>(i) = 0 (2.8.1) 

is possible, remember that in the two-dimensional case, the role of such 
coordinates was played by the elliptic ones (see formulas (2.7.32) and 
(2.7.33)). Therefore, it would be quite natural to a!lsume that in the 
multi-dimensional case an analogous role is played by the multi-dimensional 
generalizations of these coordinates, which for 1J = 3 and 1J > 3 are known 
as ellipsoidal and generalized ellipsoidal coordinates, respectively. 

The connection between Cartesian, { xa}, and generalized ellipsoidal 
coordinates, which we denote by {A;}, can be expressed as follows: 

v n (-\;- aa) 
2 i=l X a = ....:V:__::_I ---- (2.8.2) 

11 (a/3- aa) 
/3=1 

Here aa are constants determining the intervals in which the -\;-coordinates 
change, 

(2.8.3) 

In the new variables the Schrodinger equation (2.8.1) takes the form 

(2.8.4) 

where 
v 

Q(,\) = IJ (,\- aa)· (2.8.5) 
a=l 

Many formulas of this section can be considerably simplified if we 
introduce the following notation: 

(2.8.6) 
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in which F(>.;) is an arbitrary expression containing >.;. For example, 
equation (2.8.4) can be rewritten as follows: 

{ -4(VQ{:ij :>. VQ{:ij :>.) + V- E} 1/J = 0. (2.8.7) 

Now, let us formulate and prove some assertions which allow us to 
investigate the possibility of separation of variables in equation (2.8. 7). 

Statement 2.1. Let 

(2.8.8) 

Then for any -(V- 1) ~ L < 0 the function fL(>.) is identically zero, and 
for L ~ 0 it is an Lth-order polynomial of the form 

h(..\) = (2.8.9) 

Here 1!1 .. -'L are certain computable constants and 

1<n<V 

are elementary symmetric polynomials. 

n=O 
n>V 

(2.8.10) 

Proof. Let I and J be arbitrary fixed numbers, I :j:. J. Introducing the 
function 

Uu =:). V-l+L { f:r (..\-.A;)} -1' 
i#,ii:J 

we can rewrite formula (2.8.8) in the following form: 

h(..\) = 
Uu(.XI)- Uu(>.J) 

..\1 - >.J 

+ t,~r-l+L {f! '<~;- ~.>} _, 

(2.8.11) 

i :j:. I,i :j:. J. 

(2.8.12) 

From the representation (2.8.12) it follows that the function h(..\) remains 
finite if ..\1 tends to AJ . The fact that the finiteness of h ( >.) takes place 
for any I and J implies that this function is regular everywhere. 
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On the other hand, from definition (2.8.8) it follows that the function 
fL(>..) can be represented as a fraction whose numerator is a homogenous 
polynomial of [V(V- 1) + L]th order. The denominator of this fraction 
is also a homogenous polynomoial of [V(V- 1)]th order and has the form 
TI ( >..i - >..k )2. We can see that it vanishes if >..i = >..k. The fact that 
i<k 
function h(>..) has no poles means that the numerator in the fraction can 
be divided by the denominator without remainder. Hence, h(>..) = 0 if 
-(V-1) ~ L < 0, and h(>..) is the Lth-order polynomial when L ~ 0. Since 
fL(>..) is invariant under all transformations of the permutation group, it 
can be expressed in terms of the elementary symmetric polynomials defined 
by (2.8.10). Thus, the statement is proved. 

It is not difficult to calculate the first four functions h(>..). They are 

fo(>..) 
!1(>..) 
!2(>..) 
/3(>..) 

1, 
u1(>..), 
u~(>..)- u2(>..), 
u~(>..)- 2u1(>..)u2(>..) + 0"3(>..). 

Statement 2.2. The identity 

1 (-)= >..- aa 
1 1 

v I x2 n (aa- ap) a 
k=l 

holds for any a0 and any Xa given by formula (2.8.2). 

Proof. Consider the identity 

(2.8.13) 

(2.8.14) 

Multiplying both sides of (2.8.15) by J.l and taking J.1 --+ oo, we obtain the 
equality 

(2.8.16) 
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which, after taking into account definition (2.8.2), reduces to (2.8.14). The 
-statement is proved. 

Statement 2.3. Let us assume that the potential V in >.-coordinates has 
the form 

(2.8.17) 

where 
2N 

P2N(>.) = L Pn)..n · (2.8.18) 
n=O 

Then, in the initial x-coordinates it is a quasi-polynomial. 

Proof. From definition (2.8.2) it follows that 

1) 1) 

L( -1)"a~un(>.) = x! IT (ap- aa)· (2.8.19) 
n=l fJ=l 

These relations can be considered as the linear equations for un(>.). Solving 
the linear system (2.8.19) we obtain 

1) 

O"n(>.) = O"n(a) + L 0"~~1(a)x! {2.8.20) 
et=l 

where u~a)(a) are defined as nth-order symmetric polynomials of 
a1. a2, ... , aa- 1. aa+l, ... , av. According to statement 1 the second term 
in (2.8.17) depends polynomially on un(>.) and, hence, it is the {2N + 1)th­
order polynomial of x~, ... , x~. At the same time, from statement 2 it 
follows that the first term in (2.8.17) is a linear combination of the terms 
::.\, ... , ::1-. Thus, the statement is proved. 
"'1 "'1> 

Statement 2.4. If the potential V in >.-coordinates has the form {2.8.17}, 
the Schrodinger equation {2.8. 7) allows separation of variables. 

Proof. According to statement 1, the constant E {the energy) can be 
represented as 

'D-2 
E = (E>.'D-l + L rn..\n). {2.8.21) 

n=O 
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Substituting (2.8.17) and (2.8.21) into (2.8.7) and taking 

1/J = tP1 (.\1) .. . 1/Jv(>.v ), 

we obtain the system of one-dimensional spectral equations 

(2.8.22) 

{- 4Q(>.;) ::~ - 2Q'(>.;) 0~; + ~ A; ~a aa + >.'f p2N(A;) }1/J;(>.;) 

= (E.xf-1 + };rn>-?)1/J;(>.,), i=1, ... ,V. (2.8.23) 

Here the energy E is the spectral parameter of the initial problem, and 
r n are the separation constants playing the role of the auxiliary spectral 
parameters of system (2.8.23). Thus, the statement is proved. 

Taking into account formula (2.8.18) and using (2.8.8) and (2.8.17) we 
find 

(2.8.24) 

Substituting (2.8.13), (2.8.20) and (2.8.14) into (2.8.24), we obtain the 
explicit form of the potentials in the x-representation, allowing the 
separation of variables in generalized ellipsoidal coordinates. 

The next step in our program is to study equations (2.8.23) from the 
point of view of their exact solvability. 

First of all, note that all equations (2.8.23) essentially coincide and 
the only difference between them is that variables >.; belong to different 
intervals (see formula (2.8.3)). This gives us the possibility of identifying 
the variables >.; and functions 1/;; ( >.;) by taking 

(2.8.25) 

and consider, instead of system (2.8.23), a single equation of the following 
form: 

(2.8.26) 
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It is not difficult to see that {2.8.26) is an equation with 1J + 1 singular 
points located at aa, a= 1, ... , 1J and oo. Therefore, the behaviour of 
the function ,P(.>.) in the vicinities of these points cannot be arbitrary. We 
can express it by the formula 

{2.8.27) 

in which Sa are certain computable parameters (which can be expressed 
via the numbers Pa), and AN(>.) is an Nth-order polynomial whose 
N + 1 coefficients are connected with the leading N + 1 coefficients of 
the polynomial P2N(>.). 

The simplest functions ,P(x) reproducing all the asymptotic properties 
(2.8.27) can be written as follows: 

t/1(.>.) = [!(.>.- ~;) fl (.>.- aay .. -i exp {-~JAN(>.) d).}. (2.8.28) 
Substituting (2.8.28) into equation (2.8.26), we see that (2.8.28) is a correct 
ansatz for this equation! More precisely, for (2.8.26) to be satisfied, the 
numbers~; entering into the expression {2.8.28) must satisfy the constraints 

M 'D 

L t:. ~ t: + L f ~" -~AN(~;)= 0, 
k=l ._, ._k a=l 1 aa 

i= 1, ... ,M. {2.8.29) 

At the same time, parameters E and r n entering into the right-hand side of 
(2.8.26), as well as the first N coefficients ofthe polynomial P2N(.>.), depend 
on the numbers~;. Thus, we can assert that (2.8.26) takes the form of an 
exactly solvable multi-parameter spectral equation. For given N and 1J, 
the total number of spectral parameters is 1J + N. 

Note that for N = 0 we have only 1J spectral parameters E and 
r n, n = 0, ... , 1J- 2. We know that after transition to the 1J-dimensional 
case, the parameters r n (the separation constants) disappear, and we come 
to an equation with a single spectral parameter E. Obviously, this equation 
is exactly solvable by construction. Using formula (2.8.24) it is not difficult 
to show that it is the Schrodinger equation for the 1J-dimensional harmonic 
oscillator with potential barriers along the Xa-axes. 

Now, let us consider the case with N = 1. This case is especially 
interesting for us since, as we will see below, it leads to multi-dimensional 
quasi-exactly solvable models of arbitrarily large order. 

The polynomial P2N(.>.) entering into (2.8.26) takes for N = 1 the form 

P2(>.) = P2.>.2 + P1.>. +Po, (2.8.30) 
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and for AN(>.) in (2.8.28) we have 

(2.8.31) 

Substituting (2.8.28) into (2.8.26) and equating similar terms, we obtain 
the following expressions for the coefficients of equation (2.8.26): 

Pa 
1 3 V I 

4(sa- 4)(sa- 4) TI (aa- af3), a= 1, ... , 7J, (2.8.32) 
!3=1 

P2 A2 , (2.8.33a) 
P1 2AB- A2<11(a), (2.8.33b) 

Po B2 - 2AB<11(a) + A2<12(a)- 4A (M +! + a~1 aa), 
(2.8.33c) 

E B2<11(a)- 2AB<12(a) + A2<13(a) + 4B ( M + t, Sa) 
+4A [t, "•'• ~ u,(a) ( M + ~ + .~, '•) + ~{;]. 

(2.8.34) 

The values of the separation constants r n are not of interest to us and, 
therefore, we shall not write here the explicit expression for them. Note, 
however, that these constants, as well as the energy E, depend explicitly 
on~;. 

Thus, we see that equation (2.8.26) contains 1J + 1 spectral parameters. 
They are 1J - 1 separation constants r n, the energy E of the multi­
dimensional Schrodinger equation, and an additional parameter Po which 
plays the role of a free term in the polynomial (2.8.30) and, therefore, must 
be included in the potential. From formula (2.8.33c) it follows that this 
parameter depends on the number M, but not on the numbers~;. This 
means that the spectrum of Po is degenerate with respect to the spectra of 
other parameters E and r n. The multiplicity of this degeneracy is equal to 
the number of various non-equivalent solutions of the system (2.8.29) 

M I 1 V Sa B A 
" - + " - -- -~; = 0, .!...J c. - ck .!...J c. - a 2 4 k=1 '-' '- a=1 '-' a 

i= 1, ... ,M, (2.8.35) 
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which, as before, can be interpreted as the equilibrium condition for M 
Coulomb particles moving in an external electrostatic field. In this case 
the corresponding classical potential has the form of 1J + 2 potential 
wells separated by impenetrable barriers. Therefore, the number of 
non-equivalent distributions for M particles between these 1J + 2 wells 
determines the number of solutions ofthe system (2.8.35), which, obviously, 
is equal to '!t~)!. Summarizing, we can conclude that the 'D-dimensional 
Schrodinger equation corresponding to equation (2.8.26) is quasi-exactly 
solvable and its order for any given M is (!t~)! (Ushveridze 1988d, k). 

Thus, we have obtained a new infinite series of multi-dimensional quasi­
exactly solvable models. The form of their potentials in x-coordinates can 
easily be recovered from (2.8.24) by means of formulas (2.8.13), (2.8.14) 
and (2.8.20). Introducing the notation 

Ba::Aaa+B, a=1, ... ,1J, (2.8.36) 

we can write 

(2.8.37) 

Here we have neglected the constant term equal to B 2u1(a)- 2ABu2(a) + 
A2u3(a)-4Au1(a) ( M + t + 01~1 Sa). Therefore, in order to obtain correct 
expressions for the energies we must subtract the same term from (2.8.34). 
This gives: 

'D M 
E = 4 I: Basa + 4BM + 4A L:e;. (2.8.38) 

ot=l i=l 
The x-coordinate form of wavefunctions corresponding to (2.8.38) can be 
found from (2.8.28), (2.8.25) and (2.8.22) by means of formulas (2.8.2) and 
(2.8.20). It is 

t/J(x1, ... , xv) = iDl L~o ( -1)ner-n [un(a) + 01~1 u~01]1(a)x~]} 
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(2.8.39) 

The condition of normalizability of these wavefunctions m the domain 
x 01 ~ 0, a= 1, ... , 1J has the form 

A> 0, s01 > 0, a= 1, ... , 1J. (2.8.40) 

Note that the fact of quasi-exact solvability of model (2.8.37) can be 
proved immediately in the :~:-representation (Ushveridze 1988k). Indeed, 
denoting the first (polynomial) factor in (2.8.39) by PM(x~, ... , z;) and 
substituting the expression (2.8.37) into the Schrodinger equation for 
(2.8.37), we obtain a new equation 

QP(x~, ... , z~) = EPM(x~, ... , xi,), (2.8.41) 

in which 

If M is a non-negative integer, the operator Q acts in the finite-dimensional 
space of polynomials PM(x~, ... , z;) of order M (the order is defined with 
respect to the variables z~, ... , x;). Therefore, the spectral differential 
equation (2.8.42) can be treated as a finite-dimensional matrix equation, 
in which the role of the eigenvalues and eigenvectors is played by the 
energy E and coefficients of the polynomials PM(x~, ... , xi,). This proves 
the quasi-exact solvability of the model (2.8.37). A dimensionality of 
the corresponding matrix equation is determined by the number of non­
equivalent terms in the polynomial PM(x~, ... , z;). It is not difficult to 
verify that this number is (~t:?'. Hence, the order of the quasi-exactly 
solvable model under consideration must also be equal to C:J,~~r. 

Now, let us consider two concrete examples corresponding to the 
simplest cases M = 0 and M = 1. 
1. M = 0. The Schrodinger equation has one explicit solution 

v 
E = 4 L B01s01, 

at=l 

(2.8.43) 
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1J 

t/J(x1, ... , xv)"' IT (x;y,-! 
a=1 

x exp { -~ (t, x!) 2 - ~ (t, B.x~) } , (2.8.44) 

describing the ground state because of the absence of nodes. 

2. M = 1. In this case the Schrodinger equation has 1J + 1 explicit solutions 
which can be represented in the form 

1J 

E 4 L Bo:so: + TJ, (2.8.45) 
o:=1 

t/l(x1,···,xv)"' [1+ t, 4!~~T)l Q(x!)""-! 

x oxp {-Ht, x! )' -Ht, B.x!) } (2.8.46) 

where by T) we denote the parameter 4B + 4A~1 satisfying the algebraic 
equation of order 1J + 1: 

1J 

"" So: TJ + 32A 6 4Bo: _ = 0. 
o:=1 T) 

(2.8.47) 

Let us assume, for definiteness, that all parameters Bo: are real 
numbers, differing from each other and ordered as 

(2.8.48) 

Analysing equation (2.8.47) graphically, we obtain the result that all its 
roots T)i are real and lie in the intervals 

TJo < 4B1 < TJ1 < 4B2 < ... < 4Bv-1 < TJV-1 < 4Bv < TJv· (2.8.49) 

We see that the root T)o corresponds to the ground state, since the 
wavefunction (2.8.46) has no nodes for T) = T)o. The other functions (2.8.4) 
corresponding to the roots T)1 , ... , T)7J have nodes and, therefore, describe 
excited states. From formulas (2.8.46) and (2.8.42) it follows that the nodal 
surfaces of these wavefunctions have the form of various confocal quadriques 
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with signatures from (- - ... - +) up to ( + + ... + +), in full accordance 
with the fact that the Schrodinger equation for the model (2.8.37) admits 
total separation of variables in V-dimensional ellipsoidal coordinates. This 
means, in particular, that nodal surfaces for any wavefunction in model 
(2.8.37) must have the form of certain confocal quadriques. 

To conclude this section, we note that whereas the problem of finding 
the wavefunction nodes for one-dimensional quantum systems is related to 
solving the problem of the equilibrium of charged particles in an external 
field, the problem of finding the nodal lines or surfaces for systems of 
dimension V ~ 2 turns out to be related to the problem of the equilibrium 
of classical charged strings or membranes in an external field (Ushveridze 
1989c). For model (2.8.37) this fact is obvious. It follows immediately from 
equations (2.8.35) which can be interpreted as conditions of equilibrium 
of M charged direct nodal lines (V = 2) or flat nodal surfaces (V ~ 3) 
interacting according to the laws of (V + !)-dimensional subspace. In z­
coordinates we have a similar picture, but the nodal lines and surfaces 
become curved taking the form of confocal quadriques. Note that such a 
classical interpretation of wavefunction nodes is possible even in the case 
when separation of variables in the multi-dimensional Schrodinger equation 
is not possible. In fact, let us consider the problem of constructing a V­
dimensional Schrodinger equation 

[-a+ V(i)].,P(i) = E.,P(i), (2.8.50) 

which is exactly solvable for any one state. It is easily seen that for the 
choice 

V(i) = E + a.,p(i)f.,P(x) (2.8.51) 

where .,P(i) is a smooth function, the Schrodinger equation has the function 
.,P(i) itself as a formal solution. The requirement that the potential V(i) be 
smooth imposes a number of constraints on the admissible form of the nodal 
surfaces of .,P(i). To derive these we assume that the M nodal surfaces of 
.,P( i) are described by the equations 

(2.8.52) 

Then, the wavefunction .,P(i) (up to a sign) can be written as 

·'·(i) =ex {-~ J u[ii(i)] dV-lf} ex "'(i) 
"" P L....J 1-·- --(t"lv-1 P"" i=l z, z, ') 

(2.8.53) 
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where u[ii(i)] dl>-lfis an element of the nodal surface and F(i) is a smooth 
function. The substitution of (2.8.53) into (2.8.51) and the requirement that 
V( i) be smooth lead to the following system of integral equations in ii( t} 

where n[i(i)] is a normal to the surface i(i). It is easy to see that 
for 'D = 1 the first term in (2.8.54) vanishes, while the remainder of 
the equation degenerates into an equation describing the equilibrium of 
Coulomb particles with coordinates Xi in an external electrostatic field 
E(x). For 1J > 1 the resulting system can be interpreted as the equilibrium 
condition for M absolutely inelastic massless charged strings (1J = 2) or 
membranes (1J ;;::: 3) interacting according to the laws of ('D+ 1 )-dimensional 
electrostatics in a 'D-dimensional subspace. The charge is distributed 
uniformly along the strings (surfaces of the membranes) with unit density. 
Equation {2.8.54) expresses the condition that the normal component of 
the force acting on each element of a string (membrane) due to the other 
strings {membranes) and also the external potential ¢J{i), vanish. This 
electrostatic analogue allows us to understand the features of the nodal 
surfaces and the singularities associated with their relative location, and 
also to follow the variation in the model-surface shape as the potential is 
varied. 

2.9 The "field-theoretical" case 

When all parameters Si are equal to ~, the potential barriers along 
the Xa-axes disappear and the potential (2.8.37) becomes polynomial. 
Correspondingly, the wavefunctions (2.8.39) become regular everywhere. 
This gives us the possibility of defining model {2.8.37) in the entire 'D­
dimensional space. If M = 1 the hamiltonian of this model takes the form 

H -t, ::~+A' [t,•!] +2A [t,B.•!] [t,•!] 
1) 

+ I:[B!- A('D + 6)Jx!, {2.9.1) 
a=l 
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and the corresponding Schrodinger equation for (2.9.1) has V + 1 exact 
solutions 

E (2.9.2) 

expressed via the auxiliary spectral parameter TJ satisfying the algebraic 
equation 

(2.9.4) 

of order V + 1. 
The model (2.9.1) is interesting because in the limit V -> oo it can be 

transformed into a non-local, non-relativistic quasi-exactly solvable model 
of field theory with gapless excitations (Ushveridze 1988d, k). 

In order to perform this transformation we introduce new parameters 

.6. = v'A, 

E 
E= JA' ( = _TJ_ 

4v'A' 

a= 1, ... ,v, 

L= VVA 2 , 

and rewrite the Schrodinger equation (2.9.1) in the form 

(2.9.5) 

+ t, [b;- ~ -6] x;.6.}1jl(x1, ... ,xv) =£1jl(x1,···,XLJ). 

(2.9.6) 
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Making the replacement (2.9.5) in formulas (2.9.3) and (2.9.3) we obtain: 

£ = ! [t, baA] + 0" (2.9.7) 

,P(x1, ... ,xv) [1 +~~A] 
~ba-t 

X exp { -l [t.·!~r- t [t,b.<!~l}' 

where t satisfies the equation 

Now, taking 'D ----7 oo, A ----7 0, A'D = 2L = constant, and 

A-1 

Xa ----7 x(t), 

1 f) b 
------7--

A OXa 8x(t)' 

,P(x1, ... , xv) 

8(0), 
ba = b(t), 

1J L 

L[· .. ]A ----7 J [ ... ] dt, 
a=l -L 

- \IF[(x(t)], 

(2.9.8) 

(2.9.9) 

(2.9.10) 

we obtain, instead of (2.9.6), the Schrodinger equation in functional 
derivatives 

{ -1 [ •• ~.)]2 dt + [1•'(t) dl]' + 2 [1 b(t)•'(t) dt] u •'(t) dtl 
L L 

+ j [b2(t)- 6]x2(t) dt- 2L8(0) j x2(t) dt }w[x(t)] = £\IF[x(t)] 
-L -L 

(2.9.11) 

which describes a certain non-local, non-relativistic and inhomogeneous 
"field theory" of rather exotic form. The last term in (2.9.11), which is 
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proportional to 6(0), can be treated as a counterterm cancelling ultraviolet 
divergencies in the model. Solutions of equation (2.9.11) have the form 

L 

£ = 6(0) J b(t) dt + E, 

-L 

(2.9.12) 

W[z(t)] ; [ 1-1 :'~t~(:;] oxp { -! U z2(t) dt) 2 - ~ j 6(t)z2(t) dt} 
(2.9.13) 

where E must be considered as an arbitrary real number belonging to the 
interval [minb(t),maxb(t)]. Note that, owing to condition (2.8.49), the 
function b(t) is monotonic and, therefore, the density of states can be 
determined as 

1 
p(E) = b'(b-1(~:))' (2.9.14) 

where by b- 1 (~:) we denote the solution of equation b(t) = E with respect 
tot. 

Formula (2.9.13) requires some comments, since the subintegral 
expression in the first factor in (2.9.13) is singular. A most natural way 
to define the "dangerous" integral is to treat it in the sense of the Cauchy 
principal value 

L J :z:2 (t) dt = 
f- b(t) 

-L 

L f x2(t) dt 
f- b(t) 

-L 

lim 
6- .... o 

L 

J x 2(t) dt 
f- b(t). 

(2.9.15) 

From this definition it follows that the singularity at t = b - 1 (E) is 
integrable, but the result depends essentially on the ratio 6+ /6- in the 
limit when both the regularization parameters 6+ and 6- tend to zero. 
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In order to eliminate this ambiguity it is sufficient to take into account 
equation (2.9.9) which in the limit takes the form 

L J dt -0 
(- b(t) - . 

-L 

(2.9.16) 

We see that the singular factors in the subintegral expressions in (2.9.15) 
and (2.9.16) coincide, which allows us to define the integral (2.9.16) by 
analogy with (2.9.15) as 

L J dt 
(- b(t) 

-L 

L f dt 
(- b(t) 

-L 

lim a--o 
-L 

L 

J dt 
(- b(t)" 

(2.9.17) 

Relation (2.9.17) can be interpreted as an equation for the ratio 15+ /6-. 
For example, if b(t) is the linear function b(t) = t, equation (2.9.17) gives 
t5+ /t5- = (L + t)/(L- f). Substituting the resulting value of 15+ /6- into 
(2.9.15) we complete the definition of expression (2.9.13). 

The model described by the Schrodinger equation (2.9.11) is quasi­
exactly solvable, since only one branch of excitations can explicitly be found 
in this model. This branch, parametrized by the number c, describes a 
part of the continuous spectrum f E (minb(t),maxb(t)] and includes the 
ground state, f = minb(t). Therefore, we deal with the model with gapless 
excitations. The infinite additive term in (2.9.11) is irrelevant. It plays the 
role of an additive vacuum energy. 

Concluding this section we note that the analogous quasi-exactly 
solvable "field theoretical" models resulting in more complicated 
expressions for wavefunctionals and spectral densities can be obtained if 
we start with the multi-dimensional quasi-exactly solvable models (2.8.37) 
with M > 1. 

2.10 Other examples of multi-dimensional quasi-exactly solvable 
models 

Concluding our discussion of methods of constructing multi-dimensional 
quasi-exactly solvable Schrodinger equations, we will mention here another 
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simple method (Ushveridze 1991b) which differs essentially from those 
already described in the preceding sections. 

The idea of this method can be formulated as follows. Let us consider 
the following simultaneous ansatz for the potential 

v 1 
V(x 1 , ... ,xv)=28(8-1)L( )2 

i<k Xj- Xk 
V[(V- 1)(1J8 + 1)- 1]((1J- 1)(1J8 + 1)- 3] 1 

4 Ef<k(x;- xk)2 

+VW ( t(x;- xk)2 ) (2.10.1) 
i<k 

and corresponding wavefunctions 

Here, 6 is an arbitrary numerical parameter, and W and cp are 
unknown functions. Substituting expressions (2.10.1) and (2.10.2) into the 
Schrodinger equation (2.8.1) and introducing a new variable 

we obtain 

where e = EjV. 

v 
p = L(x;- xk)2, 

i<k 

[- ::2 + W(p)] cp(p) = ecp(p), 

(2.10.3) 

(2.10.4) 

Therefore, if equation (2.10.4) is exactly or quasi-exactly solvable, 
the initialV-dimensional Schrodinger equation with potential (2.10.1) will 
also be exactly or quasi-exactly solvable. This observation completes the 
formulation of the method. 

Now, let us consider a concrete example. Let 

4(s- l)(s _1!) 
W(p)=a2p6-4a(s+M+t)p2+ 42 4. 

p 
(2.10.5) 
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From the results of section 2.1 we know that model (2.10.5) is quasi-exactly 
solvable and has M + 1 exact solutions belonging to the class of functions 

(2.10.6) 

where PM(t) are Mth-order polynomials. Using formulas (2.10.1) and 
(2.10.2) and taking for definiteness 

1 [ 4s ] 8 =v v-1- 1 ' (2.10.7) 

we obtain a V-dimensional quasi-exactly solvable model with potential 

having M + 1 exact solutions of the form 

Quite obviously, starting with the other one-dimensional quasi-exactly 
solvable models discussed in this chapter (for example, with models 
(2. 7.49a) and (2.7.49b )) one can obtain more complicated multi-dimensional 
quasi-exactly solvable Schrodinger equations with potentials expressed in 
terms of rational, hyperbolic or trigonometric functions. Note also that 
models of such a sort can be viewed as evident generalizations of the multi­
particle exactly solvable models discussed by Olshanetsky and Perelomov 
(1983). 



Chapter 3 

The inverse method of separation of 
variables 

3.1 Multi-parameter spectral equations and their properties 

In this chapter we discuss a regular analytic method of constructing 
exactly solvable models of quantum mechanics. This method, proposed 
by Ushveridze (1988c, d) and then generalized by Ushveridze (1989c), 
is based on the use of one-dimensional exactly solvable equations with 
several spectral parameters. We will demonstrate that any such equation 
can be reduced to an exactly solvable Schrodinger-type equation on a 
multi-dimensional, in general, curved manifold. The transition to the 
multi-dimensional case can be realized by means of the inverse method of 
separation of variables which we discussed briefly in the preceding chapters. 
Here we will give the most general formulation of this method and describe 
a convenient procedure of constructing wide classes of exactly solvable 
multi-parameter spectral equations (MPS equations). The corresponding 
classes of exactly solvable Schrodinger-type equations will be discussed in 
the concluding sections of this chapter. 

Let V be an infinite-dimensional complex linear vector space and W be 
a certain Hilbert subspace of V. Denote by xp and Xt, a = 1, ... , 1J, i = 
1, ... , 1J linear operators acting from V to V. Consider the system of 
equations 

(3.1.1) 

which we shall refer to as "multi-parameter spectral equations" or MPS 
equations. The role of spectral parameters in (3.1.1) is played by the 
numbers c0, a = 1, ... , 1J. The problem is to find all the vectors 

lfiO 
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e = (e1 , ... ,ev) for which the system (3.1.1) has non-zero solutions in W. 
The set of all such vectors we shall call the spectrum of equation (3.1.1). 
Depending on the concrete choice of the space W and the operators xp and 
Xt this spectrum may be continuous, discrete (infinite or finite) or empty. 
Below, we will concentrate on the cases in which the spectrum is infinite 
and discrete. 

The system (3.1.1) can be considered as an evident generalization of 
the ordinary spectral equations arising when V = 1. Here we shall discuss 
the general case when V ~ 1. 

Statement 3.1. Let the matrix operator 
A 'V 
X= {Xt}i,a=l (3.1.2) 

entering into the system (3.1.1} be invertible. Then it is possible to 
construct the one-parameter family of operators 

'V 

L(>.) = o-o(>.) + L o-a(>.)(x-l)~X;o, (3.1.3) 
i,a=l 

in which o-0 ()..) and o-a ()..) are arbitrary functions of>.. These operators act 
in the space W and the spectral problem for them 

L(>.)IP = E(>.)lf, if E W, (3.1.4) 

has the following solutions 

'V 

E(>.) = o-0 (>.) + :Lo-a(>.)ea, ip = ¢!, (3.1.5) 
a=l 

where ea, a:= 1 ... V and¢! are solutions of the initial system (3.1.1}. 

Proof. Let us introduce the operators La, a: = 1, ... , V satisfying the 
system of equations 

'V 

xp = LXtLa, i= 1, ... ,V. (3.1.6) 
a=l 

The invertibility of (3.1.2) enables us to solve system (3.1.6) for La: 

o:=1, ... ,v. (3.1.7) 
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Applying the inverse operator .X-1 to both sides of(3.1.1) and using (3.1.7), 
we obtain 1J independent one-parameter spectral equations 

La¢= ca¢, a= 1, ... , 1J. (3.1.8) 

We see that the admissible values of spectral parameters ca and 
corresponding solutions ¢ of the initial MPS equations (3.1.1) are the 
eigenvalues and eigenvectors of the operators La. Therefore, the eigenvalues 
and eigenvectors of the operators 

v 
L(>.) = 17°(>.) + L O'a(>.)La (3.1.9) 

a=1 

are described by formulas (3.1.5). This proves the statement. 

We note that the eigenvectors of the operators L(>.) do not depend 
on .>.. This is a typical situation for the commuting operators L(>.). 
However, from the explicit expression (3.1.3) it is not evident that L(>.) 
really form a commuting family. The necessary constraints on X? and X;a 
guaranteeing the commutativity of operators L(>.) are formulated in the 
following statement. 

Statement 3.2. Let 

and 

[X;0 , X~] 
[xt,xf] 

0, for any i and k, 

0, for any i, k and a, /3, 

[X?, Xk'] = 0, for any a and if- k. 

Then the operators L(>.) commute with each other: 

[L(>.), L(J.t)] = 0, 

for any >. and J.t. 

(3.1.10) 

(3.1.11) 

(3.1.12) 

(3.1.13) 

Proof. Taking into account equations (3.1.6), we consider the following 
chain of equalities: 

v 
0 = [X?,X;0 ] = L [XtLa,XfLp] 

a .!1=1 



Multi-parameter spectral equations 153 

v v 
L X;"'[La,X!]L~ + L x![xt,L~]La 

v v 
+ L [X;a,xf]LaL~+ L xtxf[La,L~]. (3.1.14) 

a,~=l a,~=l 

We see that the first two terms on the right-hand side of (3.1.14) cancel and 
the third term vanishes because of the commutation relation [Xt, xf] = 0 
which follows from (3.1.11). Thus, we obtain 

v 
L xtxf[La,L~] = 0. (3.1.15) 
a,~=l 

Now, using the conditions (3.1.10) and (3.1.12), we can consider an 
analogous chain for i -:j:. k: 

v 
0 = [X;0 ,X~] = L [X/" La, X~] 

a=l 
v v 
:Lxt[La,X~] + L [X;"',X~]La 
a=l a=l 
v 
L xt[La,XfL~] 
a,~=l 

v v 
L xtxf[La,L~] + L X;"'[La,X(]L~ 

a,~=l 

v v 
L X;"'Xf[La,L~] + L [X,aLa,X(]L~ 

a,~=l 

v v 
L X;"'Xf[La,L~] + L [X;0 ,Xf]L~ 
a,~=l ~=1 

v L X;"'Xf[La,L~]. (3.1.16) 
a,~=l 

Combining (3.1.15) and (3.1.16), we obtain 

v 
L X;"' xf[La, L~] = 0, for any i and k. (3.1.17) 

a,~=l 
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Taking into account the invertibility of the operator (3.1.2) we obtain the 
relations 

[La,L,B] = 0, for any a and /3, (3.1.18) 

guaranteeing the commutativity of the operators L(>.). This proves the 
statement. 

Let us now introduce more general operators 

H(>.) = U L(>.)U- 1 (3.1.19) 

connected with the operators L(>.) by a simple homogenous transformation. 
Since these operators commute with each other: 

[H(>.), H(J.L)] = 0, (3.1.20) 

it would be very temping to try to interpret H(>.) as the "hamiltonians" 
or, more accurately, as the "integrals of motion" of a certain completely 
integrable quantum system. For this, they must be hermitian operators in 
the Hilbert space W. Requiring that 

(3.1.21) 

and substituting the expression (3.1.19) into (3.1.21), we obtain the 
equation 

(3.1.22) 

for U which, after using the expression (3.1.9) for L(>.), can be rewritten 
in the form 

Ltu+U=U+ULa, a=1, ... ,D. (3.1.23) 

Obviously, the system (3.1.23) is overdetermined and therefore, in general, 
it is not solvable. 

Fortunately, there exists a special case when construction of solutions 
of the system (3.1.23) becomes possible. This case is realized when the 
operators X;0 and Xt are hermitian operators in W. 

Statement 3.3. Let xp and Xt, i, a = 1, ... , D, be hermitian operators 
in W and let a// the conditions of statement 3.2 be satisfied. Then system 
{3.1. 23) is solvable and its solution has the form 

U = (detX)~. (3.1.24) 
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Proof. First of all, remember that the components X{' of the matrix 
operator X are assumed to be commuting with each other and thus can 
be considered as "c-numbers" by performing various algebraic operations 
with the matrix X. In particular, one can assert that the components of 
the inverse operator x-1 have the form 

(3.1.25) 

where the determinant in the denominator is understood in a usual matrix 
sense 

'D 

det X = 2.: tal .0'7) Xf1 ... x.gv, (3.1.26) 
"1···"7) =1 

and x~ are cofactors of elements X{': 

(3.1.27) 

Using the fact that operator X;0 commutes with all operators Xt with k f. i 
and observing the absence of X;" in expression (3.1.27), we can write 

[ i 0]-XQ', X; - 0, for any a and i. (3.1.28) 

Note also that, due to the commutativity of the operators X{' and their 
hermiticity in W, operators (3.1.26) and (3.1.27) are hermitian in W: 

detX, 
i 

X a. 

(3.1.29) 
(3.1.30) 

Assuming that o-0(A) and o-"(A), a= 1, ... , V, are real functions and using 
(3.1.3) and (3.1.25), we can rewrite the system (3.1.23) in the form 

[det-' x t,x~x,'r u+u ~ u+u [de<-' X t,x~x,']· (3.1.311 

Taking into account formulas (3.1.28), (3.1.29) and (3.1.30), and 
remembering that X;0 are hermitian operators by asumption, we obtain 
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In order to satisfy this equation it is sufficient to take 

u+u = detX, (3.1.33) 

and this gives us the final expression for U which coincides with (3.1.24) 
provided that U is a hermitian operator. This proves the statement. 

Thus, we have constructed the operators 

(3.1.34) 

acting in the space 

W' = (detX)~W, (3.1.35) 

being hermitian with respect to the scalar product in W and commuting 
with each other for any values of..\. 

The solutions of the spectral problem for these operators 

H(..\)1/J = E(..\)1/J, 1/J E W' (3.1.36) 

have the form 
'V 

E(..\) ITo(..\)+ L 11"'(..\)ca, (3.1.37a) 
a=l 

(3.1.37b) 

where ca and¢; are solutions of the initial system of1J MPS equations (3.1.1). 
Of course, we can consider a more general class of equations of the 

type (3.1.36) having the same spectrum and the same properties of the 
corresponding "hamiltonians": the hermiticity and commutativity. These 
equations are connected with (3.1.36) by the homogenous transformations 
and have the form 

(3.1.38) 

where 

TH(..\)T- 1 (3.1.39) 

and 

Wr = TW'. (3.1.40) 

Here Tis an arbitrary non-singular operator from V to V. We denote by 
( , ) the scalar product in the initial Hilbert space W. It is not difficult to 
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show that the operators HT(>.) are hermitian with respect to a new scalar 
product ( , }T defined as 

This follows from the chain 

(T-11/J2, r-1 HT(>.)1/J1) 
(H(>.)T-11/J2, T-11/J1) 

(3.1.41) 

(t/J2, HT(>.)1/J1}T 
= (T-11/J2,H(>.)T-11/J1) 

= (T-1 HT(>.)1/J2, T-11/J1) (HT(>.)1/J2, 1/J1)T, (3.1.42) 

which holds for any 1/J1, 1/J2 E WT. Solutions of (3.1.38) are connected with 
solutions of (3.1.36) by the formula 

1/JT =T1/J. (3.1.43) 

Nate that the normalization properties of these solutions do not depend on 
a concrete choice ofT: 

We note also that the spectra of equations (3.1.36) and (3.1.38) coincide. 
Thus, we see that, starting with the system of'D MPS equations (3.1.1) 

satisfying the conditions listed in statements 3.1-3.3, it is possible to 
construct a family of one-parameter spectral problems for the operators 
HT(>.) having hermitian symmetry and commuting with each other. 
Solutions of these spectral problems are expressed in terms of solutions of 
the ini~ial system (3.1.1). However, if we actually want to interpret these 
operators as the hamiltonians of certain quantum mechanical systems, we 
must require that their spectra be bounded from below. In other words, 
the existence of the ground state is needed. 

In order to derive the necessary conditions for this, we consider the 
initial system (3.1.1) from which it follows that 

v 
(¢,xp¢) = ~)¢,Xt'¢}ea, i = 1, ... , 'D. (3.1.45) 

a=1 

Solving system (3.1.45) with respect toea, we obtain 

v 
ea = L 11(¢, Xt¢)11-1(¢, Xi0¢}. (3.1.46) 

i=1 



158 The inverse method of separation of variables 

Substitution of (3.1.46) into formula {3.1.37) for E(A) gives 

v 
E(A) = u0{A) + L u<>(A)II(</>,X/"4>)11- 1(</>,XNJ). (3.1.47) 

i,a=l 

Let us now assume that the operators X;0 are positive definite in W, and 
the inverse matrix 11(4>, Xt</>)ll- 1 contains a certain number of rows (or 
their linear combinations) which are positive definite in W. In this case it 
is always possible to choose the functions u<>(A), a = 1, ... , 1J in such a 
way as to guarantee the positive definiteness of the second term in (3.1.47). 
Then, the needed inequality for E(A) takes the form 

(3.1.48) 

Collecting the results obtained above we can formulate the following 
important statement. 

Statement 3.4. Let V be an infinite-dimensional complex linear vector 
space and W be its Hilbert subspace with scalar product ( , ). Let X,O and 
Xt, a = 1, ... , 'D, i = 1, ... , 'D be linear operators in V satisfying the 
following conditions: 

1. Operators X,O, i = 1, ... , 'D commute with each other. 

2. Operators Xt, i, a= 1, ... , 'D commute with each other. 

3. Operators X;0 and Xf:, i, k, a = 1, ... , 'D commute with each other 
if and only if i =f. k. 

4. Operator matrix X= {Xt}P,.,=1 is invertible. 

5. Operators X;0 and Xt, i, a = 1, ... , V are hermitian in the space 
W with respect to the scalar product ( , ) . 

Let T be an arbitrary non-singular operator in V and u 0 ( A) and 
u<>(A), a= 1, ... , 1J be certain real functions. 

Then the operators Hr(A) acting in V and defined by the formula 

v 
+T(detX)! L ua(A)(X- 1 )~X;0 (detx)-!r- 1 (3.1.49) 

i,a=1 

commute with each other for any A and p: 

[Hr(A), Hr(p)] = 0. (3.1.50) 
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They are hermitian operators in the Hilbert space 

(3.1.51) 

with the scalar product 

( ... , ... )T = (T-1 ... , T-1 ... ). (3.1.52) 

Their spectral problem 

(3.1.53) 

has the following solutions 

'V 

E(>.) = u0(>.) + L:u<>(>.)s,, 1/Jr = T(detX)~¢, (3.1.54) 
<>=1 

where t:,, a= 1, ... , 1) and¢ satisfy the system of1J MPS equations 

(3.1.55) 

Assume also that the operators xp and Xt satisfy the following 
additional conditions: 

6. Operators X;0 , i = 1, ... , 1J are positive definite in W. 

7. The inverse matrix ll(rp, Xt¢)11- 1 contains a non-zero number of 
rows (or their linear combinations) which are positive definite in W. 

Then, the functions u"(>.), a= 1, ... , 1) can be chosen in such a way 
as to guarantee the boundedness of the spectrum of equation (3.1.53) from 
below 

E(>.) ~ uo(>.). (3.1.56) 

(This is the end of the statement). 

This statement gives us a method of reducing the systems of MPS 
equations of the type (3.1.55) (with the operators satisfying the conditions 
1-7 of the statement) to the class of one-parameter spectral equations 
(3.1.53) admitting a physical interpretation: they can be considered as 
Schrodinger-type equations for a certain completely integrable and stable 
quantum system. 

Let us now discuss the case when the initial MPS equations differ from 
(3.1.55) by a certain equivalence transformation. 
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Statement 3.5. Let operators X;0 and X[", a = 1, ... , 1), i = 1, ... , 1) 

entering into the system {3.1.55) be replaced by operators x'? and x'r' a= 
1, ... , 7), i = 1, ... , 1J of the form 

x'~ • 
v'cr 
1'1.j 

B;A;X;0B; 1 , 

B;A;XtBi'1 

(3.1.57a) 

(3.1.57b) 

where A; and B; are arbitrary fixed. non-singular operators acting in the 
space V and satisfying the following conditions: 

1. Operators A; commute with any operators A,., B,., X~ and Xf having 
different indices k ::f i. 

2. Operators B; commute with any operators A,., B,., X~ and Xf having 
different indices k ::f i. 

Then, the resulting class of one-parameter spectral equations connected 
with the transformed MPS equations {3.1.55) is the same as in the 
untransformed case. 

Proof. First of all, note that the components of transformed vector and 
matrix operators X;0 and Xt can be represented in the form 

x'? B (tA~xf) B-1, 

k=l 

x'r = B (f:A~xf) B-t, 
k=l 

where 

and A is a diagonal matrix operator with the components 

Af =A;8f. 

Introducing the notation 
• k 7) 
A= {A; };,k=t• 

one can write 

(3.1.58a) 

(3.1.58b) 

(3.1.59) 

(3.1.60) 

(3.1.61) 

(3.1.62) 
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Substituting formulas (3.1.62) and (3.1.58) into (3.1.49), we obtain the 
following expression for transformed "hamiltonians" : 

Hfr{>.) = u0 (>.) 

+T(det X')lB {.~, •"(.I)(X-·)~X;'} s-'(det X')-lT-'. 

(3.1.63) 

Taking 

T' := T(detX')~B(detX)-~ (3.1.64) 

we find that 

(3.1.65) 

where 

HT•(A) ~ o0 (,\) + T'(det X)l {.~, •"(.I)(X-')~} (detX)-lT' _,. 

(3.1.66) 

Comparing (3.1.66) with (3.1.49) we see that the classes of the two one­
parameter spectral problems coincide. This proves the statement. 

3.2 The method. General formulation 

At first sight, the problem of constructing 1J different MPS equations 
entering into the system (3.1.55) and having identical sets of solutions seems 
to be extremely complicated. Indeed, on the one hand, these equations 
cannot coincide, since such a coincidence would contradict the condition 
of invertability of the matrix operator X. On the other hand, if equations 
(3.1.55) differ from each other, it is absolutely unclear how the coincidence 
of their solutions can be attained. 

Fortunately, this is only an apparent difficulty. Its origin lies in the fact 
that we have not taken into account the internal symmetry of the system 
(3.1.55). In order to reveal this symmetry, remember that operators X;0 
and Xt entering into the ith equation (3.1.55) commute with analogous 
operators X~ and X{' entering into the kth equation. This means that 
all MPS equations forming the system (3.1.55) are completely disconnected 
from each other and the problems of finding their solutions can be solved 



162 The inverse method of separation of variables 

separately. This gives us the possibility of realizing one elegant trick 
simplifying the problem of constructing solutions of system (3.1.55). 

The basic idea of this trick can be formulated as follows. Let us assume 
that the Hilbert space W is a direct product of V different Hilbert spaces 
Wi, i = 1, ... , 'D. Assume also that operators xp and Xt for any given i 
act non-trivially in the ith space wi only, while in all other spaces wk with 
k :f:; i they act as unit operators. 

Consider the system of'D different MPS equations in V different Hilbert 
spaces Wi: 

{3.2.1) 

It is obvious that, in general, solutions <p of this system will differ from 
each other. On the other hand, we can multiply the solution <p E Wi 

I 
of the ith equation {3.2.1) by the direct product ®~;ti <pk E ®~;ti <pk of 
solutions of all remaining equations. Due to the triviality of operators 
Xi0 and Xt in the spaces Wk with k :f:; i and homogeneity of equations 
(3.2.1) we obtain again a solution of the same ith equation. But now 
it will have the form tP = ®~=1 'Pi E ®~=1 Wk =: W, which does not 
depend explicitly on the number i! This gives us a reason to replace the 
vectors 'Pi E Wi in (3.2.1) by t/J E W, which leads us immediately to system 
{3.1.55). Thus, we see that the system of different MPS equations having 
different solutions in different Hilbert spaces Wi, i = 1, ... , V can easily be 
reduced to the system of different MPS equations with identical solutions in 
the space W = W1 ® ... ® Wv. 

Obviously, the system (3.2.1) is mathematically simpler than system 
{3.1.55), since it is free from the requirements of coincidence of its 
solutions. This enables us to consider this system as a starting point in 
constructing Schrodinger-type equations for stable completely integrable 
quantum models. 

In order to reformulate the assertions of statements 3.4 and 3.5 in terms 
of the system {3.2.1) we must describe the properties of operators xp and 
Xt in the Hilbert spaces Wi. But for this we need to know the connection 
between the scalar products in the spaces Wi and W. There are many ways 
to establish such a connection. We choose the simplest way, which can be 
formulated as follows. 

Let ljJ(1) and ljJ(2) be two arbitrary elements of the space W which, 
evidently, admit the expansions: 

(1) (1) 
'P1 ® · · · ® 'Pv ' (3.2.2a) 

(1) (1) 
'1'1 , ... ,<pT> 
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,p(2) (2) (2) 
IP1 ® · · · ® IPv · (3.2.2b) 

(2) (2) cpl , ... ,cp'D 

The summation in (3.2.2) is performed over certain bases {<pi}, ... , { <pv} 
in the spaces W1, ... , Wv. Denote the scalar products in W; by ( , ); , 
i = 1, ... , V. Then, the scalar product (, ) in W = W1 ® ... ® Wv can be 
defined as 

"'"' ( (1) (2)) ( (1) (2)) 
~ IP1 ,<pl 1··· IPv ,<pv v, 

(1) (1) (2) (2) 'P1 , ... ,'Pv 'P1 , ... ,'Pv 

(3.2.3) 

or, in brief, as 

1) 

( , ) = IT ( , ); . (3.2.4) 
i=1 

Now we can formulate the analogues of statements 3.4 and 3.5 in conformity 
to the system (3.2.1). 

Statement 3.6 (analogue of statment 3.4). Let V; be infinite-dimensional 
complex vector spaces and W; be their Hilbert subspaces with the scalar 
products ( , );, i = 1, ... , V. Let X; and Xi, o: = 1, ... , V be linear 
operators in the spaces V; satisfying the following conditions: 

1. For any fixed index i the opemtors Xi, o: = 1, ... , V commute with 
each other. 

2. The columns of the matrix Xf are linearly independent. 

3. For any fixed i the opemtors X;0 and Xf, o: = 1, ... , V are hermitian 
in the corresponding space W;. 

4. Operators xp are positive definite in W;: (cp;,Xp, <p;); > 0 for any 
non-zero <p; E W;. 

5. The matrix il(cp;, Xf, <p;);il-1 contains a non-zero number of rows 
(or their linear combinations) which are positive definite for any <p; E W;. 

Also let 

1) 1) 

W:: 0 W; C 0 V; :: V (3.2.5) 
i=1 i=l 

be a Hilbert space with scalar product defined by formula (3.2.4}. 



164 The inverse method of separation of variables 

Then, the operators 

h ® ... ® I;-1 ® x? ® IH1 ® ... ® Iv 

!1 ® ... ® l;-1 ®Xi ® l;+l ® ... ® Iv 

(3.2.6a) 
(3.2.6b) 

(in which I; are the unit opemtors in W;} satisfy all conditions 1-7 of 
statement 3.4 and thus describe the classes of completely integrable quantum 
systems, the properties of which are listed in formulas (3.1.49}-(3.1.55). 
We only note that solutions of the system (3.1.54} now have the form 

'D 

¢ = flycp;, 
i=1 

where cp; E W;, i = 1, ... , V are solutions of the simplified system 

X?cp; = (f.xrfa) cp;, cp; E W;, i = 1, ... , v. 
a=1 

(This is the end of the statement.) 

(3.2.7) 

(3.2.8) 

Proof. Properties 1-3 of operators xp and X;a listed in statement 3.4 
follow immediately from the definitions (3.2.6) of these operators, and also 
from condition 1 of the present statement. Analogously, property 4 of the 
matrix operator X follows from formula (3.2.6) and condition 2. In order to 
prove property 5 (hermitian symmetry of operators Xt, a= 0, 1, ... , 'D), 
we consider two arbitrarily chosen elements of the space W written in the 
form 

'D 'D 

¢/1) = flycp~1)' ¢(2) = ® 'P~2) (3.2.9) 
k=1 k=1 

where cp11) and cp~2) are arbitrary elements of the spaces wb k = 1, ... , 'D. 
Then, using formulas (3.2.3) and (3.2.6) and condition 3 of the present 
statement, we obtain: 

( q,(ll, XN(2l) =< ( ~ l'l1 l, Xt ~ l'l'l) 

= (0'P~1) 1 fiycp~2) ® Xicp~2) ® fiycp~2)) 
k=1 k<i k>i 

= {rr<'P11),cp~2))k} (cppl,Xicp~2)); 
k'li 
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= {IT ( <p~l)' <p~2))k } (X;"' <p~l)' )0~2\ 
kf:i 

= (0 <p~l) 0 Xf<p~l) 0 0 <p~l)' 0 <p~2)) 
k<i k>i k=l 

= (xt @<,o}1), @<,o~2)) = (xt¢P>, <P<2)J. (3.2.10) 

Since any two elements <jJ(l) and <jJ( 2) of the space W admit the expansion 
(3.2.2), the equality 

(3.2.11) 

holds for any <jJ(1), <jJ(2) E W. 
The additional properties 6 and 7 of the operators xp and X[" follow 

from conditions 4 and 5 of the present statement and also from the chain 
"D 

(3.2.10). Indeed, for any <P = ® <p; we obtain 
i=l 

From the analogous formula 

(3.2.12) 

(3.2.13) 

it follows that the rows of the matrix 11(</J,X/"</J)II-1 have the same signs as 
the rows of the matrix ll(<,o;,X;"'<,o;);ll- 1 . This proves the statement. 

Statement 3.7 (analogue of statement 3.5). Let operators xp and 
Xf, a= 1, ... , V, i = 1, ... , V be replaced by operators x'? and X'f, a= 
1, ... , V, i = 1, ... , V of the form 

(3.2.14) 

where A; and B; are arbitrary non-singular operators acting in the spaces 
V;, i = 1, ... , V. 

Then the resulting class of one-parameter spectral equations connected 
with the transformed MPS equations (3.2.8} is the same as in the 
untransformed case. 
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Proof. Introducing the operators 

(3.2.15a) 

and 

(3.2.15b) 

acting in the space V = V1 0 ... 0 Vv, it is easy to verify that they satisfy 
both conditions 1 and 2 of statement 3.5. This proves the statement. 

Thus, we see that in order to construct the family of commuting 
integrals of motion for a certain stable and completely integrable quantum 
model, it is sufficient to have the system (3.2.8) of MPS equations satisfying 
the conditions of statement 3.6. According to statement 3.7, the form of 
the resulting Schrodinger equations depends on the concrete choice of the 
system only up to an equivalence transformation of the type (3.2.14). 

Because of the importance of the system (3.2.8) it is reasonable to 
discuss it in more detail. 

First of all note that this system can be interpreted as a generalization 
of ordinary one-parameter spectral equations in the Hilbert space. In order 
to show this, let us consider some properties of system (3.2.8) and compare 
them with analogous properties of one-parameter equations. 

a. Orthogonality of solutions. Let <p~n) and <p~m), i = 1, ... , V be two 
different solutions of system (3.2.8) with the corresponding sets of spectral 

(n) d (m) 1 V Th · parameters ca an ca , a= , ... , . en one can wnte 

X~u.,~n) 
' r, (~Xic~n))<p~n), <p~n)EWi, i=1, ... V 

(3.2.16a) 

and 

x~l/l~m) 
' rs 

,,..,~m) E W· 
T"l z, i = 1, ... v. 

(3.2.16b) 

Multiplying (3.2.16a) by <p~m) and (3.2.16b) by <p~n) (in a scalar sense) we 
obtain 

'D 

(,,..,~m) x~,,..,(n)) 
Tl J Z Tl . 

' 
2.: (<p~m),Xf<p}n))/~n), i= l, ... ,V 
a=l 

(3.2.17a) 
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and 
'D 

('"~n) X~'"~m)) Tt ' I Tt , • 
= "" (~"~m) X?m~m)) g(m) L.-J Tt ' I Tl , Q , 

a=l 1 

i = 1, ... ,1J. 

(3.2.17b) 

Due to the hermiticity of xp and Xt in the spaces W;, the left-hand sides 
of both these equations coincide. The kernels in the right-hand sides also 
coincide. Therefore, subtracting (3.2.17a) from (3.2.17b) we get 

'D 

E<<p~n>,xt<fl~m>)i(e-~>- d:>) = 0, i = 1, ... , 1J. (3.2.18) 
a=l 

Let us first assume that the sets of spectral parameters e~n) and e~m) 
do not coincide (n =I m). Then equation (3.2.18) can be satisfied if and 
only if 

(3.2.19a) 

Now suppose that the sets of spectral parameters coincide (m = n). 
Remember that, according to condition 5 of statement 3.6, the matrix 
II( <p~n), Xt<p~n\ llf.a=l is assumed to be invertible. This means that its 
determinant must differ from zero. But then we can renormalize the 
solutions <p~n) in such a way that 

detll (<p~n>,Xt<p~n>)i llf.a=l = 1. (3.2.19b) 

Combining the conditions (3.2.19a) and (3.2.19b) we obtain the generalized 
orthonormalization condition 

det II ( <p~n) ,Xt<p~m)) i llf.a=l = Onm, (3.2.20) 

which in the one-parameter case (1J = 1) is reduced to the standard 
orthonormalization condition for solutions of an ordinary spectral equation 
with a weight operator. 

b. Variation principle. Multiplying system (3.2.8) by <p; we obtain the 
equalities 

'D 

(<p;,Xp<p;) = E(<p;,Xt<p;)ea, i = 1, ... , 1J, (3.2.21) 
a=l 
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which can be viewed as equations for spectral parameters ca, a= 1, ... , V. 
Solving system (3.2.21) we obtain 

v 
ca = L II('P;,X?'P;)II- 1('P;,Xf<p;), a= 1, .. ·, V. (3.2.22) 

i=1 

Substitution of (3.2.22) into formula {3.1.60) for the spectrum gives 

v 
E()..) = er0 ()..) + L era ().)II( 'Pi' X;" <pi); 11- 1( 'Pi' x? 'Pi)i. {3.2.23) 

i,a=l 

Let us now disregard the fact that the elements 'Pi, i = 1, ... , V in (3.2.23) 
are solutions of system (3.2.8). Consider the right-hand side of (3.2.23) as 
a functional in the spaces W1, ... , Wv. 

v 
E().., ¢J) = er0 ()..) + L era ( )..)11( 'Pi' Xi 'Pi)ill-1( 'Pi' x? 'Pi )i' 

i,a=1 

'PiE Wi, i = 1, ... , V. (3.2.24) 

According to statement 3.6, this functional is bounded from below and this 
gives us the possibility of stating the problem of finding its minimum. For 
this purpose we can use a variation principle. 

Let 'P~o) E W; be the elements minimizing the functional (3.2.24), and 
let £(0 )()..) be its minimum value. Consider small variations 

(3.2.25) 

in which 8rJi E Wi and II67Jdli ---+ 0. Then, substituting (3.2.25) into {3.2.24) 
we obtain the variation equation 

v 
L er13 ()..)II( 'P}0)' xf 'P~ 0))dr 1 ( 87Ji, x? 'P~ 0 ))i 

v L er13 ()..)II( 'P~O), xf 'P~ 0 ))i 11- 1( 67]i, Xi 'P} 0)); 
i,k,a,J3=1 

(3.2.26) 

from which it follows that 

(3.2.27) 
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where 
'D 

€~0) = L I( 'P~O), Xf 'P~O))k 11-1( 'P~O), XkO) 'P~O)). (3.2.28) 
k=1 

But then the minimum of the functional (3.2.24) can be represented as 

'D 

E(O)(,\) = 0'0(,\) + L 0'0!(,\)t;~). (3.2.29) 
a=1 

We see that system (3.2.28) coincides with the system of MPS equations 
(3.2.8), and expression (3.2.29) with expression (3.1.60)! The solution 

ca=c~0), a=1, ... ,1J; rp;=rp~0 ), i=1, ... ,1J (3.2.30) 

is an obvious analogue of the ground state for the ordinary one-parameter 
spectral equation. 

Let us now show that the analogues of excited states can also be 
obtained in the framework of the variation method. For this we assume that 

(0) (1) (N-1) . _ the first N states 'P; , 'Pi , ... , 'Pi , z - 1, ... , 1J are already known. 
Consider the problem of finding the minimum of the functional (3.2.24) 
under N additional conditions 

det ll(rp;, Xtrp~n))dl = 0, n = 0, 1, ... , N- 1, (3.2.31) 

which express the orthogonality of the minimizing elements 'P~N), i = 
1J h l (0) (1) (N-1) . _ 1 1J (' l' d 1, ... , tot e e ements 'P; , 'P; , ... , 'P; , z - , ... , 1n a genera 1ze 

sense). We denote the corresponding minimal value of (3.2.24) by E(N)(>.). 
In this case, the variation equation takes the form 

'D 

L 0'.8 (-')II( 'P~N), xf 'P~N));JI- 1 ( OfJ;, X~rp~N)); 
i,,8=1 

'D 2: 0',8 (-')ll(rp~N), xf 'P~N));II- 1 (8TJ;, xt'P~N)); 
i,k,a,,8=1 

X II('P),N)' Xfrp~N))k II- 1 ('P~N), X2'P~N))k 
N-1 

= L An(,\) detii('P~N),Xtrp~n));JI 
'D 
""" II( (N) xa (n)) 11-l(J: xa (n)) X L-t 'Pi , i 'Pi i 0 1Ji, i 'Pi ;, (3.2.32) 

i,a=l 
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where An (A), n = 0, ... , N -1 are Lagrange multipliers. Taking in (3.2.22) 

8r}i=8·cp~n), n=0,1, ... ,N-1, (3.2.33) 

we find that 

An(.A)=O, n=0,1, ... ,N-l. (3.2.34) 

This leads us to the following system of equations for cp~N): 

xp cp~N) = ("txt c<:l)) cp~N), i = o, ... , v, 
a=l 

(3.2.35) 

in which 
v 

€~N) = I:l(cp~N),Xfcp~N))ki!-l(cp~N),X2cp~N)). (3.2.36) 
k=l 

For the conditional minimum of the functional (3.2.24) we obtain 

v 
E(N)(_A) = O"o(.A) + 2: O"a(A)c~N). (3.2.37) 

a=l 

Thus, we have again obtained both the system ofMPS equations (3.2.8) and 
correct expressions for the spectral function E(.A). 

Taking successively N = 1, 2, 3, ... , we can list all solutions of this 
system. The values of the corresponding spectral functions E(N)(.A) form 
in this case the non-decreasing sequence 

(3.2.38) 

The variation principle described above is, obviously, a most natural 
generalization of the well known minimal principle for the ordinary one­
parameter spectral equations. 

The above-mentioned facts clearly demonstrate that there is no 
essential difference between ordinary one-parameter spectral equations and 
systems of MPS equations of the type (3.2.8). The latter can obviously be 
viewed as rather natural generalizations of the former and can be studied by 
means of the same mathematical methods. At present we are not ready to 
discuss the properties of systems (3.2.8) in the most general case (when the 
operators xp and Xf are chosen arbitrarily and satisfy only the conditions 
of statement 3.6) since many aspects are not yet clear for us. However, 
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there is one particular case the study of which does not encounter serious 
difficulties. Below we consider this case in detail and show that, in spite of 
its comparative simplicity, it is rather rich and has many interesting and 
important physical and mathematical applications. This case appears when 
operators xp and Xt, forming the system (3.2.8) and differing, in general, 
from each other (for different values of i), turn out to coincide if we identify 
the spaces V; in which they act. Such a coincidence means that the system 
(3.2.8) of V MPS equations becomes equivalent to a single MPS equation 
and, therefore, its study simplifies considerably. 

Summarizing the results listed in statements 3.4-3.7, we can formulate 
the final theorem establishing the relationship between the single MPS 
equation and completely integrable quantum models. 

Theorem 3.1. Let V be an infinite-dimensional linear vector space and W; 
be certain Hilbert subspaces of V characterized by different scalar products 
( ' ); ' i = 1' ... 'v. 

Also let X 0 and xa, o: = 1, ... , V be linear operators in V satisfying 
the following conditions: 

1. Operators xa, o: 
linearly independent. 

1, ... , V commute with each other and are 

2. Operators X 0 and xa, o: = 1, ... , V are hermitian in the spaces W; 
with respect to the corresponding scalar products ( , );, i = 1, ... , V. 

3. Operator X 0 is positive definite ( (J';, X 0 (J';); > 0 for any (J'; E 
w,, i=1, ... ,v. 

4. The matrix II((J?;,X0 (J?;);jl- 1 ,i,o: = 1, ... ,V contains a non-zero 
number of rows (or their linear combinations) which are positive definite 
for any (J'; E W;, i = 1, ... ,V. 

5. The V-parameter spectral equation 

(3.2.39) 

has only a discrete set of solutions. 

Denote by u0 ( .\) and 

(3.2.40) 
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the scalar and vector functions of the single variable >., and introduce the 
scalar, vector and matrix operators T, 

V-i times 
go= {I® ... ®I® xo ®I®.~.®l}t;1, .___..,__. ...__, (3.2.41a) 

i-1 times ;th place 
V-i times 

X = {~® ~ ®l®.~.®Df.a=1> (3.2.41b) 

acting in the space 

Denote also by 

i-1 times ith place 

V::V® ... ®V. ________.... 
v times 

(3.2.42) 

(3.2.43) 

a Hilbert subspace of the space V characterized by the scalar product ( , )T 
which, for the basis elements 1/!T E WT given by formula 

(3.2.44) 

we define as 

(3.2.45) 

Then, the operators 

form a commuting family and are hermitian in the space WT. Their spectral 
problem 

has a discrete set of solutions 

E(>.) 

1/!r 

u0 (>.) +iT(>.). f, 

T(det X)~ ('P ® ... ® <p), ----..--­
v times 

(3.2.47) 

(3.2.48a) 

(3.2.48b) 
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which are expressed in terms of solutions!= {ca}~=1 and <p of the initial 
MPS equation {9.2.99}. The spectral function E().) is bounded from below: 

E().) ~ u0 ().). (3.2.49) 

The homogenous change of operators )(0 and )(a, a 1, ... , 'D by the 
transformations 

)('o = BA)(0B-1 , 
)('a = BA)(aB-1 , a= 1, ... , 'D (3.2.50) 

in which A and B are arbitrary non-singular operators in V affects only the 
form of the operator T, and not the general form of expressions {9.2.46} 
and (9.2.48} for HT().) and 1/;T. {This is the end of the theorem). 

Proof. Denote by )(p and )(ia, a= 1, ... , 'D, i = 1, ... , 'D the copies of the 
opera tors )(0 and )(a' a = 1' ... ' 'D in the spaces vi. It is easy to verify 
that these copies satisfy all conditions of statement 3.6. This gives us the 
possibility of constructing operators HT().) with the properties listed in the 
present theorem. Note that formula (3.2.45) for the scalar product in the 
space WT is a trivial consequence of formulas (3.1.52) and (3.2.3). Note 
also that the copies Ai and Bi of operators A and Bin the spaces V; satisfy 
the conditions of statement 3.7. This completes the proof of the theorem. 

From this very important theorem it follows that any MPS equation of 
the form (3.2.39) satisfying conditions 1-5 can be used as a starting point in 
constructing completely integrable and stable quantum mechanical models 
with discrete spectra. 

3.3 The case of differential equations 

A most interesting type of completely integrable quantum model, which can 
be obtained by means of the method described in the preceding section, 
arises when the hamiltonians HT().) are second-order linear differential 
operators and describe systems of quantum particles moving in a certain 
coordinate space. Obviously, to obtain such a form of resulting operators 
HT().) we must start with second-order differential MPS equations of the 
type (3.2.29). Below we consider in detail the case when the initial MPS 
equation (3.2.29) is one dimensional. 

Let V be the space of functions of a single variable >.. The most general 
form of second-order linear differential operators )(0 and )(a, a= 1, ... , 'D 
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acting in this space is 

(3.3.1a) 

{3.3.1b) 

We define the Hilbert subspaces W; of the space V as the sets of 
sufficiently slow functions vanishing at the ends of certain intervals [ Ai, At]. 
We assume that these intervals do not intersect, but may have common end 
points. We define the scalar products in the spaces W; as 

>.+ 

(<p(l),<p(2))i = j <p(l)(A)<p(2)(A) dA. 

>.;-

{3.3.2) 

Let us now try to satisfy the conditions of theorem 3.1. The necessary 
constraints on operator X 0 guaranteeing its hermitian symmetry with 
respect to the scalar product {3.2.2) can be written as 

{3.3.3) 

Such a choice does not lead to any loss of generality, since the most general 
case when z0 (A) = z0 = constant can be reduced to our case z0 (A) = -1 
by the transformation (3.2.50) with B = 1 and A = - io. Furthermore, 
the free term z 0(A) must be regular within the intervals [Ai, At] and its 
possible singularities at the endpoints Af must be integrable. 

The positive definiteness of X 0 in W; also imposes some constraints on 
the admissible form of the function z 0(A). For our purposes it is sufficient 
to assume that it is non-negative in all intervals [Ai, At]. 

In order to guarantee the commutativity ofthe operators {3.3.1b) and, 
simultaneously, their hermiticity, we must take 

{3.3.4) 

assuming, as before, that the terms xa(A) are regular in the intervals 
(Ai', At] and their possible singularities at the end points Af are integrable. 
Note also that functions za(A) must be linearly independent. 

For the fourth condition of theorem 3.1 to be satisfied, the matrix 
llxa(A;)II must be invertible for any A; E [Ai', At]. The inverse matrix 
llxa(A;)II-1 must contain a non-zero number of rows (or their linear 
combinations) with the elements being positive for any A; E [Ai, At]. 
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Substituting the resulting expressions for X 0 and X"', a = 1, ... , V 
into the MPS equation (3.2.29), we reduce it to the form 

{- :;2 + x0(;\)} ~(x) = {t, xa(A)t:a} ~(;\), 
~(;\) E W1 n ... n Wv. (3.3.5) 

Our aim is now to use the prescriptions given in theorem 3.1 and 
to construct the class of Schrodinger-type equations describing a certain 
completely integrable quantum system. 

First of all, note that, according to definition (3.2.42), the space V is 
formed by all functions of V variables X = ( A1, ... , Av). 

The Hilbert subspace WT is formed by functions that are regular within 
the parallelogram 

v 
p = Q9[;\i,At], (3.3.6) 

i=l 

and vanishing at its boundaries. The scalar product ( , }T for t/J¥) C WT 
and t/J¥) C WT can be defined as 

(t/Jfi>,t/J¥))T = J y-2(X)t/J~l)(X)t/J~2)(.5:) dvA, (3.3.7) 
p 

where Tis a certain function of A: 

T = T(X). (3.3.8) 

For the vector and matrix operators X0 and X acting in the space WT 
we have: 

{ 02 0 }v 
- OA~ +X (A;) . 

' •=1 
(3.3.9a) 

and 

(3.3.9b) 

Introducing the notation 

(3.3.10) 
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we can rewrite the expression for the inverse operator (3.3.9b) as 

(3.3.11) 

where x~(A) is the cofactor of the element xa(..\;) in the matrix X. It is 
easy to see that the functions x~(..\), a= 1, ... , V do not depend on..\;. 

Now we are ready to write down the explicit expression for the 
operators HT(..\): 

HT( ..\) = u0 (,\) 

+ T(-1) { 6. -l ( ,\) '~' [a•( ~ )x~( ,\)] [- :;/ + x'( ~;) ]6. -l ( ,\)} y-1( ,\), 
(3.3.12) 

which are hermitian in the space WT and commute with each other for 
different values of ..\. We see that they are V-dimensional second-order 
differential operators. If the matrix (3.3.9b) satisfies the fourth condition 
of theorem 3.1, it is always possible to choose the functions ua(,\) in such 
a way that the relations 

v 
L O'a (..\)x~(X) 2: 0, i = 1, ... , V (3.3.13) 
a=l 

hold for any X E P. In this case (3.3.12) are elliptic operators. According 
to the positivity of x 0(..\;), the second term in (3.3.12) is positive definite 
in WT and, therefore, the spectra of the operators HT(..\) are bounded 
from below by the function u0 (..\). All this means that HT(..\) can be 
interpreted as hamiltonians of a certain completely integrable and stable 
quantum mechanical system. 

A most interesting case of these hamiltonians arises when the operator 
T entering into formula (3.3.12) takes the form 

(3.3.14) 

in which J.l is a certain additional parameter. At first sight, this case is 
not more remarkable than the general one. However, if,\ is equal to J.l the 
situation changes. 
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Indeed, let >. = J.l. Then, introducing the matrix function 

(3.3.15) 

and using the notations 

g(J.L, X) = detllg;k(J.LX)iif.k=l 

= ~-v(X) g (~ o-a(J.L)x~(X)) (3.3.16) 

and 

v 
- 0 ~ - 0 V(J.l, >.) = O" (J.l) + ~g;;(J.l, >.)x (>.;) 

i=l 

~ - { - 2 - } t {)2 { - 2 - } - t + ~9ii(J.l,>.) g(J.L,>.)~ (>.) {)).? g(J.l,>.)~ (>.) ' 
i=l ' 

(3.3.17) 

we can rewrite the spectral equations for the operators Hy(J.l) in the form 

{ v [ - l } - {) 9ik(J.l, >.) {) - --..J g(p, ~)'£ a~, ~a~, + V(p, ~) "'"' ~) 
•,k=l g(J.l, >.) 

= E(J.L)1/!(J.l, X). (3.3.18) 

The solutions of these equations can be represented as 

v 
E(J.l) = 0"0 (J.l) + 2: O"a (J.l )t:a (3.3.19a) 

a=l 

and 

l v 
1/!(J.l, X)= [Y(J.l, X)~2 (X)]. II cp(>.;), (3.3.19b) 

i=l 
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where e01 , a= 1, ... , 1) and <p(A) are solutions of the MPS equation (3.3.5). 
The eigenvalues (3.3.19b) satisfy the following normalization conditions: 

(3.3.20) 

It is not difficult to see that the expression 

(3.3.21) 

entering into equation (3.3.18) is none other than the ordinary Laplace­
Beltrami operator for the (curved) space specified by the covariant metric 
tensor 9i7c(J.l, X). (Remember that the inverse, contravariant metric tensor 
ilc (J.l, X) determines the form of the interval in curved space.) 

We have obtained a very interesting result: starting with the single one­
dimensional differential MPS equation (3.3.5) we have obtained the class of 
Schrodinger equations (3.3.18) describing a certain completely integrable 
and stable quantum mechanical model on a 'D-dimensional, in general, 
curved manifold! 

We see that the procedure of going over from the MPS equation (3.3.5) 
to the Schrodinger equations (3.3.18) essentially solves the inverse problem 
of separation of variables in the most general form. Here (3.3.5) can be 
viewed as a one-dimensional equation arising as a result of separation of 
variables in the 'D-dimensional Schrodinger equation (3.3.18). The spectral 
parameters e01 , a = 1, ... , 'D play the role of separation constants, while 
the operators 

Ha = T(X)A-!(X)t.x~(X)[-::~+x0(A;)]A-!(X)r- 1(X) 
(3.3.22) 

(whose eigenvalues they are) can be considered as symmetry operators, i.e., 
operators commuting with the hamiltonians HT(A). 

Let us now consider transformations conserving the general form ofMPS 
equation (3.3.5) and elucidate how they influence the form of the resulting 
Schrodinger equations (3.3.18). These transformations can be described by 
the formulas 

o .,.,o - 1 { 0 [b'(A)] 1 [b'(A)] 2 } 
X (A)- X (A)= b4(A) X (A)+ b(A) - b(A) , (3.3.23a) 
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x'-'(.X)-+ x'-'(:.\) = b4 ~..\) x'-'(.X), a= 1, ... , V, (3.3.23b) 

and 

(3.3.24) 

provided that 

cp(..\)-+ ~(:.\) = b(..\)cp(..\). (3.3.25) 

It is not difficult to verify that the transformed MPS equation (3.3.5) 
satisfies the same conditions as the untransformed one, and, therefore, 
application of the inverse procedure of separation of variables to it gives 
us again a certain completely integrable V-dimensional quantum model. 
Surprising though it is, the Schrodinger equations for this model turn out 
to coincide with equations (3.3.18) describing the untransformed case. To 
elucidate the reason for such a coincidence, note that formulas (3.3.23) 
and (3.3.24) describe two different transformations, one of which is the 
ordinary equivalence transformation (3.2.50) with B = b(..\) and A = 
b - 4( ..\), while the other is a change of the variable ..\. We know from 
theorem 3.1 that transformation (3.2.50) does not change the form of the 
resulting Schrodinger equations. The change of variable ..\ (which implies 
an analogous change of variable ..\;), being a particular case of general 
coordinate transformations, can only affect the form of the metric tensor 
g;k(J.l, X), and not the potential V(J.l, X) and corresponding solutions 1/;(J.l, X). 

As noted in the preceding sections, we shall be interested mainly in 
the case when the quantum mechanical models obtained by the inverse 
method of separation of variables have discrete spectra. It is clear that for 
this to happen, the spectrum of the initial MPS equation (3.3.5) must also 
be discrete. In order to convince ourselves that the existence of such MPS 
equations is possible, let us consider the case when the intervals [.Xi, .Xt], 
i = 1, ... , V describing the structure of the spaces W;, i = 1, ... , V have 
common end points, as is shown in figure 3.1. Now note that equation 

Figure 3.1. The disposition of intervals [.Ai, .AtJ, i = 1, ... , Von the real .A-axis. 

(3.3.5) is a second-order linear differential equation and, therefore, for any 
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values of spectral parameters e:1, ... , e:v it has two linearly independent 
solutions which we denote by IPl(,\;e:l, ... ,e:v) and IP2{.A;e:l,····e:v). The 
general solution of {3.3.5) can be written in the form 

<p(.A; e:1 , ... , e:v, 0) = cos O<p1 {.A; e:1 , ... , e:v, 0) 
{3.3.26) 

where 0 is an additional arbitrary parameter. Remember that functions 
belonging to the spaces W; must vanish at the ends of the intervals [.Ai, .At], 
i = 1, ... , 'D. However, the functions {3.3.26) belong simultaneously to 
all Hilbert spaces W1, ... , Wv (to their intersection W1 U ... U Wv), and, 
therefore, they must vanish at all'D+1 points,\~, ... , ,\~+1• where .A? = .Ai, 
for i = 1, ... , 1), and ,\~+1 = .A:J;. Writing this condition in the form 

<p(.A?;e:l, ... ,e:v,O)=O, i=1, ... ,1J+1, (3.3.27) 

we obtain a system of 1) + 1 numerical equations for 1) + 1 unknown 
quantities e:1, ... , e:v and 0. Evidently, the set of solutions of this system 
is discrete. This means that the MPS equation {3.3.5) also has a discrete 
spectrum. Of course, this reasoning has only a theoretical meaning, since, 
in general, the explicit expression for the function (3.3.26) is not known. 
However, there are many special cases when the construction of explicit 
solutions of MPS equations {3.3.5) becomes possible. These cases, which 
will be discussed in detail in the next sections ofthis chapter, are especially 
interesting for us since they lead to completely integrable quantum models 
of the type (3.3.18) with discrete and exactly calculable spectra. 

3.4 Algebraically solvable multi-parameter spectral equations 

In this section we discuss the problem of constructing one-dimensional 
differential MPS equations which can be solved exactly by means of algebraic 
methods. For the sake of convenience we formulate the basic ideas in a most 
general and abstract form. This gives us the possibility of simplifying much 
of the reasoning and avoiding various particularities which might appear on 
considering the specific cases of concrete MPS equations. 

a. Generalized MPS equations. Denote by e: the vectors belonging to 
a 'D-dimensional vector space e. Denote by X ( e:) the function on e with 
values being linear operators in a certain infinite-dimensional vector space 
V. Denote also by 4> a certain subset of V which does not necessarily form 
a linear space. 

Consider the equation 

X(e:)<p = 0, <p E 4>, (3.4.1) 
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which we call the "generalized" MPS equation, stressing the fact that the 
function X( c) may be arbitrary (not necessarily linear). The vector c plays 
in (3.4.1) the role of a spectral parameter. We shall call the set of all vectors 
c for which (3.4.1) has non-zero solutions in <I> the spectrum of equation 
(3.4.1). 

Below we shall distinguish between two types of linear transformation 
in the space V conserving the form of equation (3.4.1). They are 
left multiplications X'(c) A(c)X(c) and ordinary homogeneous 
transformations X'(c) = B(c)X(c)B-1 (c) which can be realized by 
non-singular operators A(c) and B(c) depending, generally, on c. The 
transformed equation (3.4.1) can be written in the form 

where 

and 

X'(c)<p' = 0, <p1 E <I>', 

X'(c) = B(c)A(c)X(c)B- 1(c), 
<I>' = B(£)<1>, 

<p1 = B(c)<p. 

(3.4.2) 

(3.4.3) 
(3.4.4) 

(3.4.5) 

Two operators X(c) and X'(c) which are related as in formula (3.4.3) will 
be called equivalent. 

Introducing a basis in the space V and taking 

X(c) = {Xk (c)}k=_:, ... ,oo , 
m m-l, ... ,oo (3.4.6) 

we can rewrite (3.4.1) in the form 

00 

L:x!(c)<pk = 0, m = 0, 1, ... , oo; {<pk}k:o E <I>. (3.4. 7) 
k=O 

This is an infinite-dimensional matrix version of the generalized MPS 

equation (3.4.1). 

b. Finite-dimensional matrix MPS equations. As noted in preceding 
sections, in our approach a central role is played by the MPS equations with 
discrete spectra. To demonstrate how such equations appear, it is sensible 
to consider first the simplest particular case, when vectors <p and matrices 
X(c) are finite dimensional, 

(3.4.8) 
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and () = C)M is a linear space. Then (3.4.7) takes the form of a finite­
dimensional rectangular matrix equation 

M 

L xr(e:l, ... ,cv)som = 0, k = 0, 1, ... , K. 
m=O 

(3.4.9) 

Due to the homogeneity of (3.4.9), we can impose some normalization 
conditions on r,o, for example 

M 

I: so;.= 1. (3.4.10) 
m=O 

Then the number of unknown quantities entering into system (3.4.9) 
becomes M + V. Consider three cases: 
(i) K + 1 > M + V. The number of equations (3.4.9) exceeds the number 

of unknown quantities. The spectrum is empty. 
(ii) K + 1 < M + V. The number of equations (3.4.9) is less than the 

number of unknown quantities. The spectrum is continuous. 
(iii) K + 1 = M + V. The number of equations and unknown quantities 

coincide, and, therefore, the spectrum is discrete. 
The last case is especially interesting for us. We see that in order to 

obtain a finite-dimensional D-parameter spectral equation with a discrete 
spectrum, the operator X(e:) must have the form of a rectangular matrix of 
size (M + V) x (M + 1) where M can be chosen arbitrarily. In particular, 
when V = 1, we come to the square ( M + 1) x ( M + 1) matrices which lead 
us to the standard one-parameter spectral matrix equations. 

Using (3.4.9) it is not diffcult to obtain the equation immediately for 
the spectrum. To this end consider V square matrices: 

Xn(cl. ... ,tv):: IIX:H(e:1, ... ,e:v)llfm=l• n = 0, ... , V -1, 
(3.4.11) 

and rewrite the system (3.4.9) in the form: 

:Cn(cl, ... ,e:v)so = 0, so E ()M, n = 0, ... , V- 1. (3.4.12) 

We know that these (ordinary) linear matrix equations admit non-zero 
solutions if and only if 

detXn(cl, ... ,cv)=O, n=O, ... ,V-1. (3.4.13) 

Thus, we have obtained the system of V secular equations from which the 
admissible values of V spectral parameters £1, ... ,cv can be found. Note 
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that in the one-parameter case (V = 1) system (3.4.13) is reduced to a 
single secular equation. 

c. Infinite-dimensional matrix MPS equations. Much more interesting 
cases appear when the space ~ in which we seek solutions of equations 
(3.4.1) is infinite dimensional. The construction of MPS equations with 
discrete spectra remains possible in this case too, although it is difficult to 
speak about "rectangular" matrices of size ( oo + V) x ( oo + 1): the notion 
of rectangularity in the infinite-dimensional case is not defined. 

Nevertheless, we can consider a special class of infinite-dimensional 
matrices for which the use of the term "rectangularity" is more or less 
justified. These matrices are distinguished by the fact that they act as 
finite-dimensional rectangular matrices in the finite-dimensional subspaces 
of the space ~- Such a property guarantees discreteness of the spectra of 
corresponding MPS equations and gives the possibility of algebraizing the 
problem of finding their solutions. 

First of all, let us construct an appropriate infinite-dimensional space 
~- We denote by ~M the linear span of the first M + 1 basis elements 
of V. Thus, ~M is an (M + I)-dimensional space. Let us define ~ as a 
space, any element of which is an element of a certain space ~M (with a 
finite M). This means that ~ consists of vectors having a finite number of 
components only. This number may be arbitrarily large and, therefore, the 
space ~ is infinite dimensional. Note however, that ~ does not necessarily 
coincide with the initial space V since the latter may contain vectors with 
an infinite number of components. 

Now, let us assume that the operator X(c), having, in general, the form 
of an infinite-dimensional matrix, admits for any c and M = 0, 1, 2, ... 
the block-decomposition shown in figure 3.2. in which XM(c) are finite 
rectangular matrices of size (M + V) x (M + 1), and Xk(c) and X~( c) 
are infinite blocks, the concrete form of which is non-essential for us. Using 
this block structure we come to the following chain of embeddings: 

X(e:)~M C ~M+'D-1. M = 0, 1, 2, ... , (3.4.14) 

from which it follows that the infinite-dimensional matrix X( c) acts in any 
subspace ~M of the space ~ as a finite-dimensional rectangular matrix 
XM(c) of size (M + V) x (M + 1). In turn, this means that the infinite­
dimensional spectral problem for the operator X(c) 

X(c)<p = 0, <p E ~ (3.4.15) 

breaks up into an infinite number of finite-dimensional spectral problems 

XM(c)<p = 0, <p E ~M, (3.4.16) 
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M+V XM(e) 

I 

I 

X(c) = I , M = 0,1,2, ... 

0 X~( e) 

I 
I 

------- ------..J 

Figure 3.2. The block structure of the matrix X(e:). 

each of which has a discrete spectrum. This gives us reason to assert that 
the initial equation (3.4.15) also has a discrete spectrum in <I>. 

Note that for the block decomposition of X(c) depicted in figure 3.2 
to be possible for any M = 0, 1, 2, ... , it is necessary that 

Xk'(c) = 0, for any k- m 2: D. (3.4.17) 

Matrices of such a type can be depicted as shown in figure 3.3. They have 
D-1lower diagonals only. In particular, when D = 1 these matrices become 
upper triangular and, thus, the spaces <l>M become invariant subspaces of 
<I>: 

X(c:)<I>M C <l>M, M = 0, 1, 2, .... {3.4.18) 

d. Algebraically solvable MPS equations. It is natural to call the 
MPS equation algebraically solvable if all its solutions can be obtained 
by means of a finite algebraic procedure. Any finite-dimensional MPS 
matrix equation is algebraically solvable according to this definition. The 
infinite-dimensional MPS equations discussed in the preceding subsection 
are also algebraically solvable, since they allow reduction to sets of finite­
dimensional spectral problems. Note also that starting with the known 
algebraically solvable MPS equation and applying to it various explicit 
equivalence transformations of the type (3.4.3) we obtain a new class of 
MPS equations all of which will be algebraically solvable by construction. 
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X(c) = 

Figure 3.3. The diagonal structure of the matrix X( e). 

e. Construction of algebraically solvable MPS equations. Consider 
the Heisenberg algebra, whose elements, a, a+ and I, satisfy the following 
commutation relations: 

[a, a+] = I; [a ,I] = [a+, I] = 0. (3.4.19) 

It is known that this algebra admits an infinite-dimensional representation 
with lowest weight. In this case I acts as the unit operator, and 
the elements a+ and a take the meaning of creation and annihilation 
operators, respectively. The lowest-weight vector jO) is defined as the vector 
annihilated by the operator a: 

aiO) = 0. (3.4.20) 

The corresponding representation space is formed by the vectors 

(3.4.21) 

playing the role of the basis vectors in the representation space. From the 
known relations 

it follows that 

a+ In)= In+ 1), aln) = nln- 1), 

k+ n- m ~ 0, } 
k + n- m < 0. 

(3.4.22) 

(3.4.23) 
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This formula allows us to express the operators X(c) satisfying condition 
(3.4.17) in terms of the generators a, a+. Indeed, taking 

X(c) = L Xk'(c:)(a+)kam, (3.4.24) 
k<'V+m 

and recalling that the spaces <PM are defined as linear spans of the vectors 
IO),I1), ... ,1M), it is not difficult to see that condition (3.4.17) is really 
satisfied. But this means that the MPS equation with the generator X(c:) is 
algebraically solvable. 

Now, remember that the generators of the Heisenberg algebra allow a 
differential realization 

f) 

a= f)).' a+=>.., I= 1. (3.4.25) 

In this case the role of the lowest-weight vector is played by the constant 
function 

IO) = 1 (3.4.26) 

and the basis elements In) have the form 

In) = >..n, n = 0, 1, 2, .... (3.4.27) 

Therefore, the space <P takes the form of the space of all polynomials in >.. 
and <PM becomes the space of the polynomials of a given order M. 

The operators X(c:) acting in <P can be rewritten as 

X(c:) = L Xf'(c:)>..k U,Jm (3.4.28) 
k<'V+m 

and, thus, we come to the differential MPS equations having algebraic 
solutions within the class of polynomials. 

Of course, the case when operators (3.4.28) are second-order differential 
operators is most interesting for us. This case is realized when the 
coefficients Xf'(c) entering into formula (3.4.28) vanish if m exceeds two. 
Then we obtain 

[)2 f) 
X(t:) = Pv+t(>..;c:) {)).2 + Pv(>..;c:) a>.+ Pv-l(>..;c:), (3.4.29) 

where Pn(t:, >..) are arbitrarily fixed polynomials of orders n = V -1, V, V + 
1, with the coefficients being given functions of V spectral parameters 
£1, ... ,£-p. 
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The corresponding second-order differential MPS equation has the form 

{3.4.30) 

and for any M = 0, 1, 2, ... admits exact solutions belonging to the class of 
Mth-order polynomials 

M 

~{..\) = L~n..\n. (3.4.31) 
n=O 

According to the remark given in the previous subsection, the 
algebraically solvable MPS equations (3.4.30) can be used as a starting 
point for constructing more complex algebraically solvable MPS equations. 
For this it is sufficient to apply to {3.4.29) some kind of equivalence 
transformation {3.4.3). Consider, for example, transformation {3.4.3) in 
which 

Pv+l (..\; c:)' A(c:) 
1 

B(c:) { 1 j Pv(c:, ..\) } 
exp 2 Pv+I(c:, ..\) d..\ · 

Then, for the transformed operator X{c:) we obtain: 

X {)2 1 [ Pv(..\; c:) ] ' 1 [ Pv(..\; c:) ] 2 
c: ---+- +-( ) - 8..\2 2 Pv+1(..\;c:) 4 Pv+l(..\;c:) 

{3.4.32a) 

{3.4.32b) 

Pv-1(..\;c:) 
Pv+l(..\;c:)" 

(3.4.33) 

Note that, instead of the three polynomials Pv+l {..\; c:), Pv(..\; c:) and 
Pv- 1 (..\;c:), it is convenient to introduce two polynomials Pv+l(..\;c:) and 

P2v(..\; c:) = ~ { 2Pv(..\; c:)Pv+l (..\; c:) - 2Pv( ..\; c:)Pv+l(..\; c:) 

+PM..\; c:)- 4Pv-1(..\; c:)Pv+l(..\; c:)} {3.4.34) 

of orders 'D + 1 and 2'D, respectively. If these polynomials are given, the 
form of the remaining polynomials Pv(..\; c:) and Pv-1{..\; c:) can easily be 
recovered from equation (3.4.34). In the new notation operator X{c:) takes 
the form 

{3.4.35) 
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and this gives us the following new MPS equation: 

{ 82 P2v(.X; E) } 
- 8V + p2 (.X· ) <p(.X) = 0. 

'V+l 'E 
(3.4.36) 

As follows from our derivation, equation (3.4.36) is again algebraically 
solvable, and for any given M = 0, 1, 2, ... has solutions belonging to the 
class of functions 

{ 
M 1 Pv(.X; E) n 

<p(.X) = exp 2 J P (.X· ) d.\} 2: 'PnA . 
'V+l 'E n=O 

(3.4.37) 

We emphasize that the coefficients in the polynomial Pv+1 (-X;E) are 
certain given functions of E, the coefficients in the polynomial Pv(-X;E) 
can be obtained from equation (3.4.34) and E1 , ... , Ev and <po, ... , 'PM are 
unknown numbers. 

f. Algebraically solvable MPS equations with linear dependence 
on spectral parameters. Consider the case when the operator X(E) 
entering into the MPS equation (3.4.1) depends on the parameter E linearly. 
The most general form of such an operator is 

'V 

X(E) = X 0 - 2: xaEa, (3.4.38) 
a=l 

where X 0 and xa, a = 1, ... , D are certain given operators in V. 
Substituting (3.4.38) into (3.4.1), we obtain the MPS equation 

(3.4.39) 

the form of which almost coincides with (3.2.39). The only difference is that 
the set q, in which solutions of (3.4.39) are being sought does not necessarily 
coincide with the space W = W1 n ... n Wv appearing in equation (3.2.39). 
Here q, is chosen in such a way as to guarantee only an algebraic solvability 
of the equation (3.4.39), and not its physical sensibility. 

The simplest way to construct algebraically solvable linearized MPS 
equations is to construct a class (as wide as possible) of algebraically 
solvable generalized MPS equations, and then extract the cases when the 
dependence of the operators X(E) on the spectral parameter E becomes 
linear. As a starting point we can use the classes of algebraically solvable 
second-order differential MPS equations (3.4.30) and (3.4.36) constructed in 
the preceding subsection. 
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Let us start with equation (3.4.30). It is evident that its linearized 
version arises when the coefficients Pn(.A; e), n = V -1, V, V + 1 depend on 
e linearly: 

v 
Pn(.A;e) = P~(.A)- L P~(.A)ea, n = V- 1, V, V + 1. (3.4.40) 

a=l 

Here P~(.A) and P:(.A), o: = 1, ... , V are certain fixed polynomials. 
Substitution of (3.4.40) into equation (3.4.30) gives: 

[p_g+l(.A) ::2 + P.g(.A) :.A+ p_g_l(.A)] ~(.A) 

= {t, [Pv+l(.A) ::2 + Pv(.A) :.A+ Pv-l(.A)] ea} ~(.A). (3.4.41) 

This equation is algebraically solvable by construction and its solutions 
belong to the class of polynomials 

~(.A) = QM(.A), M = 0, 1, 2, .... (3.4.42) 

Now consider another type of MPS equation described by formula 
(3.4.36). It is easy to see that for (3.4.36) to be a linear MPS equation, the 
denominator of the free term must be independent of e, while the numerator 
must depend one linearly: 

v 
Pfv(.A)- L Pfv(.A)ea. 

a=l 

(3.4.43a) 

(3.4.43b) 

Substituting (3.4.43) into (3.4.36), we obtain the needed MPS equation 

(3.4.44) 

which is also algebraically solvable and has solutions of the form 

~(.A)= exp {/ p~~~~l) d.A} QM(.A), M = 0, 1, 2, ... , (3.4.45) 

where Rv(.A) and QM(.A) are unknown polynomials of orders V and M, 
respectively. 
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3.5 An analytic method of constructing algebraically solvable 
multi-parameter spectral equations 

In this section we discuss another (analytic) method of constructing one­
dimensional second-order differential MPS equations with linear dependence 
on spectral parameters E:a. We find this method more attractive than the 
algebraic one discussed in the previous section, since it leads immediately 
to the most general form of such equations. Besides, this method is direct, 
since it does not require preliminary construction of MPS equations with 
an arbitrary dependence on spectral parameters. Finally, it gives the 
possibility of obtaining rather compact explicit expressions for both the 
MPS equations and their solutions, which is especially important for their 
analysis and classification. 

The idea of this method is very simple. In order to formulate it, let us 
first consider an arbitrary differential MPS equation of the form 

and note that it can be interpreted as a particular case of the more general 
equation for two functions so( .X) and w(..X) 

{- ::2 + w(..X)} so( .X)= 0, w(..X) En, so( .X) E <J, (3.5.2) 

provided that n is a finite-dimensional functional space with basis 
x0(..X), za(..X), a = 1, ... , 'D. In fact, any function w(..X) satisfying equation 
(3.5.2) is a linear combination of'D+ 1 functions x0(..X), za(..X), a= 1, ... , 'D, 

v 
w(..X) = z0 (..X)e:o- L xa(..X)e:a, (3.5.3) 

a=l 

and, therefore, any particular solution of (3.5.2) with E:o = 1 is 
automatically a solution of equation (3.5.1). 

Now note that equation (3.5.2) admits one more generalization. In 
order to construct it, note that all dependence ofthe function w(..X) on the 
sort of solution is concentrated in the coefficients E:o, E:a, a = 1, ... , 'D of its 
expansion (3.5.3). The basis functions z0(..X) and za(..X), a = 1, ... , 'D are 
assumed to be fixed and, therefore, the location of all singular points of the 
function w(..X) is also fixed for all solutions. Thus, we can treat (3.5.2) as a 
particular case of the more general equation 

{- ::2 + w(A)} so( .X) = 0, {3.5.4) 
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supplemented by the following additional condition: the location of 
singularities of w(A) does not depend on the sort of solution. 

Now let us formulate the method of constructing algebraically solvable 
MPS equations of the type (3.5.4). This method is naturally divided into two 
stages. First, we construct the most general solution of equation (3.5.4) and 
then find the conditions when the functions w(A) satisfying this equation 
can be treated as elements of a certain (V + 1 )-dimensional functional space 
and represented in the form (3.5.3) with co = 1. In this case we obtain 
the most general expressions for both the one-dimensional second-order 
differential MPS equation (3.5.1) and its solutions. 

In order to realize this program let us first study the behaviour 
of the second unknown function !f>(A) in the vicinity of singular points. 
Introducing the logarithmic derivative of if>( A) 

IP'(A) 
y(-\) = !f>(-\), 

we can rewrite equation (3.5.4) in the Riccati form: 

(3.5.5) 

(3.5.6) 

We shall distinguish between two different types of singularity of function 
y(A). Singularities of the first type are those for which the corresponding 
function w( A) is regular. All other singularities are of the second type. It is 
quite obvious that the former can be located more or less arbitrarily, while 
the location of the latter is fixed and cannot depend on the sort of solution. 

Assume that the function y(,\) has at the point A = ~ the first type of 
singularity. This means that the corresponding function w(,\) must behave 
at this point as 

(3.5.7) 

Substituting expansion (3.5.7) into equation (3.5.6) and solving this 
equation we find 

(3.5.8) 

From (3.5.8) it follows that the role of the first-type singularities of y(,\) 
can be played by the simple poles with unit residues only. Therefore, the 
most general form of functions y(A) having singularities of both types is 

M 1 
y(,\) = F(A) + ~ ,\ _ ~;, M = 0, 1, 2, .... (3.5.9) 
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Here F().) are arbitrary functions with a fixed location of singular points, 
and 6, ... ,eM are the coordinates of simple poles, the location of which 
can, in principle, depend on the sort of solution. The number M of these 
poles can be chosen arbitrarily. 

In order to find the admissible values of the numbers 6, ... , {M, we 
substitute (3.5.9) into (3.5.6). The resulting expression for w().) takes the 
form 

M 1 {MI 1 } +2 L)._C. L c._c +F({i) · 
i=l ... k=l ... ..k 

(3.5.10) 

We see that the first two terms in (3.5.10) are singular at the same points 
as the function F().). These are second-type singularities, the location of 
which is assumed to be fixed. The third term in (3.5.10) is obviously regular 
at the points 6, ... , {M. These singularities have the form of simple poles 
with the residues 

M I 1 
Tj =I: c._ c +F(ei), i = 1, ... ,M. 

k=l ... ..k 
(3.5.11) 

According to the condition of regularity of w().) at these points, we must 
take 

Tj = 0, i = 1, ... 'M. (3.5.12) 

This leads us to a system of numerical equations for 6' ... , eM and a rather 
compact expression for the function w().). Note that the corresponding form 
of the second function cp().) can be obtained from 

cp().) = exp {j y().) d).} . (3.5.13) 
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Collecting these results we come to the following important statement. 

Statement 3.8. The most general solution of equation (3.5.4) is 

(3.5.14) 

M 

SO(A) = exp {/ F(A) dA} }](A- e;), (3.5.15) 

where F(A) is an arbitrary function with fixed positions of singular points, 
M is an arbitrary non-negative integer, and the numbers 6' ... 'eM satisfy 
the system of M numerical equations 

Mf 1 L c._c +F(et)=O, i=l, ... ,M. 
k=l .. , .. k 

(3.5.16) 

This statement completes the first stage of our programme. Indeed, the 
most general solution of the equation (3.5.4) is constructed. Now we must 
find the conditions under which w(A), having the form (3.5.14), belongs to 
a finite-dimensional functional space. We show that this is always possible 
when F(A) is a rational function. 

First of all, remember that the unique singularities of rational functions 
are the poles which may be located at finite points or at infinity. Any 
rational function has only a finite number of poles in the complex plane. 

Let a= ( al, ... 'aK) be the points in which the given rationalfunction 
r( A) has poles of orders ii = ( n1, ... , nK), respectively. Assume also that 
r(A) behaves at infinity as An. This means that there it has the pole of 
order n + 2 (if n ~ -1). Any function of such sort can be represented as a 
fraction 

in which Qv(A) is a polynomial of order 

K 

V = L:na+n. 
a=l 

(3.5.17) 

(3.5.18) 
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Denote by Rn (~) = Rn (~~:::::~~) the space of all linear combinations of 
rational functions having the form {3.5.17). From {3.5.17) and (3.5.18) it 
follows that 

(3.5.19) 

Now, let us formulate two important statements. 

Statement 3.9. Let F(A) ERn(~). Then 

~ F(A)- F(e;) R (ii) 
L...J A c E n-1 - , 
a=1 - <,i n 

(3.5.20) 

if the numbers e. satisfy the system (3.5.16}. 

Proof. First of all note that the function in (3.5.20) is regular at the points 
A = e,, i = 1, ... , M, and therefore in any finite part of the complex A-plane 
it has the same singularities as the function F(A). 

If A --> oo, one can write 

~ F(>.)- F(e;) 
L...J A- c. 
i=1 ... 

MF(>.){~+o(:2 )} 

- { [t,F{e;)l ~ + 0 (:2 )}. {3.5.21) 

Using the equality 
M 

LF(e;) = 0 (3.5.22) 
i=1 

which follows from the system (3.5.16), we can see that, if F(A) """An, then 
M 
"F(A)- F(e;) """>.n-1 
L...J )!__c. , 
i=1 ... 

(3.5.23) 

for any n 2: -1 and A--> oo. This proves the statement. 

Statement 3.10. Let F(A) ERn(~). Then 

w(A) = F'(A) + F 2 (A) + 2 t, F(~ = ~(e;) E R2n (!), {3.5.24) 
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if the numbers e. satisfy the system (3.5.16}. 

Proof. The assertion of this statement follows immediately from the 
definition of the spaces Rn (:) and from formula (3.5.20). 

Thus, we have shown that all the functions w(A) satisfying equation 
(3.5.4) belong to the space R2n (:), which is finite dimensional. Its 
dimension is given by the formula 

(3.5.25) 

where 1) is defined by (3.5.18). 
The last step is to reduce this equation to the form (3.5.1). This can 

be done as follows. Denote by r.B(.\), f3 = 0, 1, ... , 1) the basis in the space 
Rn(:). Then, for any function F(.\) belonging to this space, one can write 
the expansion 

TJ 

F(.\) = _L Fpr.B(.\). (3.5.26) 
,8=0 

Denoting by r.B (.\), f3 = 0, 1, ... , 21) the basis of the space R2n ( 2~) we can 
write an analogous expansion for w( ,\) 

2TJ 

w(.\) = _Lw~(F,{)rP(A), (3.5.27) 
,8=0 

where wp(F,{), f3 = 0, 1, ... , 21) are the coefficients depending on both 
the ('D+ !)-dimensional vector F = (F0 , ••• ,Fv) and theM-dimensional 
vector(= (el, . .. {M)· 

Now let x0(.\) and xa(.\), a= 1, ... ,1) be arbitrarily fixed functions 
belonging to the space R2n ( 2~). Then we represent them in the form: 

2TJ 

x0 (.\) = _L x~r.B (.\), 
,8=0 
2TJ 

xa(A) = L x$ri3(.\), a= 1, ... , 1J, 
,8=0 

(3.5.28a) 

(3.5.28b) 

where xg and x$, a = 1, ... , 1), f3 = 1, ... , 1) are certain given coefficients. 
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Consider the equation 
v 

w(.\) = x0 (.\)- l:x"'(.\)€a, (3.5.29) 
a=l 

in which € 0 , a = 1, ... , 'D are certain unknown numbers. Substituting 
expansions {3.5.27) and (3.5.28) into (3.5.29), we obtain the system of 
numerical equations 

v 
W[i(F, ()=X~- L Xp€a1 ,8 = 1, ... 1 21) + 1, (3.5.30) 

<>=1 

while the substitution of (3.5.26) into (3.5.15) gives 

M I 1 V L t.- t + l:F[irP(.\) = 0, i = 1, .. . ,M. 
k=l .. , .. k fi=O 

(3.5.31) 

We see that equations {3.5.30) and {3.5.31) together form the system of M + 
2'D+1 equations forM +2'D+1 unknown quantities 6, ... ,eM, Fa, ... ,Fv 
and €1, ... ,cv. Evidently, for any set of fixed numbers x~ and x$ this 
system has algebraic solutions. This gives us the possibility of asserting that 
equation (3.5.4) takes the form of an algebraically solvable MPS equation. 
Summarizing these results we can formulate the following basic theorem. 

Theorem 3.2. Let x 0(.\) and x"'(.\), a= 1, ... , 'D be the arbitrorily fixed 
rational functions belonging to the space R 2n (:). Then the MPS equation 

is algebraically solvable. Its solutions have the form 

M 

<p(.\) = ;g(,\- e;) exp {! F(.\) d,\}, 

(3.5.32) 

(3.5.33) 

where M is an arbitrary non-negative integer, 6, ... , eM are certain 
unknown parameters and F(.\) is an unknown function belonging to the 
space Rn (:). A concrete form of function F(.\), the values ofe1, ... , eM and 
the corresponding admissible values of the spectral parameters €1, ... , f:v can 
be obtained from the following system of algebraic equations: 

Ml 1 L t. - t + F(e;) = 0, i = 1, ... 'M, 
k=l ... ..k 

(3.5.34) 
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M 'D 
F'(..\) + F2 (..\) + 2 ~ F(~ = ~(ei) = x0(..\)-~ xa(..\)e:a. (3.5.35) 

(This is the end of the theorem.) 

This theorem completes the construction of the most general classes 
of algebraically solvable one-dimensional second-order differential MPS 
equations with a linear dependence on spectral parameters. 

Now let us try to elucidate how many solutions the obtained MPS 
equations have. Quite obviously, this number is equal to the number of 
solutions of the system of algebraic equations (3.5.34) and (3.5.35). 

First of all, consider the first equation (3.5.34) and treat it as a system 
of M numerical equations for M unknown numbers 6, ... , eM, assuming 
that the function F(..\) determining the form of this system is given. Since 
the function belongs to the space Rn (:), it can be represented as the 
fraction 

F(..\) = Qv(..\) , 
Qv-n(..\) 

(3.5.36) 

in which Qv(..\) and Qv-n(..\) are certain given polynomials of degrees V 
and 1) - n, respectively. 

Substituting (3.5.36) into (3.5.34) we obtain 
M l:'-1_ + Qv(ei) = o, i = 1, ... ,M. 
k=l ei- ek Qv-n(e;) 

(3.5.37) 

Multiplying (3.5.37) by the denominator of the second term gives: 

M I 1 
Qv-n(ei) L c._ c + Qv(ei) = o, i = 1, ... , M. 

k=l .. , '>k 
(3.5.38) 

Note that this system is equivalent to the system of M equations 

f: 'Qv-n(e;) + f: Qv(ei)ei'' = o, m = 0, ... , M -1, 
i,k=l ei - e~: k=l 

(3.5.39) 

which can be obtained from (3.5.38) by multiplying it by er' m = 
0, ... ,M -1 and summing over i = 1, ... ,M. 

The first term in (3.5.39) is a polynomial in ei of degree V- n+ m -1. 
This follows from the evident identity 

(3.5.40) 
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At the same time, the second term in (3.5.39) is a polynomial of degree 
'V+m. Since n ;::: 1 by assumption, the mth equation (3.5.39) is an algebraic 
equation of degree m + 'V. 

Thus, we have M different algebraic equations (3.5.39) of degrees 
'V, 'V + 1, ... , 'V + M - 1, and therefore this system has, generally, 'V x 
('V- 1) ... ('V + M- 1) = (~~~;)? solutions. However, many of these 
solutions are equivalent. In fact, the numbers 6, ... ,{M enter into the 
second system (3.5.35) symmetrically. This means that all the solutions 
of the first system (3.5.34), which can be transformed into each other by 
means of a permutation of the numbers 6, ... , {M, must be considered 
as equivalent solutions. Thus, in order to obtain the number of non­
equivalent solutions of the system (3.5.34), we must divide the total number 
of solutions, (~~~;)~)!, by the total number of all permutations, M!. This 
results in the following statement. 

Statement 3.11. Let F(.>..) be a given rational function, belonging to the 
space Rn (~) of dimension 'V + 1. Then the total number of non-equivalent 
l . f h {3 53') . (M+V-1)' so utzons o t e system .. -'1 %s M!(V-1)!. · 

Now, let us consider the second equation (3.5.35), and interpret it as 
a system of 2'V + 1 algebraic equations for 2'V + 1 numbers c:1, ... , c:v and 
F0, ... , Fv, assuming that the parameters {1, ... ,{M are fixed. Remember 
that the right-hand side of (3.5.35) as well as the two first terms in the left­
hand side belong to the space Rn (~), while the third term in the left-hand 
side belongs to the subspace Rn_ 1 (~). Denoting the projection operator 
from R2n ( 2~) to Rn-l (~) by P, we can rewrite (3.5.35) in the form of two 
independent equations: 

p {F'()..) + p2(.>..) + 2 ~ F(.>..)- F({;)} 
L.J ).. -c. 
i=l .. , 

= P { x 0 (.>..)- t, x<>(.>..)c:,.} (3.5.41a) 

and 

(1- P) {F'(.>..) + F2(.>..)} 

= (1- 'P) { x0 (.X)- t, x"(A)ca}. (3.5.41b) 

Due to the fact that dimRn-t(~) = 'V and dimR2n(2~)- dimRn-1(~) = 
'V + 1, equations (3.5.41a) and (3.5.41b) are equivalent to systems of'V and 
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1J + 1 algebraic equations. Considering (3.5.41a) as a system of1J algebraic 
equations for 1J unknown numbers e1 , ... , ev, we can express these numbers 
via the parameters F0 , •.. , Fv. Substituting the obtained expressions for 
e1, ... , ev into (3.5.41b ), we obtain a system of 1J + 1 equations for V + 1 
unknown parameters F0 , ... , Fv determining the form ofthe function F(A). 
Assume now that the total number of singularities of functions x0 (A) and 
xa(A), a = 1, ... , 1J is K + 1. Obviously, the function F(A) is singular 
at the same points as the functions x 0(A) and xa(A), a = 1, ... , 1J. 
Denoting the coefficients of these singularities by Fk, k = 0, ... , V and 
equating the leading (most singular) terms in both sides of (3.5.41b), we 
get K + 1 separate quadratic equations for F0 , ••. , FK. Each of these 
equations has two solutions, which gives us 2K +1 different sets of coefficients 
Fk, k = 1, ... , K. As soon as one such set is chosen, the other coefficients 
Fk, k = K + 1, ... , 1J of the function F(A) can be determined uniquely by 
equating the non-leading terms in equation (3.5.41b ). This means that the 
total number of solutions of this equation is 2K+1 . Summarizing, we come 
to the following statement. 

Statement 3.12. Let the total number of singularities of rational functions 
belonging to the space R2n ( 2i) be K + 1. Then for any given {1, ... , {M 

equation (3.5.35) has 2K+1 different solutions for F(>.) E Rn(!) and 
e1 , ... ,ev. 

Thus, on the one hand, we have shown that equation (3.5.34) has 
<:J,t:g~N' solutions for {!, ... ,{M if the function F(A) is fixed. On the 
other hand, we see that equation (3.5.35) has 2K+1 solutions for F(A) 
if the numbers 6, ... , {M are fixed. Combining these two assertions, we 
can conclude that, in general case, the system of equations (3.5.34) and 
(3.5.35) must have 2K+1 <:J,t:g~1\f different solutions for any given M. Of 
course, this result is not rigorous from the mathematical point of view. 
However, it is very reliable and, at least at the present time, we do not know 
any counter-example. This gives us a reason to conjecture the following 
theorem. 

Theorem 3.3. Let the functions x0 (A) and xa (A), a = 1, ... , 1J, entering 
into the MPS equation (3.5.32}, belong to a (21J + !)-dimensional space 
R2n ( 2i) of functions having K + 1 poles at the points a1 , ... , aK and at 
infinity. Then for any M = 0, 1, 2, ... the number of algebraic solutions of 
this equation, given by formulas (3.5.33}-(3.5.35}, is equal to 

_ K+l (M + V- 1)! 
NM-2 M!(1J-l)!, M=0,1,2, .... (3.5.42) 
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The total number of such solutions is infinite, and thus, (3.5.32) is an MPS 
equation with an infinite and discrete spectrum. 

Let us now discuss the classification problem for algebraically solvable 
MPS equations of the type {3.5.32). From theorems 3.2 and 3.3 it follows 
that in order to solve this problem it is sufficient to classify the spaces 
of rational functions R2n ( 2~). For this we can use a graphical method. 
Before formulating the essence of this method, let us first give an alternative 
definition of the spaces R2n {;";r) in terms of so-called "double poles". We 
shall say that a rational function has at the point a the double pole of order 
n if it behaves near this point as (>.-~) 2 n when a is finite, and as A2n-4 when 
a is infinite. In this language R2n ( 2~) can be interpreted as the space of 
all rational functions having at the points a1 , ... , aK and a 0 = oo double 
poles of orders n1, ... , nK and no = n + 2, respectively. Depicting the 
points aa by na small concentric circles we come to a diagram describing 
the space R2n ( 2~). The technical difficulties connected with depicting the 
infinite point ao can easily be overcome if we map the complex A-plane 
onto the sphere of a finite radius (by means of a stereographic projection) 
and then look at this sphere from the point -ioo. Then we see a disc 
with the boundary being the image of the real A-axis with identified plus 
and minus infinity, and with the interior formed by identified complex 
conjugate points. In order to distinguish between the points with positive 
and negative imaginary parts, we depict the former by the upper half­
circles, and the latter by the lower half-circles. We shall also depict the 
complex conjugate pairs as well as the real points by whole circles. 

Thus, we come to a disc-like diagram consisting of several small 
circles (or half-circles) describing the position and orders of double poles 
determining the structure of the space R2n ( 2~). We shall call such 
diagrams simple. When listing simple diagrams, one can list the types of 

00 

Figure 3.4. An example of a simple diagram. 

spaces R2n ( 2~) and, consequently, the corresponding classes of algebraically 
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solvable MPS equations (3.5.32). 
For example, the simple diagram depicted in figure 3.4 describes the 

space R2n (2~) which consists of rational functions having double poles of 
orders 1, 3, 2, 2 and 2 at the points 0, 1, i, -i and oo. Thus, in this 
case, i1 = (0, 1, i, -i), 2n = (2, 6, 4, 4), 2n = 0 and 1J = 9. The class of 
corresponding MPS equations (3.5.32) is determined by the functions x 0(..\) 
and xa ( .\), a = 1, ... , 9 belonging to this space. 

We call two simple diagrams equivalent if they describe the rational 
functions with equal numbers of double poles and identical sets of orders. 
For example, the diagrams depicted in figure 3.5 are equivalent since both 
describe the rational functions having double poles of orders 1, 2, 2 and 3. 

0 
Figure 3.5. An example of equivalent simple diagrams. 

The MPS equations connected with two equivalent (simple) diagrams 
can be obtained from each other by means of a certain continuous 
deformation. Note that in an important particular case these deformations 
are reduced to the ordinary equivalence transformations described by 
formulas (3.3.21) and (3.3.22). This case appears when the function b(.\) 
entering into the above-mentioned formulas takes the form of an inverse 
linear function. In this case these formulas can be rewritten as 

(3.5.43) 

and 

(3.5.44a) 

a=1, ... ,1J. (3.5.44b) 

It is not difficult to understand that formulas (3.5.43) and (3.5.44) describe 
the most general transformations conserving the rationality of functions 
x0(.\) and xa(.\) and the orders of their double poles. Therefore, they 
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conserve not only the form of the MPS equation 

(3.5.45) 

but also the general form of its solutions 

(3.5.46) 

complemented by spectral conditions 

Ml 1 -- . L ~ +F(~i) = 0, i= l, ... ,M 
k=l ei- ek (3.5.47) 

and 

(3.5.48) 

Here we have taken 

(3.5.49) 

and also 

(3.5.50) 

We see that transformation properties of functions F(.X) depend on a 
concrete choice of values of the non-negative integer parameter M. This is 
a trivial consequence of the fact that both the parameter M and functions 
F(.X) determine the form of solutions of equation (3.5.1), and this form, 
obviously, is not invariant under transformations (3.5.43)-(3.5.44). 

In conclusion, note that linear-fractional transformations (3.5.43)­
{3.5.44) are determined by three independent parameters and describe 
certain representation of the SL(2) group. This makes us able to assert 
that the most general equivalence transformations for algebraically solvable 
differential MPS equations discussed in this section form the SL(2) group, 
provided that the type of the corresponding simple diagram is fixed. 
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3.6 Reduction to exactly solvable models 

In the preceding section we have constructed the class of one-dimensional 
second-order differential MPS equations (3.5.32) having infinite and discrete 
sets of algebraic solutions (3.5.33). However, we have not discussed the 
question of whether or not these equations are physically meaningful. In 
this section we will attempt to remedy this deficiency and list the cases when 
a physical interpretation of constructed MPS equations becomes possible. 

First of all, let us rewrite formulas (3.5.32)-(3.5.35) in a more 
convenient form. Consider for example the simplest solution of equation 
(3.5.32), arising when M = 0: 

<po(.A) = exp {/ Fo(.A) d.A}. (3.6.1) 

Here F0(.A) is a rational function, satisfying the system (3.5.34)-(3.5.35), 
which, due to the absence of the numbers {i, is reduced to the single Riccati 
equation 

v 
F~(.A) + F~(.A) = x0(.A)- L xa(.A)eoa· (3.6.2) 

a=l 

This equation can always be interpreted as a system of 21) + 1 algebraic 
equations for 1J unknown spectral parameters eoa, a= 1, ... , 1J and 1J + 1 
unknown parameters characterizing the function Fo(.A). 

Now note that the function x0 (.A), entering into equation (3.6.2) and 
belonging by assumption to a (21J + I)-dimensional space of rational 
functions, is also characterized by 21) + 1 numerical parameters which are 
assumed to be fixed for a given MPS equation. The fact that the number of 
these parameters and the number of equations forming the system (3.6.2) 
coincide allows us to invert this system and interpret it as an equation 
for x0 (.A). In this case, instead of fixing the function x 0 (.A) and solving 
(3.6.2) for F0 (.A) and eoa, we can fix the function F0 (.A) and the numbers 
eoa and then recover from (3.6.2) the function x0 (.A) for which Fo(.A) and 
eoa are solutions. In other words, instead of 21J + 1 independent external 
parameters characterizing the function x0(.A), we can introduce 21) + 1 new 
independent parameters, characterizing the simplest solution of equation 
(3.5.32). Substituting x0(.A) obtained from (3.6.2) into (3.5.32), we come 
to the following form of this equation: 

(3.6.3a) 
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or, equivalently, 

{ Fo(>.) + :>.} { Fo(>.) - :>.} )0(>.) 

= {~ x"'(>.)(ca- coa)} )0(>.). 

According to (3.6.1), the simplest solution of (3.6.3) is 

)Oo(>.) 

coa, a=1, ... ,V, 

and other solutions must be sought in the form 

)0(>.) 
M 

[!(>.- ~i) exp {! F(>.) d>.}, 

coa + ia, a= 1, ... ,V, 

(3.6.3b) 

(3.6.4a) 

(3.6.4b) 

(3.6.5a) 

(3.6.5b) 

where M = 1, 2,3, .... The numbers £0 , a= 1, ... , V and{;, i = 1, ... ,M 
and functions F(>.) entering into (3.6.5) can be found from the system 

M 1 L:c._c +F({;)=O, i=1, ... ,M, 
k:=l ... ..k 

(3.6.6) 

M 
F'(>.) + F2(>.) + 2" F(>.)- F({;) 

L....J )._C. 
i=l ... 

'V 

+ L X 0 (>.)t:a = F~(>.) + F~(>.), {3.6.7) 
a:=l 

if the functions F0(>.) and x"'(>.), a= 1, ... , V are given. 
Thus, we have reduced the algebraically solvable MPS equation (3.5.32) 

to the form (3.6.3) when at least one of its solutions, namely (3.6.4), is 
explicitly known. In fact, it plays the role of an external parameter in this 
equation and can be chosen arbitrarily. 

We call the V-parameter spectral equation (3.6.3) physically sensible 
if one can choose V different Hilbert spaces W1 , ... , Wv in such a way that 
all conditions of theorem 3.1 for both the equations {3.6.3) and its simplest 
solution (3.6.4) are satisfied. 
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Applying to the physically sensible MPS equation the inverse method of 
separation of variables described in sections 3.2 and 3.3, we obtain a class 
of completely integrable and stable quantum mechanical models having at 
least one bound state for which the spectral problem can be solved exactly. 

To classify such models, it is sufficient to solve the classification 
problem for the physically sensible MPS equations of the type (3.6.3). In 
turn, the problem is reduced to constructing the systems of Hilbert spaces 
W = 1, ... , Wv satisfying the conditions of theorem 3.1. 

A very important condition, which must be satisfied, is the condition 
of the hermiticity of operators 

(3.6.8) 

and 

x(X(>.), a=1, ... ,v (3.6.9) 

in all spaces W1 , ... , Wv. To guarantee their hermiticity it is necessary to 
require that the functions Fo(..\) and x"'(>.), a= 1, ... , V are real. For this 
to happen, the points aa, a = 1, ... , K, in which they have poles, must 
lie on the real ..\-axis or form complex conjugate pairs. The real points 
aa divide the real axis into a set of intervals which we shall refer to as 
fundamental intervals and which can be finite, semi-finite or infinite. The 
number of fundamental intervals is K' + 1 where K' is the number of real 
points a 01 • 

Let us now assume that K' + 1 ~ V and consider the set of"D arbitrarily 
chosen fundamental intervals [>.;,>.t], i = l, ... ,"D, which we call the 
physical intervals. 

We know that the functions Fo(>.) and xa(>.), a = 1, ... , V are 
regular within the physical intervals, and singular at their ends >.f = 
a11 ... , aK', oo. Their behaviour near the points >.f is seen from the 
following formulas 

{ x"' (>._a )-2n• >.-+ak, k= l, ... ,K' 
x"'(>.) 

k,nk k ' 
(3.6.10) 

x~>.2n, >.-+ oo, 

and 

{ F00,.,(A- a.)-••, >.-+ak, k= l, ... ,K' 
Fo(>.) (3.6.11) 

Fo,n>.n, >.-+ 00. 

Now let us denote by 

wi = wi [ ..x; , .xt] , i = 1, ... , v (3.6.12) 
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the spaces of functions being regular within the intervals [.\i, .\l) and 
vanishing at their ends more rapidly than (A- a~:)"k-~ if X[ = a~: and 
more rapidly than A-n-~ if Af = oo. Introducing the scalar products 

>.+ 

( <p1 , <p2 )i = J <p1 (A) <p2 (A) dA, i = 1, ... , 1J 

in Wi , one can easily see that for any <p1 , <p2 E W; the integrals 
>.+ 

("PI. X 0<p2)i = J "Pl(A) { Fo(A) + :A} { Fo(A)- :A} "P2(A) dA 
>.;-

and 
>.+ 

(<p1, X'l'"P2)i = J "P1(A)xa(A)'f'2(A) dA, a= 1, ... , 1J 

>.:-. 

(3.6.13) 

(3.6.14) 

(3.6.15) 

exist and, therefore, the operators X 0 and xa are hermitian in Wi. But 
this means that we can identify the spaces W1, ... , Wv with the Hilbert 
spaces appearing in equation (3.3.5). In this case condition 2 of theorem 
3.1 will be satisfied automatically. 

The other conditions of this theorem can also be satisfied without 
difficulty. Indeed, the positive definiteness of the operator X 0 follows 
immediately from its representation (3.6.8). The linear independence of 
1J functions x<> (.A) can always be guaranteed since the space R2n { 2~), to 
which they belong, is (21J + 1) dimensional. Besides, we can always choose 
the functions x<>(A) in such a way as to gurantee the invertibility of the 
matrix llx<>(Ai)lli.a=l, ... ,v with A; E [Ai, Al) and ensure the existence of 
positive-definite rows (or their linear combinations) in the inverse matrix 
llx<>(Ai)ll~~=l, ... ,v· 

To satisfy the last condition of theorem 3.1 we must elucidate when 
the function (3.6.4) satisfying equation (3.6.3) belongs simultaneously to all 
the spaces W1, ... , Wv. To this end it is sufficient to look at the behaviour 
of this function near the points Af. 

Using formulas (3.6.11) and (3.6.4) we obtain 

(3.6.16a) 
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for finite end points, and 

n > -1, >.---+ oo, 
(3.6.16b) 

n = -1, >.---+ oo, 

for infinite end points. From these asymptotic formulas it follows that for 
the function <po(>.) to belong to the spaces wi, i = 1, ... ) 1J, the numbers 
Fok,nk and Fo,n determining its behaviour near the points >.r, i = 1, ... , 1) 

must satisfy the following constraints: 

{ Fok,n• > 0, 
Fok,n• > t, 

{ 
{ 
{ 

Fok,n• < 0, 
Fok,nk > 0, 
Fok,n• > t, 
Fo,n > 0, 
Fo,n < 0, 
Fo,n < ~' 
Fo,n < 0, 
Fo,n < t, 

if >.; = ak and nk > 1 
if >.; = ak and nk = 1 
if >.t = ak and nk > 1 is even 
if >.t = ak and nk > 1 is odd 
if >.t = ak and nk = 1 

if>.; = -oo and n > -1 is even 
if>.; = -oo and n > -1 is odd 
if >.; = -oo and n = -1 

if >.t = +oo and n > -1 
if >.f = +oo and n = -1. • 

(3.6.17a) 

(3.6.17b) 

(3.6.17c) 

(3.6.17d) 

We call a system of physical intervals [>.;, >.tJ, i = 1, ... , 1), for which 
all the conditions {3.6.17) can be simultaneously satisfied, an admissible 
system. 

To list all such systems let us at first consider the case of two 
neighbouring intervals [>.;, >.tJ and [>.;+1, ..\t+1 ] having a common finite 
end point ak. We see that ak is the right end point ( ak = >.t) for the left 
interval and, simultaneously, it is the left end point (ak = >.;+1 ) for the 
right interval. Using formulas (3.6.17a) and (3.6.17b) it is not difficult to 
understand that for even values of nk these formulas contradict each other, 

Fok,n• > 0, Fok,n• < 0, (3.6.18) 

which leads us to the following exclusion principle. 
(i) Two admissible physical intervals cannot have a common finite end 

point ak if the corresponding number nk is even. 
Analogously, we can consider the case of two semi-infinite physical intervals 
(or a single infinite physical interval) having end points at plus or minus 
infinity. Using formulas (3.6.17c) and (3.6.17d), it is easy to see that for 
even values of N they also contradict each other: 

Fo,n > 0, Fo,n < 0. (3.6.19) 
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This gives us two new exclusion principles: 

(ii) The existence of two admissible semi-infinite physical intervals is 
impossible when the number n is even. 

(iii) The existence of a single admissible infinite interval is impossible if the 
number n is even. 

Taking into account these exclusion principles, we can list all admissible 
systems of physical intervals. Quite obviously, any such system will describe 
a certain class of algebraically solvable MPS equations (3.6.3) and their 
simplest solutions (3.6.4) satisfying all conditions of theorem 3.1. 

The above description makes us able to solve the classification problem 
for physically sensible MPS equations. For this purpose it is convenient 
to use the graphical method described in the preceeding section. We 
consider here an extended version of this method. Namely, starting with 
"simple diagrams" determining the "double-pole structure" of functions 
za(>.), o: = 1, ... , V we supplement them by admissible systems of physical 
intervals, which we depict by thick lines between the real double poles. We 
call such extended diagrams physical diagrams. 

We define two physical diagrams as equivalent if they can be 
obtained from each other by means of reflections or arbitrary continuous 
deformations conserving the relative desposition of real double poles and 
physical intervals. Note that, according to this definition, all the diagrams 
connected by the linear-fractional transfomations of the (real) SL(2) group 
are equivalent. Note also that the SL(2) transformations do not change 
conditions (3.6.17). 

Below we write down all admissible non-equivalent physical diagrams 
obtained by taking into account the exclusion principles 1, 2 and 3. We start 
with the simplest particular cases when the number of spectral parameters 
is 1 or 2. 

V = 1. In this case the function za ( .\), o: = 1 has double poles of total 
order three. The number of stable intervals is unity. This gives us four 
non-equivalent diagrams depicted in figure 3.6. 

V = 2. In this case the function za(.\), o: = 1, 2 must have double 
poles of total order four. The number of physical intervals is two. Using 
the exclusion principles, we come again to four non-equivalent diagrams 
depicted in figure 3.7. 

V ~ 3. It is not difficult to see that in the general case the function za(>.), 
o: = 1, ... , V will have double poles of total order V + 2. The number 
of physical intervals becomes V. Therefore, we shall have again only four 
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00 00 00 00 

A) B) C) D) 

Figure 3.6. Non-equivalent physical diagrams for the one-dimensional case. 

00 00 00 00 

A) B) C) D) 

Figure 3.7. Non-equivalent physical diagrams for the two-dimensional case. 

admissible types of non-equivalent physical diagram for any given V (see 
figure 3.8). 

The diagrams depicted in figure 3.8 describe the following systems of 
physical intervals: 

A) A; E [a;, a;+1], i = 1, ... , 'D; (3.6.20a) 
B) A1 E [-oo,a2]; 

A; E [a;, a;+l], i = 2, ... , 'D; (3.6.20b) 
C) .A; E [a;, a;+1], i = 1, ... , 1)- 1; 

Av E [av, oo); (3.6.20c) 
D) .A1 E [-oo, a2]; 

A; E [a;, ai+l], i = 2, ... , 1)- 1; 
Av E [av, oo). (3.6.20d) 
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00 00 

acaV+1 a2(\av 

a2 )av a J 
a3 . 0 • av-1 . . . . . . a3 ..... Oav-1 ..•... 

A) B) 

00 00 

a1(""\av 

., ·. )..,_, 
a2 "bav [ .......... 

., ·. )..,_, . . . .. . . . . . . 
C) 

. . . . . . . . . . . . . . . . .. 

D) 

Figure 3.8. Non-equivalent physical diagrams for the general 
(multi-dimensional) case. 

The functions xa(>.), a = 1, ... , V corresponding to these diagrams have 
the form 

A) xa(>.) Q2v(>.) (3.6.2la) nV+\ )2, k=1 >.- ak 

B) xa(>.) Q2v(>.) (3.6.21b) v , fh=2(>.- ak)2. (>.- a)2().- a•)2 

C) xa(>.) Q2v(>.) (3.6.2lc) v , 
nk=1 (>.- ak)2 

D) xa(>.) = 
Q2v(>.) (3.6.21d) 

n~=2(>.- ak)2, 

where Q2v(>.), a = 1, ... , V are arbitrary linearly independent polynomials 
of order 2V chosen such that they guarantee the invertibility of the matrix 
IIQ2D(>.;)II;,a=1, ... ,v and the existence of positive-definite rows (or their 
linear combinations) in the inverse matrix IIQ2D(>.i)i1~;= 1 , .. ,v for any >.i 
belonging to the physical intervals (3.6.20). The corresponding functions 
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Fo( A) are described by the formulas 

'D+l F. 
""" Ok 
L....J A- ak' 
k=l 

A) Fo(A) = 

B) Fo(A) Lv Fok Fo F0 
= --+--+--A - ak A - a A - a• ' 

k=2 

C) Fo(A) 

D) Fo(A) = 

which must be supplemented by the conditions 

A) Fok 

B) Fok 

C) Fok 

D) Fok 

in which 

1 
a= 1, ... , 'D + 1, > 2' 

1 
> 2' a= 2, ... , 'D; 

1 
a= 1, ... ,'D; > 2' 

1 
a= 2, ... ,'D; > 2' 

'D 

Fo = I: Fok + Fa + F0. 
k=2 

1 
Fo < 2• 

Fo,'D+l < 0, 

Fo,V+l < 0, 

(3.6.22a) 

{3.6.22b) 

{3.6.22c) 

(3.6.22d) 

(3.6.23a) 

{3.6.23b) 

{3.6.23c) 

(3.6.23d) 

(3.6.24) 

The diagrams given in figure 3.8 and formulas (3.6.20)-(3.6.23) give 
us the final solution of the classification problem for physically sensible 
MPS equations of the type (3.6.3). Remember that all these equations can 
be considered as starting points in constructing completely integrable and 
stable quantum mechanical models having at least one explicit solution of 
the spectral problem. Thus, we have given a classification of such models. 

Now let us discuss the spectral properties of the resulting completely 
integrable models in more detail. First of all note that the explicit solution 
in question, whose normalizability is guaranteed by conditions (3.6.23), 
is simply the ground state solution. This follows immediately from the 
fact that the function (3.6.1) from which it is constructed has no zeros 
within the physical intervals forming the domain in 'D-dimensional space (a 
parallelogram) in which the resulting Schrodinger problem is formulated. 
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In order to elucidate whether the models under consideration have 
other explicit and normalizable solutions, it is necessary to return to the 
initial MPS equations and study their spectral properties in the space 
W=W1n ... nWv. 

We denote by Sw the set of all solutions of equation (3.6.3) in W, and 
by s~ the set of all its exact (algebraic) solutions described by formulas 
(3.6.4)-(3.6.7). Consider three possible cases: 

1. The set Sw has no intersection with s~ (see figure 3.9). 

2. The set Sw has partial intersection with S~ (see figure 3.10). 

3. The set Sw belongs to the set s~ (see figure 3.11). 

Figure 3.9. Exactly non-solvable equations. 

Sw =f. Sw n S~ =f. 0 

Figure 3.10. Quasi-exactly solvable equations. 

In the first case the physical solutions of equation (3.6.3) are unknown. 
We shall call such MPS equations exactly non-solvable (in W). In the second 
case we know a certain number of physical solutions, but not all solutions. 
We call such MPS equations quasi-exactly solvable (in W). In the third 
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Figure 3.11. Exactly solvable equations. 

case all physical solutions are known. We call such MPS equations exactly 
solvable (in W). 

We can omit consideration of the first case, since we know that equation 
(3.6.3) has at least one solution in W, so that the set Sw has non-empty 
intersection with S~. Thus, our aim is to ascertain which of the remaining 
two cases is realized. 

To answer this question, let us try to construct the most general form 
offunctions belonging to the space Wand satisfying equation (3.6.3). This 
can be done as follows. 

First of all, note that (3.6.3) is a second-order linear differential 
equation and, therefore, the most general form of its solutions is 

tp(.A) (cosB)'Pl(.A;t:l, ... ,t:v) 
+ (sinB)tp2(.A;e:l, ... ,t:v), (3.6.25) 

where 'Pl and tp2 are two linearly independent partial solutions and B is an 
arbitrary parameter. 

Let us now consider a certain concrete physically sensible MPS equation, 
assuming for definiteness that it is specified by the diagram A (see figure 
3.8). 

Equation (3.6.3) has in this case V + 2 singularities located at the 
points a1, ... , av+l and oo. Therefore, the solution (3.6.25) must also be 
singular at the same points. The character of these singularities can easily 
be derived from equation (3.6.3). Using formulas (3.6.21) and (3.6.22) we 
obtain 

so(.A) J:(.A;B;c:l, ... ,c:v)(>.-akt: 
+ fj;(.A;B;c:l, ... ,c:v)(>.-aktk-, .A--+ak, (3.6.26) 
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fork= 1, ... , V + 1, and 

cp(A) J+(A;O;cl,····cv)AF+ 
+ /-(A;O;cl>····cv)Ar, A--+oo, (3.6.27) 

where ft (A; 0, c1, ... , cv) and /±(A; 0, c1, ... , cv) are certain functions 
that are regular at the points ak and oo, and Ft and F± are constants 
determined by the formulas 

1 v 
Ft = -± (Fok- !)2 - L :z:~(c,.- coa) (3.6.28) 2 a=l 

and 

F±= !± 
V+l v 
( L Fok- !)2 - L :z:<>'(ca- coa)· (3.6.29) 2 k=l a=l 

Here we have denoted by :z:J: and :z:<>' the "double-pole residues" of functions 
:z:<>'p) at the points ak and oo: 

:z:J: = lim {A- ak)2:z:,.{A), xa = lim A2x,.{A). 
A-><>'k .\->oo 

(3.6.30) 

From expressions (3.6.26) and (3.6.28), and conditions (3.6.23), it follows 
that for the functions c,o( A) to be elements of the space W, all the terms in 
(3.6.26) proportional to the leading singularities (A- aK )F;; must vanish. 
This gives us a system of V + 1 numerical equations for V + 1 unknown 
quantities 0 and c1, ... , cv: 

(3.6.31) 

Solving this system and substituting the obtained values of 0 and c1, ... , cv 
into (3.6.25), we obtain a set of functions cp(A) satisfying the equation 
(3.6.3) and belonging to the space W by construction. Due to the absence 
of the leading singularities (A- ak)F;; in cp(A), the most general form of 
these solutions is 

V+l 
c,o(A) = IT (A- aktt /(A), (3.6.32) 

k=l 

where f (A) is a certain function behaving at infinity as a power function and 
being regular at all other points. But this means that /(A) is a polynomial. 
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Representing f(>.) in the form 

M 

f(>.) = II<>.- e;) (3.6.33) 
i=l 

and using the identity 

(3.6.34) 

we can rewrite (3.6.32) as 

so(>.) = exp {! F(>.) d>.} g (>.- e;) (3.6.35) 

wherE: F(>.) is a certain rational function having simple poles at the points 
a1, ... , av+l and oo. But this is simply the correct ansatz (3.6.5) for 
the equations (3.6.3) described by the diagram A! Other MPS equations 
described by the diagrams B, C and D can be considered analogously. 

We have obtained a remarkable result: functions so(>.) belonging to 
the space W and satisfying the physically sensible MPS equation have the 
form (3.6.35) and therefore, can be found algebraically. But this means 
that the set Sw defined above belongs to the set S~ and thus, according 
to our definition, we deal with exactly solvable MPS equations. Hence, we 
can formulate the following important theorem. 

Theorem 3.4. All physically sensible MPS equations (3.6.3) described by 
diagrams listed in figure 3.8 and formulas {3.6.20}-(3.6.23} are exactly 
solvable in the corresponding spaces W = W1 n ... n Wv. Therefore, all 
completely integrable and stable quantum mechanical models obtained from 
(9. 6.9 ), by means of the inverse method of separation of variables, are also 
exactly solvable in the standard sense of this word. 

This is the main result of this chapter, completing the procedure of 
constructing and classifying exactly solvable models of quantum mechanics 
obtained by means of the inverse procedure of separation of variables. 

In conclusion of this section, we note that the fact that the models 
constructed in such a way are exactly solvable does not necessarily mean 
that the number of their exact solutions is infinite. In fact, the term 
"exact solvability" only means that all bound states in the model (i.e. 
states described by the normalizable wavefunctions) can be found exactly 
by means of an algebraic procedure. However, we know that the number of 
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such states may be finite if the potential describing the model has the form 
of a well of finite depth. In terms of the initial MPS equation (3.6.3) this 
means that the number of its physically sensible solutions (3.6.5) is finite. 

Note that conditions for solutions (3.6.5) to be physically sensible (to 
belong to the space W) can be expressed in terms of functions F( A). The 
latter evidently have the same functional structure as the functions F(0)( A) 
and thus can be sought in the form 

A) F(A) = (3.6.36a) 

B) F(A) (3.6.36b) 

C) F(A) (3.6.36c) 

D) F(A) = (3.6.36d) 

Substituting these formulas into (3.6.5) and recalling the definition of the 
spaces W1 , ... , Wv, we find the needed conditions 

A) 1 
F,. > 2' a = 1, ... , 'D + 1, (3.6.37a) 

B) 1 
F,. > 2' a= 2, ... , 'D; 

1 
F< 2' (3.6.37b) 

C) 
1 

F,. > 2' a= 1, ... , 'D; Fv+l < 0, (3.6.37c) 

D) 
1 

F,. > 2' a= 2, ... , 'D; Fv+l < 0, (3.6.37d) 

with 
'I) 

F = LFk +F+F* +M, (3.6.38) 
k=2 

which allow us to formulate the following theorem. 

Theorem 3.5. The total number of bound states in exactly solvable models 
connected with the physically sensible MPS equation (9. 6. 3) is equal to 
the total number of solutions of the system (9.6.6}-(9.6. 7) satisfying the 
conditions (9.6.97). 
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Unfortunately, in the general case we do not know any more explicit 
criterion which would allow us to compute this number before solving the 
spectral equations (3.6.6)-(3.6.7). However, there exists one special case 
when such a criterion can be given. 

To show how this case arises, let us consider in detail the system 
(3.6.6)-(3.6.7). 

First of all, let us look at equation (3.6.7). Remember that the 
functions :c0 (>.), a = 1, ... , 1J entering are elements of a (21J + I)­
dimensional space of rational functions R2n (2~) . Therefore, equation 
(3.6.7) is equivalent to a system of 21J + 1 algebraic equations. In general, 
this system is rather complicated and its analysis is far from being trivial. 
However, the situation changes if the functions :c 0 (A), a = 1, ... , 1J belong 
to a 1J-dimensional subspace Rn-1 (~) of the space R2n (;n). 

Indeed, in this case the last (fourth) term in the left-hand side of (3.6.7) 
is an element of the space Rn-1 (~). This enables us to rewrite equation 
(3.6.7) in the form 

F'(>.) + F 2(>.)- F~(>.)- F~(>.) E Rn-1 (!). (3.6.39) 

It is absolutely obvious that this condition can be satisfied only if the 
functions F( >.) and Fo ( >.) coincide: 

F(>.) = Fo(>.). (3.6.40) 

This means that we have partially solved system (3.6.6)-(3.6.7), since a 
solution for F( >.) is already known. 

Substitution of (3.6.40) into the remaining equations of this system 
gives 

and 

Mf 1 E c._ c + Fo{ei) = o, i = 1, ... , M 
k=l .. , <.k 

(3.6.41) 

(3.6.42) 

The second equation (3.6.42) for £0 , a= 1, ... , 1J can easily be solved if we 
fix 1J arbitrary numbers >.p, (3 = 1, ... , 1J and substitute them into (3.6.42) 
in place of >.. Then, we obtain a system of 1J algebraic equations 

(3.6.43) 
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for 'D unknown quantities fa, which has the following simple solution: 

(3.6.44) 

Thus, we see that, in order to construct the solution of a 'D-parameter 
spectral equation (3.6.3) when the functions xa(A), a = 1, ... , 'D forming 
this equation belong to the space Rn-1(2~), it is sufficient to solve only one 
non-trivial system of algebraic equations (3.7.3) for the numbers 6, ... ,eM, 
and then, substituting the obtained values of 6, ... , eM into the explicit 
expressions (3.6.44), find the corresponding values of spectral parameters 
e1 , ... ,ev. According to statement 3.11, equation (3.6.3) has in this case 
(M+V-1)' 1 · f h £ (3 6 5) r · M M!(V-1)!. so utwns o t e orm . . 1.or any gtven . 

In order to find the total number of solutions of equation (3.6.3) 
satisfying conditions (3.6.37), we must replace the coefficients of the 
functions F(A) entering into (3.6.37) by the coefficients of the function 
Fo(A). Then conditions (3.6.37a), (3.6.37c) and (3.6.37d) take the form 
of the analogous conditions (3.6.23a), (3.6.23c) and (3.6.23d), which are 
assumed to be satisfied. However, this means that equation {3.6.3) has an 
infinite number of physically sensible solutions and, therefore, the exactly 
solvable and completely integrable quantum models associated with it have 
also infinite and discrete spectra. One can say that they describe the 
quantum motion in potential wells of an infinite depth. Another situation 
arises if we make such a replacement in condition (3.6.37b ). It is not difficult 
to verify that after this it takes the form 

1 
Fok > 2' k = 1, ... ,'D; 

1) 1 
L Fok + Fo + F; + M < 2. 
k=2 

(3.6.45) 

We see that (3.6.45) does not coincide with the analogous condition 
(3.6.23b): the number M enters explicitly into (3.6.45), and it is quite 
obvious that for sufficiently large M the condition (3.6.45) will be violated. 
This means that in this case equation (3.6.3) has a finite number of 
physically sensible solutions only, and thus, the quantum mechanical models 
associated with it have finite spectra. This is a typical situation for wells 
of finite depth. The number of bound states in these wells can easily be 
obtained from (3.6.45) and the results of statement 3.11. It is 

Mmax (M +'D -1)! 
Ntot = L M!(V _ 1)! 

M=O 

(3.6.46) 
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where 

Mmax = integer part of (~ - t Fo~c - Fo - F;) . 
k=2 

(3.6.47) 

Concrete examples of exactly solvable models with finite and infinite spectra 
will be considered in detail in sections 3.7 and 3.8. 

3. 7 The one-dimensional case. Classification 

In the preceding section we have described the classes of 'D-parameter 
algebraically solvable spectral equations which, after applying the inverse 
method of separation of variables, can be reduced to 'D-dimensional exactly 
solvable models of quantum mechanics. 

The simplest case of this reduction procedure is realized when 'D = 1. 
Then the initial MPS equations take the form of ordinary one-parameter 
spectral equations and the resulting exactly solvable models become one 
dimensional. 

Below we consider this case in detail and show that in spite of its 
comparative simplicity it is rather interesting and leads to wide classes of 
one-particle problems with exactly calculable spectra. 

We start with equation (3.6.3) which, for 'D = 1, takes an especially 
simple form: 

{-:;2 + F~(.~) + Ft(>..)} cp(..\) = (E- Eo)p(..\)cp(..\). (3.7.1) 

Here p(..\) and F0{..\) are given rational functions belonging to the spaces 
R2n (2~) and Rn (~) of dimensions three and two, respectively, and Eo is 
a given number. According to formulas (3.6.4)-(3.6.7), solutions of this 
equation can be represented as 

cp(..\) 

E 

exp {! F(..\) d..\} g(..\- e,), 
Eo+c:, 

(3.7.2a) 

(3.7.2b) 

where the numbers e., i = 1, ... ,M and c:, as well as the functions F(..\) 
belonging to the space Rn (~), can be found from the following system of 
equations: 

M I 1 L: c._ c +Fo(e.) = o, i = 1, .. . ,M, 
k=l ... ..k 

(3.7.3) 
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(3.7.4) 

We define the Hilbert space W, in which the solutions of equation 
(3. 7 .1) must be sought, as the space offunctions regular in a certain physical 
interval (i.e. the interval between the neighbouring singular points of 
function p(A)), and vanishing at its ends in such a way that the integrability 
of functions <p2 (A) with the weight p( A) is guaranteed. 

The function p( A) plays the role of the weight function for the spectral 
equation (3.7.1). Therefore, it must be positive in the physical interval 
in which the spectral problem is formulated. As to function Fo(.A), also 
entering into (3.7.1), it must satisfy the appropriate conditions of the type 
(3.6.23). Then reduction of {3.7.1) to Schrodinger form becomes possible. 

Introducing a new variable x and a new function t/;( x) by the formulas 

x = x(.A), 
.,P(x) = g(..\)<p(.A), 

and substituting them into (3.7.1) we obtain 

-[x'(.AWa~~x)- [x"(.A)- 2~g{ x'{.A)] a~~x) 

+{[~gj]'- [~g;r +F6(.A)+Fl(.A)+p(.A)Eo}t/J<x) 

(3.7.5a) 
(3.7.5b) 

= p(..\)E.,P(x). (3.7.6) 

Requiring that 

(3.7.7a) 

and 

[x'(A)]2 = p(A) (3.7.7b) 

and solving the system (3.7.1) we obtain instead of (3.7.6) the Schrodinger 
equation 

{- ::2 + V(x)} t/;(x) = E.,P(x) (3.7.8) 

with potential 

1 { 1 [p'(..\)] I 1 [p'(..\)] 2 
V(x) =Eo+ p(.A) 4 p(..\) - 16 p(A) 
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(3.7.9) 

and solutions 

1/J(x) \I'PW"exp {j F(A) dA} ficA -ei)l>.=>-<~>' (3.7.10a) 

E Eo+f, (3.7.10b) 

in which A= A(x) is a function determined from the equation 

>.(~) 

X= J .../PW dA. 
>.o 

Here Ao is a number belonging to a chosen physical interval. 

(3.7.11) 

The concrete form of the Schrodinger equation (3.7.8) depends on the 
concrete choice of the functions p(A) and Fo(A) and the physical interval. 
According to the results of the preceding section, there are four non­
equivalent possibilities for such a choice: 

A) p(A) = 

Fo(A) 

B) p(A) = 

Fo(A) 

C) p(A) 

Fo(A) 

D) p(A) 

Fo(A) 

Po( A - Pt)(A - P2) 
(A- at)2(A- a2)2 ' 
Fot Fo2 --+ -- A E [at, a2]; A- a1 A- a2' 

Po(A- Pt)(A- P2) 
(A- a)2(A- a•)2 ' 

(3.7.12a) 

Fo F0 -\- + -\ -, A E [-oo,+oo]; (3.7.12b) 
"-a "-a* 
Po(A - Pt)(A - P2) 

(A- a)2 

Fo1 -\-+Fo2, 
A-a 

A E [a,oo]; 

po(A- Pt)(A- P2), 

A E [-oo,+oo]. 

(3.7.12c) 

(3.7.12d) 

All these possibilities can be described by diagrams listed in figure 3.6. In 
order to make these diagrams more informative, we can depict on them 
the points p1 and p2 which, obviously, must lie outside the chosen physical 
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interval (due to the condition of positivity of function p( >.) in it). Depicting 
these points by small crosses x or by double crosses # (in case of their 
coincidence) we can list all possible cases of their positions. Of course, we 
must take into account the fact that these points can merge with other 
singular points of the function p(>.) or move out to infinity. Then we arrive 
at four series of non-equivalent extended physical diagrams depicted in 
figures 3.12, 3.13, 3.14 and 3.15, each of which describes a certain exactly 
solvable model of quantum mechanics. 

Figure 3.12. The non-equivalent extended physical diagrams. Series A. 

Figure 3.13. The non-equivalent extended physical diagrams. Series B. 

As an example demonstrating this correspondence, let us consider the 
first diagram in figure 3.12 and obtain the concrete model associated with 
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Figure 3.14. The non-equivalent extended physical diagrams. Series C. 

Figure 3.15. The non-equivalent extended physical diagrams. Series D. 

it. 
Using SL{2) transformations which do not influence the form of the 

resulting model, we can assume that the double poles depicted on this 
diagram are located at + 1 and -1. In this case the model is completely 
characterized by the number Eo and two functions 

Fo(A) (3.7.13a) 

p(A) {3.7.13b) 

in which Fo± and Pi are external (real) parameters satisfying the following 
constraints: 

1 
Fo- > 2' 

1 
Fo+ > 2' Po > 0, Pl < P2 < -1. 

The role of the physical interval is played by the interval 

A E [-1, 1]. 

(3.7.14) 

{3.7.15) 
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Substituting (3.7.13) into (3.7.9) and (3.7.10) we find an explicit 
expression for the potential 

_§_ _§_ 1 
16 16 8 

(>.- p1)2 (,\- P2)2 (,\- pl)(>.- P2) 

+~ [,\ ~ P1 + ,\ ~ PJ ).2 ~ 1} I (3.7.16) 
>.=>.(x) 

and corresponding solutions 

tf;(:c) = (,\- P1)t(,\- P2)t(>. + 1)F--!(,\ -1t+-! 
M 

X IT<>.- edl ' (3.7.17a) 
i=1 >.=>.(x) 

E = Eo+ c (3.7.17b) 

Evaluating the integral m (3.7.11) we obtain the following implicit 
expression for ,\ (:c): 

:c = 
2,\- P2- P1 -..JiiO arcch ----'----'--­
P2- P1 

-J Po(P1 + 1)(P2 + 1) arcth 

+ J Po (P1 - 1 )(p2 - 1) arcth 

(P2 + 1)(>.- P1) 
(P1 + 1)(>.- P2) 

(P1 - 1)(>.- P2) 
(p2 _ 1)(,\ _ pl). (3.7.18) 

From (3.7.18) it follows that the Schrodinger problem is formulated on the 
whole :c-axis: 

:c E [-oo, +oo) (3. 7 .19) 

and 

if :c-+ -oo, 
(3.7.20) 

if x-+ +oo. 

This means that the potential (3. 7 .16) has the form of a well of finite depth, 
so that the quantum system corresponding to this potential may only have 
a finite number of bound states. 
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In order to find these states, let us consider equations (3.7.3)-(3.7.4) 
for 6, ... ,eM, i and 

and supplement them by the constraints 

1 
F_ > 2' 

(3.7.21) 

(3.7.22) 

guaranteeing the normalizability ofwavefunctions (3.7.17). It is not difficult 
to show that the admissible values of numbers F ± and f can be obtained 
from the second equation (3.7.4). In order to reduce it to a more convenient 
form, let us first simplify the third term in the left-hand side of (3.7.4). 
Using (3.7.21) we obtain 

M E F(>t) - F(e;) 
i=l A- ei 

__ 1_ M ~- _1_ M ....!±__ 
A + 1 ~ ei + 1 A - 1 ~ ei - 1 

M M 
= __ A_"""(~ + ....!±__) + _1_""" (~ + ....!±__) 

A2 - 1 t-t ei + 1 ei- 1 A2 - 1 t-t e; + 1 ei- 1 · 

(3.7.23) 

Taking into account the first equation (3.7.3) we obtain 

(3.7.24) 

and 

M M f ei 
?:<F- + F+) + .E ei- ek 
•=1 o,k=l 

M(M -1) 
M (F_ + F+) + 2 , (3.7.25) 

which gives 

~ F(A)- F(e;) M(M -1) + 2M(F_ + F+) 
2 L.....t A-~. = A2- 1 . 
i=l ... 

(3.7.26) 
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Substituting expressions (3.7.21), (3.7.26) and (3.7.13) into (3.7.4) and 
taking in the equations obtained A -+ ±1 and A -+ oo, we find three 
algebraic equations for the numbers F± and c, 

[F±- ~r- [Fo±- ~r + Po(Pl ± ~(P2 ± 1) f = 0, 

[F-+F++M-~r- [Fo-+Fo+-~r +pot:=O. 

(3.7.27) 

(3.7.28) 

Solving these equations for F ± - t and F _ + F + + M - t and chasing the 
true branches of solutions by means of (3.7.22) we obtain 

(3.7.29) 

1 1 1 
(F_- 2) + (F+- 2) + (M + 2) 

= J[F,_ + F,~- ~]'- P•' (3.7.30) 

Substitution of (3.7.29) into (3.7.30) gives us immediately the equation for 
the spectrum E = Eo + c 

[Fo- _ ~] 2 
_ Po(Pl + i(P2 + 1) t: 

+ [Fo+ _ ~r _ Po(Pl- i(P2- 1) t: 

+M +!- f[F + F+- !] 2
- pot: 2-y - 2 . (3.7.31) 

Thus, we see that the solution of the spectral problem for the model 
(3.7.16) includes three stages. First, we solve equation (3.7.31) and find 
the spectrum E. Then, we restore the admissible values of parameters F ± 
by formulas (3.7.29), and substitute them into the system 

~~ 1 F_ F+ O . M 
f;t_ ei- ek + ei + 1 + ei- 1 = · z = 1' · · · · · (3.7.32) 

Finally, we solve this system and construct the wavefunctions ,P(A). 
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From (3.7.31) it follows that 

E < E . { (2Fo+ - 1)2 o+mm , - Po(P1 - 1)(P2 - 1) 
(2Fo- - 1)2 (2Fo+ + 2F0_- 1)2 } 

p (p + 1)(p + 1), 4p (3.7.33) 0 1 2 0 

which gives an upper bound for the spectrum in model (3.7.16). The 
number M of the highest level can be obtained from the other inequality 

M ~ Fo- + Fo+ - 1 (3.7.34) 

which also follows from (3.7.31). These formulas complete the construction 
of exactly solvable models associated with diagram 1 in figure 3.12. 

Other models described by the diagrams depicted in figures 3.12, 3.13, 
3.14 and 3.15 can be considered analogously. For more details see section 
3.8. 

3.8 Reference list of elementary exactly solvable models 

In this section we consider one-dimensional exactly solvable models 
associated with the diagrams depicted in figures 3.12, 3.13, 3.14 and 3.15. 
Since the list of these diagrams is rather long, it is reasonable to restrict 
ourselves by discussing only those cases in which the resulting models and 
their solutions can be expressed in terms of elementary functions. Below 
we give (without explicit derivation) a complete list of all such models and 
their solutions. 

Series A. First of all, let us consider series A, for which 
~- ~+ 

Fo(A) = A~ 1 +A~ 1' 
± 1 

Fo > 2' A E [-1,+1]. (3.8.1) 

Modell. The extended physical diagram is depicted in figure 3.16. 
Weight function: 

P (A + !!±.!)2 
( ') 0 n-1 0 2 3 4 p" = (A2- 1)2 ' Po> ' n = ' ' . (3.8.2) 

Potential: 

[A2(x)- !]2 { [F0 - !] 2 [F0+- !] 2 

V(x) =Eo+ Po[A(x) + ~]2 [A(x) + 1)2 + [A(x)- 1]2 

2F0- F/ - t ~ A( x) } 
+ A2(x)- 1 - [A(x) + ~)2 + [A2(x)- 1][A(x) + ~] · (3·8·3) 
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Solutions: 

00 

.!!±1 
-n-1 

Figure 3.16. Diagram A7. 

t/J(x) [p,\(x)- {;] [,\(x) + ~]! 

X [-\(x)- 1]V[Fo--W-~!E-Eo] 
f[F+ 1)2 .-f.II._[E E] 

X (,\(x) + 1]Y o 2 (n-l)2 o. 

Function ,\(x) satisfies the equation 

[1- ,\(x)]n = exp (-~1 x) [1 + -\(x)] 

which for n = 2, 3, 4 can be solved in radicals. 
Spectral equations: 

Ml 1 t; {; -{k + 

+ 

! + V[F0 - !] 2 - ~[E- Eo] 

{; + 1 

i= 1, ... ,M. 

(3.8.4) 

(3.8.5) 

(3.8.6) 

(3.8.7) 
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Spectral inequalities: 

. {(n-1)2[ ± 1] 2} E < Eo+mm nl±lpo Fo -2 ' 
M < F0- + F(i - 1. 

Physical interval: 

x E (-oo, +oo). 

Asymptotic properties: 

( n-1 )2 [ ± 1] 2 V(±oo) = Eo+ nl±lPo F0 - 2 

The model describes a potential well of finite depth. 

(3.8.8) 

(3.8.9) 

(3.8.10) 

(3.8.11) 

Model 2. The extended physical diagram is depicted in figure 3.17. 

00 

-1 

Figure 3.17. Diagram AS. 

Weight function: 

Po 
p(A) = (A2- 1)(A + 1)' Po > 0. (3.8.12) 

Potential: 

2 { (F,- - !!] (F,+ - 1] 
V( ) E + o 4 o 4 

X 0 h2 :c h2 :c Po c ,f2Po s ,f2Po 

+ [FQ'"- ~] 2 sh2 ~- (2F0 FQ'"- iJ }· (3.8.13) 
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Solutions: 

.,P(x) = 

F.--~ 

[th2 111 ] 
0 • M 

72Po IT [th2 _x_ - 1 + {;] 
[ch2 -~~~-]Fi/"-~-M i=l ..j2Po 2 ' 

,f2jiQ 

2M 
E = Eo+-[2Ft-1-M]. 

Po 
Spectral equations: 

M I 1 P',- F.+ - M "--+-0-+ 0 =0, {;:_ {, - 6 e, + 1 {; - 1 
i= 1, ... ,M. 

Spectral inequalities: 

2 [F,+ - 1] 2 

E < E + o 2 
0 ' Po 

M < + 1 
Fo - 2· 

Physical interval: 

x E [O,oo]. 

Asymptotic properties: 

V(-oo) = +oo, 2 [ 1] 2 V(+oo) =Po Fo+- 2 

(3.8.14) 

(3.8.15) 

(3.8.16) 

(3.8.17) 

(3.8.18) 

(3.8.19) 

(3.8.20) 

This model describes a potential well of finite depth which is known 
as the hyperbolic Poschel-Teller potential well. 

Model 3. The extended physical diagram is depicted in figure 3.18. 
Weight function: 

Po p(.X) = 1 _ _x 2 , Po > 0. (3.8.21) 

Potential: 

V(x) = { 
1 . Ill 1 -sm.,fiiD 

Eo+ - [F0- - ~] [Fo- - ~] 1 + · :• 
Po sm .,fiiO 

1 + sin....L } + [F+ - 1) [F- - 2] . .,fiiO - [2F-F+ - 1] . o 4 o 4 1 -sm....L o o s 
VPo 

{3.8.22) 
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00 

-1 +1 

Figure 3.18. Diagram A9. 

Solutions: 

(3.8.24) 

Spectral equations: 

M I 1 F,- F,+ 
'"'--+-0-+-0-=0, i=l, ... ,M. 
~ e; - 6 ei + 1 e; - 1 

(3.8.25) 

Spectral inequalities: 

E ~ oo, M ~ oo. (3.8.26) 

Physical interval: 

(3.8.27) 

Asymptotic properties: 

(3.8.28) 

This model describes a potential well of infinite depth, which is known as 
the trigonometric Poschel-Teller potential well. 

Model 4. The extended physical diagram is depicted in figure 3.19. 
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00 

-1 

Figure 3.19. Diagram AlO. 

Weight function: 

Po p( A) = (A _ 1 )2 , Po > 0. (3.8.29) 

Potential: 

V(x) = Eo+- o o 1 { F.- [F.- - 1] 

Po [exp (J;o)- 1] 2 
+ 2Fo-Ft + [Ft- tJ2}· 

exp (J;o) -1 
(3.8.30) 

Solutions: 

1/J( X) = [ ( 
X )]po- [ ( x )] V[Fci-t)~-po[E-Eo] 

1-exp -- exp --
...ffo ...ffo 

x IT {1 _ exp (---=--) _ 1 ~ e;}. 
i=l ...ffo 

(3.8.31) 

Spectral equations: 

F0-+M + V[Ft-t] 2 -po[E-Eo] 

= V[Fo- + Ft- !] 2 - Po [E- Eo], 
(3.8.32) 

i = 1, ... , M. (3.8.33) 
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Spectral inequalities: 

E 

M 

Physical interval: 

Asymptotic properties: 

V(O) = oo, 

[F.+- !.]2 
::::; E + o 2 0 , 

Po 
< Fo+- ~· 

x E (0, oo]. 

V(oo) = Plo [Fci- tJ · 

(3.8.34) 

(3.8.35) 

(3.8.36) 

(3.8.37) 

This model describes a potential well of finite depth. It is known as the 
Eckart potential. 

Model 5. The extended physical diagram is depicted in figure 3.20. 

00 

Figure 3.20. Dia.gra.m All. 

Weight function: 
Po 

p(>-.) = ()..2 - 1)2, Po > 0. (3.8.38) 

Potential: 

V(x) 

exp ( 2 :~> ) } 
[2.F.- p,+ - 1] 7Po 

0 0 2 [ ( ) ]2 . exp Fa +1 (3.8.39) 
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Solutions: 

1/J(x) [ 
1 l po- - ! [ exp ( _k_) l Ft- ! 

exp (~) + 1 exp (.;;) + 1 

X IT [ 1 - 1 + {; ]· 
i=l exp (Fa)+ 1 2 

Spectral equations: 

J(F0 - tJ 2
- Ff [E- Eo] 

+ J[Ft- t) 2 - ~ [E- Eo]+ M 

p- +F.+- 1 0 0 , 

Ml 1 
{; {;- {k + 

~V[F0 - ~) 2 - Pf [E- Eo] 
{; + 1 

+ 
l /(Fd"- 1) 2 - £JJ. [E- Eo] 2V 2 4 _ 0 

{; -1 - , 
i= 1, ... ,M. 

Spectral inequalities: 

E < Eo +min{_! [F0 - ~] 2 , i_ [Ft- ~J 2 }, 
Po Po 

M < F0- + Ft - 1. 

Physical interval: 

x E [-oo, +oo]. 

Asymptotic properties: 

V(±oo) = _!_ [FJ'- ~) 2 . 
Po 

(3.8.40) 

(3.8.41) 

(3.8.42) 

(3.8.43) 

(3.8.44) 

(3.8.45) 

{3.8.46) 

This model describes a potential well of finite depth. It also is known as 
the Eckart potential. 
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Series B. Now let us consider series B, for which 

Fo F; 
Fo(A)= A-i+ A+i' 

Fo + F; + M < ~~ A E [-oo,+oo]. (3.8.47) 

Model 6. The extended physical diagram is depicted in figure 3.21. 

00 

Figure 3.21. Diagram B2. 

Weight function: 

) Po 
p(A = A2 + 1' Po > 0. 

Potential: 

V(x) = Eo + 2JJFoll2 - ~ 
Po 

+ 
2Re {[Fo- tJ [Fo- ~]} [sh2 Fa -1) 

p ch2 -"'-0 Fa 

4Im{[Fo-t) [Fo-~)}shffi 
h2 "' Po c Fa 

Solutions: 

,P(x) I [·h ,;, + ir ll' g [,h ,;, -~l 
M 

E = Eo- -(4ReFo- 1-M). 
Po 

Spectral equations: 

M I 1 Fo F; L --+--+-=0, j=1, ... ,M. 
k=l ~j - 6 ~j - i ~j + i 

(3.8.48) 

(3.8.49) 

(3.8.50) 

(3.8.51) 

(3.8.52) 
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Spectral inequalities: 

[2ReFo- tJ 2 E < Eo+ , 
Po 

M < 2ReFo. 

Physical interval: 

x E [-oo, +oo). 

Asymptotic properties: 

(3.8.53) 

(3.8.54) 

(3.8.55) 

V(±oo) = : 0 { 2IFol 2 - ~ + 2Re {[Fa-~] [Fa-~]}. (3.8.56) 

This model describes a potential well of finite depth. 

Model 7. The extended physical diagram is depicted in figure 3.22. 

00 

Figure 3.22. Diagram B3. 

Weight function: 
Po 

p( A) = (A 2 + 1 )2 ' Po > 0. (3.8.57) 

Potential: 

V(x) 2IFol 2 - 1 1 2 [ 1] 2 Eo + 2 x + - Re Fa - -
po cos2 r;;:: Po 2 vPo 

( ) [ ]
2 

2 X 4 . 1 X 
tg - - 1 - - Im Fa - - tg -. 

$a Po 2 $a 
(3.8.58) X 

Solutions: 

1/J(x) [ 
X ·] V(Fo- ~) 2 +~(E-Eo] 2 

tg--1 
$a 

X IT [tg __:__ - ~iJ . 
i=l $a 

(3.8.59) 
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Spectral equations: 

2Re 1 Po [ ]
2 

Fo- 2 + 4[E- Eo]+ M = 2 Re F0 - 1, 

M I 1 

I: t:._t:k + 
k=l .. ) .. 

t + V[Fo- t] 2 + Ef[E- Eo] 
~j- i 

+ 
l + /[F~ - l) 2 + i!.JJ.. [E- Eo] 
2 v 2 4 =0 

~j + i , 

j = l, ... ,M. 

Spectral inequalities: 

E $ oo, M $ oo. 

Physical interval: 

Asymptotic properties: 

v ( ±JPo~) = 00. 
This model describes a potential well of infinite depth. 

Series C. For series C we have 

Fo1 Fo = T + Fo2, Fo1 > t, Fo2 < 0, .X E [O,oo]. 

(3.8.60) 

(3.8.61) 

(3.8.62) 

(3.8.63) 

(3.8.64) 

(3.8.65) 

Model 8. The extended physical diagram is depicted in figure 3.23. 
Weight function: 

p(..\) =Po, Po > 0. (3.8.66) 

Potential: 

V( ) E Fo1 (Fo1 - 1] 2Fo1Fo2 [Fo2]2 
X = 0 + 2 + r;:;:: + --. 

x yPoX Po 
(3.8.67) 
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Solutions: 

1/;(x) 

E = 

Spectral equations: 

Spectral inequalities: 

Physical interval: 

00 

0 

Figure 3.23. Diagram C5. 

p 01 ( Fo1F02 X ) liM [ X c ] x exp -- -.,· 
M + Foi ..fiiO i=l ..fiiO ' ' 

Eo+ [Fo2]2 {l- [ Fo1 ] 2}. 
Po M + Fo1 

i= l, ... ,M. 

E < Eo + [Fo2]2' 
Po 

M < oo. 

x E [0, oo]. 

Asymptotic properties: 

V(O) = oo, V(oo) = [Fo2]2. 
Po 

This is the well known Kratzer potential. 

(3.8.68) 

(3.8.69) 

(3.8.70) 

(3.8.71) 

(3.8.72) 

(3.8.73) 

(3.8.74) 

Model 9. The extended physical diagram is depicted in figure 3.24. 
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00 

0 

Figure 3.24. Diagram C6. 

Weight function: 

p(A) = ~~, Po > 0. 

Potential: 

V(x)=Eo + [Fol-~] 2 2Fo1Fo2 ( x) _,____--=- + exp -
Po Po ..fiiO 

+ [FD2]2 exp (~) . 
Po ..fiiO 

Solutions: 

t/J( X) 

E 

Spectral equations: 

~~ 1 Fo1-M 
L.-i t.-' + t. + Fo2 = 0, 
k=l ... <.k ... 

i= 1, ... ,M. 

Spectral inequalities: 

E < 
(F01 - ~] 2 

Eo+ , 
Po 

M < Fo1- ~· 

(3.8.75) 

(3.8.76) 

(3.8.77) 

(3.8.78) 

(3.8.79) 

(3.8.80) 

(3.8.81) 
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Physical interval: 

x E [-oo, +oo]. 

Asymptotic properties: 

V(-oo) =Eo+ [Fot- !]2' 
Po 

This is the well known Morse potential. 

V{oo) = oo. 

(3.8.82) 

(3.8.83) 

ModellO. The extended physical diagram is depicted in figure 3.25. 

Weight function: 

Potential: 

Solutions: 

tf;(x) 

E 

00 

0 

Figure 3.25. Diagram C8. 

p(..\) = i, Po> 0. 

_ 4 [Fot- i] [Fot - ~] 
V(x)- Eo+ 2 X 

2FotFo2 [Fo2]2 2 + +-4-x. 
Po Po 

E 2Fo2M o+-- . 
Po 

(3.8.84) 

(3.8.85) 

(3.8.86) 

{3.8.87) 
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Spectral inequalities: 

E:::; oo, M:::; oo. (3.8.88) 

Physical interval: 

x E [0, oo]. (3.8.89) 

Asymptotic properties: 

V(O) = oo, V( oo) = oo. (3.8.90) 

This is a harmonic oscillator with a centrifugal barrier. 

Series D. The last series Dis characterized by 

Fo(.A) = Fo1 + Fo2.A, Fo2 < 0, .A E [-oo,+oo]. (3.8.91) 

Model 11. The extended physical diagram is depicted in figure 3.26. 
Weight function: 

00 

Figure 3.26. Diagram D2. 

p(.A) = po, Po > 0. 

Potential: 

V( ) _ E + [Foi]2 + Fo2 + 2Fo1Fo2 + [Fo2]2 2 
X - 0 3/2 X 2 X • 

Po Po Po 

Solutions: 

t/!(x) 

E 

( X x2) M [ X ] = exp Fo1 rn:: + Fo2 2 IT rn:: - ~i , 
vPo Po i=l vPo 

2M 
Eo- -Fo2· 

Po 

(3.8.92) 

(3.8.93) 

(3.8.94) 

(3.8.95) 
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Spectral equations: 

Ml 1 L c._, + Fo1 + Fo2~i = 0, i = 1, ... , M. 
k=1 .,, <,k 

(3.8.96) 

Spectral inequalities: 

E ~ oo, M ~ oo. (3.8.97) 

Physical interval: 

x E [-oo, +oo]. (3.8.98) 

Asymptotic properties: 

V(±oo) = oo. (3.8.99) 

This is the model of a simple harmonic oscillator. 

3.9 The multi-dimensional case. Classification 

In this section we discuss multi-dimensional exactly solvable models 
connected with MPS equations (3.6.3). We know that the metric tensor, 
characterizing the space in which these models are formulated, is expressed 
via the functions x"'(A) and u"' (J.l), a= 1, ... , V (see formula (3.3.15)). This 
expression, which is rather complicated in the general case, is considerably 
simplified if the functions x"'(A), a = 1, ... , V take the form 

x"'(A) = x(A)(.A- c)"'- 1 , a= 1, ... , V, (3.9.1) 

where x(.A) is a certain rational function, the form of which will be 
determined below, and cis a parameter. Then the matrix llx"'(.A;)IJ;,a=1, ... ,v 
becomes explicitly invertible and we find the following simple expressions 
for non-zero (diagonal) components of the metric tensor (3.3.15): 

{t.( -l)"u"(p) .,, ~•-·(A;, -,) ... (A;,_. - ,) } 
'1,···,•1)-Q"~· 

{ v }-1 
X x(.A;) g 1(-A;- .A~c) (3.9.2) 

For the Schrodinger equation to be an elliptic equation, all these 
components must be positive. Since (3.9.2) has the form of a fraction, 
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it is sufficient to require that both the numerator and denominator are 
positive for any i = 1, ... , 'D. 

First of all, note that positive definiteness of the numerator can be 
ensured by choosing the signs of functions u<>(>.), a = 1, ... , 'D. Indeed, 
consider three possible cases: 

a) the number c lies to the left of any physical interval, 
b) the number c lies to the right of any physical interval, and 
c) the number cis contained in the system of physical intervals. 

In the first case all factors >.; - c are positive and therefore the positive 
definiteness of the numerator can be obtained by taking 

sign u<> (J.L) = ( -1 )<>' . (3.9.3a) 

In the second case all factors >.; - c are negative, and therefore, the 
corresponding condition becomes 

sign u<> (J.L) = ( -1) V . (3.9.3b) 

In the third case, the sign of the product ( >.; 1 -c) ... (>.;D-.,. -c) is indefinite 
and therefore the only possibility to make the numerator positive is to take 

u<>(J.L) = 0, a=, 1. .. , 'D -1; signuv(J.L) = (-l)v. (3.9.3c) 

Now consider the positivity condition for the denominator in the 
fraction (3.9.2). Quite obviously, for it to be positive the function x(>.) 
must have the form 

(3.9.4) 

where a2 < a3 < ... < av-1 < av are the common end points of 'D 
physical intervals, and p(>.) is a certain positive function. Its form can 
easily be recovered if we remember that the functions x<>(>.) are elements 
of (2'D + !)-dimensional rational spaces R2n (2~) described by diagrams A, 
B, C and D (see figure 3.8 in section 3.6). Then we obtain the following 
expressions for p( >.): 

A) p(>.) 
po(>.- Pl)(>.- P2) (3.9.5a) 

(>.- a1)2 (>.- av+1)2' 

B) p(>.) 
Po(>.- Pl)(>.- P2) (3.9.5b) 
(>.- a) 2(>.- a*)2 ' 

C) p(>.) 
Po(>.- Pl)(>.- P2) (3.9.5c) 

(>.- a1)2 
D) p(>.) Po(>.- pt)(>.- P2)· (3.9.5d) 
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For p(A) to be positive, the points p1 and p2 must either lie outside the 
system of physical intervals or coincide with one of the internal points ak: 
Pl = P2 = ak; 2 :5 k :5 1J. Depicting these points by crosses we obtain 
the series of extended diagrams expressing the positivity conditions for the 
denominators in a most compact and visual form. These series are depicted 
in figures 3.27, 3.28, 3.29 and 3.30. 

oowo ..... ..... ····· ..... 

000 ...... ..... . .... 

0000 
Figure 3.27. Extended physical diagrams for multi-dimensional exactly solvable 
models. Series A. 

Note that the diagrams of series A are compatible with conditions 
(3.9.3a), (3.9.3b) and (3.9.3c), the diagrams of series C with conditions 
(3.9.3a) and (3.9.3c), and the diagrams of series B and D with condition 
(3.9.3c). 

It is not difficult to see that the list of these diagrams completely 
solves the classification problem for multi-dimensional exactly solvable 
models associated with MPS equations (3.6.3). Indeed, let us assume that a 
diagram belonging to this list is given. This means that function p(A) 
is known. Using formulas (3.9.4), (3.9.1), (3.9.2) and (3.3.10), we can 
easily restore the form of functions .6.(~). xa and g;k(J.L, X) entering into 
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ww ······· ······· 
Figure 3.28. Extended physical diagrams for multi-dimensional exactly solvable 
models. Series B. 

()G)()() 
() () () () 

······ ...... ...... . .... . 
Figure 3.29. Extended physical diagrams for multi-dimensional exactly solvable 
models. Series C. 

the expression (3.3.17) for the potential V(J.t, .\), and determining the form 
of the corresponding Schrodinger equation (3.3.18) and the curvature of the 
space in which it is formulated. The remaining function x0 (.A), also entering 
into the expression (3.3.17), can be found from equation (3.6.2) after fixing 
the function F0 (.A), whose general structure is completely determined by 
the extended physical diagram (see formulas (3.6.5) and conditions (3.6.6)). 
This completes the construction procedure. The solutions of the obtained 



246 The inverse method of separation of variables 

w . ) 
.. @) ... . . . . . . . · . . 

. : . . . . . . . * . ······ ...... . . . .. 
Figure 3.30. Extended physical diagrams for multi-dimensional exactly solvable 
models. Series D. 

model can be determined by formulas (3.3.19) and equations (3.6.4)-(3.6. 7). 
We shall not consider here any concrete examples of models associated 

with diagrams depicted in figures 3.27, 3.28, 3.29 and 3.30. Their potentials 
are rather cumbersome and the fact that most of them describe quantum 
motion in a curved space makes their analysis very non-trivial. True, 
there is at least one exception relating to the second (most degenerate) 
diagram belonging to the series D (see figure 3.30). It is not difficult to 
verify that the space corresponding to this diagram is flat. Computing the 
potential (3.3.17), we can see that it describes the class of multi-dimensional 
spherically asymmetric harmonic oscillators with centrifugal barriers along 
the coordinate axes. 



Chapter 4 

Classification of quasi-exactly 
solvable models with separable 
variables 

4.1 Preliminary comments 

According to the inverse method of separation of variables, the problem 
of constructing V-dimensional exactly or quasi-exactly solvable models of 
quantum mechanics is reduced to the problem of constructing exactly or 
quasi-exactly solvable one-dimensional V-parameter spectral equations of 
the form 

(4.1.1) 

The cases when equations ( 4.1.1) become exactly solvable were discussed 
in detail in section 3.6. Omitting details, one can say that they are realized 
when the functions x0 (..\) and x<>(..\), a = 1, ... , V forming equation ( 4.1.1) 
belong to (2V + 1)-dimensional spaces of rational functions and satisfy all 
conditions oftheorem 3.1. In this chapter we show that for equations ( 4.1.1) 
to be quasi-exactly solvable, the spaces to which the functions x 0(..\) and 
x0 (..\), a= 1, ... , V belong, must be (2V + 3)-dimensional. We describe a 
regular method of constructing such equations and demonstrate that they 
actually lead to wide classes of quasi-exactly solvable problems of quantum 
mechanics, both one dimensional and multi-dimensional. 

Before formulating the basic idea of this method, let us first reduce 
equation (4.1.1) to a more convenient form. For sake of generality, 
assume that the weight functions x<>(..\), a = 1, ... , V are elements of a 
[2(V + K) + 1 ]-dimensional space R2n (;;r) and denote by Fa(..\) an arbitrary 

247 
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function belonging to the corresponding [(1J + K) + !]-dimensional space 
Rn(~). Denote also by {o;, i = 1, ... , M 0 the numbers satisfying the system 
of equations 

Mo 1 L:{ { +Fo({o;)=O, i=1, ... ,Mo. 
k=l Oi- Ok 

( 4.1.2) 

It is not difficult to see that the function 

in which coa, a= 1, ... , 1J are arbitrarily chosen real numbers, belongs to 
the space R2n (:a). Substituting ( 4.1.3) into equation ( 4.1.1) we can rewrite 
it as 

(4.1.4a) 

or, after using conditions (4.1.2), as 

[ 
Mo 1 {) l [ Mo 1 {) l 

Fo(>.) + t; >.- {o; + {)>. Fo(>.) + t; >.- {o; - {)). cp(>.) 

= {~ xa(>.)(ca- Eoa)} <p(>.). (4.1.4b) 

The form ( 4.1.5) of equation ( 4.1.1) allows us to write down its explicit 
solution 

Ea = coa, a=1, ... ,1J. 

(4.1.5a) 

(4.1.5b) 

According to the results of the preceding chapter, other solutions of (4.1.4) 
must be sought in an analogous form: 

Eoa+fa, a=1, ... ,1J. 

(4.1.6a) 

(4.1.6b) 
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Substitution of (4.1.6) into (4.1.4) leads to the system of equations for 
F(.A), ei, i=l, ... ,MandEa, a=l, ... ,'D 

{ F~(.A) + F~(.A) + 2 f Fa( .A)- Fa(eoi)} 
i=l .A- eoi 

{ F'(.A) + F2(.A) + 2 t F(.A) = ~(ei)}, 
i=l .A e, (4.1.7) 

M I 1 L c._c +F(ei)=O, i=1, ... ,M, 
k=l .,, <,k 

(4.1.8) 

which will be studied in detail in subsequent sections in this chapter. 
Thus, we see that for any Fo(.A) E Rn(!) (dimRn(:) = V + K + 1) 

and xa(.A) E R2n(2~), a= 1, ... , V (dimR2n(2~) = 2('D+K)+1) equation 
( 4.1.4) has at least one explicit solution described by formula ( 4.1.6). The 
functions Fa( .A) and xa(.A), a = 1, ... , V can always be chosen in such 
a way that all conditions of theorem 3.1 are satisfied and both equation 
(4.1.4) and its solutions (4.1.6) are physically sensible. This means that 
exact or quasi-exact solvability of equation (4.1.4) is guaranteed for any 
K;:::o. 

The case when K = 0 was discussed in detail in the preceding chapter. 
We demonstrated that in this case equation (4.1.4) can be interpreted only 
as an exactly solvable equation, since the condition for its solution cp(.A) to 
belong to the space W1 n ... n W-v automatically determines the functional 
structure (4.1.6a) of cp(.A). 

Now let us consider the case when K = 1. Suppose for definiteness 
that all double poles of the functions xa(.A) are simple and real. Then their 
number is V + 3 and they all lie on the circle forming the simple diagram 
depicted in figure 4.1. 

Figure 4.1. The diagram describing 1J + 3 simple and real double poles. 
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In order to construct the spaces W1 , ... , Wv we need V physical 
intervals which must be located between the V + 3 singular points on 
this diagram. There exist two essentially different possibilities. The first 
possibility is realized when the system of physical intervals is connected 
(see figure 4.2), while the second one corresponds to the systems consisting 

V+3 1o'D+2 2 'D+1 
3 .•.• o v 

Figure 4.2. The diagram describing a connected system of physical intervals. 

of two disconnected parts {see figure 4.3). 

Figure 4.3. The diagram describing a disconnected system of physical intervals. 

At first sight there is one more possibility, when the system of physical 
intervals consists of three disconnected parts. However, diagrams of such a 
sort contradict the normalization conditions (3.6.20) and cannot describe 
any physically sensible model. 

Let us first consider the diagram in figure 4.2. We see that the number 
of singular points belonging to the system of physical intervals is here 
V + 2. Therefore, in order to construct the solutions of equation (4.1.1) 
belonging to the system of V Hilbert spaces W1, ... , Wv, we must impose 
V + 2 normalization conditions on the general solution of this equation, 
depending on V + 1 unknown parameters: V spectral parameters e01 and 
one mixing parameter 0. In the general case the system of such conditions 
is overdetermined and has no solutions. However, it is always possible to 
choose the functions x0(..\) and x01 (..\), ex = 1, ... , V in such a way that 
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they make this system degenerate and solvable. In this case, we obtain the 
MPS equation ( 4.1.4) having a non-zero number of solutions in the space 
W1 n ... n Wv. The functional structure (4.1.6a) of these solutions can 
easily be recovered if we repeat the reasonings of section 3.6, and note 
that there is only one singular point lying beyond the system of physical 
intervals. But this means that the problem of solving equation ( 4.1.4) in 
W1 n ... n Wv is purely algebraic, so that this equation is exactly solvable. 

av+3 

alo av+2 
a2 ... av+l 

··o 
av 

A) B) C) 

D) E) F) 

Figure 4.4. Non-equivalent diagrams for quasi-exactly solvable models. 

Let us now consider the diagram in figure 4.3. The situation for this 
diagram differs drastically from the situation described above. Indeed, the 
number of double poles belonging to the system of physical intervals is 
now V + 1, and, therefore, the number of normalization conditions and 
the number of unknown parameters characterizing the general solution of 
equation ( 4.1.4) coincide. The system is well defined and has a discrete set 
of solutions determining the spectrum of equation (4.1.4) in W1 n ... n Wv. 
However the functional structure of these solutions is now unknown. Now, 
we cannot restore it by the help of the reasonings of section 3.6, since the 
number of singular points lying outside the system of physical intervals 
is two. This means that physical solutions of equations ( 4.1.1) cannot be 
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characterized in this case by a finite number of parameters and, therefore, 
the problem of finding these solutions is not an algebraic problem. A 
simple analysis shows that the same is true for equations ( 4.1.4) associated 
with other non-degenerate diagrams, in which the simple double poles lying 
outside the physical intervals are complex conjugated. Moreover, this is also 
true for the equations connected with degenerate diagrams arising when the 
simple double poles merge or go off to infinity. For any V the number of 
such (non-equivalent) diagrams is six. They are depicted in figure 4.4. The 
fact that MPS equations associated with these diagrams cannot be solved 
algebraically for the entire spectrum means only that the number N of 
its algebraic solutions belonging to the space W1 n ... n Wv is less than 
the number of all its solutions in W1 n ... n Wv. However this is simply 
the definition of quasi-exactly solvable MPS equations, provided that the 
number N is non-zero. From previous arguments we know that N ~ 1. 
Hence, we can assert that any diagram in figure 4.4 describes a certain 
quasi-exactly solvable V-parameter spectral equation which, after applying 
the inverse method of separation of variables, is easily reduced to a class of 
V-dimensional quasi-exactly solvable models of quantum mechanics. 

4.2 The one-dimensional non-degenerate case 

In the preceding section we demonstrated that any diagram depicted in 
figure 4.4 and containing D physical intervals describes a certain class of 
V-dimensional quasi-exactly solvable models of quantum mechanics. If 
V = 1, these diagrams take an especially simple form (see figure 4.5). 
and the quasi-exactly solvable models associated with them become one 
dimensional. The Schrodinger equation for these models 

{- ::2 + V(x)} tf;(x) = Etf;(x) (4.2.1) 

coincides essentially with equation ( 4.1.4) which, after introducing more 
convenient notations p(A) = x1(A), C:o = t:o1 and E = c:1 - t:1o, can be 
rewritten as 

[Fo(A) +~A~ (o; +:A l [Fo(A) +~A_\, - : .. l I"( A) 
= cp(A)<p(A). (4.2.2) 

The only difference is that (4.2.1) is formulated in terms of other 
independent variables x and unknown functions tf;( x). The connection 
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0 
Figure 4.5. Non-equivalent diagrams for one-dimensional quasi-exactly solvable 
models. 

between (4.2.1) and (4.2.2) is given by 

X = J v;;w d). (4.2.3) 

and 

'f/;(x) = W)<p(>.). ( 4.2.4) 

Denoting by >.(x) the inverse function (4.2.3) one can write down the 
potential 

1 { 1 [p'(>.(x))]' 1 [p'(>.(x))] 2 
V(x) =co+ p(>.(x)) 4 p(>.(x)) - 16 p(>.(x)) 

+F~(>.(x)) + FJ(>.(x)) + 2 f Fo(>.(x))- Fo({o;) }• (4.2.5) 
i=l >.(x) - {a; 

which, as we see, is completely characterized by the functions p(>.) and 
F0(>.), the numbers M 0 and co and the parameters {0;, i = 1, ... ,M0 

satisfying the system of constraints 

Mo I 1 
I:~ ~ +Fo({o;)=O, i=1, ... ,Ma. 
k=l Oi- Ok 

( 4.2.6) 
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According to the results of the preceding section, algebraic solutions 
for model ( 4.2.5) must be sought in the form 

{ 
>.(x) } M 

,P(x) = y'p(A(x)) exp J F(A) dA }][A(x)- e;J, (4.2.7a) 

e = co+ f, (4.2.7b) 

with M, 6, ... , eM, f and the functions F(A) satisfying the system of 
equations 

and 

M 1 L c.- c + F({i) = 0, i = 1, ... , M. 
i=l .,, o,k 

(4.2.9) 

Now note that the functions p(A) and Fo(A) are fixed only up to 
conformal transformations 

p(A) - p(A) = (4.2.10a) 

Fo(A) -> Fo(A) (4.2.10b) 

which, according to the results of section 3.5, do not influence the final form 
of the potential (4.2.5) and corresponding solutions (4.2.7). This means 
that by using these transformations we can simplify the specific form of 
functions p(A) and Fo(A). In particular, it is always possible to ensure the 
following asymptotic behaviour of these functions at infinity: 

Po p(A) ~ A4 , A -> oo, 

1-Mo 
Fo(A) ~ A A -> oo. 

(4.2.11) 

(4.2.12) 

We know that for equation ( 4.2.1) to be quasi-exactly solvable, the function 
p(A) must have double poles of total order four. The condition (4.2.11) 
means that all the points at which p(A) has double poles are finite. 
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In the most general case, when all the double poles are simple, p(>.) 
takes the form 

rr4 (>.- Pa) 
p(>.) =Po a=1 (>.- aa)2 

and the corresponding function F0(>.) can be represented as 

4 j3 1 
Fa(>.)= ""' Oa + 2, 

LJ >.- aa 
a=1 

( 4.2.13) 

(4.2.14) 

where f3oa, a= 1, ... , 4 are certain given numbers satisfying the constraints 
4 

2:: f3oa = -(Mo + 1). 
<>=1 

The unknown functions F(>.) must have an analogous form 

4 j3 1 
F(>.) = ""' a + 2, 

LJ>.-a 
a=1 a 

(4.2.15) 

( 4.2.16) 

where f3a, a = 1, ... , 4 are unknown numbers satisfying also a constraint of 
the type (4.2.15): 

4 

l:f3a = -(M + 1). (4.2.17) 
a=1 

In this non-degenerate case the integral ( 4.2.3) can be evaluated 
explicitly. Indeed, using ( 4.2.13) and rewriting ( 4.2.3) in the form 

X = 5o J (ll, ~ = ::) 
d>. 
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we see that the first term in ( 4.2.18) is an elliptic integral of the first type, 
while the four remaining terms are expressed in terms of elliptic integrals 
of the third type. 

Unfortunately, in the general case, the function x(>.) defined by formula 
( 4.2.18) is explicitly non-invertible. This means that we cannot write a 
general expression for the function >.( x) in a more or less closed form. 
However, there are some exceptions when an explicit inversion of the 
function x(>.) becomes possible. All these cases will be discussed in detail 
in the next sections. 

Now let us discuss the spectral equations ( 4.2.8), ( 4.2.9). In order 
to reduce them to a more convenient form we use another, absolutely 
equivalent representation of the weight function p(>.): 

{ 

4 I } 4 I] (aa- ap) 
1 /1=1 

p(>.) = 4 L >. _ aa Ra + Ro 
I] (>.- aa) a=1 
a=1 

(4.2.19) 

in which 

Ro po, a= 1, ... ,4. (4.2.20) 

Substituting expressions ( 4.2.14), ( 4.2.16) and ( 4.2.19) into the system 
(4.2.8), (4.2.9) we obtain the following constraints for the parameters 
f3a, a= 1, ... ,4,M, ~;, i = 1, ... ,M and f: 

4 

L UaJ f35a- RaE= -(M + 1), 
a=1 

{ [t, a~ ( ~ + UaV f35a- RaE) + t.~f] 

Lt .. ( ~ + ". J P~. ~ R.,) + t, <.]'} 

(4.2.21) 

(4.2.22) 
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(4.2.23) 

~'-1_ + ~ t + uQJ.B5Q- RQ£ = O, LJ c L- i = 1, ... , M. 
k=l <,i - ek Q:l ei - aQ 

(4.2.24) 

The signs of the roots J .B5a - RQt: are chosen such that 

(4.2.25) 

The constraints (4.2.22)-(4.2.24) determine the system of M + 2 
equations for M + 1 unknown quantities t: and 6, ... , eM. This system 
is overdetermined and in general has no solutions, except the trivial one 

.BQ = .Boa, a = 1, ... , 4; M = Mo; 
ei = eoi, i = 1, ... , Mo; t: = 0. (4.2.26} 

However, there are some special cases when the first equation ( 4.2.22) of 
this system trivializes (becomes an identity). In this case it can be excluded 
from consideration, and we arrive at a system in which the numbers of 
equations and unknown quantities coincide. The number of solutions of 
such systems may exceed one and we obtain quasi-exactly solvable models 
of a certain finite order. 

The cases when trivialization of equation ( 4.2.22) becomes possible 
arise when: 

(i) All roots in ( 4.2.22) do not depend on t. 
(ii) Two roots in ( 4.2.22) depend on t: but cancel, while the remaining two 

roots do not depend on t:. 
(iii) Three roots in ( 4.2.22) depend on t: but cancel, while the fourth 

remaining root does not depend on t:. 

In the next three sections we will discuss these three cases in detail 
and describe the sets of one-dimensional quasi-exactly solvable models 
associated with them. 
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4.3 The non-degenerate case. The first type 

Let us a.ssume that all four roots in (4.2.22) do not depend on f. This is 
possible if and only if 

R1 = R2 = Rs = R4 = 0, Ro = S, (4.3.1) 

where the sign of S is chosen from the condition of positivity of the weight 
function p(.X). Then equation (4.2.22) is reduced to the form 

(4.3.2) 

and can be interpreted as an additional constraint for the free parameters 
f3oa, a = 1, ... ,4 determining the form of potential (4.2.5). It can also 
be interpreted as an equation for the signs u a, a = 1, ... , 4 and M, if the 
parameters f3oa, a= 1, ... , 4 and M 0 satisfying condition ( 4.2.15) are given. 

In any event, equation (4.3.2) is absolutely independent of the 
remaining equations ( 4.2.23) and ( 4.2.24) which, after imposing the 
constraints (4.3.1), take an especially simple form: 

f = ~{[t,a!(~+ua~)+t.er] 

[f·· G+•./PI) + t.e.J'} 
~{ [j; a!(~+ f3oa) + ~esi] 
[t.·· GH,.) + ~,,;n 

M 4 1 l(.i2 
"'\;"'1_1_ + "'\;"" 2 +<ray JJoa = 0, L..J L..J i = 1, ... , M. 
k=l {i - {k a=l {i - aa 

(4.3.3) 

( 4.3.4) 

Here only the system (4.3.4) is non-trivial. Solving it and substituting the 
obtained values of {i, i = 1, ... , Minto ( 4.3.3) we find the admissible values 
of f. 

According to (4.3.1), the weight function p(.X) is in this case 

s 
p(.X) = (.X -at)( .X- a2)(.X- as)( I- a4) · (4.3.5) 
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Substituting (4.3.5) into (4.2.5) and (4.2.7) and taking for definiteness 

<o = H [t, a! G +Po.) + ~ {~;] 

[f,•· G+Po.) + ~e{}. 
we obtain the following simple expressions for the potential 

and the corresponding solutions 

Here 

4 M 
,P(x) = IT[.X(x)- aat .. ...m=-+~ IT[.X(x) -{;), 

a=l i=l 

E = ~{[t,a~(~+ua~)+t,er] 

[t, ·· G + • ·ftY + t. en 

(4.3.6) 

(4.3.7) 

{4.3.8a) 

{4.3.8b) 

(4.3.9) 

the numbers{; satisfy system (4.3.4) and the signs Ua and M can be found 
from (4.3.2) provided that the parameters f3oa, a= 1, ... , 4 are given. 

In order to obtain a concrete form of functions V(x) and ,P(x) in the 
X-representation, we must choose the numbers aa and the physical interval, 
establish the stability conditions and evaluate the integral 

( 4.3.10) 

determining the function .X(x). 
It is not difficult to see that there are two different (non-equivalent) 

possibilities which lead to two different classes of quasi-exactly solvable 
models. Below we consider these possibilities separately. 
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1. The first possibility. This is realized when all four points aa, 
a = 1, ... , 4 are real. Taking into account the conformal covariance of 
the functions p(A) and Fo(A) we can take (without loss of generality) 

(4.3.11) 

where 

a>l. (4.3.12) 

The role of physical intervals can be played in this case by the intervals 
[-1, +1], [1, a], [a, -a], [-a, -1]. Owing to the same conformal covariance, 
all these intervals are absolutely equivalent. For definiteness we choose the 
first interval: 

A E [-1, 1]. ( 4.3.13) 

In this case the weight function p( A) takes the form 

(4.3.14) 

Obviously, it is positive definite if 

s > 0. ( 4.3.15) 

This case can be described by the diagram in figure 4.6 from which it is 

Figure 4.6. The diagram for the weight function (4.3.14). 

clear that the zeros of function p(A) coincide with the double poles at the 
points aa. 

Now integral (4.3.10) takes the form 

.A(x) 

X vs j dA 
J(1- A2)(a2 _ A2) 

0 v; F ( arcsinA(x), : 2 ) , (4.3.16) 
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where F( <p, m) is an elliptic integral of the first type with amplitude <p and 
modulus m. The function x(..\) defined by {4.3.16) is invertible. We can 
write 

a 
..\(x) = sn{wx,m), w = y'S' 

1 
m=2· a 

{4.3.17) 

The normalization conditions for the chosen interval {4.3.13) have the 
form 

0"1 = +1, 0"2 = +1. (4.3.18) 

Substituting formulas ( 4.3.1), { 4.3.17) and { 4.3.18) into ( 4.3.7) and 
{4.3.8), and taking into account the fact that the reality of the a0 implies 
the reality of the f3oa: 

{4.3.19) 

we obtain the final expression for the potential 

V(x) ::::: -w2 + m + 2w2(1- m) 01- 16 + 02- I6 1 { /3,2 1 (3,2 1 

2 1 + sn(wx, m) 1- sn(wx, m) 

1-'03 - 16 1-'04 - 16 ( 20) (.12 1 (.12 1 } 

1+fosn(wx,m) -1-fosn(wx,m) 4·3· 

and the corresponding solutions 

'f/!(x) = [1+sn(wx,m)]IPo11[1-sn(wx,m)]IPo21 
X [1 + fosn(wx,m)]<'31Posl[1- fosn(wx,m)]<''IPo41 

M 

x IJ[sn(wx, m)- ~i], (4.3.21a) 
i=l 

E w2m{ 1 + ~ + [lfJoii + lf3o2l + 1731f3o31 ~ u4lf3o41 + t,e] 
[IP.•I- IP"I + ••IPMj,;siPosl + "t,e•] '}. (4.3.21b) 

where 6, ... , ~M are numbers satisfying the equation 

(4.3.22) 
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and the integers ua = ±1, u4 = ±1 and M can be found from the equation 

(4.3.23) 

provided that the numbers f3oa satisfy the condition 

fJo1 + fJo2 + Pos + f3o4 = -(Mo + 1). ( 4.3.24) 

The potential {4.3.20) is defined on the interval 

{4.3.25) 

where K ( m) is a complete elliptic integral. We see that it is singular at the 
points z = ± KLm), and, thus, has the form of a potential well of infinite 
depth (see figure 4.7). This means that the spectrum of the model (4.3.20) is 

_K(m) 
w 

0 +K(m) 
w 

Figure 4.7. The form of the potential (4.3.20). 

infinite and discrete. At the same time, the number of algebraic solutions 
in the model (4.3.20) is finite. It is equal to the number of solutions of 
system (4.3.22) which, according to statement 3.11, isM+ 1. Thus, we see 
that model ( 4.3.20) is a quasi-exactly solvable model of order M + 1. 

Strictly speaking the above is true only if equations ( 4.3.23) and 
( 4.3.24) are satisfied. In order to elucidate when this is possible, assume 
for definiteness that 

(4.3.26) 
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Then we have two possibilities 

(4.3.27a) 

and 

0"3 = +1, 0"4 = -1. ( 4.3.27b) 

We shall distinguish between the following three cases: 
(i) The expression !,Boll+ I,Bozi-I,Bo3I-I,Bo41 is positive. Then the model 

( 4.3.20) has no algebraic solutions. 
{ii) The expression I,Bo1l + I,Bozl-l,8o3I-I,Bo41 is negative and integer while 

the expression !,801! + I,Bozl + I,Bo31- I,Bo41 is either negative and non­
integer, or positive. Then ( 4.3.20) is a quasi-exactly solvable model of 
order 

(4.3.28) 

(iii) Both the expressions I ,Boll+ l,8o2l ± l,8o31 + l,8o41 are negative and integer. 
Then the potential ( 4.3.20) describes two quasi-exactly solvable models 
of orders 

(4.3.29a) 

and 

( 4.3.29b) 

This means that the infinite-dimensional hamiltonian matrix admits two 
different block decompositions depicted in figure 4.8. In other words, we 
know two different invariant subspaces for the hamiltonian of the model 
(4.3.20). Solutions belonging to these subspaces are described by formulas 
(4.3.21) with 0"3 = +1, 0"4 = -1 and M = M1 of 0"3 = -1, 0"4 = -1 
and M = M2. These solutions describe the levels with the numbers 
0, 1, ... , M1 in the first case, and the levels with the numbers 0, 1, ... , M2 

in the second case. But since the spectra of one-dimensional quantum 
models are always non-degenerate, the first M1 + 1 solutions of both these 
series must coincide. This is possible only if the large block in figure 4.8 
has itself a block structure depicted in figure 4.9. In this case the energy 
levels corresponding to the numbers 0, 1, ... , M1 and M1 + 1, ... , M2 are 
described by two absolutely disconnected analytic functions and form two 
disconnected Riemann surfaces consisting of M1 + 1 and M2 - M1 sheets, 
respectively. The energy levels belonging to these two sheets cannot be 
obtained from each other by analytic continuation. 
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M1+l 

H= 

------ _;.:._··...:...·· .. 

Figure 4.8. Two different block decompositions for the hamiltonian in the model 
( 4.3.20). 

H 

0 
0 

·-:·:::<::1 
0 C:-:-:-:·:-:::1 

---- _l··c:;·.-:.:.;.-:-;.J.,...,_,-,_.,..,_.,..,_.,..,_" 
(::::::<::::::::::::::::::::: 
j::::······ ... ::·:: 

0 c .. 
c::: .......... . 
J>: ·.· :-:-:-:-:-:-:-:-:-:-·-· 
,·.·· 

Figure 4.9. The block structure of the hamiltonian in the model (4.3.20). 

This concludes the discussion of the case when the points a01 , a 
1, ... , 4, in which the function p( .\) has its poles, are real. 

2. The second possibility. This is realized when two points, for example, 
a1 and a2 , are real, while the remaining points a3 and a4 form a complex 
conjugate pair. 

Due to conformal covariance we can take 

( 4.3.30) 
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with 

a> 0. (4.3.31) 

Now we have only two possibilities of choosing the physical interval [-1, +1) 
and [+1, -1), which, obviously, are equivalent. We choose the first interval 

,\ E (-1, +1). (4.3.32) 

In this case the weight function can be written as 

-S 
p(.\) = (1 _ ,\2)(,\2 + a2) · (4.3.33) 

This is positive definite in (4.3.32) when 

s < 0. (4.3.34) 

The corresponding physical diagram is depicted in figure 4.10. In this case 

(;;\ 
-1V+l 

Figure 4.10. The diagram for the weight function (4.3.33). 

integral (4.3.10) takes the form 

X 

Inverting ( 4.3.35) we obtain 

,\ = v'1- m sd(wx, m), ~ w= JiST ' 
where sd is the elliptic function defined as 

sn 
sd = dn = sn · nd . 

1 
m=--

1 + a 2 ' 

(4.3.35) 

(4.3.36) 

(4.3.37) 
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The stability condition for this diagram is again 

0"1 = +1, 0"2 = +1. ( 4.3.38) 

The choice ( 4.3.30) implies that ;301 and ;302 are real while ;303 and ;304 are 
complex conjugated. Thus, the signs o-3 and o-4 must be negative: 

0"3 = -1, 0"4 = -1. (4.3.39) 

Substituting formulas (4.3.30), (4.3.36), (4.3.38) and (4.3.39) into 
expressions (4.3.7) and (4.3.8), we obtain 

and 

V(x) = 2w2{ fJ61- f6 + fJ62- f6 
1 + v1- msd(wx, m) 1- v1- m sd(wx, m) 

(Imf363)fosd(wx, m)- (Re/363 - 116 )} 2 2m- 1 + 2 2 +w 
nd (wx, m) 2 

( 4.3.40) 

'1/J(x) [1 + J1- m sd(wx, m)JII'oll+i 

E 

x [1- V1- msd(wx, m))ll'o2l+± 

X [nd2(wx, m)t Re~+± 

x exp { -2Im{ii;arctg [vmsd(wx,m)]} 

M 

x IJ[v1-msd(wx,m)-~i], 
i:=1 

~w2 (1- 2m) 
2 

(4.3.41a) 

w2m{ [lfJo11 + lfJo21 + 21 ~ m Re fi3fa + t, e l 
[IPool -!Poll- 21 ;;, m lm fi3fa + t,{;l '}, ( 1.3.41b) 

where the numbers ~1 , ... , ~M satisfy the equations 

E'-1_ + l/3011 + ~ + lfJo2l + ~ + 2Re -~ + ~ = O, 
k:=1 ~i - ~k ~i + 1 ~i - 1 ~i + i~ 

i = 1, .. . ,M, ( 4.3.42) 
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and M can be found from the condition 

I,Bo1l + I,Bo2l- 2Refji; = -(M + 1), ( 4.3.43) 

provided that 

,8o1 + ,8o2 + 2Re,Bos = -(Mo + 1). (4.3.44) 

The potential is defined on the interval 

(4.3.45) 

It is singular at the points x = ±KLm) and has the form depicted in 
figure 4.7. Thus, its spectrum is again infinite and discrete. If conditions 
(4.3.43) and (4.3.44) are satisfied, potential (4.3.40) describes a quasi­
exactly solvable model of order M + 1. 

4.4 The non-degenerate case. The second type 

As noted in section 4.2, the second case of trivialization of equation ( 4.2.22) 
is realized when two roots in ( 4.2.22), for example, the first and second 
roots, depend on E explicitly but cancel, while the third and fourth roots 
do not depend on c. 

This is possible when 

(4.4.1) 

where R and S are certain numbers, the signs of which are chosen from 
the condition of positivity of the weight function p(.A). The additional 
conditions of cancellation of these roots have the form 

<71 = <T, <72 = -<T, 

( 4.4.2) 
( 4.4.3) 

where ,80 is a certain number and 1r1, 1r2 and <7 take the values ±1. If all 
these conditions are satisfied, equation ( 4.2.22) takes the form 

( 4.4.4) 

Taking into account the conformal covariance and letting 

a1 = a, a 2 = -a, ( 4.4.5) 
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we can rewrite the remaining equations (4.2.23), (4.2.24) as 

Sf= {[a2 +a~ (~+era~) +a~ (~+er4~) + t,e] 
- [2••/ /1~ -lk+ aa G + •a~) + •• G + ••~) + t,eJ} 

{ [ 2 2 2 (1 ) 2 (1 ) ~ 2] - a +a f3o(7rl + 1r2) + aa 2 + f3oa + a4 2 + f3o4 +~eo; 

2 

- [af3o(7rl- 1r2) + aa (~ + f3oa) + a4 (~ + f3o4) +~eo;] } (4.4.6) 

and 

+~+era~+ ~+er4~ = O, ei- aa ei- a4 
i= 1, ... ,M. ( 4.4. 7) 

From this system of M + 1 equations it is possible to find M + 1 unknown 
quantities E and 6, ... , ~M. 

The most general form of weight functions satisfying conditions ( 4.4.1) 
lS 

(>.) _ R (-1- __ 1_) 2 + S- 4Ra2 ( ) 
p - >.-a >.+a (>.-a)(>.+a)(>.-aa)(>.-a4)' 4.4·8 

It is convenient to rewrite ( 4.4.8) in the form 

( 4.4.9) 

where Pl and P2 are the roots of the quadratic equation 

(4.4.10) 

In this case the potential V(x) takes the form: 

V(x) = 1 ----'(_>. _-_a~)(_>. -'-+_a)'-:-
C:o + --:-c:-S (>.-PI)(>.- P2) 
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and for the corresponding solutions we have 

1/;(x) (>.- Pl)i(>.- Pl)i ().- a)a)f3~-Rc 
>.+a 

X ().- a3r3~+t().- a4r•~+t 

x g(A- (;{=A(•)' 

E co+ f, 

( 4.4.12a) 

( 4.4.12b) 

where the numbers f and ~i satisfy equations (4.4.6) and (4.4.7), and 0'3 , 
0' 4 and M can be found from condition ( 4.4.4). 

As in the previous case, in order to obtain the concrete form of V(x) 
and 1/;( x) it is necessary to choose the numbers a, a3 and a4 , the physical 
interval and establish the stability conditions. Besides, we must evaluate 
integral ( 4. 2 .3) determining the form of the functions >.( x). 

Let us consider again two non-equivalent possibilities leading to 
different types of quasi-exactly solvable model. 

1. The first possibility. This is realized when all points a, a3 and a4 are 
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real. We can take (without loss of generality) 

a=-1, a3=0, a4=-a, ( 4.4.13) 

where 

a> 0. (4.4.14) 

At first sight, we have four possibilities in choosing the physical interval. 
However, some of these possibilities are forbidden. For example, we cannot 
take A E (1, -1) or A E [-a, 0). Indeed, the first choice implies the stability 
condition 0'1 = 0'2 = 1 which contradicts the requirement ( 4.4.3). The 
second choice leads to another stability condition 0'3 = 0'4 = 1 which also 
cannot be satisfied since the left-hand side of ( 4.4.4) must be negative. 
The remaining two possibilities are equivalent to the following choice of the 
physical interval 

A E (0, 1), (4.4.15) 

provided that 0 < a < 1 or 1 < a < oo. These cases can be described by 
the diagrams depicted in figure 4.11 and can be considered simultaneously. 

0 0 

Figure 4.11. Two non-equivalent diagrams corresponding to the weight function 
( 4.4.19). 

The stability condition for this diagram is 

0'2 = +1, 0'3 = +1. ( 4.4.16) 

Using ( 4.4.3) and the condition of negativity of the left-hand side of ( 4.4.4) 
we obtain 

0'1 = -1, 0'4 = -1. ( 4.4.17) 

The weight function p(A) is described by the formula 

4R S-4R 
p(A) = (A2- 1)2 + (A2- 1)A(A +a). ( 4.4.18) 
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This function is positive in the physical interval ( 4.4.15) when 

R>O, S~4R. ( 4.4.19) 

Let us now list the extended diagrams associated with the function 
( 4.4.18) and describing different types of quasi-exactly solvable model. 

In the case when 0 < a < 1 we have six non-equivalent diagrams 
depicted in figures 4.12-4.17. Here we have used the notation R± = 
t(1 ± ..j1- a 2). In the case when 1 < a < oo we have only two non­
equivalent diagrams depicted in figures 4.18 and 4.19. 

+1 
0 

Figure 4.12. Diagram 1. 0 < et < 1, S = 4R. 

-10+1 
-Q 

0 

Figure 4.13. Diagram 2. 0 < et < 1, 4R+ < S < 4R. 

+1 
Figure 4.14. Diagram 3. 0 < et < 1, S = 4R+· 

The integrals ( 4.2.3) for diagrams 2, 4, 6 and 8 are expressed via elliptic 
integrals ofthe first and third type. The integrals for diagrams 1, 3, 5 and 
7 are simpler and can be expressed in terms of inverse hyperbolic functions. 
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+1 

0 

Figure 4.15. Diagram 4. 0 <a< 1, 4R_ < S < 4R+. 

+1 

0 

Figure 4.16. Diagram 5. 0 <a< 1, S = 4R_. 

Figure 4.17. Diagram 6. 0 <a< 1, S < 2R-. 

+1 

0 

Figure 4.18. Diagram 7. 1 < a< oo, S = 4R. 
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+1 

0 

Figure 4.19. Diagram 8. 1 < a < oo, S < 4R. 

The integrals for diagrams 1 and 7 have the simplest form. They describe 
rather interesting quasi-exactly solvable models which will be discussed 
below. 

Using the weight function 

4R 
p(,\) = (1- ,\2)2 

and evaluating the integral ( 4.2.3) 

). J d,\ 
x = 2VR 1 _ ,\2 = 2VR arcth ,\, 

0 

we obtain 

>.(x) = thwx, 1 
w = 2-Jii' 

Substituting ( 4.4.22) into ( 4.4.11) and taking for definiteness 

we obtain the potential 

V(x) = shwx chwx (thwx +a) 

X {(/32 -~) [2(1-a) + 2(1+a)] 
0 4 1+thwx 1-thwx 

+ 

+ 

( 4.4.20) 

( 4.4.21) 

( 4.4.22) 

( 4.4.23) 
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(4.4.24) 

in which the numbers eo;, i = 1, ... , M satisfy the system of equations 

LMo I 1 7rlf3o + ~ 1r2f3o + ~ ---+ +----"-
k=l eoi - eok eoi + 1 eo; - 1 

+ f3o3 + ~ + f3o4 + ~ = 0, 
eo; eoi + Q' 

i = 1, ... ,Mo. (4.4.25) 

Substitution of ( 4.4.22) into ( 4.4.12) gives us the solution of the 
corresponding Schrodinger equation: 

,P(x) = 1- thwx (thwx)I,Bo,l+! [ ]~ 
1 + thwx 

M 

X (thwx + a)-I.Bo<l+! II(thwx- e;), (4.4.26a) 
i=l 

E (4.4.26b) 

The values of parameters f. and 6, ... 'eM can be found from the system: 

w 2E = { [1 + ~2 lf3o41 + t,e] 
- [2J{Jg -ll<+ ai/Jo•l- ~ + t,<.f} 

-{ [(•, + ••lfJo +a2/Jod 1 + ~2 + ~{5;] 

- [(1r2- 7rl)f3o- af3o4- ~+~eo;]}' (4.4.27) 

(4.4.28) 
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Here the number M is determined by the formula 

M = I,Bo41- l,8o31- 1, ( 4.4.29) 

which means that the difference l,8o41 - I,Bo31 must be a natural number. 
Note also that the numbers ,Boa and M 0 entering into the formulas ( 4.4.24)­
( 4.4.29) must satisfy the condition 

( 4.4.30) 

If both the conditions ( 4.4.29) and ( 4.4.30) are satisfied, the Schrodinger 
equation for the potential ( 4.4.24) has M + 1 algebraic solutions and, thus, 
describes a quasi-exactly solvable model of order M + 1. 

v 

X 

Figure 4.20. The form of the potential (4.4.24). 

This model is defined on the semi-infinite interval 

X E [0, oo]. (4.4.31) 

From the explicit expression ( 4.4.24) it follows that the potential V( x) is 
singular at x = 0 and vanishes if x --+ oo. Thus, it has the form of a 
potential well of finite depth (see figure 4.20). 

2. The second possibility. Let us now discuss the case when two of the 
points aa are complex conjugated. Since both the potential (4.4.11) and 
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the solutions ( 4.4.12) must be real, it is sufficient to examine two cases: 1) 
when a is imaginary and a3 and a4 are real and 2) when a is real and a3 
and a4 are complex conjugated. 

In the first case the real points a3 and a4 play the role of the ends of 
the physical interval. Therefore, the normalization condition implies that 
0'3 = 0'4 = 1. However, this contradicts the condition of negativity of the 
left-hand side of (4.4.4). 

In the second case the physical interval must have its ends at the points 
a and -a. Therefore the normalization condition results in 0'1 = 0'2 = 1. 
However, this contradicts the condition of cancellation of roots in ( 4.2.22). 

Thus, we can conclude that the second possibility of trivialization of 
equation ( 4.2.22) cannot be realized. 

4.5 The non-degenerate case. The third type 

In this section we discuss the last possibility of trivializing equation ( 4.2.22). 
For this possibility to be realized the first three roots in ( 4.2.22) (depending 
on <) must cancel, while the fourth root must be independent of E. The 
necessary conditions for this are 

(4.5.1) 

where A1 and A2 are certain positive numbers such that 

(4.5.2) 

Simultaneously, we must take 

(4.5.3) 

and 

0'1 = 0'2 = 0', 0'3 = -0'. ( 4.5.4) 

Then the equation ( 4.2.22) becomes 

0'4~ = -(M + 1), (4.5.5) 

which gives us immediately 

(4.5.6) 

Taking for definiteness 

(4.5.7) 
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(and remembering that such a choice does not lead to loss of generality), 
we obtain for the remaining equations ( 4.2.23) and ( 4.2.24): 

{ [ a2 ( 1 + crJ f35- Rc) -a~ (M + ~) + t,a] 
- [a( A,- A¥/ fiJ- R<- a, (M + t) + t,<•n 

-{ [a2(1 + fJo1 + fJo2) +a~ (f3o4 + ~) + ~ai] 

- [ a(fi" - p,) +a, (fio.+ ~) + ~ '" r} ~ s,, ( 4.5.8) 

The most general form of the weight function satisfying conditions (4.5.1) 
IS 

p(,\) 

+ (4.5.10) 

It is convenient to rewrite it in the form 

(4.5.11) 

where p1 ,p2 and P3 are zeros of p(,\), which can be found from the cubic 
equation 

( ,\ + Al: AJ 2 (,\- a4) + [Ra2(A:- A2)2 - 1] (,\2- a2)>, = 0. 

( 4.5.12) 



278 Classification of quasi-exactly solvable models 

The potential V(x) takes the form 

1 (,\-a)(,\+ a),\ 
V(x) = co+ S (,\- Pt)(,\- P2)(,\- Pa) 

X { [ 1/2 + 1/2 + 1/2 + 1/4 _ 1/4 
(,\-a)2 (.\+a)2 .\2 (,\-a4)2 (,\-p1)2 

1/4 1/4 ( 1/2 1/2 1/2 
- (,\- P2)2 - (.\- pa)2 - ,\-a + ,\+a + T 

+ _]jj_ - _]jj_ - _]jj_ - _]jj_) 2] 
,\ - a4 ,\ - Pt ,\ - P2 ,\ - Pa 

x (,\-a)(,\+ a),\(,\- a4) 
+ (A2{32 _ 1 ) 2a2(a- a4) _ (A2{32 _ 1 ) 2a2(a- a4) 

10 4 ,\-a 20 4 ,\+a 
+ (f32 _ 1) a2a4 (f32 _ 1) (a4- a)(a4 + a)a4 

o 4 ,\ + 04 4 ,\ _ a4 

[ a2 + ( 1rtAt + 1r2A2 )a2 f3o +a~ (f3o4 + ~) + ~a.] 

+ [a( 1rtA1 - 1r2A2 )f3o + a4 (f3o4 + t) + ~ eo.] 2} I , 
•=1 >-=>-(x) 

(4.5.13) 

and for the corresponding solutions we have 

tf;(x) (,\ -Pt)~(,\ -p2)i(,\-pa)~ 

X 
[ (,\- a)Al;,\ + a)A2] uJfJ~-RE 

M 

X (,\- a4)-M-~ II(,\- e;) (4.5.14a) 
i=l >-=>.(x) 

and 

E = co+ f, ( 4.5.14b) 

where f and e. satisfy equations ( 4.5.8) and ( 4.5.9), and the sign (1 can be 
found from the normalization condition. There are several ways to make 
the models described by formulas (4.5.13), (4.5.14) physically sensible. 
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1. The first possibility. The parameters a and a4 are real. We can take: 

(4.5.15) 

with 

a> 0. (4.5.16) 

As in the previous case, the physical interval can be chosen in many ways. 
However, the unique way which does not contradict the normalization 
conditions is 

A E (1,-1). (4.5.17) 

The corresponding diagram is depicted in figure 4.21 and the normalization 

-~o+l 
0 

Figure 4.21. The diagram describing the weight function {4.5.19). 

condition for this diagram is 

(4.5.18) 

For the function p(A) we have 

( A1 A2 1) 2 S- R(A1 - A2)2 
p(A)=R A+l + A-1-~ + (A2 -l)A(A+a)' (4.5.19) 

This is positive in ( 4.5 .17) if 

S > R(A1- A2)2, R > 0. (4.5.20) 

Let us now list the extended diagrams associated with the function 
( 4.5.19) and describing different types of quasi-exactly solvable model. 

Denote by So a positive root of the system of two equations 

( 4.5.2la) 

(4.5.21b) 
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in which 1 = (A1 - A2)- 1 . (It is not difficult to verify that this system may 
have only one positive root.) Then we have three inequivalent cases: 

1. R(A1- A2)2 < S <So. Then 

(>.)= s (>.-pl)(>.-p)(>.-p*) 
p (>.2- 1)2>.2 >. + C¥ ( 4.5.22) 

where p1 , p and p* are real and complex conjugated roots of the first (cubic) 
equation (4.5.21a). We have 

-1 < Pl <-a. (4.5.23) 

The diagram describing this case is depicted in figure 4.22. 

-~o+l 
0 

Figure 4.22. Diagram 1. a> 0, R(A1- Az)2 < S <So. 

2. S = S0 . Then 

So (>.-pl)(>.-p) 2 

p(>.) = (>.2 _ 1)2).2 (>.+a) (4.5.24) 

where p1 and p are single and double roots of ( 4.5.21). We have the 
inequalities 

-1 < Pl < -a, 0 < p < 1, 

and the diagram describing this case is depicted in figure 4.23. 

3. S >Sa. Then 

(>.) = S (>.- Pl)(>.- P2)(>.- P3) 
p (>.2- 1)2>.2 >. + C¥ 

(4.5.25) 

( 4.5.26) 

where p1,p2 and P3 are three different real roots of (4.5.21), such that 

-1 < Pl <-a, 0 < P2 :f P3 < 1. (4.5.27) 

The corresponding diagram has the form shown in figure 4.24. 



The non-degenerate case. The third type 281 

0 

Figure 4.23. Diagram 2. 0' > 0, S =So. 

-~o+l 
0 

Figure 4.24. Diagram 3. 0' > 0, S > S0 . 

Note that integrals ( 4.2.3) for diagrams 1 and 3 are expressed in terms 
of elliptic integrals, while the integral for diagram 2 is expressed in terms 
of inverse hyperbolic functions. Unfortunately, the resulting solutions are 
too cumbersome and therefore we shall not write down explicit expressions 
for them. We only note that the potentials corresponding to all these cases 
are defined on the whole x-axis 

x E [-oo, +oo]. (4.5.28) 

They are regular at infinity and tend to constants if x tends to ±oo. 
Therefore, they describe potential wells of finite depth (see figure 4.25). 

v 

X 

Figure 4.25. The form of the potentials associated with diagrams 1, 2 and 3. 

2. The second possibility. This can be realized when the point a is 
complex while the points as and a4 are real. Without loss of generality, we 
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can take 

( 4.5.29) 

with 

0: < 0. ( 4.5.30) 

Choosing the physical interval as 

A E [0, o:], ( 4.5.31) 

we get the diagram depicted in figure 4.26 and the normalization conditions 

0 

Figure 4.26. The diagram describing the weight function ( 4.5.35). 

(4.5.32) 

From ( 4.5.4) it also follows that 

( 4.5.33) 

Note that the condition of cancellation of the roots with the indices 1, 2 
and 3 implies that the parameters (30 and R are real and 

A -A -1 1- 2- 2· 

In this case the weight function p( A) takes the form 

( 1 1 1) 2 s 
p(A) = R 2(A + i) + 2(A- i) - ); + (A2 + 1)A(A- o:)" 

The condition of its positivity in ( 4.5.31) is 

R > 0, S :S 0. 

(4.5.34) 

( 4.5.35) 

( 4.5.36) 
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In order to classify the types of quasi-exactly solvable model associated 
with function ( 4.5.35), let us introduce the number So defined as a negative 
solution of the system 

2 R (.A 0 +l).Ao+ So(.Ao-a) 0, ( 4.5.37a) 

2 R 
3.Ao + 1 + So 0. (4.5.37b) 

Then we arrive at the diagrams given as figures 4.27-4.30. The integrals 

00 

0 

Figure 4.27. Diagram 4. a< 0, S = 0. 

0 

Figure 4.28. Diagram 5. a < 0, So < S < 0. 

for diagrams 5, 6 and 7 are expressed in terms of inverse elliptic and 
hyperbolic functions. The integral for diagram 4 has the simplest form. 
Indeed, substituting the corresponding function 

R 
p(.A) = (.A2 + 1)2_A2 ( 4.5.38) 

into (4.2.3) we obtain 

J d.A viR ( 1) 
x = -..fii .A(V + 1) = -2-ln 1 + V . (4.5.39) 
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0 

Figure 4.29. Diagram 6. a< 0, S =So. 

0 

Figure 4.30. Diagram 7. a< 0, S <So. 

This gives us the following explicit expression for the function >.(x): 

1 
>.(x) = ' .jexp wx -1 

2 
w= -JR' (4.5.40) 

Substituting (4.5.40) and (4.5.29) into (4.5.13) and (4.5.14) and taking for 
definiteness 

1 
c:o = --

R 
(4.5.41) 

and 

(4.5.42) 

we obtain the potential 

3 2 ( exp wx ) 2 1 w2 exp wx 
V( x) = - -w + - ~--~r:--=----;=====?1 16 exp wx- 1 4 (exp wx- 1) [1- a./exp wx- 1] 

X { 82 exp wx - 1 ( a 1) (;32 1 ) 
(, 0 - 1) exp wx ./exp wx- 1 + - 0 - 4 

2 vexp wx- 1 
av/exp wx- 1 + (;304 - i) a(a2 + 1):-----'--~====;: 1 - ay'exp wx - 1 

X 

Mo 

+ 1 + 1r;Jo- a2 (f3o4 +~)-La; 
i=l 
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( 4.5.43) 

and the corresponding solutions 

1/;(x) = (exp wx)-h/,8~-R, [ 1 -a] -M-~ 
y'exp wx- 1 

x fi [ y'exp ~x- 1- ~;], (4.5.44a) 

w2 
E = --+c. (4.5.44b) 

4 

The numbers f and ~1 , ... , ~M can be found from the system of equations 

{Jfii-R<-a'(M+~)+ t,e- [-•(M+~)+ t,<.]'} 
2 

{ -1r(J0 + a2 (f3o4 +~)+~a;- [a (f3o4 + ~) + ~~o;] }, 
(4.5.45) 

~I 1 1 - V f36 - Rf 1 - V f35 - Rf 
~ ~i- ~k + 2(~i + i) + 2(~i- i) 

~ + V f36 - R~: M + ~ + - -- = 0, i = 1, ... , M 
~i ~i- a 

( 4.5.46) 

which have M + 1 different solutions provided that parameters (30 and (304 
satisfy the following additional conditions 

lf3o4! 
(1r + 1)f3o + f3o4 

M+1, 
(Mo + 1). 

(4.5.47) 
( 4.5.48) 

This gives us a quasi-exactly solvable model of order M + 1 defined on the 
semi-infinite interval 

( 4.5.49) 

The potential of this model is singular at the point x0 = ~ ln(1 + ,;2 ), and 
tends to a constant if x --+ oo. Therefore, we have a singular potential well 
of finite depth (see figure 4.31). 
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v 'I I 

V(x) 

X 

0 

Figure 4.31. The form of the potential (4.5.43). 

4.6 The one-dimensional simplest degenerate case 

In the preceding three sections we discussed quasi-exactly solvable models 
connected with a non-degenerate weight function p(.\) having the form 
( 4.2.13). This function had only simple double poles at the points aa, a = 
1, ... , 4. Let us now consider the degenerate cases which appear when the 
double poles of the function p(.\) merge, and show that they also lead to 
wide classes of one-dimensional quasi-exactly solvable models. 

The simplest degenerate case arises when any two double poles, for 
example, a3 and a4 , merge. Due to conformal covariance we can assume 
(without loss of generality) that they merge at infinity. In order to obtain 
the resulting (degenerate) form ofthe weight function p( .\) it is sufficient to 
replace p0 by p0 a~a~ in ( 4.2.13) and then take the limit a3 ~ oo, a 4 ~ oo. 
This gives 

(4.6.1) 

or, equivalently, 
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(4.6.2) 

where R1 , ... , R5 are certain given parameters. 
To obtain the degenerate form of the corresponding function Fo( A) 

(defined in the non-degenerate case by ( 4.2.14)), we must replace the 
numbers f3o3 and /3o4 by -¥(/3o3- /3o4) and /3o4 by -¥(/3o3 + /3o4) and 
then take the same limit a3 ~ oo, a4 ~ oo. Then we obtain 

Fo(A) = f3o1 + t + /3o2 + t + f3o3· (4.6.3) 
A- a1 A- a2 

Substitution of ( 4.6.1) into ( 4.2.5) gives us the potentials of the 
corresponding quasi-exactly solvable models. Solutions of these models 
must be sought in the form (4.2.7). Here the role of the function FM(A) is 
played by 

( 4.6.4) 

where /31 , /32 and /33 are certain unknown numbers. 
The spectral equations for !31' /32' /33 and also for ( and 6' ... 'eM 

can be obtained after substituting formulas (4.6.2)-(4.6.4) into the general 
equations ( 4.2.8) and ( 4.2.9). This gives 

/3o3(/301 + f3o2 + Mo + 1)- R4c 
U3V /3~3 - R3t 

u1 V /361 - R1c- u2v'~-62---R-2-c = M + 1, 

( u1 J /361 - R1 c + u2J /362 - R2c + M + 1) 

x (u1jf361-R1c+u2jf352-R2c+M) 

(4.6.5) 

(4.6.6) 

+ 2u3J /3o3 - R3c (t. a au a V f36a - Rae+ a1 ; a2 + t, ei) 
(f3o1 + f3o2 + Mo + 1)(f3o1 + f3o2 + Mo) + 2/3o3 

(4.6.7) 
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i = 1, ... ,M. (4.6.8) 

As in the non-degenerate case, we have the system ( 4.6.6)-( 4.6.8) of 
M + 2 equations for M + 1 quantities c and 6, ... , ~M. This system is 
overdetermined and, in the general case, does not have solutions. The 
coincidence of the number of equations and the number of unknown 
quantities becomes possible only if one of these equations is trivialized 
(becomes an identity). The equation ( 4.6.6) admits a most natural 
trivialization. It can be trivialized when 

(i) all roots in (4.6.6) and the numerator of the first term do not depend 
on<, 

(ii) the roots with the indices 1 and 2 depend on c but cancel, while the 
first term in (4.6.6) does not depend on<, or 

(iii) the first term in (4.6.6) cancels with one of the roots 1 or 2, while the 
remaining root does not depend on c. 

These cases will be discussed in the next three sections. 
Concluding this short section, we note that the points a1 and a 2 must 

be real. They cannot be made complex conjugated as in the non-degenerate 
case. Indeed if these points were complex, the physical interval would 
coincide with the whole real .\-axis. But this is impossible according to the 
exclusion principle 3 given in section 3.6. 

The reality of the points a1 and a2 enables us to take (without loss of 
generality) 

( 4.6.9) 

In this case the numbers f3ol, f3o2 and /3o3 must also be real. 

4. 7 The simplest degenerate case. The first type 

Let us assume that all roots in ( 4.6 .6) as well as the numerator of the first 
term do not depend on c. This is possible when 

(4.7.1) 

Then equation ( 4.6.6) is reduced to the form 

f3o3(/3ol + f3o2 + Mo + 1) _ I ,q I _ I ,q I _ M + 1 I Q I a1 ,vo1 a2 ,vo2 -
iT3 1-'03 

(4.7.2) 
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and can be interpreted as an equation for the integers u1, u2, u3 = ±1 and 
M = 0, 1, 2, ... , provided that the numbers f3ot, f3o2 and /3o3 are given. In 
this case the remaining equations (4.6.7) and (4.6.8) become 

{ (ut/f3ot/ + u2//3o2/ + M + 1) (ut/f3ot/ + u2//3o2/ + M) 

+2ug/f3o3/ (u2/!3o2/- Ut/f3ot/ + t,~i) } 

-{ (f3ot + f3o2 + Mo + 1)(!3ot + f3o2 + Mo) 

+2/3o3 (/3o2- f3ot + ~~oi)} = -Sc, (4.7.3) 

Here only the system ( 4. 7 .4) is non-trivial. Solving it and substituting 
the result into ( 4. 7 .3) we can obtain an explicit expression for the spectral 
parameter E. 

and 

The choice ( 4. 7.1) implies that 

Fa(>.) 

F(>.) 

s 
p(>.) = ).2- 1 (4.7.5) 

(4.7.6a) 

(4.7.6b) 

Substituting these expressions into (4.2.5) and (4.2.7) and taking for 
definiteness 
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we obtain the following expressions for the potential 

() 2(2 1) 1 2(2 1) 1 
V x = -S f3o1- 16 1 +-A(x)- S f3o2-16 1 -.A(x) 

2 
+-sf3o3(f3o1 + f3o2 + Mo + 1)-A(x) 

+~(3~3 [.A2(x)- 1], (4.7.8) 

and corresponding solutions 

,P(x) [.A(x) + 1t"ll~od+~ [.A(x)- w·2l~o2l+~ 
M 

x exp(o-31f3o3I.A(x)] IT [.A(x)- ~;], (4.7.9a) 
i=1 

1{1 E -S 4 + (o-1lf301l + a-2lf3o2l + Mo + 1) 

X (o-1lf3o11 + o-2lf3o2l + Mo) 

+ 2o-3lf3o31 ( o-2lf3o21 - o-1lf3o11 + t, ei) } ' (4.7.9b) 

in which e;, i = 1, ... , M satisfy the system (4.7.4), while the signs 
o-1, o-2, o-3 and M satisfy the constraint ( 4. 7 .2). 

Now it is not difficult to obtain the concrete form of the potential 
V(x) and solutions 1/;(x) in the x-representation. For this we must choose 
the physical interval, establish normalization conditions and construct the 
function .A(x) evaluating the integral (4.2.3). 

Note that we have only two possibilities in choosing the physical 
interval. The first possibility is 

.A E (-1,+1]. (4.7.10) 

This case is described by the extended physical diagram depicted in figure 
4.32 and the positivity condition for the weight function ( 4. 7 .5) is 

s < 0. 

Evaluating integral ( 4.2.3) we get 

>..(x) 

x = JiSi j h = arcsin.A(x) 
1- _A2 

0 

(4.7.11) 

(4.7.12) 
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and, consequently, 

00 

-1 +1 

Figure 4.32. Diagram 1. S < 0. 

1 
.X(x) = sinwx, w = jfsr 

The normalization condition implies that 

u1 = +1, u2 = +1. 

(4.7.13) 

(4.7.14) 

Then, substituting (4.7.13) and (4.7.14) into (4.7.8) and (4.7.9), we arrive 
at the following final expressions for the potential 

V(x) = 2 2 f-'01- i6 + f-'02- i6 [ 
(.12 1 (.12 1 

w 1 + sinwx 1- sinwx 

and solutions 

-f3o3(f3o1 + flo2 + Mo + 1) sinwx] + w2 !353 cos2 wx 
(4.7.15) 

1/;(x) (1 + sinwx)IJ3o,l+i(1- sinwx)IJ3o2 l+i 
M 

X exp(u31f3o31 sinwx) II(sinwx- e;), 
i=1 

E w2{ (lf301l + lflo2l + M + !)2 

+ 2us1Posl (IP.,I-IP"I + t,e.) }, 

{4.7.16a) 

(4.7.16b) 

in which the numbers e;, i = 1, ... , M satisfy the system of equations 
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i= 1, ... ,M, (4.7.17) 

and the integers 0'3 and M can be determined from the equation 

(4.7.18) 

If equation ( 4. 7 .18) is satisfied, we obtain a quasi-exactly solvable 
model of order M + 1, defined on the interval 

x E [-~,+~]. 2w 2w (4.7.19) 

The potential ( 4. 7 .15) is singular at the points ± 2: and, thus, describes a 
potential well of infinite depth. 

The second possibility is realized when 

A E [1,oo). (4.7.20) 

In this case the extended physical diagram takes the form depicted in figure 
4.33 and the corresponding normalization condition is 

Now we have 

and, thus, 

00 

-1 

Figure 4.33. Diagram 2. S > 0. 

s > 0. 

.\ J dA 
x = Vs ff=--1 = Vs arcch A A2- 1 

1 

A= chwx, 
1 

w= V§' 

(4.7.21) 

(4.7.22) 

(4.7.23) 
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Besides, we have the normalization conditions 

(4.7.24) 

In this case the potential becomes 

V(x) 2w2 01 - I6 + 02 - I6 [ 
/32 1 /32 1 
chwx+ 1 chwx -1 

+ f3o3(f3o1+f3o2+Mo+1)chwx] +w2 f3~3 sh2 wx. 

The corresponding solutions take the form 

v 

V(x) 

0 

Figure 4.34. The form of the potential (4.7.25). 

1/J(x) [chwx + 1] 111 I.Ba11+; [chwx- 1]I.Ba21+; 

E 

M 

X exp( -lf3o31 chwx) IT[chwx- ~;], 
i=1 

-w2{ (u1lf3o11 + lf3o21 + M + !)2 

2lf3o31 (lf3o21- u1l/3o1l + ~~;)} 

(4.7.25) 

(4.7.26a) 

( 4.7.26b) 
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where the numbers ~i, i = 1, ... , M now satisfy the system of equations 

~1_1_ + o-1!,6o1l + ~ + l,6ozl + ~ -l,6o3l = O, 
~ ~i - ~k ~i + 1 ~i - 1 

i = 1, ... ,M, 
and the integers o-1 and M are found from the condition 

-~~::! (,6ol + ,6oz + Mo + 1)- o-li,Boll-l,6ozl = M + 1. 

(4.7.27) 

(4.7.28) 

Thus, we have obtained a new quasi-exactly solvable model of order 
M + 1, defined on the positive half-axis 

x E (0, oo]. (4.7.29) 

The potential of this model is singular at the points 0 and oo and, thus, 
has the form depicted in figure 4.34. 

4.8 The simplest degenerate case. The second type 

In this section we discuss the case when the roots with indices 1 and 2 
depend on f but cancel, while the fraction in ( 4.6.6) does not depend on t. 
This case is realized when 

and 

R1 = R2 = R, R3 = R4 = 0, Rs = S, 
,6o1 = 1r1,6o, ,6o2 = 7rz,6o 

o-1 = o-, O"z = -o-, 

where 1r1, 7rz and cr take the values ±1. 
In this case the equation ( 4.6.6) takes the form 

,6o3 ( ) cr3l,6o3l ,6ol + ,6o2 + Mo + 1 = M + 1, 

and for the other equations we have 
M 

M(M + 1) + 2cr3!,6o31 L~i 

{ [( 1r1 + 7rz),6o + Mo + 1] [( 1r1 + 1r2),6o + Mo] 

+2,6o3 [(1r2- 1r1)Po + ~~o;] } =-Sf, 

(4.8.1) 
(4.8.2) 

(4.8.3) 

(4.8.4) 

( 4.8.5) 
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LM I 1 t + uy' !35 - Rc --+-"----.:....__.:;.__ 
k=1 ~i - ~k ~; + 1 
1 - uJ,B6- Rc + 2 ~; _ 1 + u3I,Bo3l = 0, i = 1, ... ,M. (4.8.6) 

The weight function p( A) is in this case 

or, equivalently, 

( 1 1 ) 2 s 
p(A) = R A- 1- A+ 1 + A2 -1 

A2 + (4R- 1) 
p(A) = S (A2 :_ 1)2 . 

This gives us the following expression for the potential: 

V(x) 
(A2- 1)2 

= co+ SA2 +4R-S 

{ A2 + 1 1 A2 -1f + 1 
x (A2 - 1)2 - 2 (A2 + 'T- 1) 2 

2( 1 1 1 )
2} 

- A A2 - 1 - 2 A2 + 4f - 1 

A2 - 1 { ( 2 1) 4 
+ SA2 + 4R- S f3o- 4 A2- 1 
+ [(1r1 + 1r2),Bo + Mo + 1] [(1r1 + 1r2),Bo + Mo] 

+ 2,Bo3 [ ( 11"2 - 1r1),Bo + ~ ~oi] 
+ 2,Bo3 [( 11"1 + 1r2),Bo + Mo + 1] A 

+ !353(>.2 - 1) }I 
>.=>.(x) 

and the corresponding solutions 

(A 1) u-jfJg-R< 
7/J(x) = V's>.2 + 4R- s __±_ A-1 

M 

X exp(u3I,Bo3IA) }](A- ~;)'>.=>.(x)' 
E co+ c, 

(4.8.7) 

(4.8.8) 

(4.8.9) 

(4.8.10a) 

(4.8.10b) 
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in which the numbers ~i, i = 1, ... , M and c can be found from equations 
(4.8.5) and (4.8.6), and the integers 0"3 and M satisfy conditions (4.8.4). 

Let us now classify the quasi-exactly solvable models corresponding to 
the choice (4.8.1). 

First of all, note that the physical interval .A E [ -1, + 1] is forbidden. In 
fact, such an interval implies the normalization condition 0"1 = +1, 0"2 = +1 
which, obviously, contradicts condition (4.8.3). The only possibility is to 
take 

.A E [1, oo]. (4.8.11) 

In this case the stability condition 

0"2 = +1, 0"3 = -1 ( 4.8.12) 

implies that 

( 4.8.13) 

The condition of positivity of the function p(.A) in (4.8.11) is 

R > 0, S > 0. (4.8.14) 

Now it is not difficult to write down all admissible weight functions 
p(.A) and corresponding physical diagrams. 

1. s = 0. 

2. 0 < S < 4R. 

4R 
p(.A) = (.A2- 1)2. 

.A 2 + p2 !"4il-: 
p(.A) = s (.A2- 1)2' p = v s- 1. 

3. S = 4R. 

4. S > 4R. 

_A2 
p(.A) = 4R (.A2- 1)2. 

( 4.8.15) 

( 4.8.16) 

( 4.8.17) 

(4.8.18) 
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00 

-1 

Figure 4.35. Diagram 1. S = 0. 

00 

-1 

Figure 4.36. Diagram 2. 0 < S < 4R. 

00 

-1 

Figure 4.37. Diagram 3. S = 4R. 

00 

-1 

Figure 4.38. Diagram 4. S > 4R. 
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The corresponding extended physical diagrams are depicted in figures 
4.35, 4.36, 4.37 and 4.38. Note that the integrals (4.2.3) for these diagrams 
are expressed in terms of inverse hyperbolic functions. They have the 
simplest form for diagrams 1 and 3. 

Consider, for example, diagram 1. We have 
00 J d). 

x = 2VR ).2 _ 1 = 2VRarcth>.(x) (4.8.19) 
>.(x) 

and, therefore, 

>.(x) = cthwx, 
1 

w = 2Vfi. ( 4.8.20) 

Taking 

'f36 Eo=--, R (4.8.21) 

we obtain 

V( x) w2 { [( 1r1 + 1r2),8o + Mo + 1](( 1r1 + 1r2),8o + Mo] 

+ 2,8o3 [c1r2 -1r1)fJo + ~~o;] }-h} 
i=l s wx 

2 chwx + 2w ,8o3 ((1r1 + 1r2),8o + Mo + 1]-3-sh wx 
2 2 1 + w ,803_4_' 

sh wx 
The solutions for this potential are: 

1/;(x) = exp ( -~j ,86- Rt.x -l,8o31 cthwx) 

M 

x IT ( cthwx- ~i), 
i=l 

E 

Here f and ~i, i = 1, ... , M can be found from the system 

M 

M(M + 1)- 2l,8o31 L~i 
i=l 

(4.8.22) 

( 4.8.23a) 

(4.8.23b) 
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[(1r1 + 7rz)f3o + Mo + 1] [(1r1 + 7rz)f3o + Mo] 

+ 2f3o3 [(1r2- 1r1);Jo +~eo;] , (4.8.24) 

Mf 1 

"{; ei- ek + 
~ - J /36 - Rt + ~ + j /36 - Rt 

ei + 1 ei- 1 

-lf3o31 = 0, i = 1, ... , M. (4.8.25) 

Besides, we have the condition 

f3o3 ) 
-lf3o3l (f3ol + f3o2 + Mo + 1 = M + 1 (4.8.26) 

determining the order of the corresponding quasi-exactly solvable model. 
This model is defined on the half-axis 

x E [O,oo] (4.8.27) 

and its potential has the same form as the potential depicted in figure 4.20. 
Let us now consider diagram 3. We have 

and 

Taking 

.-\(x) = )1 + exp wx, 1 
w= VR. 

we obtain the potential 

V(x) = 3w2 exp 2wx +w2 (/32 _ l) 1 
16 (1+exp wx)2 0 4 1+exp wx 

+ ~2 
{ [(1r1 + 1r2);Jo + Mo + 1] [(1r1 + 1r2);Jo + Mo] 

+ 2f3o3 [( 7Tl + 7rz)f3o + I: eai] } 1 :xp wx 
i==l exp wx 

(4.8.28) 

(4.8.29) 

( 4.8.30) 
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w2 [ ~ l exp wx + 2 f3o3 (11"2-11"1)f3o+ {;teo; .J1+exp wx 

w2 {32 exp 2wx 
+ 4 °3 1 + exp w x 

and the corresponding solutions 

v 

Figure 4.39. The form of the potential (4.8.31). 

1/>( X) 4 ; 1 (.J1 + exp wx + 1) -vf/3~-Re y + exp wx 
vf1 + exp wx- 1 

x exp ( -lf3o3IV1 + exp wx) 
M 

X IT ( Jl + exp wx - ei) ' 
i=1 
w2 

E = -4+c. 

(4.8.31) 

X 

(4.8.32a) 

( 4.8.32b) 

The numbers t and e;, i = 1, ... , M satisfy the system of equations 

and 

M 4 
M(M + 1)- 2lf3o31 L:e; + 2( 

i=1 w 

[(11"1 + 11"2)f3o + Mo + 1] [(11"1 + 11"2)f3o + Mo] 

+ 2f3o3 [(1!"2- 11"1)fJo + ~eoi] 

M I 1 
{; ej- ek + 

1 _ . 1 {32 _ R£ l + . I f3o2 _ Rt 
2 V o + .::_2_...:.Y___:: __ 

e; + 1 ei -1 

(4.8.33) 



The simplest degenerate case. The third type 301 

-I.Bo3l = o, i = 1, ... ,M ( 4.8.34) 

which must be supplemented by condition ( 4.8.26) determining the order 
of the obtained quasi-exactly solvable model. This model is defined on the 
whole x-axis 

x E [-oo, +oo] (4.8.35) 

and its potential has the form depicted in figure 4.39. 

4.9 The simplest degenerate case. The third type 

Now we consider the last case when a trivialization of equation ( 4.6.6) is 
possible. This case is realized when the first term in ( 4.6.6) depends on 
f explicitly but cancels with the third term, while the second (remaining) 
term does not depend on f. 

In this case we have 

R1 = 0 (4.9.1) 

and equation (4.6.6) takes the form 

-cr1J.Bo1J = M + 1, (4.9.2) 

from which it follows that 

0"1 = -1 ( 4.9.3) 

and 

I.Bo1J = M + 1. (4.9.4) 

From condition (4.9.3) it also follows that the interval>. E [-1,+1] is 
forbidden and, therefore, we have only one possibility, to choose the physical 
interval as 

>. E [1, oo]. 
Then the stability conditions have the form 

The condition of cancellation can be rewritten as follows: 

.Bo3(.8ol + .Bo2 + Mo + 1) + R4< 

J .862 - R2< J .863 - R3<. 

(4.9.5) 

(4.9.6) 

(4.9.7) 
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For (4.9.7) to be satisfied for any f, we must take 

R2 = A 2 R, R3 = R, R4 = - AR, (4.9.8) 

where A is a positive number. Simultaneously we must require that 

Po2 = 1rAPo, Po3 =Po (4.9.9) 

and 

-Po3(Pol + Po2 + Mo + 1) = AP5 (4.9.10) 

or, equivalently, 

Po1 + (1r + 1)APo + Mo + 1 = 0. (4.9.11) 

In this case the remaining spectral equations take the form 

A J p~ - Rf (A J p~ - Rf - 1) 
- 2yi115 -ll< [M +1 + AJPi- R'+ t,e;] 

APo(APo + 1) + 2Po (1rAPo- Po1 +~eo;) -Sf 

(4.9.12) 

and 

M 1 

{;e. -6, M + ! Ayl p~ - Rf + ! --+__:....;,...::. __ _..._ 
e.+ 1 e.- 1 

-J p~ - Rf = 0, i = 1, ... , M. (4.9.13) 

The weight function is 

p(A) 2 [ 1 1 ] 
A R (A- 1)2 - (A- 1)(A + 1) + R 

A S 
2RA(A -1)(A + 1) +(A -1)(A + 1) (4.9.14) 

or, equivalently, 

( A ) 2 S-A( A- 2)R 
p(A) = R A- 1 - 1 + (A- 1)(A + 1) . (4.9.15) 
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It can also be written in the form 

(.X) = R(.X- pi)( .X- P2)(.X- P3) 
p (.X- 1)2(.\ + 1) ' {4.9.16) 

where Pl, P2 and P3 are the roots of the cubic equation 

R [A- (.X- 1)]2 (.X+ 1) +[S-A( A- 2)R](.X- 1) = 0. {4.9.17) 

Then we obtain 

V(x) = 

X { (.\ 11)2 + (.\ ~ 1)2- t, (.X -~Pa) 2 
( 

l 1 3 l ) 2 

- .X ~ 1 + .X ~ 1 - ; .X ~ Pa 

+ (M + ~) (M + ~) {1 + .X);{1- .X) 

( 2 2 1) 2 2 2 .X 
+ A f3o - 4 (1 _ .X)2 (1 +.X) + f3o + 2Af3o {1- .X)(1 +.X) 

and also 

+ [ A,80(AP, + 1) + 2Po (~A Po - Pot+ ~ <o;) l 
X (.X+ 1)~-X- 1)} I ' {4.9.18) 

>.=>.(:r:) 

E co +t, 

(4.9.19a) 

(4.9.19b) 

where the numbers f. and 6, ... ,eM satisfy system (4.9.12) and (4.9.13). 
Let us now try to classify the types of quasi-exactly solvable model 

described by the potential in ( 4.9.18) and having solutions ( 4.9.19). For 
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this purpose it is sufficient to classify the weight functions p(>.) defined by 
formulas (4.9.14)-(4.9.16). 

The condition of positivity of p(>.) in the interval (4.9.5) is 

R > 0, S < A(2 - A)R. (4.9.20) 

When this condition is satisfied, equation ( 4.9.17) has only one real root 
belonging to the interval >. E ( -1, + 1]. The other two roots are complex 
conjugate. Then we have 

(>.) = R(>.- p!)(>.- p)(>.- p*) 
p (>.- 1)2(>. + 1) 

( 4.9.21) 

The corresponding extended physical diagram describing this case is 
depicted in figure 4.40. This gives us an unique type of quasi-exactly 

-1 

Figure 4.40. The diagram describing the weight function (4.9.22). 

solvable model. The potentials of these models are defined on the whole 
x-axis. They are regular at infinity and, therefore, describe a potential well 
of finite depth. 

The integrals ( 4.2.3) for this diagram are expressed in terms of 
inverse elliptic functions. The explicit expressions for the potentials are 
cumbersome and we shall not present them here. 

4.10 The one-dimensional twice-degenerate case 

Another type of degeneration arises when the simple double poles of the 
function (4.6.1) also merge. Without loss of generality we can assume that 
they merge at zero. As a result, we obtain the twice-degenerate weight 
function 

(>.) _ (>.- pl)(>.- P2)(>.- P3)(>.- P4) 
P -Po ).4 (4.10.1) 
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which can also be rewritten in the form 

R1 R2 R3 R4 
p(.A) = Ro + T + ~ + _A3 + .A4 • (4.10.2) 

In order to obtain the corresponding degenerate form of the function F0( .A), 
we must replace in (4.6.3) the numbers {301 and {302 by a1,8oa-,8o1 and 

a1-aa 

aa~:~---~?02 and take the limit a1 --+ 0, a2 --+ 0. The result is 

( ) f3ol f3o2 
Fo .A = f3oo + T + A2. (4.10.3) 

The function FM(.A) must have an analogous form 

( 4.10.4) 

where f3o, {31 and f32 are unknowns. If we choose the physical interval as 

.A E [0, oo], (4.10.5) 

then /32 must be positive and {30 negative. 
Equations for the numbers f3 and also for E and ~i, i = 1, ... , M can 

easily be obtained by substituting ( 4.10.1), ( 4.10.3) and ( 4.10.4) into (4.2.8) 
and (4.2.9). They have the form: 

f3o -J f35o- RoE, 

/31 = 1 2f3o2(f3ol - 1)- R3E 
+ . I 2 ' 2y /302 - R4E 

(4.10.6) 

_ 2f3oo(f3ol + Mo) - R1E _ 2f3o2(f3ol- 1)- R3E _ M 
...; 2 v 2 - + 1, 2 Poo - RoE 2/302 - R4E 

(4.10.7) 

( 2f3o2(f3ol - 1)- R3E + 1) 2f3o2(f3ol- 1)- R3E 

2...j f3o2 - R4E 2...j f3o2 - R4E 

-2Vf352- R4E ( Vf35o- RoE+ t. ~) 
- [f3Dl(f3ol -1) + 2f3o2 (f3oo- ~ ~~J] = -R2E, (4.10.8) 
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(4.10.9) 

We have again a system of M + 2 equations for M + 1 quantities <: and 
6' ... 'eM. The coincidence of the number of equations and the number 
of unknown quantities is possible when equation (4.10.7) trivializes. Note 
that all parameters f3oo, f3ol and f3o2 in ( 4.10.7) are real. Therefore, we come 
to the following two cases: 

(i) both terms in (4.10.7) do not depend on c, or 
(ii) one of the terms in ( 4.10. 7) vanishes, while the second one does not 

depend on t. 

In the next two sections we will consider these cases in detail. 

4.11 The twice-degenerate case. The first type 

Assume that both the terms in (4.10.7) do not depend on c. This is possible 
if 

(4.11.1) 

Then the equation (4.10.7) is reduced to the form 

_f3oo(f3ol + Mo) _ f3o2(f3ol -1) _ M + 1 
lf3ool lf3o21 - ' (4.11.2) 

and for the other equations we have 

[ ( f3o2(f3ol - 1) + 1) f3o2(f3ol - 1) 
lf3o21 lf3o21 

2lf3ool (f3oo + t, ~)] 
[f3ol(f3ol -1) + 2f3o2 (f3oo- ~ e:;) l = -St (4.11.3) 
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and 

The weight function 

is positive when 

s 
p(.\) = _\2 

s > 0. 

It can be described by the diagram depicted in figure 4.41. 

00 

0 

(4.11.4) 

(4.11.5) 

(4.11.6) 

Figure 4.41. The diagram describing the weight function (4.11.5). 

The integral (4.2.3) for (4.11.5) is equal to 

and, therefore, 

>.(x) 

x = Vs j ~.\ = Vsln.\(x) 

.\(x) = exp wx, 1 
w= ,;s· 

Taking for definiteness 

1 [ 1 2 ( Mo 1 )] t:o = -- (f3o1- 2) + 2f3o2 f3oo- L -. , s ~1~ 

(4.11.7) 

(4.11.8) 

(4.11.9) 
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we obtain the potential 

V(x) w2 {,a&2 exp( -2wx) + 2,8o2(,8ol - 1) exp( -wx) 

+ 2,8oo(,8ol + Mo) exp wx + ,860 exp 2wx} (4.11.10) 

and the corresponding solutions 

v 

X 
0 

Figure 4.42. The form of the potential (4.11.10). 

'!/;(x) ( exp wx) ~~~~I (i3o1 -l)+ ~ 
x exp{-I,Bo2lexp(-wx)-I,Boolexp wx}, (4.11.1la) 

E -w2{ [,~:~!(,801 - 1) + 1] ,;:~I (,8o1 -1) 

2I,Bo2l (I,Bool + ~ ~) }' (4.11.1lb) 

in which the numbers ~i, i = 1, ... , M satisfy the system of equations 
(4.11.4). 

Thus, we have obtained a simple quasi-exactly solvable model of order 
M + 1, the potential of which is defined on the whole x-axis 

x E [-oo, +oo) (4.11.12) 

and has the form depicted in figure 4.42. 

4.12 The twice-degenerate case. The second type 

Let us now consider the second case of trivialization of equation (4.10.7) 
which is realized when the first term in the left-hand side of (4.10.7) 
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vanishes, while the second one is a constant which does not depend on 
f. This is possible when 

(4.12.1) 

and, simultaneously, 

f3ol = 1. (4.12.2) 

Then equation (4.10.7) takes the form 

f3oo ( ) -lf3ool Mo+1 =M+1, (4.12.3) 

from which it follows that 

f3oo = -lf3oo I (4.12.4) 

and 

M=Mo. (4.12.5) 

The remaining system becomes 

( 
Mo 1) ( Mo 1 ) 

2Vf352- R< lf3ool + ~ ~i - 2f3o2 lf3ool + ~ ~Oi = S<, (4.12.6) 

~ _1_ -lf3ool + .!_- V/362 -R<- 0 
L...Jt t t,. t,2 - , 
k=l <,i- <,k <,; .. 

i= 1, ... ,M. 

The weight function corresponding to this case is 

S R 
p(.\) = _\2 + _\4 

and, therefore, we have the following potential 

1 .\4 (.\2 + 611) 
V(x) = t:o + 4S (A2 + ~)~ 

+ 41S .\2 1 11 {/352- 2f3o2 (lf3ool + f}.) A2 + S i=l <,.Ot 

(4.12.7) 

(4.12.8) 

2lf3ooi(Mo + 1).\3 + /360.\4 } (4.12.9) 
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and solutions 

E co+ L 

The function p(.A) is positive when 

S;::: 0, R;::: 0. 

Consider two cases. 

1. S = 0, R > 0. Then 

2. S > 0, R > 0. Then 

R 
p(.A) = _A4. 

(4.12.10a) 

{4.12.10b) 

(4.12.11) 

{4.12.12) 

(4.12.13) 

The corresponding diagrams are depicted in figures 4.43 and 4.44. 

00 

0 

Figure 4.43. Diagram 1. S = 0, R > 0. 

The quasi-exactly solvable model described by diagram 1 and weight 
function ( 4.12.12) has the simplest form. Substituting it into ( 4.2.3) we 
obtain 

>.(x) J d.A Vii 
x = VR -:.\2 = .A(x) (4.12.14) 
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00 

0 

Figure 4.44. Diagram 2. S > 0, R > 0. 

and, hence, 
1 1 

..\(x) = :;;• w = .jR' 

Taking 

co= 0 
we obtain the potential of the model in question 

V(x) = 2 { ( Mo 1) 1 w4 f352- 2f3o2 lf3ool + L C: 22 
i=l .. o, W X 

1 2 1 } 2lf3ooi(M + 1)33 + f3oo44_ 
W X W X 

and its solutions 

.,P(x) exp { -J f3'52- REwx -lf3ool w1x} 

Mo ( 1 ) x II --e. , 
i=l wx 

E = E, 

where E and ei, i = 1, ... , Mo can be found from the equations 

Vf3'52- RE lf3ool + L c. = f3o2 lf3ool + L t: ( 
Mo 1) ( Mo 1) 
i=l ... i=l .. o. 

(4.12.15) 

(4.12.16) 

( 4.12.17) 

(4.12.18a) 

(4.12.18b) 

(4.12.19) 

and ( 4.12. 7). The order of this quasi-exactly solvable model is M + 1. Its 
potential is defined on the half-axis 

x E [O,oo] (4.12.20) 
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and has the same form as the potential depicted in figure 4.20. 

4.13 The one-dimensional most degenerate case 

This case arises when three double poles in (4.2.13) merge. We can assume 
that they merge at infinity and the remaining simple double pole is located 
at zero. This gives 

(.A)_ (.A- Pt)(.A- P2)(.A- P3)(.A- P4) 
P -Po _A2 (4.13.1) 

or, equivalently, 

(4.13.2) 

We also have 

Fo(.A) ( 4.13.3) 

Taking 

( 4.13.4) 

and substituting formulas ( 4.13.2) and ( 4.13.3) into the system ( 4.2.8), 
( 4.2.9) we can rewrite it in the algebraic form 

(4.13.5) 

( 
M 1) ( Mo 1) (2flt + 1) /32- 2:: f. - (2f3ot + 1) f3o2- 2:: t:" = -R-tc, 
i=l t i=l '-0' 

!3~ + (f3t - ~) /33 - !352- (f3ot - ~) /3o3 
2/33(/32 + M)- 2f3o3(f302 + Mo) 

!3;- !353 

i= 1, ... ,M. 

-Roc, 
-RtE, 
-R2c, 

(4.13.6) 

(4.13.7) 
(4.13.8) 
(4.13.9) 

(4.13.10) 
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For this system to have solutions it is necessary to take 

R-2 = 0, R-t = R, Ro = Rt = R2 = 0 
and, simultaneously, 

M=Mo. 

This gives 

and also 

and 

Mo I 1 f3ot + .! L c._ c + ~· 2 + f3o2 + /3o3~i = 0, 
k=l ..,, <,k ' 

i=1, ... ,Mo. 

In this case the function 

R p(.A) =­,\ 

is positive in the interval 

x E [O,oo) 

if 

R > 0, 

and is described by the diagram depicted in figure 4.45. 
The normalization conditions for this diagram have the form 

f3ot > 0, f3o3 < 0. 

Computing the integral ( 4.2.3) 

>.(x) 

X = VR J ~ = 2VRi*), 

(4.13.11) 

(4.13.12) 

( 4.13.13) 

( 4.13.14) 

(4.13.15) 

(4.13.16) 

(4.13.17) 

( 4.13.18) 

(4.13.19) 

( 4.13.20) 
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00 

0 

Figure 4.45. The diagram describing the weight function {4o13o16)o 

we obtain 

1 
>.(x)=wx2 , w- 4Ro 

Taking for definiteness 

1 Mo 1 
co=-L:-, 

R i=1 eiO 

we obtain the final expression for the potential 

V(x) = (4.831 - !)x-2 

+ 4{2.81 + 1)w + 4 [.832 + (.Bo1 - ~) .Bo3] w2x2 

+ 8,Bo3(.8o2 + Mo)w3x4 + 4,B53w4x6 

and the corresponding solutions 

1/;(x) = x2.Bo1+! exp {.ao3 w~x4 + .Bo2wx2} 
Mo 

X IT<wx2 - ei), 
i=1 

Mo 1 
E = 4{2,8 + 1)w tt ei o 

{4o13o21) 

( 4o13o22) 

(4.13023) 

(4.13o24a) 

(4o13o24b) 

This model (which has already been discussed in chapter 2) completes 
the classification of one-dimensional quasi-exactly solvable models described 
by formulas {40205)-{40209) and characterized by the functions p(>.) having 
double poles of total order four o 
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4.14 The multi-dimensional case 

In this section we discuss multi-dimensional quasi-exactly solvable models 
connected with equation (4.1.4). The construction ofthese models consists 
of three stages. First, we choose the functions ua(J.t) and xa(A) in such a 
way as to ensure the positive definiteness of the metric g;~c(J.t, A) defined by 
the formula (3.3.15). Remember that this is a condition for the resulting 
Schrodinger equation to be an elliptic equation. Second, we satisfy the 
normalization condition for solutions of this equation by imposing necessary 
constraints on the function Fo(A). Finally, we find the conditions under 
which the order of the quasi-exactly solvable model obtained is more than 
one. 

By analogy with the exactly solvable case we can take 

{4.14.1) 

representing the corresponding weight functions in the form 

a= 1, ... ,D. (4.14.2) 

Then, for the metric tensor to be positive definite, the number c must satisfy 
the constraint 

(4.14.3) 

and the function p(A) must be positive. We stress that the form of this 
function depends on the sort of physical diagram. So, for the diagrams 
listed in figure 4.4 we have: 

A) p(A) = Po( A- pi)( A- P2)(A- P3)(A- P4) 
(A- a1)2(A- av+1)2(A- av+2)2(A- aD+3)2 

B) p(A) = Po( A- pt)(A- P2)(A- P3)(A- P4) 
(A- a1)2(A- av+1)2(A- a)2(A- a*)2 

C) p(A) Po( A- Pl)(A- P2)(A- P3)(A- P4) 
(A- a1)2(A- av+t)2(A- av+2)4 

D) p(A) Po( A- Pl)(A- P2)(A- P3)(A- P4) 
(A- a1)4(A- av+t)2(A- av+2)2 

E) p(A) po(A- pt)(A- P2)(A- P3)(A- P4) 
(A- a1)4 (A- av+1)4 

F) p(A) Po( A - Pl)(A - P2)(A - P3)(A - P4) (4.14.4) (A- at)2{A- av+l)6 
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The positivity condition for p( A) is ensured if the points p1 , p2, p3 , p4 satisfy 
one of the following three constraints 

(i) Pl,P2,P3,P4 E (al,aD+l), 
(ii) Pl, P2 ~ (a1, an+l); Pa = P1 = aa, a= 2, 0 0 o, D, 
(iii)p1=P2=aa, pa=p4=af3, a,f3=2,ooo,Do (4°14°5) 

The functions Fa (A) associated with ( 4014.4) have the form 

A) 

B) 

C) 

D) 

E) 

F) (4o14o6) 

and their corresponding normalization conditions are 

D+3 1 
A) L: Faa= -(Ma- 1); Faa> 2' a= 1,00 o,D+ 1, 

a=l 
D+l 1 

B) I: Faa+ Fa+ F; = -(Ma- 1); Faa> 2' a= 1,0 oo,D+ 1, 
a=l 
D+2 1 

C) I: Faa= -(Ma- 1); Faa > 2' a=1,ooo,D+1, 
a=l 
D+l 1 

D) I: Faa= -(Ma- 1); F~ 1 > 0, Faa> 2' a= 2,00 0 ,D+ 1, 
a=l 
D+l 

E) L: Faa= -(Ma- 1); F~ 1 > 0, F~,D+1 < 0, a= 1,ooo,D, 
a=l 
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D+1 
F) 2: Faa= -(Mo- 1); F~~D+ 1 > 0, a= 1, ... , D. (4.14.7) 

a=1 
If conditions (4.14.5) and (4.14.7) are satisfied, we can apply the inverse 
method of separation of variables to equation ( 4.1.4) and transform it to 
the class of D-dimensional quasi-exactly solvable Schrodinger equations 

= E(Ji)i/J(Ji, J.). (4.14.8) 

The metric tensor g;~c(Jl, J.), describing the manifold on which the 
Schrodinger problem is formulated, is diagonal and is defined by the 
formulas 

Here we have used the notation 

il<···<in-o­
il, ... ,in-a*i 

(A· -c)···(A· -c). ~1 ~D-0! 

The potential in (4.14.8) has the form 
D 

V(Jl, J.) = u 0 (J.l) + 2: u"' (fl )co a 
<>=1 

D D D 
+ ~ 2:( _1)"'u"'(f.l)sf-"'(J.) f1a-~(A;1 - aa) 

•=1 <>=1 p( Aj) f11c=1 (A; - A7c) 

x {F~(A;) + F(f(A;) + 2 t Fo(A;) = ;o.(~oj) 
j=1 ' OJ 

+ IT [t(-l)J3ui3(f.l)sf-i3(J.) D p(A~c) l 7 
k=1 J3=1 Tia=2( Ak - a a) 

(4.14.9) 

( 4.14.10) 

x ::2 IT [t(-l)i3ui3(f.l)sf-i3(J.) D p(A~c) l-i}' 
' k=1 J3=1 f1a=2(A7c- aa) 

(4.14.11) 
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where eoi, j = 1, ... , M0 satisfy equation ( 4.1.2), and solutions of ( 4.14.8) 
related to this potential, 

IT [t( -1 )13 0"13 (Jl )sf-13 (X) D p(,\k) l i 
k=l /3=1 Ilo:=2( Ak - a a) 

x g [ exp (J F(,\,) dA, \fi (A,-(;)] , (4.14.12a) 

D 

E(Jl) = l1°(Jl) + 2: O"o:(Jl)t:a, (4.14.12b) 

are expressed via the functions F(.\), having the same functional structure 
as Fo(-X), and the numbers M, 6, ... 'eM' E:t, ... 'C:D' satisfying the system 
of equations ( 4.1.7), ( 4.1.8). The Schrodinger equation ( 4.14.8) has at least 
one explicit normalizable solution corresponding to the choice 

M = Mo, F(.\) = Fo(-X), e; =eo;, 
i=1, ... ,Mo, C:a=C:oa, a=1, ... ,D, (4.14.13) 

and, thus, it is actually a quasi-exactly solvable equation. 
In order to answer the question of whether or not this equation has 

other normalizable solutions, let us look at the system (4.1.7), (4.1.8). At 
first sight, it is not solvable, since, due to the condition 

lim .\F(.X) = -(M- 1), 
.h-+oo 

(4.14.14) 

the number of equations entering into it exceeds the number of unknown 
quantities. However, a closer look reveals that this is not true. 

To demonstrate this fact, we restrict ourselves to the simplest (non­
degenerate) case described by diagram A in figure 4.4. In this case the 
function F(,\) has the form 

(4.14.15) 

and condition (4.14.14) for it becomes 

D+3 

2: Fa= -(M- 1). ( 4.14.16) 
o:=l 
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For the corresponding wavefunction to be normalizable, the numbers Fa 
must satisfy the constraints 

1 
Fa>2, a=1, ... ,D+l. (4.14.17) 

Substitution of (4.14.2), (4.14.4), (4.14.6) and (4.14.15) into (4.1.7) gives a 
system of 2D + 3 algebraic equations, D + 3 of which can be obtained by 
equating the "residues" in simple double poles in the similar terms. These 
D + 3 equations have the form 

(4.14.18a) 

and 

a E ~' (4.14.18b) 

where 

~ =: {1, D + 1, D + 2, D + 3} ( 4.14.19) 

and 

R{J _ Pa(aa- pl)(aa - P2)(aa- P3)(aa- P4)(aa- c).B-l 
a- D+3 1 ' 

(4.14.20) 
TI{J=l (aa- a{J) 

The other D equations having a more complicated form are, fortunately, 
not so important to us and we shall not write them down here. 

Taking into account the constraints ( 4.14.17) and solving the system 
(4.14.18) we obtain 

Faa, a= 2, ... ,D, 

1 -+(]" 2 a 

(4.14.21a) 

a E ~' (4.14.21b) 

where O"a, a E ~ are the "signs" taking the values ±1. Substituting 
(4.14.21) into (4.14.16) we obtain the equation 

D 

LFaa + L O"a 
a=2 aE~ 

1 D 
(Faa- 2) 2 - LR~(t:{J- t:a{J) = -(M + 1) 

{J=l 

(4.14.22) 
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which plays a central role in our consideration. Indeed, this additional 
equation, the presence of which makes the system (4.1.7), (4.1.8) non­
solvable, is, fortunately, not so strict a.s other equations of this system 
and, in some special cases, can be transformed into an identity. Then the 
number of equations and the number of unknown quantities become equal 
and this allows the system to have several algebraic solutions. 

The cases when this is possible can easily be found from the condition of 
the cancellation of ca-dependent terms in the left-hand side of ( 4.14.22). As 
in the one-dimensional case (see section 4.2), these possibilities are realized 
when 
(i) all the four roots in (4.14.22) do not depend on e:fJ, 
(ii) two roots in ( 4.14.22) depend on cfJ but cancel, while the remaining 

two roots do not depend on cfJ, 
{iii) three roots in { 4.14.22) depend on cfJ but cancel, while the fourth root 

does not depend on cfJ. 
The first possibility implies that all the coefficients (4.14.20) are zero: 

R~ = 0, a E ~. J3 = 1, ... , D. (4.14.23) 

The second possibility occurs when 

R!1 = R!2 = 0, R!3 = R!4 = RfJ, J3 = 1, ... , D (4.14.24a) 

and, simultaneously, 

{4.14.24b) 

and 

(4.14.24c) 

where the indices a1, a2, aa, a4 E ~differ from each other. 
For the third possibility to be realized, we must take 

RfJ-A2RfJ RfJ-A2RfJ RfJ=RfJ RfJ 0 
0<1 - 1 ' 0<2 - 2 ' as ' 0<4 = ' 

J3 = 1, ... , D, {4.14.25a) 

where A1 and A2 are certain positive numbers such that 

( 4.14.25b) 

Simultaneously, we must require that 

(4.14.25c) 
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and 

(4.14.25d) 

Here the indices o:1, o:2, 0:3,0:4 E 6. also differ from each other. 
Imposing the constraints ( 4.14.23), ( 4.14.24) or ( 4.14.25) on the system 

(4.1.7), (4.1.8) and repeating the reasonings of sections 4.3, 4.4 and 4.5 we 
can list all solutions satisfying the normalization condition ( 4.14.17). Using 
the results of statement 3.11 it is not difficult to show that for any admissible 
set of integers u 01 , o: E 6. and M entering into equation ( 4.14.22) the number 
of such solutions is <"f.tt};)! and, therefore, the order of the corresponding 
quasi-exactly solvable models described by formulas ( 4.14.8)-( 4.14.11) is 
1 (M+D)' 
a SO M!D! . 

The systems associated with other diagrams in figure 4.4 can be studied 
quite analogously. It can be shown that an appropriate choice of functions 
p(..\) and F0(..\) leads to quasi-exactly solvable models of an arbitrary, 
arbitrarily large order. 



Chapter 5 

Completely integrable Gaudin 
models and quasi-exact solvability 

5.1 Hidden symmetries in quasi-exactly solvable models 

Summarizing the results of chapter 4, we can conclude that for the 
V-dimensional quantum mechanical model constructed by means of the 
inverse procedure of separation of variables to be quasi-exactly solvable, 
the initial V-parameter spectral equation 

(5.1.1) 

must have a finite number of algebraic solutions. We demonstrated that this 
is possible when the functions z0 (.A) and za, a = 1, ... , 1J belong to (21J+3)-

dimensional spaces R2n ( 2~ ) and satisfy some specific conditions which 

make the system of spectral equations for (5.1.1) compatible and solvable. 
In this section we show that these conditions admit very natural group­
theoretical interpretation allowing us to explain the phenomenon of quasi­
exact solvability as a consequence of a certain hidden symmetry present in 
equation (5.1.1). 

In order to reveal this symmetry, let us consider an auxiliary (V +I)­
parameter spectral equation of the form 

(5.1.2) 

in which z0 (.A) E R2n ( 2~) and za(.A) E R2n ( 2~ ) , a= 1, ... , V are 

322 
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the same functions as in (5.1.1), x'D+l(A) E R2n ( 2~ ) is an arbitraily 

chosen additional function and C'D+l is an additional spectral parameter. 
According to the results of section 3.5, this equation is algebraically solvable 
and has an infinite number of solutions of the form (3.5.33). In the 
general case, when x0(A) and xa(A),a = 1, ... ,1> + 1 are arbitrarily 
chosen (random) elements of the space R2n ( 2~ ) , the spectral parameter 

c'D+l (as well as the other parameters c1. ... , c'l)) takes different values 
for different solutions of equation (5.1.2). However, when the condition 
of compatibility imposed on x0(A) and xa(A),a = 1, ... ,1> is satisfied, 
the situation changes. Indeed, the fact that in this case equation (5.1.1) 
has several algebraic solutions means that there exist several solutions of 
equation (5.1.2), for which the parameter c'D+l takes one and the same 
value c'D+l = 0. But this means that the spectrum of the parameter c'D+l 
is degenerate relative to the spectra of other parameters c1, ... , c'l). 

What is the reason for this degeneracy? To answer this question 
remember that, according to the inverse method of separation of variables, 
the admissible values of spectral parameters ca, a = 1, ... , 1> + 1 can 
be interpreted as eigenvalues of certain commuting (1> + I)-dimensional 
differential operators La, a= 1, ... , 1> + 1, 

a=l, ... ,V+l. (5.1.3) 

In this language, the spectrum of operator L'D+l is degenerate relative to 
the spectra of other operators L1, ... , LD. But this suggests that there 
exists a certain group of symmetry G, under which the operator L'D+l is 
invariant: 

(5.1.4a) 

while the other operators L11 ... , L'D are not: 

a= 1, ... ,1>. (5.1.4b) 

Moreover, the group G has finite-dimensional representations determining 
the multiplicities of the degenerate eigenvalues c'D+l· 

Below we demonstrate that such a group really exists. We 
construct this group for equations (5.1.2) and describe its finite-dimensional 
representations, determining the multiplicities of the degenerate eigenvalues 
c'D+l and, consequently, the order of the corresponding quasi-exactly 
solvable models. This programme will be realized in the following five 
subsections. 
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1. Spectral degeneration in the generalized MPS equation. First of 
all, remember that any MPS equation discussed in this book can be viewed 
as a particular case of a more general equation 

(5.1.5) 

for two functions If'( A) and w( A), provided that w( .A) belongs to a finite­
dimensional functional space and, thus, can be interpreted as a linear 
combination of a finite number of given basis functions. We identify the 
coefficients of functions depending on the sort of solution with the spectral 
parameters. 

According to the results of section 3.5, the most general solution of the 
equation (5.1.5) has the form 

M 

w(A) = F'(.A) + F2(.A) + 2"' F(.A)- F(e;)' 
L..t .A- c. 
i=l "'' 

(5.1.6) 

M 

If'( .A)= TI(.A- e;) exp (J F(.A) d.A) , (5.1. 7) 

where F(.A) is a certain rational function, M is an arbitrary non-negative 
integer, and e1, ... , eM are the numbers satisfying the system of equations 

i= 1, ... ,M. (5.1.8) 

For the sake of simplicity we restrict ourselves to discussion of the case 
when the function F(.A) is fixed and satisfies the following condition: 

lim AF(.A) = F, 
.>--.oo 

(5.1.9) 

where F is a finite number. This condition gives us the possibility of 
revealing the presence of spectral degenerations in equation (5.1.6). 

Indeed, using formulas (5.1.6) and (5.1.8) we can write 

(5.1.10) 

Taking into account (5.1.9), we find the relation 

lim .A2w(A) = (F + M)(F + M- 1), 
.>--.oo 

(5.1.11) 
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which shows that there exists a certain linear combination of spectral 
parameters 

c: = lim A2w(A) 
A-+oo 

(5.1.12) 

depending only on the number M and not on the numbers ei, i = 1, ... , M. 
We can consider this linear combination as a new spectral parameter, 
choosing an appropiate basis in the functional space. 

According to statement 3.11, the number of solutions of system (5.1.8) 
is <:J,(%:N', where N is the dimension of the space to which the rational 
function F(A) belongs. But this means that for any given M the spectrum of 
the parameter c: is <:J,(% : 1\f -fold degenerate relative to the spectra of other 
spectral parameters entering into the function w(A). This allows us to assert 
that equation (5.1.5) is an equation with a partially degenerate spectrum 
and, thus, it can always be transformed to a quasi-exactly solvable model 
of quantum mechanics. The next step in our procedure is to construct the 
completely integrable model associated with the generalized MPS equation 
(5.1.5). We show that this is simply the Gaudin model discussed in section 
1.10. We give here a general definition of this model and discuss in detail 
the properties of its solutions. 

2. Generalized Gaudin model. Let s±(A) and S0(A) be generators of 
the Gaudin algebra satisfying the commutation relations 

(5.1.13a) 

(5.1.13b) 

Consider the representation of this algebra, defined by the formulas 

S0 (A)IO) 
s-(A)IO) 

F(A)IO), 
0, 

(5.1.14a) 
(5.1.14b) 

in which IO) is the lowest-weight vector and F(A) is the corresponding lowest 
weight. Define the representation space W as the linear span of all vectors 
of the type 

IO), s+(6)IO), s+(el)s+(6)IO), ... , 

s+(6) ... s+(eM )lo), ... , (5.1.15) 

where 6,6, ... are arbitrary numbers. 
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The Gaudin operators are defined by the formula 

(5.1.16) 

Using relations {5.1.14) it is easy to show that they commute with each 
other 

[K(-\), K(J.l)] = 0 (5.1.17) 

for any -\ and J.l, and, thus, have a common set of eigenfunctions in the 
space W. 

In spite of the fact that the space W is infinite dimensional, the 
generalized Gaudin spectral problem in W 

K(>.)¢> = w(>.)¢>, ¢> E W (5.1.18) 

is exactly solvable.1 Its Bethe solutions have the form 

(5.1.19) 

M 

c1> = IT s+(e;)lo), (5.1.20) 
i=l 

where M is an arbitrary non-negative integer, and 6, ... ,eM are the 
numbers satisfying the system of numerical equations 

i= 1, ... ,M. (5.1.21) 

This can be demonstrated as follows. Using the commutation relations 
(5.1.14), and taking there J.l = >., we obtain 

{5.1.22) 

From conditions (5.1.19) and (5.1.22) and definition {5.1.16) it follows that 

K(>.)jO) = {F'(>.) + F 2 (>.)}j0). (5.1.23) 
1 We use the adjective "generalized" here because Gaudin himself and other authors 
(Gaudin 1983, Sklyanin 1987, Jurco 1989) considered only the case corresponding to a 
non-degenerate rational function F ( >.). A special form of the operators sa ( >.), a = ±, 0, 
was also considered. Here, no restrictions are imposed on the form of the function F(>.) 
and operators sa ( >.). 
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Besides, we have 

[K(..\),s+(JL)] = -~-dS+(..\)S0(JL)- s+(JL)S0(..\)]. 
jl-A. 

(5.1.24) 

Let us now act by the operator K(..\) on the vector (5.1.20). Transferring 
this operator to the right and using formulas (5.1.22)-(5.1.24) we obtain 

K(..\)<f> = [F'(..\) + F 2(..\)]<f> 
M 2 

+ £; ..\ _ ei s+(6) ... s+(e;)S0 (..\)s+(ei+l) ... s+(eM )IO) 

M 2 -I:..\_ c. s+(e;) ... s+cei-l)s+(..\)S0 (e;)s+cei+l) ... s+(eM )IO). 
i=l ..,, 

(5.1.25) 

The operators 8°(..\) and S0 (e;) appearing in the second and third groups 
of terms can also be transferred to the right by means of the commutation 
conditions (5.1.13b). Taking into account formula (5.1.14a) we obtain 

K(..\)<f> = {F'(..\) + F2(..\) + 2 ~ F(..\)- F(e;) 
L.J ,\-C. i=l ..,, 

M 1 [M/ 1 l} 
+2 £; ..\- ei ~ ei- ek + F(e;) <P 

(5.1.26) 

Equating to zero the coefficients for the terms not proportional to <P 

we arrive at the system (5.1.21). The remaining terms determine the 
eigenvalues of the operators K(..\), which, obviously, have the form (5.1.19). 
This completes the derivation. 

3. Transition from the generalized MPS equation to the generalized 
Gaudin model. It is not difficult to see that solutions of the generalized 
Gaudin model have the same functional structure as solutions of the 
generalized MPS equation. Indeed, we see that expressions (5.1.6) and 
(5.1.19) for w(..\) coincide. Equations (5.1.8) and (5.1.21) for the numbers 
e;,i = 1, ... ,M also coincide, and the solutions (5.1.7) and (5.1.20) are 
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described by formulas having similar (factorized) form. Such a coincidence 
cannot be casual. It indicates that there is a deep connection between 
equations (5.1.5) and (5.1.18). Below we demonstrate that this is really so 
and show that equation (5.1.18) can actually be obtained from (5.1.5) by 
means of the inverse method of separation of variables. 

First of all, note that any rational function F(>.) can be interpreted as 
a limiting case of a certain non-degenerate rational function of the form 

N 

F(>.) = """_b_, LJ>.-a 
a=l a 

(5.1.27) 

This makes it possible to restrict ourselves by discussing here only the non­
degenerate case which, on the one hand, is rather simple and, on the other 
hand, does not lead to loss of generality. 

Substituting (5.1.27) into expressions (5.1.5)-(5.1.8) we reduce 
equation (5.1.5) to the form 

{- ::, + (t, > ~· •• )' + (t, > ~· •• ) 2 
N 

+ L >.~a a }S"(>.) = 0 
a=l a 

(5.1.28) 

and obtain the following expressions for its solutions 
N M 

S"(>.) = IT(>.- aa)f"' IT(>.- ~i), (5.1.29) 
a=l i=l 

(5.1.30) 

in which the numbers ~i, i = 1, ... , M satisfy the constraints 

M I 1 N fa """ - +""" = 0, LJ ~. - ~k LJ ~.-a 
k=l <,s <, a=l "'' a 

i=1, ... ,M. (5.1.31) 

According to the general prescriptions given in section 3.3, let us 
reproduce equation (5.1.28) N times, rewriting it as the system 

{-:;? + (t ).. :a ) 1 + (t >.·:a ) 2 

+ t >.·:a } <P = O, 
1 a=l 1 a a=l 1 a a=l 1 a 

i = 1, ... , N (5.1.32) 
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in which A;, i = 1, ... , N are independent variables, and 

N N{N M } ¢; = g <p(A;) = g g (A;- aa)f"' g (A;- ~k) . (5.1.33) 

Now, we introduce N differential operators La, a= 1, ... , N determined as 
solutions of the system of N linear equations 

N 1 [)2 ( N Ia ) 1 
( N Ia ) 2 2.: A·- a La= 8A'f - 2.: A·- a - 2.: A·- a ' 

a=l ' a ' a=l ' a a=l ' a 

Substituting (5.1.34) into (5.1.32) we obtain 

N 1 2.: A·_ a (La- ea)¢J = 0, 
a=l ' a 

i = l, ... ,N. 

i= l, ... ,N 

which, due to the non-degeneracy of the matrix (A;- aa)- 1, gives 

a= l, ... ,N. 

(5.1.34) 

(5.1.35) 

(5.1.36) 

Let us now construct a new operator L(A), depending on the parameter 
A: 

( 
N Ia ) 1 

( N Ia ) 2 N La 
L( A) = ~ A - a a - ~ A - a a + ~ A - a a . (5.1.37) 

From formula (5.1.36) it follows that 

{ L(A)- (~ __&_) 1 - (~ __&_) 2 - ~ ____!!_:=____} ¢; = 0 
LJ A - aa LJ A - aa LJ A - a 
a=l a=l a=l a 

(5.1.38) 

or, equivalently, 

L(A)¢; =w(A)¢. (5.1.39) 

Thus, we have shown that the operator L(A) has the same spectral 
properties as the Gaudin operator K(A). 

Now it remains to show that L(A) coincides with K(A) and that the 
function (5.1.33) admits the representation (5.1.20). For this it is sufficient 
to find an explicit form of L(A) by solving equation (5.1.34). 
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Acting on (5.1.34) by the operator 

~ n~=l(.\i- a-y) 
L...J N I 
i=l Tik=l (.\;- .\k)(.\i- a,a) 

and using the identity 

~ n~=l(.\;- a-y) - { 0, 
L...J I - rt;l, 
i=l Tif=1 (.\;- .\k)(.\;- a,a)(.\- aa) 

in which 

f]::fo: 
f3=o: 

o: = 1, ... ,N, 

(5.1.40) 

(5.1.41) 

(5.1.42) 

we obtain explicit expressions for La which, in terms of the new variables 
ta, have the form 

(5.1.43) 

The last step is to substitute these expressions into (5.1.37). Making 
elementary transformations we find that the operator L(..\) can be 
represented in the same form as K(..\): 

where 

s+(..\) 

s-(..\) 

N t 
2:::-a--r, 

..\-a a=l a 

N t 8 I: aat"' 
..\- aa' 

a=l 

N t _g:_ _ /"'(/"'-1) 
L aat2 t 

"' "' 
a=l 

(5.1.44) 

(5.1.45a) 

(5.1.45b) 

(5.1.45c) 
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It is not difficult to verify that the operators (5.1.45) satisfy the 
commutation relations (5.1.14), i.e., form the Gaudin algebra. Therefore, 
L(.A) = K(.A). Rewriting (5.1.45a) in terms of the initial variables .A;, i = 
1, ... ,N: 

s+(.A)= -rv~1(.A;-.A), 
I1i3=1(ai3- .A) 

we see that the function (5.1.33) can be rewritten in the form 
M N M N 

¢J,..., II s+(~i) II (.Ak- aa)1"' ,..., II s+(~;) II t~"'. 
i=1 a,k=1 i=1 a=1 

(5.1.46) 

(5.1.47) 

Comparing (5.1.47) with (5.1.20), we see that these formulas coincide if 
N 

IO) =II t~"'. (5.1.48) 
<>=1 

In order to make sure that (5.1.48) is actually the lowest-weight vector, we 
must verify formulas (5.1.15). Acting on (5.1.48) by the operators (5.1.45b) 
and (5.1.45c) and using (5.1.27) we obtain: 

(t, ~a~~a) fit~"'= F(.A)IO), (5.1.49a) 

( 
N t ~ _ f.,(/.,-1)) N 
"" "'&t~ t., II t~"' = o. 
L..... .A- a"' <>=1 a=l 

(5.1.49b) 

This completes the proof of the equivalence of the generalized MPS equation 
(5.1.5) and the generalized Gaudin equation (5.1.18). 

Before continuing our discussion, note that r is an arbitrary parameter 
and, without loss of generality, we can take 

r = o. (5.1.50) 

Note also that from a practical point of view it is more convenient to 
deal with the homogeneously transformed Gaudin operators, defined by 
the formula 

where U is a .A-independent operator of the form 
N 

u =II t~"'. 
<>=1 

(5.1.51) 

(5.1.52) 
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These operators have the same spectral properties as the untransformed 
ones, and can be represented in the form (5.1.16) with 

N 

s+ (-\) 2: ta (5.1.53a) = ,\- aa' 
a=l 

N 8 f 
so(,\) 2: ta 8ta + a (5.1.53b) ,\-a ' 

a=l a 
N 82 a 

s- (-\) 2: ta{jt2 + 2fa{ft 
(5.1.53c) = a a 

,\-a . 
a=l a 

In this case the vacuum vector takes an especially simple form: 

IO) = 1, (5.1.54) 

and the solutions defined by formula (5.1.20) become polynomial in t 01 • 

4. Gaudin models as magnetic chains. It is not difficult to see that 
the operators 

entering into (5.1.54) satisfy the following commutation relations: 

and form the algebra 

[s;,stJ 
[S~,SiJ 

26apS3, 
±6apSi, 

L = sl(2) EEl •.. EEl sl(2) (N times). 

Rewriting expressions (5.1.54) as 

and substituting them into (5.1.16) we obtain forK(-\): 

N N 
K(,\) = """' (-fa)(- fa+ 1) + 2 """' ~ 

~ (,\ - ao:)2 ~ ,\ - a 
a=l a=l a 

(5.1.56) 

(5.1.57) 

(5.1.58) 

(5.1.59) 
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where 

(5.1.60) 

are the operators acting in the direct product W = W1 ® ... ® W N of 
representation spaces of the algebra sl(2). They obviously commute with 
each other, [Ha" H,a] = 0, and, thus, can be interpreted as hamiltonians of 
a completely integrable non-local spin system on a finite one-dimensional 
lattice. 

As we see, the parameters aa enter explicitly into the hamiltonian 
and play the role of coupling constants characterizing the strength of the 
interaction between spins located at different sites. The parameters fa 
do not appear explicitly in the hamiltonian. They are included in the 
definition of the generators, characterizing the representations in which 
they act. They are related to the "spins" of infinite-dimensional irreducible 
representations of the algebra s/(2) which can be realized in the spaces of 
all analytic functions regular near the origin. In these spaces there exist the 
vectors of lowest weight IO)a = 1 such that s;; IO)a = 0. The eigenvalues of 
the operator for the z-projection of the spins~ on IO) is -fa, so that fa is 
the spin of the irreducible representation of the algebra sl(2) with opposite 
sign. This is confirmed by the fact that the eigenvalues of the Casimir 
operators;, on IO)a are (-fa)(-fa + 1). The representations (5.1.55) are 
infinite dimensional, owing to the absence of a vector of highest weight, 
i.e., an analytic function, regular near the origin, on which the operator S;t" 
would give zero. 

The models of magnetic systems of the type (5.1.60) are not local spin 
systems. In the hamiltonians of these systems each spin interacts with all 
other spins, i.e., there is a long-range force and the situation is apparently 
a typical semi-classical one. This is also confirmed by the fact that the 
complete integrability of these models is related to the solutions of not 
the usual quantum Yang-Baxter equation (the triangle equation), but the 
so-called classical triangle equation arising in the limit 1i -+ 0. Remember 
that the quantum scattering matrix Saf3(.-\) is related to the classical matrix 
Xa,a(.-\) as 

(5.1.61) 

The classical triangle equation for the matrix Xaf3(.-\) has the form 

[Xa,a(.-\1), X/3-r(.-\z)] + [X/3-r(.-\z), X-ya(.-\3)] 
+[X-ra(.-\3),Xa!3(.-\1)] = 0, .-\1 + .-\2 + .-\3 = 0. (5.1.62) 
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It is known that the operators related to the solutions of this equation as 

N I 

h01 =I: X01~(a01 - a~) 
~=1 

(5.1.63) 

commute with each other and can be interpreted as hamiltonians of a 
certain completely integrable model. It is easily seen that the operators 

(5.1.64) 

satisfy the equation (5.1.62). The substitution of (5.1.64) into (5.1.63) gives 
us the hamiltonians (5.1.60) obtained above by other methods. 

We have therefore succeeded in relating the non-degenerate generalized 
MPS equations (5.1.5) to magnetic systems based on algebras of the form 
sl(2) E!J .•• E!J sl(2). We see that, by solving the spectral problem for these 
systems, we can obtain an exhaustive amount of information on the spectra 
of the associated exactly and quasi-exactly solvable systems. 

So far we have considered only the non-degenerate case. It can 
be shown that an analogous correspondence holds also when degeneracy 
is present, but in this case the magnetic systems are based on other 
(contracted) Lie algebras. As before, the hamiltonians of degenerate 
magnetic systems can be obtained from the Gaudin operator K(>.) defined 
by (5.1.16). The operators s±p) and S0 (>.) entering into (5.1.16) satisfy 
the same commutation relations as in (5.1.14). However, in the degenerate 
case the form of these operators is different from (5.1.54) and is determined 
by the form of the function F(>.). 

We know that any rational function F(>.) can be represented as the 
sum 

N 

F(>.) =I: /01 r01 (A) (5.1.65) 
a=l 

in which r01 (..\) are certain elementary rational functions. According to 
(5.1.54) the generators of the Gaudin algebra must have the same functional 
structure as F(..\) and therefore can be sought in the form 

N 

S(..\) = L:sar01 (..\) (5.1.66) 
a=l 

where S01 are certain unknown operators. 
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Now note that elementary rational functions satisfy the following 
conditions 

(5.1.67) 

where C$-r = c;f3 are certain structure constants. Substituting (5.1.66) 
into the commutation relations (5.1.14) and using (5.1.67) we find the 
commutation relations immediately for operators Sa: 

N 

[S;,SJ"] = -2LC'Zf3S~, 
-r=l 
N 

[S~, s~] = 1= 2: c:xf3s~, 
-r=l 

(5.1.68) 

from which it follows that they form a finite-dimensional Lie algebra L' 
being a contraction of the algebra L (5.1.57). Substitution of (5.1.66) into 
the Gaudin operator K(A) leads to the expression 

N 

K(A) = L {S~S$- ~st Si- ~s; Sj}ra(A),.f3(A) 
a,f3=1 

(5.1.69) 

which is bilinear in generators Sa and can again be interpreted as a 
generating function for the hamiltonians of a certain magnetic system. 

5. Hidden symmetry of Gaudin models. We have already mentioned 
that the phenomenon of quasi-exact solvability is a consequence of the 
presence of a degeneracy in the system of spectral parameters. For example, 
the degeneracy of the spectral parameter e, defined by (5.1.12), relative to 
the other spectral parameters entering into the function w(A) leads to the 
existence of quasi-exactly solvable models of order equal to the degree of 
degeneracy. The parameter e is the eigenvalue of the operator 

K = lim A2 K(A) 
>.-oo 

(5.1.70) 

and, therefore, in order to find the symmetry related to this degeneracy 
we should consider operators which commute with K, but not with each of 
K(A) separately. To find such operators, note that K can be represented 
in the form 

(5.1.71) 
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where 

§ = lim >-.§(>.). 
>.-oo 

(5.1.72) 

Using (5.1.14) it is easy to demonstrate that the operators § form the 
algebra sl(2): 

[s- ,s+] = 28°, 
[8°, s±] = ±s±, (5.1.73) 

and thus, Kin (5.1.71) is the Casimir operator for this algebra. From the 
same commutation relations (5.1.14) it follows that K commutes with all 
opera tors of the form 

K(11, J.t) = S(11)S(J.t) (5.1.74) 

where 11 and J.t are arbitrary parameters. At the same time, the operators 
(5.1.74) do not commute with the Gaudin operator K(>-.), if 11 I J.t. 
Therefore, the operators K ( 11, J.t) can be viewed as generating functions 
for the generators of the algebra associated with the hidden symmetry 
responsible for the degeneracy. Attempts to make this algebra closed 
convince us that it is infinite dimensional. This suggests that we have 
constructed not the symmetry algebra Lsym, but its universal enveloping 
algebra U(Lsym). The transition from U(Lsym) to Lsym can easily be 
realized if we use differential representations of the generators of the Gaudin 
algebra given for the non-degenerate case by (5.1.54). Substituting them 
into (5.1.16) we obtain 

_ ~ tat{j(-/t;;- -A-;) 2 + 2(fatp- /pta)( It;- It;) 
K(>-.)- L: (>-.- aa)(>-.- ap) · 

a,/3-1 
(5.1.75) 

Taking 

ta=-xa, a=1, ... ,N-1, 

tN = X1 + ... + XN-1 + CXN, (5.1.76) 

where cis an arbitrary parameter, it is not difficult to see that the operators 
K(>-.) rewritten in terms of new variables Xa do not contain derivatives in 
XN. Therefore, XN can be considered as an external parameter which can 
be excluded from consideration by taking c = 0. This does not lead to loss 
of generality. Using (5.1.76),(5.1.75) and (5.1.70) we find 

(
N-1 {) ) 2 ( N ) N-1 {) 

K= ~x~'{)x~' +2 ~fa ~x~'{)x~'' (5.1.77) 
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while the expression for K{A) becomes 

N N-1 A~~>.p ( f) ) ( f) ) 
K(A)= 2: 2: (A-a,.)(A-a,q) x~-'axv X>.OXp · 

a,,q=1 JJ,v,>.,p=1 

(5.1.78) 

Obviously, the operator f{ commutes with all operators x JJ 8~v which form 
the algebra gl(N- 1). We know that gl(N- 1) can be represented as a 
direct sum of the algebra gl{1), with the generator 

N-1 f) 

J = L XJJ ax , 
JJ=1 JJ 

(5.1.79) 

and the algebra sl(N - 1), with generators 

(5.1.80) 

Therefore, we can write 

J E gl{1) (5.1.81) 

and 

I<(>.) 
N 1 
~ (A- a,.)(A- a,q) 

a,,q-1 

ik i 2 {
N(N-2) N(N-2) } 

x i~1 A,.,qi;h + ~ A,.,qi;J + A,.,qJ , 

J E gl(1), I; E sl(N- 1). {5.1.82) 

From {5.1.81) and (5.1.82) it follows that the role of the symmetry 
algebra Lsym for the operator J( is played by the algebra sl(N - 1), 
the irreducible representations of which are realized in the spaces of 
homogeneous polynomials in Xt, ... , x N -1· These representations are 
characterized by the signatures (M, 0, ... , 0) and their dimensions are 

(M+N-2)! equal to M!(N _ 2)! , where M = 0, 1, 2, ... are the orders of homogenous 
polynomials. The same obviously remains valid for the degenerate case, 
since the generators I; of the algebra sl(N - 1) do not depend on the 
parameters of the system a,. and f,. entering into the function F(A). 
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This completes the procedure of finding the symmetry algebra Lsym 
responsible for the phenomenon of quasi-exact solvability of models 
associated with the generalized MPS equation (5.1.5). 

6. The classical electrostatic analogue and the magnetic 
monopole. In the preceding subsection we discussed group-theoretical 
properties of quasi-exactly solvable models associated with the degenerate 
function 

N 

F(,\) = L _b_. 
,\- aa 

a=l 
(5.1.83) 

Here we consider the same models from the point of view of their classical 
interpretation. 

Following the general prescriptions given in chapters 1 and 2, we 
start with the system of numerical equations describing a distribution of 
wavefunction nodes ei. According to formula (5.1.31), these equations have 
the form 

M I 1 N Ia ""-+"" =0, ~ e. - ek ~ ( - a a k=l 3 a=1 3 
j= 1, ... ,M. (5.1.84) 

where aa and Ia are, in general, complex numbers: 

(5.1.85) 

Therefore, ei should also be taken to be complex: 

(5.1.86) 

Substitution of (5.1.85) and (5.1.86) into (5.1.84) leads to a system of real 
equations, which can be written as 

(5.1.87) 

where ej = (6j,6j) and aa = (a1a,a2a) are real two-dimensional vectors, 
and € is the matrix rotating the vectors by 90° counterclockwise. Equation 
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(5.1.87) can be interpreted as the condition for an extremum of the function 

M M 
W({~, ... ,{~) =- Lq;qk lnj{:- {~~- Lq;U({:), (5.1.88) 

i<k i=l 

where q; = 1 are unit numbers and 

N N 

U({) =- L haln if- a~ I- Lharp({- a~). 
a=l a=l 

(5.1.89) 

Here rp( {) is the angular coordinate of the vector { It is not difficult 
to see that (5.1.89) is none other than the potential of a two-dimensional 
(logarithmic) Coulomb system consisting of M particles with coordinates 
{: and unit charges q; = 1 moving in the potential U({:). The latter is 
generated by N stationary particles with coordinates a7x and two types of 
charge: ordinary electric charges f 1a, and magnetic charges ha creating a 
vortex electrostatic field. It can be verified that ha and ha do actually 
correspond to electric and magnetic charges by writing down the potential 
produced by a single particle located at the origin, 

(5.1.90) 

and noting that this potential can be obtained from the equations of (2+ I)­
dimensional magnetoelectrodynamics 

(5.1.91) 

with 

F .!l A .!l A F* l F 11 ;>.. 
I'll= Ul' 11- U11 JJ> I' = 2f!JIIA (5.1.92) 

in the static limit. In fact, taking 

(5.1.93) 

and finding the static solution of (5.1.91) in the class of functions of the 
form 

Ao = U, A1,2 = 0, (5.1.94) 

we obtain (5.1.90). 
We therefore see that the problem of finding a solution to the system 

of algebraic equations (5.1.84) is equivalent to the problem of finding the 
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equilibrium positions of a system of Coulomb particles moving in the field 
of stationary dyons (i.e., particles having both an electric and magnetic 
charge). In general, this problem is quite complicated. However, in the 
special case in which the parameters a, and Ia either are real or are 
complex conjugate pairs (we recall that this is the condition for the quantum 
mechanical potential to be real) it simplifies considerably. In fact, the 
presence of a Z2-symmetry in the system leads to the existence of a straight 
line (coinciding in the present case with the real A-axis) on which all the 
Coulomb forces (from the stationary dyons} are longitudinal. The problem 
of the equilibrium of the particles moving on this line therefore becomes 
one dimensional, which allows us to seek solutions for (5.1.84} in the class 
of real numbers. 

5.2 Partial separation of variables 

In this section we formulate a simple Lie-algebraic method for constructing 
quasi-exactly solvable models. This method, which we shall refer below 
to as "the method of partial separation of variables", is based on the 
observation that any completely integrable quantum system satisfying some 
special symmetry conditions can be reduced to a class of quasi-exactly 
solvable equations of one- or multi-dimensional quantum mechanics. 

In order to understand the essence of this method, it is reasonable 
to start our discussion with the quasi-exactly solvable models described in 
chapter 4. These models are distinguished by the fact that they admit total 
separation of variables and occupy an intermediate position between one­
dimensional multi-parameter spectral equations and multi-dimensional one­
parameter spectral equations describing some completely integrable system. 

Let us denote by E(n, m} a spectral linear differential equation of 
dimension m involving n spectral parameters. From the results of chapter 
3 we know that any multi-parameter spectral equation of the type E(N, 1} 
is related to some completely integrable system of one-parameter spectral 
equations of the type E(1, N}. 

This relationship has been discussed in section 5.1, where we 
constructed the completely integrable model associated with the multi­
parameter spectral equation (5.1.28}. Remember that this equation being 
of the type E(N,1} involves N spectral parameters e1, ... ,eN, admitting 
two kinds of degeneracy: 1) the infinite degeneracy ofthe combination Eo= 
e1 + ... +eN, which is equal to zero for all solutions of equation (5.1.28), and 
2) the finite degeneracy of the other combination E1 = a1e1 + ... + aNeN, 
which only depends on M and thus takes the same values for solutions 
having equal quantum number M. The remaining N - 2 parameters are 
non-degenerate and take different values for different solutions. 
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We demonstrated that the system of completely integrable equations 
E(1, N) associated with equation (5.1.28) is nothing else than the Gaudin 
model based on the Lie algebra sl(2)EB ... E£)sl(2) (N times) and characterized 
by N commuting integrals of motion h1 , ... , hN which are the coefficients 
for the pole terms (A- al)- 1 , ... ,(A- aN)-1 in the expansion of the 
generating function K(A). The eigenvalues ofthese operators coincide with 
the admissible values of spectral parameters c:1 , ... , eN. Therefore, the 
spectrum of the operator H 0 = h1 + ... + hN consists of a single infinitely 
degenerate zero eigenvalue £ 0 .2 The spectrum of the operator H1 = a1h1 + 
... + aNhN has a finite degree of degeneracy. We explained this degeneracy 
as the consequence of the hidden sl(N- 1) symmetry presenting in the 
Gaudin model and realized in the form of finite-dimensional representations. 

In this language the quasi-exactly solvable models studied in chapter 4 
can be considered as equations of the type E(3, D- 2) with three spectral 
parameters, one of which is identically zero and can be excluded from the 
consideration; another has a degenerate spectrum and should be included in 
the potential, while the last one having a non-degenerate spectrum plays the 
role of the energy. One can say that quasi-exactly solvable equations occupy 
an intermediate position between equation (5.1.28) and the corresponding 
Gaudin model. 

Indeed, on the one hand, they can be obtained from (5.1.28) by 
means of an incomplete inverse procedure of separation of variables which 
only eliminates D - 3 of D - 1 superfluous spectral parameters. Such 
a method for conctructing quasi-exactly solvable models we discussed in 
detail in chapter 4. On the other hand, we see that quasi-exactly solvable 
models can be obtained immediately from the Gaudin model by means of 
an incomplete but direct procedure of separation of variables in it. This 
procedure eliminates two degrees of freedom in the Gaudin model and leads 
to the appearance of two additional spectral parameters playing the role 
of separation constants. It is not difficult to see that the reducibility of 
the Gaudin model to quasi-exactly solvable models can be explained as 
a consequence of a global s/(2) symmetry in the Gaudin model which is 
responsible for the partial separation of variables. 

In order to demonstrate this fact, let us consider again the 

2 Note that for -y "I 0 the operators h1, ... , hN are linearly independent and their 
sum is a non-zero operator having zero eigenvalue. If -y = 0 the operators h1, ... , hN 
become linearly dependent and their sum is identically zero. This does not mean that 
the model ceases to be completely integrable, because for zero value of -y there exists the 
large->. limit of expressions >.S(>.), so that the model acquires an additional global s/(2) 
symmetry with generators§= lim >.S(>.) (see section 5.1). In this case, the role of the 
Nth integral of motion can be played by any element §of this algebra. 
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representation of the Gaudin algebra given by the generators 

and characterized by the lowest-weight function 

N 

F(>-.)=2:~. 
a=l)..- aa 

Remember that the operators 

N 
- - """ SaSf3 K(>-.) = S(>-.)S(>-.) = LJ (' )(' ) 

,. A- aa A- a13 a,,..=l 

possess global sl(2) symmetry whose generators are 

N 

S= 2:Sa, 
a=l 

and the lowest weight of the corresponding representation is 

(5.2.1) 

(5.2.2) 

(5.2.3) 

(5.2.4) 

(5.2.5) 

Obviously, in the general case, this representation is infinite dimensional. 
Using commutation relations (5.1.14) of the Gaudin algebra, it is not 

difficult to prove that the Bethe solutions (5.1.20) of the Gaudin spectral 
equation 

K(>-.)rjJ = w(>-.)rjJ, rjJ E W{F(>-.)} (5.2.6) 

have the following remarkable property: 

(5.2.7) 

which enables us to regard the Bethe solutions as the lowest vectors of 
representations of the symmetry algebra with lowest weights F + M, M = 
0,1,2, .... 

Let us now denote by ~M{F} the spaces that consist of all vectors 
rjJ E W { F()..)} that satisfy the conditions 

(5.2.8) 
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It follows from the commutativity of the operators K(A) and S that if 
if> E ct>M{F}, then also K(A)¢> E ct>M{F}. Therefore, the spaces ct>M{F} 
are invariant with respect to the action of the operators K(A). Accordingly, 
the spectral problems 

K(A)¢> = w(A)¢>, if> E ct>M{F}, (5.2.9) 

are defined for all M = 0, 1, 2, .... 
It is readily seen that the spaces ct>M{F} are finite dimensional. To 

prove this, we consider the auxiliary spaces ct>~{ F}, which are formed from 
vectors that satisfy only the second equation (5.2.8). It is obvious that the 
basis in ct>M{F} is supplied by vectors of the form 

S;!"1 ••• S;!"MIO), o:1, ... , o:M = 1, ... , N. (5.2.10) 

The number of such vectors determines the dimension of ct>~{F}, which is 

• I { } (M + N- 1)! 
dim q>M F = (N- 1)!M! . (5.2.11) 

Since 
(5.2.12) 

it follows that 

dim ct>M{F} <dim ct>~{F}. (5.2.13) 

Using the first condition in (5.2.8), we find that 

dim ct>M{F} =dim ct>~{F}- dim ct>~_ 1 {F} = (~ ~ ~)~l' .(5.2.14) 
It follows from this formula that for each M the spectral equations (5.2.9) 
have precisely (M + N- 2)![(N- 2)!M!]- 1 solutions. 

In accordance with equations (5.2.7), the Bethe solutions of the 
Gaudin equation (5.2.6) belong to the spaces ct>M{F} and are therefore 
simultaneously solutions of the finite-dimensional spectral problems (5.2.9). 
To resolve the question of the completeness of these solutions, it is sufficient 
to count the number of admissible sets of numbers {n that satisfy the 
equation (5.1.31). It follows from analysis of (5.1.31) by the Coulomb 
analogy method that for given M the required number is also equal to 
(M + N- 2)![(N- 2)!M!t1. From this we conclude that for all M 
all solutions of equations (5.2.9) are completely described by the Bethe 
formulas (5.1.19) and (5.1.20) or, equivalently, by formulas 

1> = if>M({) = fi (t, {i ~,taa) IO) (5.2.15) 
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and 

(5.2.16) 

with ~i satisfying the system (5.1.31). 
Now our aim is to show that equations (5.2.9) can be reduced to the 

form of quasi-exactly solvable second-order differential equations. This can 
be done by means of the projection method described in chapter 1 or, in 
other words, by means of a partial separation of variables in these equations. 
The first step which should be made is to rewrite all generators entering into 
the definition of the operators I< ( ..\) and spaces qi M { F} in the differential 
form. 

In previous section we have considered a differential realization of the 
generators of the algebra sl(2) given by formulas (5.1.55). Here we consider 
another, more convenient differential realization of these generators. It can 
be obtained from (5.1.55) by means of the Fourier transformation and is 
given by the formulas 

It is worth stressing that all generators in (5.2.17) are first-order differential 
operators, which is especially important for the applicability of the 
projection method described in section 1.9. As before, generators (5.2.16) 
realize representations with lowest weights f 01 • The unit function plays the 
part of the lowest vector: IO) = 1. 

Substituting (5.2.16) into (5.2.3), we see that K(..\) take the form of 
N-dimensional differential operators of second order: 

Accordingly, equations (5.2.9) become differential equations. In the 
considered non-degenerate case, their solutions given by formulas (5.2.15) 
take the form 

(5.2.19) 

i.e., they are homogeneous polynomials in t1, ... ,tN of degree M. 
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The simplest way to describe the spaces IIM{F} to which these 
polynomials belong is to solve explicitly equations (5.2.8). Using formulas 
(5.2.4), (5.2.5) and (5.2.17), we can rewrite equations (5.2.8) in the 
differential form: 

(5.2.20) 

The general solution of this system can be represented in the factorized 
form 

(5.2.21) 

where 

(5.2.22) 

is a particular solution of the system (5.2.20), and 

'lj; = 'lj; ( t1- tN ' ... ' tN-2- tN) 
tN-1-tN tN-1-tN 

(5.2.23) 

is the general solution of the homogeneous system. As we see, this solution 
depends effectively on only N - 2 variables: 

t01- tN 
X01 = , a = 1, ... , N- 2. 

tN-1- tN 
(5.2.24) 

The fact that (5.2.21) belongs to IJM{F} restricts the arbitrariness in choice 
of the functions '1/;. These functions must be polynomials of degree Min 
the variables X 01 . We denote the space of such polynomials by WM. Since 
IIM{F} is invariant with respect to the action of the operators K(A), the 
result of applying K(A) to </JM'I/; (where 'lj; E WM) must again have the form 
<PM .,P' (where .,P' E W M). Therefore 

(5.2.25) 

where KM(A) is some (N- 2)-dimensional differential operator of second 
order that acts only on the variables x 01 and can be viewed as a projection 
of K(A) onto IIM{F}. This operator can be represented in the form 

N-2 [)2 

KM(A) = L p01f3(A, M, x) {) {) 
XOI XR 01 ,/3= 1 fJ 

N-2 {) 

+ L QOI(A, M, x) ax + R01f3(A, M, x), 
01:1 01 

(5.2.26) 
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where P, Q and Rare polynomials in x1 , ... , XN_ 2 of degrees 3, 2, and 1, 
respectively. Substituting (5.2.21) into (5.2.9) and using (5.2.25), we find 
that the spectral problems (5.2.26) are equivalent to differential spectral 
equations 

{5.2.27) 

Now denote by W the set of all analytic functions of the variables 
x1, ... , XN-2· Then it is obvious that the equations 

(5.2.28) 

with KM(>.) defined by formula {5.2.26) can be regarded as quasi-exactly 
solvable second-order differential equations. For each M = 0, 1, 2, ... , they 
have (M + N- 2)![(N- 2)!M!)- 1 exact solutions, which lie in the class of 
polynomials of degree M and are described by Bethe formulas. 

Thus we have essentially formulated a new method for constructing 
quasi-exactly solvable spectral differential equations. We see that the 
operators KM(>.) commute with each other, 

(5.2.29) 

and the number of independent "hamiltonians" associated with KM(>.) 
is N - 2. The coincidence of the number of commuting "hamiltonians" 
with the number of variables in second-order differential equations (5.2.28) 
means that each of these equations admits a total separation of variables, 
and thus, the constructed quasi-exactly solvable equations coincide with 
those that have already been discussed in detail in chapter 4. In other 
words, in the case of the Gaudin models associated with algebra sl(2), the 
method does not give new quasi-exactly solvable equations. 

Fortunately, the class of completely integrable Gaudin models is not 
exhausted by the sl(2) case. It is known that any simple (or semi-simple) 
Lie algebra C generates a set of Gaudin models that can be solved exactly 
within the Bethe ansatz. The integrals of motion for these models (the 
hamiltonians) can be represented as certain multi-dimensional second-order 
differential operators. Each such hamiltonian admits a global symmetry 
algebra which coincides with the generating algebra C. The generators of 
this algebra can be realized as the first-order differential operators acting 
in the same functional space as the corresponding hamiltonians. Collecting 
all these facts, we can easily see that they together form the condition of 
the partial separability of variables in the generalized Gaudin model. This 
allows one to assert that the reasonings given above for the sl(2) case can 
be extended to the general one, so that starting with the general Gaudin 



Some properties of simple Lie algebras 347 

models and performing in them the procedure of partial separation of 
variables we can obtain wide classes of new quasi-exactly solvable models of 
quantum mechanics. The detailed description of this generalized reduction 
procedure will be given in the following sections. 

The discussion is organized as follows. Sections 5.3 and 5.4 are devoted 
to the discussion of some properties of simple Lie algebras that are needed 
for the formulation of the approach in the general case. In these sections, 
much attention is devoted to the algorithms for constructing differential 
realizations of representations of Lie algebras and the choice of a special 
basis convenient for exact solution of the generalized Gaudin models. In 
section 5.5 we give the solutions for the models of Gaudin magnets in the 
framework of the algebraic Bethe anzatz. In section 5.6 we formulate the 
method of reduction of the Gaudin problems to multi-dimensional quasi­
exactly solvable differential equations, and in section 5. 7 propose a simple 
method for reduction of obtained equations to the Schrodinger form. In 
the final section 5.8 we discuss the possibility of dealgebraization of the 
reduction procedure. 

5.3 Some properties of simple Lie algebras 

1. Cartan-Weyl basis. Let Cr be a simple Lie algebra of rank r 
and dimension dr and I a, a E Or, be basis elements of it satisfying the 
commutation relations 

[Ia,Ib]= L:r~blc; a,bEOr. (5.3.1) 
cEOr 

From the practical point of view, it is most convenient to take the Cartan­
Weyl basis, which is based on the decomposition 

(5.3.2) 

We denote the elements of the ((dr - r)/2)-dimensional subalgebras c; 
by Ia, a E ~;, where A'!; are the sets of positive and negative roots a 
of the algebra Cr . We denote the elements of the r-dimensional Cartan 
subalgebra £~ by I;, i E Nr , where Nr is the set of numbers 1, ... , r. Thus, 
the dr-element set of indices that label the basis elements of the algebra Cr 
can be represented in the form Or = ~;:- U Nr U ~t. 

The most important commutation relations in the chosen basis are 

(5.3.3) 

Here, 7ri, i E Nr are simple roots. 
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In the algebra .Cr we introduce the bilinear form (Ia, Ib), which satisfies 
the subsidiary condition 

(5.3.4) 

Such a definition fixes the form only up to a factor. We choose this factor 
in such a way as to satisfy the requirements 

(5.3.5) 

where /ilc = ( 1r;, 1r1c) is the matrix of scalar products of the simple roots (it 
is non-degenerate by virtue of the linear independence of the set 7r;), and 
C:atJ is the matrix whose elements are unity for a + j3 = 0 and zero in all 
the remaining cases. In what follows, the matrix 

9ab = (Ia,h) (5.3.6) 

will play the part of a metric tensor (obviously, non-degenerate), which will 
be used to raise and lower the indices that label the elements of the algebra 
.Cr. For example, 

(5.3.7) 

If equation (5.3.7) is written out in terms of its components, it takes the 
form 

I;= L /ilciic, I±a = I'fa. (5.3.8) 
kENr 

The metric tensor (5.3.6) (which differs from the Killing-Cartan tensor 
only by a factor) is convenient in that its components 9ab do not depend on 
whether the generators Ia and Ib are regarded as elements of the algebra 
.Cr or some subalgebra of it. It is obvious that this does not apply to the 
inverse tensor and to entities with superscripts. Bearing this in mind, but 
not wishing to burden the text with redundant notation, we shall retain 
for the elements conjugate to Ia the same notation Ia irrespective of the 
method of conjugation that is used - with respect to the algebra or a 
subalgebra of it. Of course, we shall attempt to make it clear from the 
context which particular case we have. 

Equations (5.3.3)-(5.3.5) make it possible to recover uniquely all the 
commutation relations in the algebra .Cr not yet given. They have the form 

[I;, h] 
[Ia,La] 

[Ia,I/3] 

0, i,k E Nr; 
LiENr(a,7r;)xi, Q' E .6.;; 
f atJia+/3, a, j3 E .6.;, a+ j3 E .6.;, 

(5.3.9) 
(5.3.10) 

(5.3.11) 
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where r af3 are calculable structure constants. 
We define the quadratic Casimir operator as follows: 

Kr = 2: Jala, 
aEOr 

or, with allowance for the commutation relations (5.3.10), 

Kr = L I; [I;+ L (a,1r;)) + 2 L I 01 I 01 • 

iENr aEAJ aEAJ 

Since 

2: a= 2: l/i7rj 
aEAJ iENr 

(5.3.12) 

(5.3.13) 

(5.3.14) 

(where vi is a certain set of non-negative integers that characterize the 
algebra .Cr ), we have 

(5.3.15) 

The representations of the algebras .Cr with highest weight are determined 
as follows: 

I;IO) = Ao;IO), i E Nr; 
IaiO)=O, aE~~. 

(5.3.16) 
(5.3.17) 

The set A0; is called the highest weight, and IO) is called the highest vector. 
Let Mi, i E Nr, be a set of non-negative integers. We denote by IM) the 
linear hull of vectors of the form 

(5.3.18) 

in which a1 + ... +ax = - LiENr Mi1r;. Obviously, the spaces IM) are 
eigenspaces with respect to the elements of the Cartan subalgebra: 

I;IM) = (Ao;- M;)IM). (5.3.19) 

The linear hull of all such spaces, 

W{Ao} = EElM~oiM), (5.3.20) 

forms the representation space of the algebra .Cr with highest weight A0 . 
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2. Realization of representations of Lie algebras in the form of 
differential operators. We have already mentioned that in our scheme 
a decisive role is played by the possibility of realizing representations 
of Lie algebras in the form of first-order differential operators. There 
exists an opinion that the construction of such realizations is a rather 
complicated matter. This is not all so. The general principles of the 
construction are rather simple, although the algorithms described in the 
literature are not always carried through to explicit formulas, especially for 
the higher algebras. We shall attempt to fill this gap by constructing explicit 
expressions for differential operators which realize arbitrary representations 
of arbitrary simple Lie algebras. 

Let Gr be the Lie group of the Lie algebra Cr and let 

(5.3.21) 

be the elements ofthe group, parametrized by the vectors x = {x4 }, a E Or, 
of the dr-dimensional space Rdr. We choose the parametrization in such a 
way that the following equations hold: 

g(O) = 1, 

8g(x) I =I, 
OX x=O 

(5.3.22) 

(5.3.23) 

where I ::: {I,.}, a E Or, are the generators for the algebra .Cr that we 
introduced earlier. One of the possible methods of parametrization consists 
of the choice 

g(x) = exp(xi), (5.3.24) 

but this method is not unique and, as we shall see later, not the most 
convenient. Actually, the general scheme that will be presented in this 
section does not depend on the particular method of parametrization. 

For the elements x, y of the space Rdr we define the binary operation 
x-f.y in accordance with the formula 

g(x)g(y) = g(x+y). (5.3.25) 

This operation, for which we have choosen the symbol+ (not to be confused 
with the direct sum, for which the symbol $ is reserved), possesses the 
following properties: 

(a) for all x,y, z E Rdr 

(5.3.26) 
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(b) for all x E Rd. there exists a zero element 0 E Rd. such that 

x+O = O+x =X (5.3.27) 

(c) for all x E Rd. there exists a unique inverse element ( ..:..x) E Rd. such 
that 

(5.3.28) 

In what follows, in place of x+( ..:..y) we shall simply write x..:..y. It is 
readily verified that 

(5.3.29) 

If the conditions (5.3.22) and (5.3.23) are satisfied, the point 0 
corresponds to the usual zero of the space Rd.. In the general case, 
-x =f; ..:..x, although for some parametrizations (see, for example, (5.3.24)) 
the equation -x = ..:..x can hold. For commutative groups, we have 
x+y = x + y, i.e., in this case the binary operation that we have introduced 
can be identified with ordinary addition of vectors in Rd •. 

Let <I>r be the space of functions on the group Gr and let 

(5.3.30) 

be the elements of this space. We define the operators [j(c:),c: E Rd., which 
are linear on <I>r, by means of the formulas 

[j(c:)¢(x) = ¢(x+c:). (5.3.31) 

It follows from this definition that 

(5.3.32) 

i.e., the operators [j(c:),c: E Rd., form a representation of the group Gr. In 
accordance with the formulas (5.3.22) and (5.3.23), we have 

[j(O) = i; 
o[j(x) I = i, 
OX x=O 

(5.3.33) 

(5.3.34) 

where f {fa}, a E Dr, are the generators of the corresponding 
representations of the algebra Cr. Differentiating (5.3.31) with respect to 
c: and setting c: = 0, we find 

(5.3.35) 
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where 
~ {) . 
T(x) = 8e 0 (x+c)le=O· (5.3.36) 

For further simplification of equations (5.3.35) and (5.3.36), we note that 
any vector of the space Rd. can be represented in the form of the expansion 

(5.3.37) 

where x± = { xa}, a E A;, and x0 = {xi}, i E Nr, are the vectors of 
dimensions (dr- r)/2 and r associated with the generators I±= {Ia}, a E 
A;, and I 0 = { Ii}, i E Nr, of the algebra Cr in the Cartan-Weyl basis. 
Equations (5.3.35) and (5.3.36) can now be rewritten in the form 

where 
~± {) . ± ~0 {) . 0 
T (x) = Oc 0 (x+c) le=o; T (x) = Oc 0 (x+c) le=O· 

It follows from the obvious equation 

that 

Therefore 

x+c = {x-+[x0+(x+ +c)-r} 
+{x0+(x+ +c)0} + {(x+ +c)+} 

(x+c)+ 
(x+c)0 
(x+c)-

f+(x) 

T0 (x) 

t-(x) 

(x+ +c)+; 
x0+(x+ +c)0 ; 

x-+[x0+(x+ +c)_]_. 

(5.3.38) 

(5.3.39) 

(5.3.40) 

(5.3.41) 

(5.3.42) 

We see that the matrices f+(x) and T0(x) depend only on the variables 
x+. Therefore, considering the action of the operators (5.3.38) on the class 
of functions of the form 

(5.3.43) 
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we obtain 

i exp(x0 Ao)7fi(x+) = exp(x0 Ao)i(Ao)7fi(x+). (5.3.44) 

The operators 

in which 

[+(x+) = :c: ® (x+ +c:)+ l,=o, 

i 0(x+) = :c: ® (x+ +c:)0 l,=o 

(5.3.45) 

(5.3.46) 

act on the space of functions of the ( dr - r)/2 variables x+, are 
inhomogeneous first-order differential operators, and realize a certain 
representation of the algebra Cr. To identify this representation, we note 
that by virtue of the obvious formulas 

we have 

o+ffi(x++c:+)OI =o, 
0€ e+=O 

-; E8 (x+ +c:0 ) 0 I = 1, (5.3.47) 
0€ ,o=O 

(5.3.48) 

(5.3.49) 

(5.3.50) 

Therefore, the operators (5.3.48)-(5.3.50) describe a representation of the 
algebra Cr, with highest weight Ao. The unit function IO) = 1 here plays 
the part ofthe highest vector. It is readily seen that the operators (5.3.48)­
(5.3.50) can also be obtained as infinitesimal operators of the representation 
Gr(Ao) of the group Gr determined by the formula 

g(c:, A0 )1fi(x+) = exp[(x+c:) 0 Ao]7fi[(x+ +c:)+]. (5.3.51) 

In what follows, we shall frequently need to work with the operators 
N 

A 1 N - "'' A I(A0 , ... ,A0 ) = L.; I(A0 ) 

A=l 
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which realize a representation of the algebra .Cr on the class of functions that 
depend on N vector variables. By analogy with (5.3.51), these operators 
can be interpreted as the infinitesimal operators of the following group 
transformations: 

X (5.3.53) 

If we choose as the highest vector the unit function IO) = 1, then the highest 
weight will be Afi + ... + Af!. However, in what follows we shall need to 
consider representations of the algebra of operators (5.3.52) with arbitrary 
higher weights, which can be written in the form Afi + ... + Af/-M0 . In this 
case, which form can the highest vector IO) have? To answer this question, 
we must solve the system of equations 

(5.3.54) 

for the functions 1/;. Essentially, we must find functions ¢ invariant with 
respect to transformations of the subgroup g(c:+, 0, ... , 0) and transforming 
homogeneously (with the addition of the factor exp( -c:0 Mo)) under 
transformation the subgroup g(c:0 , 0 ... , 0): 

.1.( +. +)+ ( ++" +)+]- .1.( + +)· 
'V Xl +c: ' ... ' XN C: - 'V Xl ' ... 'XN ' 

.1.(( + O)+ ( + ' O)+j _ -£ 0 Mo.!,( + +) 'V X l + C: , ••• , X N +c: - e 'V X l , ... , X N . 

To solve (5.3.55), we use the equation 

(x1-i-c:+)+ = xt ..j..c;+' 
from which it follows that 

(5.3.55) 

(5.3.56) 

(5.3.57) 

(5.3.58) 

Thus, the functions x1..:..xi:r are invariant with respect to the transformation 
g(c:+, 0, ... , 0). The following combinations of them are functionally 
independent: 

(5.3.59) 
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Therefore, the most general solution of equations (5.3.55) and (5.3.56) has 
the form 

tP = 1/J((l, · · · , (N -1)· (5.3.60) 

We now consider how the components of the vectors (A = {(A}, a E d"t, 
change under a transformation of the subgroup g(c0 , 0, ... , 0). For the 
components XA = {x~J, we have 

(5.3.61) 

where 1To = { 1r;}, i E Nr. The components of the vectors (A = x A .:...x N 
also transform homogeneously: 

(5.3.62) 

This means that all quantities of the form [(~~ ... (~~] x [(~: ... (~~]- 1 , 
where a1 + .. . +aK = !h + ... {h, ak, f31 E t::..'t , are invariant with respect to 
the transformations g(c0 , 0, ... , 0). As functionally independent variables, 
we can choose the following (N- 2)(dr- r)/2 variables: 

TJ = { TI ( '? )< ·)} a Edt, A= 1, ... , N- 2, (5.3.63) 
iEN~ (:r./-1 a,,.., 

and also (dr- r)/2 variables of the form 

{ (JV_l } 
v = TI· (~",..; )<a,,..;) 

tEN~ '>N-1 

Introducing the notation 

(i = ('J.I_v i E Nr, 

we find that the functions 

1/J = IT ((i)M; 1/J(TJ, v) 
iEN~ 

(5.3.64) 

(5.3.65) 

{5.3.66) 

realize the most general solution of the system (5.3.55), (5.3.56). Any of 
these functions can play the part of the highest vector for representation of 
the algebra of operators (5.3.52) with highest weight d~ + ... + d~- M 0 • 

We now obtain explicit expressions for the matrices i+ ( x+) and i 0( x+) 
under the assumption that the parametrization is gaussian: 
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In this case, the equation for the matrices i+(x+) and t0 (:z:+) takes the form 

exp {.L :z:11i}exp { L xala} exp{cala} 
•EN. aE.O.;!" 

= exp { _L (x' I,+ cat~(:z:+)Ji} exp { L (xala + cat~(x+)Ia} . 
tENr aE.O.;!" 

(5.3.68) 

Applying the well known formula 

exp(A+B) = expA[Texp 11 drexp(-rA)Bexp(rA)] 

(5.3.69) 

to the right-hand side of (5.3.68), expanding both sides in series in powers 
of ca, and retaining only the first powers in ca, we obtain after trivial 
manipulations 

(5.3.70) 

With regard to the matrix t~(x+), it can be found from the system of 
algebraic equations 

t~(•+) J.' dr( oxp (ad,~;' Ip) I.,r) 
= ( exp (ad P~t xPJp) I., I' )• a E fl., 1 E llt. (5.3.71) 

We now note that the matrix 

(5.3.72) 

which occurs in equation (5.3.71), will have triangular form if the roots 
a and 'Y are arranged in non-descending order of their heights. On the 
principal diagonal of (5.3.72) there will be units. The determinant of such 
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a matrix is equal to unity, and therefore its inverse matrix consists of the 
minors. Since each minor is a finite polynomial in xa (this also applies to 
the right-hand side of (5.3.71)), the matrices i+(x+) and fO(x+) will also 
be polynomial in xa. 

The differential realizations of the representations of the algebra Cr 
that we have obtained are not particulary convenient from the practical 
point of view, since some work is needed to reduce them to explicit form. 
This is because the gaussian decomposition that we have used (and that 
is also mainly discussed in the literature) is not completely suitable for 
this purpose. In the following sections, we shall consider more convenient 
decompositions, and on their basis we shall derive explicit expressions 
suitable for any simple Lie algebra. 

To conclude this section, we consider how the matrices i+(x+) and 
t"o(x+) transform under homogeneous transformations of the components 
of the parameter x+: 

(5.3.73) 

Since each component xa acquires a factor exp[-c0 (7r0 ,a)), the only non­
vanishing terms in the decomposition (5.3.72) will be the terms that acquire 
the factor exp{ -c0 [7ro, (r- a)]}. This means that the components of the 
considered matrices will transform as 

t~(x+)-+ exp{-c0 (7ro,(a- ,B))}t~(x+); } 
ti(x+)-+ exp{-c0 (7r0 ,a)}tf(xi). 

Similary, we can show that 

t~(x+)-+ exp{c0 (1r0 , a)}t~(x+). 

(5.3.74) 

(5.3.75) 

It follows from this that the differential operators Ia(A0 ), a E A~, and 
I; (r o), i E Nr, which realize representations of the algebra Cr with the 
highest weight A0 , transform in accordance with the rules 

(5.3.76) 

5.4 Special decomposition in simple Lie algebras 

We shall say that a simple root of the algebra Cr is singular if it occurs in 
the decomposition of any root with a coefficient whose modulus does not 
exceed unity. 

In figure 5.1 we give the Dynkin diagrams of the simple Lie algebras 
and identify with black circles the vertices associated with singular simple 
roots. 
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1 1 1 1 1 1 
Ar • • • • • • 

2 2 2 2 2 2 
Br e----o---o-- -o ---a::::==o 

2 1 1 1 1 1 
Cr e---------o---- -o--o--o 

1 1 1 

~: Dr -===:D----0--

1 1 1 1 1 
E6 

~ 
1 1 1 1 1 1 

E1 

1 1 1 1 1 1 1 
Es 

Figure 5.1. The Dynkin diagrams with singular simple roots (black circles). 

We see that for the algebras Ar all the simple roots are singular, while 
for the algebras £ 8 , F4 and G2 there are no such roots. In what follows, 
we shall consider only algebras that have at least one singular root. These 
are the algebras Ar(r 2: 1), Br(r 2: 2), Cr(r 2: 3), Dr(r 2: 4), E6, and £7. 
We shall call them the singular algebras. 

The removal from the algebra .Cr of the extreme singular root (together 
with all non-simple roots containing it) transforms the algebra into the 
simple subalgebra .Cr-1. For example, 

Ar-+Ar-l, Br-+Br-1, Cr-+Ar-l,} 

Dr ( ~:=~ , E1 -+ E6, E6-+ D5. (5.4.1) 

In what follows, we shall ascribe the number r to the eliminated singular 
root. We denote the sets of roots containing in the decomposition a root 
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with coefficients ±1 by r:;. 
Singular roots are remarkable in that the elements Ia associated with 

the roots a E r:; form commutative subalgebras, which we shall denote 
by £±r. The commutativity of £±r follows directly from the definition of a 
simple root. It is obvious that 

dim£±r = ~(dr- dr-1- 1). (5.4.2) 

The algebras £±rare conjugate with respect to the bilinearform (5.3.6). For 
the elements E±r = { E±r,a}, a E r:;, of these sub algebras the following 
normalization conditions are satisfied: 

(5.4.3) 

where lr is the unit matrix of dimension dim £r. Since the dimensions of 
the Cartan subalgebras C~ and C~_ 1 differ by unity, 

(5.4.4) 

where Hr is an element of C~ that does not belong to 1:,~_ 1 . For unique 
determination of this element, we require it to be self-adjoint with respect 
to the form (5.3.6), and this is equivalent to the conditions 

(5.4.5) 
(5.4.6) 

It is obvious that the element Hr must commute with all elements of the 
subalgebra Lr-1· 

Summarizing what was said above, we can conclude that for all singular 
Lie algebras the following decomposition holds: 

(5.4.7) 

where £±r are commutative conjugate subalgebras of dimensions ( dr -
dr-1 - 1)/2, Hr is a self-adjoint element of the Cartan subalgebra, and 
Lr-1 is a simple Lie algebra. 

The non-vanishing commutation relations in (5.4.7) have the form 

[Cr-1, Lr-1] Lr-1, (5.4.8) 
[Cr-1> £±r] = £±r> (5.4.9) 
[Hr,£±r] £±r, (5.4.10) 
[£±r, £p] = Hr E9 Lr-1· (5.4.11) 
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We now can write out these relations in more detail. For (5.4.8), we have 

[Ia,h]= E r~blc, a,bEOr-1· 
cEOr-1 

The relations (5.4.9) can be rewritten in the form 

[Ia,E±r] = -ia(E±r)E±r• a E Or-1, 

(5.4.12) 

(5.4.13) 

where ia(E±r) are matrices that play the part of structure constants. Using 
the Jacobi identity 

(5.4.14) 

and equations (5.4.12) and (5.4.13), we find 

[ia(E±r), ib(E±r)] = E r~bic(E±r), a, bE Or-1· (5.4.15) 
cEOr-1 

Thus, the matrices ia(E±r ), a E Or- 1 , form representations of the 
algebra £r-1 of dimension dim E±r and are realized in the spaces of the 
commutative subalgebras E±r. It follows from the simplicity of the algebra 
£r-1 that 

(5.4.16) 

In addition, it is readily seen that 

(5.4.17) 

where the tilde denotes the transpose. 
In what follows, we shall need only representations realized by the 

matrices ia ( E+r) in the subalgebra E+r. For their identification, we consider 
equation (5.4.13) with the plus sign. Labelling the roots a E .t:..t_ in 
order of non-decrease of their heights, we see that in this case the matrices 
fc,(E+r ), a E .t:..t_, have an upper triangular form, while the matrices 
ii ( E+r), i E Nr_ 1, are diagonal. Therefore the role of highest vector will be 
played by a vector of dimension dim Er for which only the first component 
is non-zero. This means that the corresponding highest weight must be 
determined by the result of commutation of the elements Ii, i E Nr_1 , with 
the element Er corresponding to the positive root of the lowest possible 
height. This is the root 7rr· From this we conclude that the highest 
vector of the representation (5.4.15) will be an (r- !)-dimensional vector 
"fir, i E Nr-1· 
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Further, using equations (5.4.5) and (5.4.6), we find for the 
commutation relations (5.4.10) 

(5.4.18) 

where 

(5.4.19) 

With regard to the relations (5.4.11), they can be written in the form 

[E±r ~ E'fr] = ±QrHrir- L ria(E±r ). (5.4.20) 
aEOr-1 

Here, Ia is understood as the element that is the adjoint of the element 
Ia with respect to the bilinear form of the subalgebra Cr_ 1 . Applying to 
(5.4.20) the relation (5.4.16), we obtain 

(5.4.21) 

where 

(5.4.22) 

We also introduce the important formula 

Q;i~2 ) + L ia(Ei1/) ~fa(£~)) 
aEOr-1 

= Q;iF) ~ w> + L ia(Ei2) ~ Ja(Ei1h (5.4.23) 
qEOr-t 

Here, the indices (1) and (2) identify the numbers of the spaces in which 
the operators ir and fa(E±r) act. Finally, we write out the form of the 
Casimir operator in the decomposition (5.4.7): 

(5.4.24) 

We now turn to the procedure for eliminating the singular simple roots that 
separates from the algebra Cr the simple subalgebra Cr_1 in accordance 
with the scheme (5.4.1). Each resulting subalgebra contains its own singular 
root, and therefore the elimination procedure can be continued. As a result, 
we arrive at the possible chains depicted in figure 5.2. 

We agree to label the simple roots of the algebra in such a way that 
in each successive subalgebra along the chain the singular root has the 
maximal number. As a result, we arrive at the decomposition 

(5.4.25) 
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Ar - Ar-1--+- Ar-2--+- - A3- A2- A1; 
Br - Br-1--+- Br-2--+- - B3- B2- A1; 
Cr - Ar-1--+- Ar-2--+- - A3- A2- A1; 
Dr - Ar-1--+- Ar-2--+- ···--+- A3- A2- A1; 
L_ Dr-1- 0 •• __..,.. D4~ 
E7 - E6- Ds- A4 - A3- A2- A1; 

L_ D4 __t 
E6 - Ds- A4- A3- A2- A1. 

L_ D4 __t 

Figure 5.2. The chains of subalgebras corresponding to various schemes of 
elimination of the singular simple roots. 

Introducing the notation 

(5.4.26) 

we can write equation (5.4.25) in a different way: 

Cr = E8:==-r£s · (5.4.27) 

The commutation relations in Cr can now be represented in the form 

[£q, £p] = £p, 0 < lql < IPI; 
[£q,Lq] = E8;==-q£,, 0 < lql. 

(5.4.28) 
(5.4.29) 

To write out fully these commutation relations, we denote the generators 
of the subalgebra £±• by E±s· Then we have 

[Eq, Ep] = -Eq(£p)Ep } 0 I I I I 
A <q<p; 

[Hq,Ep] = -Hq(£p)Ep 
(5.4.30) 

(5.4.31) 

p-1 
[E±p 0 ETP] = ±QpHpip- LHqHq(£±p) 

q-1 
p-1 p-1 

- L,E-qE+q(£±p)- LE+qE-q(£±p)· (5.4.32) 
q==1 q== 1 
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The elements E±s and H. satisfy the normalization conditions 

(Hq,Hp) = 8qp, 
(Eq EB E-q) = lq. 

(5.4.33) 
(5.4.34) 

The set of matrices Hq(Ep), E±q(Ep), q = 1, ... ,p - 1, realizes the 
representation ofthe algebra Lp- 1 of dimension dim Ep with highest weights 
Aos = 'Ysp, s E Np-1· 

We introduce the matrix S~, which relates Hq to the basis elements I;: 

r 

Hq = L:s!I;. (5.4.35) 
i=1 

It is readily seen that by virtue of (5.4.5) the matrix s~ is triangular: 

s~ = o, i > q. (5.4.36) 

Substituting (5.4.35) in (5.4.33), we obtain the helpful formula 

(5.4.37) 
i,kENr 

which in conjunction with the condition (5.4.36) enables us to determine 
the matrix S~ uniquely (by means of the standard Gram-Schmidt 
orthogonalization procedure). Many properties of the considered basis can 
be expressed in terms of the matrix S~. For example, we have 

Eq(t'p)IO) = 0, q E Np-1; 
Hq(t'p)IO) = SqpiO), q E Np-1· 

It is also easy to show that 

and 
r 

2:: S!Rq = vi. 
q=1 

(5.4.38a) 
(5.4.38b) 

(5.4.39) 

(5.4.40) 

The last formula can be deducted by comparing (5.3.15) with the other 
expression for the Casimir operator 

r r r 

I<r = l::Hi + LRqHq + 2 LE-qE+q (5.4.41) 
q=l q=l q=l 
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which follows from (5.4.24). 
We now turn to the construction of differential realizations of the 

singular simple Lie algebras based on the decomposition (5.4.26). In 
accordance with this decomposition, any element of the group can be 
parametrized as follows: 

r 

g(x) = II exp(xqEq)· (5.4.42) 
q=r-1 

We shall read the product in (5.4.42) from the left to the right. Note that 
any partial product exp(x8 E,) ... exp(xrEr) forms a subgroup. For this 
reason, equation (5.4.42) can be split into 2r + 1 formulas of the form 

r r 

II exp(xqEq)exp(e,E,) = L:exp[xqEq +e,(E,Ixq)Eq)· 
q=s q=s 

(5.4.43) 

After simple manipulations, each of these formulas can be rewritten in one 
of the following forms: 

(;Q exp(z,E,)) E, (Q exp(z,E,)) - 1 
= (E,Iz,)E, 

+ .t..(E,Iz.) m exp(z,E,)) E. m exp(z,E,)) -
1 

+ ~(E,I•n) Cti exp(z,E,)) - 1 
E. Cti exp( z,E,)) , 

s = -r, ... , +r. (5.4.44) 

Multiplying both sides of (5.4.44) by E_p , we find 

(E,Iz,) = ( E, <!) (;Q exp(-ad z,E,)) E-, ). (5.4.45) 

From this it is easy to obtain differential representations for the operators 

(5.4.46) 
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To simplify these expressions, we project the operators (5.4.46) onto the 
class of functions 

(5.4.47) 

as a result of which they take the form 

a r a 
E+$ = ax - L (E.® ad (xaEa)E-a) ax ' 

8 a=8+l a 
(5.4.48a) 

r a 
H. = h$ - L(H. ®ad (xaEa)E-a) ax ' 

a=& a 
(5.4.48b) 

8 8 

E_8 = L ( E_8 ®II exp( -ad XqEq)Ha )ha 
a:l q=a 

8 • a 
+ L ( E_. ® II exp( -ad XqEq )E-a) ax 
a=l q=a a 

r a 
+ L ( E_8 ® exp( -ad XaEa)E-a) ax a. 
a:8+l 

(5.4.48c) 

These are the required differentials of the representations of the Lie algebras 
with highest weights Ao. Here, ha are the eigenvalues of the operators Ha 
associated with the highest weights by means of the matrix S: 

ha = L S~Ao;. (5.4.49) 
iENr 

5.5 The generalized Gaudin model and its solutions 

1. Definition of the Gaudin model in the general case. With the 
simple Lie algebra .Cr we associate the infinite-dimensional Gaudin algebra 
G(.Cr), whose generators Ia(>.), a E Or depend on the complex parameter 
). and satisfy the commutation relations 

(5.5.1) 

Using (5.5.1), we associate the Cartan-Weyl decomposition (5.3.2) in the 
algebra .Cr with the analogous decomposition in the algebra G(.Cr ): 

G(Cr) = G(.C;) EEl G(.C~) EEl G(.Ct). (5.5.2) 
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We denote the elements of the subalgebras G(£;) and G(.C~) by Ia(>..), a E 
.6.;-, and I;(>..), i E Nr, respectively. We define a representation of the 
Gaudin algebra by means of the formulas 

(5.5.3) 

Here, IO) is the highest vector of the representation, and the functions 
F;(>..), i E Nr, play the part of the components of the highest weight. Let 
M = {Mi}, i E Nr, be sets of non-negative integers. With each such 
set, we associate the space IM), which is formed from all possible linear 
combinations of vectors of the form 

(5.5.4) 

where At, ... , AK are arbitrary complex numbers, and a1, ... , aK E .6.;:- are 
different sets of negative roots of the algebra .Cr that satisfy the restriction 

O!t + 0!2 + ... + O!K = - L Mi7rj. 
iENr 

(5.5.5) 

Subject to this restriction, the number of roots in the set can be arbitrary. 
If the operators Io:(>..) in equation (5.5.4) satisfy the conditions (5.5.3), then 
the space Wr{F(>..)} of the representation of the Gaudin algebra realized 
by them is defined as 

(5.5.6) 

Following Gaudin (1983), we introduce the operators 

Kr(A.) = L gab Ia(A.)Jb(>..), (5.5.7) 
a,bEOr 

which depend on >.. and in their structure recall the Casimir operators 
(5.3.12) in the algebra .Cr. However, in reality (5.5.7) are not Casimir 
operators for the Gaudin algebra G(.Cr ), since they do not commute with 
all of its elements. They possess a different remarkable property: 

(5.5.8) 

i.e., they form a commutative family. For this reason, the spectral problem 

(5.5.9) 

is completely integrable. In the following section, we shall show that it can 
be solved exactly for all singular simple Lie algebras in the framework of the 
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algebraic Bethe ansatz. In the expression, we shall follow the studies given 
by Ushveridze (1990b, c, 1992). For other methods of solving the Gaudin 
problem for the simple classical Lie algebras, see, for example, Jurco (1989). 

2. The Gaudin algebra in the special basis. Beginning with this 
section, we restrict the treatment to only the singular simple Lie algebras, 
i.e., the algebras Ar(r ~ 1), Br(r ~ 2), Cr(r ~ 3),Dr(r ~ 4), Es, and E7. 
By virtue of the correspondence noted in the previous section between these 
algebras and the Gaudin algebras, the latter have decompositions analogous 
to the decompositions (5.4.7): 

(5.5.10) 

We denote the elements of the subalgebras G( t:±r), G( Hr), and G( .Cr-I) 
by E±r(>.), Hr(>.), and Ia(>.), where a E Or_1 . Then in accordance with 
figure 5.1 and the results of the previous section, the following commutation 
relation holds for them: 

[Ia(>.), Hr(()] 

[Hr(>.), E±r(()] 

[Hr(>.), Hr(()] 
[E±r(A), 0E±r(()] 

0, a E Or-1; 
±Q E±r(A)- E±r((). 

r A- ( ' 
o· 
' O· 
' 

"' Ia(>.)- Ia(() Ja(£ ) 
L..J ), - ( ±r . 

aEflr-1 

(5.5.11) 

(5.5.12) 

(5.5.13) 

(5.5.14) 

(5.5.15) 
(5.5.16) 

(5.5.17) 

The superscript a in (5.5.17) is understood in the sense of conjugation with 
respect to the bilinear form of the algebra .Cr-1· We have the formula 

(5.5.18) 
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which is the Gaudian analogue of (5.4.22). For the operators Kr(>.), we 
have 

Kr(>.) = H;(>.) + RrH;(>.) + 2E_r(>.)E+r(>.) + Kr-1(>.). 
(5.5.19) 

We now determine the vacuum subspace Wr_1 {F(>.)} of the representation 
space Wr{F(>.)} as a linear hull ofthe vectors 

(5.5.20) 

in which the numbers >.1, >.2, ... are arbitrary, and all a2, ... E flr_1. It is 
readily verified that the elements </Jr-1 of the vacuum subspace possess the 
properties 

(5.5.21) 

Here, hr(>.) are the eigenvalues of the operator Hr(>.) on !O), and they are 
equal to 

hr(>.) = L s;F;(>.), (5.5.22) 
iENr 

and s: is the matrix introduced earlier in (5.4.35). 

3. The Bethe solution of the generalized Gaudin problem. We 
now turn to the construction of exact solutions of the spectral problem 
(5.5.9). Let Mr be a fixed natural number, and (r,;, i = 1, ... , Mr be as 
yet unknown numerical parameters. We shall seek an eigenvector of the 
Casimir-Gaudin operator Kr(>.) in the form 

(5.5.23) 

where </Jr-1 is a tensor of rank Mr contracted with the vectors of the 
generators E_r ofthe algebra G(E-r) with respect to all indices. We shall 
regard the components of this tensor as elements of the vacuum subspace 
Wr_ 1 {F(>.)}. Using equation (5.5.21), we can write 

Kr(A)</Jr-1 = [h~(>.) + Rrh~(>.)]</Jr-1 
+Kr-1(.>.)</Jr-1· (5.5.24) 

We now calculate the result of applying the operator Kr(>.) to the 
vector <Pr· For this, we require the commutation relations 
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which can be readily deduced from the relations (5.5.1) and the definition 
(5.5.7). In the expression 

(5.5.28) 

we move the operator Kr(>.) to the right-hand side and, using the formulas 
(5.5.24) and (5.5.25), we obtain 

Kr(>.)¢Jr [h;(>.) + Rrh~(>.)]I/Jr 
+ E-r((r,1) 0. • · 0 E-r((r,Mr )Kr-1(>.)1/Jr-1 

Mr 
1 

- 2Qr];). _ (r,m E-r((r,l) 0 · · · 0 {E-r(>.)Hr((r,m) 

- E_r((r,m)Hr(>.)} 0 · · · 0 E-r((r,Mr )1/Jr-1 
Mr 1 

+ 2 L L ). _ (r,m E-r((r,l) EB · ·. EB {E-r(>.)Ia((r,m) 
aE!lr-1 m=l 

- E_r((r,m)Ia(>.)} EB · ·. EB E-r((r,Mr )Ia(Er )1/Jr-1· (5.5.29) 

Further, shifting the operators Hr(>.), Hr((r,m), Ia(>.), Ia((r,m), a E 
Or-1, to the right by means of the commutation relations (5.5.26) and 
(5.5.27), and using (5.5.21), we find that the expression Kr(>.)<!Jr can be 
represented as a sum of terms of two types: 

(5.5.30) 

The terms identified by the index 1 are proportional to the vector ¢r 
and, therefore, determine an eigenvalue Er(>.) of the operator Kr(>.). The 
remaining terms, identified by the index 2, are not proportional to the 
vector ¢r and they must be annihilated. We begin by considering the first 
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group of terms. They have the form 

I 

+ R,. [ hr(A) + Qr I A-~r,m l }<for 
+ E-r((r,1) ® · · · ® E-r((r,Mr )Kr-1(A)cPr-11 

(5.5.31) 

where 

Kr-1(A) = L g06 fa(A)~(A). (5.5.32) 
a,bEOr-1 

It is readily verified that the operators 
Mr , 

fa(A) = Ia(A)- "" Ia(&r) , a E Or-1. 
LJ A-( m=l r,m 

(5.5.33) 

satisfy the same commutation relations as the operators Ia(A). Therefore, 
Kr-1(A), defined by (5.5.32), is a Gaudin operator for the algebra G(.Cr-1). 

The set of vectors cPr-1 can be considered as the space Wr-1 {F(A)} of a 
representation of the Gaudin algebra characterized by highest weight with 
components 

Mr 
- "" 'Yri F;(A) = F;(A)- LJ A_ ( , 

m-1 r,m 
i E Nr-1· (5.5.34) 

Therefore, the spectral problem 

(5.5.35) 

is the Gaudin problem for the algebra G(.Cr- 1). If it has solutions, then we 
can write 

Mr 1 2 

{ [hr(A) + Qr ];_A_ (r,m] 

Mr 1 I 

+ Rr [hr(A) + Qr ~1 A_ (r,m] 
+ Er-1(A) }<for (5.5.36) 
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provided, of course, that the terms of the second type are equal to zero. 
We write out these terms separately. They have the form 

1 
{Kr(A)¢>r }2 = 2 ~(A- (r,n)((r,n- (r,m) 

E-r((r,l) 0 ... 0 E-r(A) 0 ... 0 E-r((r,n) 0 ... 0 E_r((r,M•) 
jn jm 

{ [Q~i~n) 0 i~m) + L gab fa(E$n))fb(£$m))] 
a,bEflr-1 

- [Q~i~m) 0 l~n) + L gab Ia(£$m))fb(£$n))] }1/>r-1 
a,bE11r-1 

jn 
Mr 

{ 2Qrhr((r,n) + 2Q; ];_ 1 (r,n ~ (r,m + 2 a,b~- 1 fa(Er )Ia((r,n) 

(5.5.37) 

The numbers with the arrows indicate the serial number of the operator 
in the product. Using the formulas (5.5.23) and (5.5.32), we find that 

Taking into account (5.5.35), we finally find that the condition of vanishing 
of the terms (5.5.38) has the form 

Mr 

2Qrhr((r,n) + 2Q; ];_ 1 (r,n ~ (r,m 

=Res( •. Jfr-l(A), n= l, ... ,Mr, (5.5.39) 
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where by Res(Er_ 1(A) we have denoted the residue ofthe function Er_ 1(A) 
at the simple pole situated at the point (. 

Thus, we see that the Gaudin problem for the algebra G{t:r_1 ) has 
been reduced to the analogous problem for the algebra G(£r_ 1). In its 
structure, the latter completely repeats the former, and therefore it, in its 
turn, can be reduced to the Gaudin problem for the algebra G(£r_ 2 ), etc, 
and this goes on until we reach the algebra G(£1) = G(A1), for which the 
solution of this problem is known (see section 4.15). This enables us to 
write the solution of the Gaudin problem in the explicit form 

X ... X 

Er(M, (;A) 
r 

l:)h;(A) + R,h:(A)} 
•=1 

r MP 

+ 2"' "'S hs(A)- hs((p,m) 
L..t L..t sp A ( ' 
p:=1m=l - p,m 

(5.5.41) 

where (p,m, m = 1, ... , MP, p = 1, ... , r are numbers that satisfy the 
system of equations 

(5.5.42) 

Using the properties of the matrix Spq and the results of section 5.4, we 
can rewrite the last two expressions in terms of the highest weights F(A) 
of the representation of the Gaudin algebra: 

Er(M,(;A) .L [Fi(A) +IIi :A] F;(A) 
zENr 

r MP 

+ 2 L L Fp(Al = Fp~(p,i); 
p=1 i=1 (p,z 

(5.5.43) 
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r Mk 

L L I (7r;,7rk) +F;((i,n) = 0, 
k=l m=l (i,n - (k,m 

n = 1, ... , Mi, i = 1, ... , r. (5.5.44) 

5.6 Quasi-exactly solvable equations 

1. Symmetry of the Gaudin model. We assume that the functions 
F; (A), i E Nr, are such that the limits 

F; =- lim .XF;(.X), i E Nr, 
A-+oo 

(5.6.1) 

exist. Then by virtue of (5.5.3) and (5.5.1) there must also exist the 
operator limits 

Ia = - lim Ua(.X), a E nr. 
A-+oo 

(5.6.2) 

Using equations (5.5.1), (5.5.7), and (5.6.2), we find that the operators 
(5.6.2) form the algebra Cr: 

[Ia, Ib] = L r~bfc, a, bE nr, 
cEOr 

and commute with the family of operators Kr(.X): 

[Kr(.X), Ia] = 0, a E nr. 

(5.6.3) 

(5.6.4) 

This means that the Gaudin model possesses the global symmetry algebra 
Lr. 

We now consider what representations of the symmetry algebra can be 
realized in the space Wr{F(.X)}. For this, we apply to the Bethe solutions 
(5.5.40) the operators I a, a E ~t, and I;, i E Nr. Shifting them to the 
right by means of the commutation relations 

[Ia,h(.X)] = L r~bfc(A), a,b E nr, (5.6.5) 
cEOr 

and using the restrictions (5.5.42) on the parameters (p,m, we obtain 

l;</Jr(M, () = (F;- M;)</Jr(M, (), i E Nr; 
la</Jr(M,()=O, aE~t-

(5.6.6) 
(5.6.7) 

It can be seen from equations (5.6.6) and (5.6.7) that the Bethe solutions 
play the role of the highest vectors for representations of the symmetry 
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algebra Lr. The numbers Fi - Mi, i E Nr, are the components of the 
corresponding highest weights. The representations described by equations 
(5.6.5} and (5.6.6} are finite dimensional. Indeed, applying successively to 
<Pr(M, (} the operators ! 0 , o: E a;:-, we will obtain more and more new 
solutions of the Gaudin model with the same eigenvalues Er(M, (.; )1). This 
means that the Bethe solutions found in the previous section are only some 
of all the solutions of the Gaudin problem. 

We denote by ~M{F} the set of all solutions of the system: 

Ii</J = (Fi- Mi}¢, i E Nr; 
Ia</J = 0, o: E at; 

¢J E Wr{F()I)}. 

(5.6.8} 
(5.6.9} 
(5.6.10} 

By virtue of (5.6.4}, the space ~M{F} is invariant with respect to the action 
of the operators Kr(A). Therefore, the spectral problems 

(5.6.11} 

are defined for all M = {Mi}, i E Nr. It can be shown that the linear hull 
ofthe functions (5.5.40} is identical to the space ~M{F}, and for this reason 
the solutions of any of the problems (5.6.11} are completely described by 
the explicit Bethe formulas (5.5.40}, (5.5.43}, and (5.5.44). 

An important property of the spaces ~M{M} is that they are all finite 
dimensional if F()l) is a rational function. This has the consequence that 
in the rational case equations (5.6.11} have only a finite number of exact 
solutions and therefore can be used as starting points in the construction 
of quasi-exactly solvable problems. 

2. Differential form for the Gaudin equations and transition 
to quasi-exactly solvable equations. The finite dimensionality of the 
invariant spaces ~M{ F} is most readily proved in the case when the rational 
functions Fi(A) are non-degenerate, i.e., they are described by the formulas 

(5.6.12} 

If {5.5.1} and (5.5.3} are to agree, the generators of the Gaudin algebra 
must have an analogous form: 

N 

Ia()l) =-"" ~. a E Or, L....J A-CTA 
A:l 

(5.6.13} 
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where IAa are certain operators. Substituting (5.6.13) into the 
commutation relations (5.5.1), we find that they satisfy the relations 

[IAa,IAb] = 2: r~biAc, a, bE Or j 
cEOr 

0, a,bEOr, A:f.B, (5.6.14) 

i.e., they form the algebra .CrE9· .. E9.Cr (N times). In this case, the operators 
Kr(..\) take the form 

N ~ ab] I 
Kr(..\) = 2: L..,a,bEOr g Aa Bb' 

A,B:l (..\-ITA)(..\- ITB) 
(5.6.15) 

i.e., they are transformed into the hamiltonians of N-site models of a 
magnet based on the algebra ..Cr E9 ... E9 .Cr (N times). It is obvious that at 
site A there acts the representation of the algebra .Cr with highest weight 
fa= {/Ai}, i E Nr. For the numbers Fi, we have in this case 

N 

Fi = 2:fAi, i E Nr. (5.6.16) 
A:l 

The expressions for the symmetry operators become extremely simple: 

N 

Ia=2:IAa, aEOr. (5.6.17) 
A=l 

We are now ready to use the differential realizations of the representations 
of the algebra .Cr obtained in section 5.3: 

(5.6.18) 

Substitution of (5.6.18) into (5.6.15) transforms Kr(..\) into a single­
parameter family of differential operators of second order: 
Kr(..\) 

(5.6.19) 
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The invariant space <I>M{F} on which the operators (5.6.19) act is 
transformed accordingly, into the space of functions (polynomials) in the 
variables XA, A= 1, ... ,N. To describe the structure of this function 
space, we use the differential realizations of the symmetry operators I a, a E 
b.t, and I;, i E Nr, the explicit form of which can be obtained from 
(5.6.17) and (5.6.18) with allowance for the formulas (5.3.48)-(5.3.50): 

~ '+ {) +. Ia L..J ta(xA)D, a E b.r, 
A=l XA 

N 
"" '+ {) . L..J t; (xA)D + F;, t E Nr. 
A=l XA 

I; (5.6.20) 

Then it follows from the definition (5.6.8)-(5.6.10) of the space <I>M{F} that 
its elements are functions that satisfy the system of first-order differential 
equations 

(5.6.21) 

{ tit(xA){)~ }¢=-M;¢, iENr. 
A=l A 

(5.6.22) 

The subsidiary restriction (5.6.10) reduces to the requirement that the 
solutions of the system (5.6.21), (5.6.22) be sought in the class of 
polynomials in XA, A= 1, ... , N. 

In accordance with the results of section 5.3, the general solution of 
the subsystem (5.6.21) has the form of a function that depends on N- 1 
vector variables: 

(5.6.23) 

If this function is to satisfy the second subsystem (5.6.22) and 
simultaneously be a polynomial, it must have the form of a linear 
combination of monomials, 

II (( )Kla (( )K2a (( )KN-1, la 2a · · · N-l,a ' , (5.6.24) 

in which the non-negative integers I<Aa, A= 0, ... , N -1, a E b.t, satisfy 
the system of equations 

N-1 L L ai<Aa = L Mi7r;. (5.6.25) 
aE~;!' A=l iENr 
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The number of solutions of the system (5.6.25) for KA01 for given Mi 
determines the dimension of the space cliM{F}. We see that in all cases it 
is finite. 

Now that we have at our disposal the explicit form of the operators 
Kr(>.) and the function spaces cliM{F}, we can construct differential 
analogues of the spectral equations (5.6.11). For this, it is sufficient to 
project Kr(>.) onto the spaces cliM{F}. We go over to the new variables in 
accordance with the formulas 

(5.6.26) 

(5.6.27) 

By virtue of the "translational" invariance of the operator Kr(>.) and 
the functions of the space cliM{F}, they do not depend explicitly on 
(N. Therefore, in equations (5.6.26) and (5.6.27) we can set (N = 0, 
simultaneously omitting the derivates with respect to (N. This gives, in 
place of (5.6.26) and (5.6.27), 

XA = ZA, A= 1, ... 'N- 1; XN = 0; 
8 8 

8xA = 8(A' A= 1, ... 'N- 1; 

8 N-1 8 
- =- L: t+((A)-
8XN A=1 + 8(A 

(5.6.28) 

(5.6.29) 

(in obtaining the last formula, we have used the definition of the matrix 
i(() given in section 5.3). In addition, we have the equations 

A+ A A+ A+ t+(O) = 1, t0 (0) = 0, t_(O) = 0, 
Ao <0 A A+ t+(O) = 0, t0 (0) = 0, t_(O) = 0. (5.6.30) 

Using the relations (5.6.28)-(5.6.30), we obtain for Kr(>.): 

N-1 "- gabJ J 
Kr(>.) = "' L....,a,bEO Aa Bb 

L..J (>.- O"A)(>.- O"B) A,B:1 
N-1 "- abJ J "- abJ J +2 L L....,a,bEO g Aa b + L....,a,bEO g a b 
A=1 (>.- O"A)(>.- O"N) ().- O"N)2 . 

(5.6.31) 
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Here 

IAa = L t~((A) {}~a + L t~((A)!Ai, a E nr; 
aEA;t" A iENr 

{5.6.32) 

N-1 {} 

- L L t~((B) 8(!3' 0: E ~~; 
B=1 f3EA;t" B 

/Ni, i E Nr; 
0, a E ~;. {5.6.33) 

The obtained operators (5.6.31) act on the space of homogeneous 
polynomials in (A, A = 1, ... , N- 1, with basis {5.6.24). In accordance 
with the results of section 5.3, the elements of this space can be represented 
in the form 

¢ = II w;;_1)M'1/!('fJ, v), (5.6.34) 
iENr 

where "1 is the vector of dimension (N- 2)(dr- r)/2 with components 

'fl~ = fl (((~ )Ca,,.•), A= 1, ... , N- 2, a E ~~, (5.6.35) 
•ENr N-1 

and vis the ((dr- r)/2)-dimensional vector with components 

a (N-1 ~+ 
ll = fl· {(,.' )Ca,,.•)' 0: E r • 

•ENr N-1 
(5.6.36) 

For this vector, the only trivial components are the (dr- 3r)/2 components 
with a E ~t - nt, where nt is the set of simple roots of the algebra Cr. 
The remaining r components with a E nt are equal to unity. The functions 
1/!(ry, v) in {5.6.34) are polynomials in the [(N- 2)(dr- r) + (dr- 3r)]/2 
variables "1 and v. The form of these polynomials can be determined from 
the condition that the elements (5.6.34) belong to the spaces 'ITM{F}. We 
denote the set of allowed polynomials 7/!{ry, v) by WM{F}. 

It follows from the invariance of the spaces WM{F} that the result 
of applying (5.6.31) to functions of the form (5.6.34) must have the same 
form. This enables us to write 

II {(;i_1)M' I<r(M, -\; 'fl, v)¢(ry, v), (5.6.37) 
iENr 



Quasi-exactly solvable equations 379 

where Kr(M, .X; TJ, 11) is a differential operator that acts on the space 'li'M{F} 
and depends on the non-negative integers Mi. Accordingly, equation 
(5.6.11) can be written in the form 

Kr(M,AjrJ,II)~(TJ,II) 

~(17,11) E 
Er(M, ..X)~(TJ, 11), 
'li'M{F}. (5.6.38) 

If we denote by "iii' the set of all analytic functions of the variables 17 and 11, 
then the equations 

Kr(M, .X; 1], 11)~(17, 11) Er(M, ..X)~(TJ, 11), 
~(17,11) E "iii' (5.6.39) 

will obviously have in "iii' only a finite number of exact solutions, which are 
determined by the Bethe functions and lie in the class of polynomials in 
the variables 17 and 11 of the form 'li'M{F}. 

Thus, we arrive at an infinite series of quasi-exactly solvable equations 
associated with Gaudin models on the representations of the algebras Cr 
with highest weights F(..X). 

It now remains to find the explicit form of the operators Kr(M, .X; TJ, 11). 
For this, we must go over in (5.6.31) to new variables in accordance with 
the formulas 

(J: -1 = (i, i E Nr; } 
ra - IJ ('"i)(a,,.').,a A- 1 N 2· "' E A+. 
"'A - iENr ._ .,,A, - '· · ·' - ' '"' LJ.r ' 

ra - f1 ('"i)(a,,.')lla a E ~+- rr+· 
"'N-1- iENr ._ ' r r' 

8 
8(.A 
8 

8(JV_1 

(5.6.40) 

Since the operator (5.6.31) is "scale invariant", it can contain a dependence 
on (i and 8 I 8(i only in the form of the combinations (i ( 8 I 8(i)' i E Nr. As 
a result of the projection of (5.6.31) onto the class of functions of the form 
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(5.6.34), these combinations are replaced by numbers Mi. In practice, this 
is done as follows. We use the scaling property of the coefficient matrices 
t~(() and t~((): 

t~((A) II ((i)(a-a,>ri)t~(7JA); 
iENr 

t~((A) II {(i)-(a,>ri)t~(7JA); 
iENr 

t~((N-1) II ((i)(a-a,>ri)t~(v); 
iENr 

t~((N-1) II ((i)-(a,,.;)t~(v). (5.6.42) 
iENr 

where 

(5.6.44) 
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+ I: t~(v)fN-l,i, a E Or; (5.6.45) 
iENr 

Ka = Ka- I: t~;(v)(a,1r1 ), a E Or; 
iENr 

(5.6.46) 

(5.6.47) 

With this, we complete the construction of the multi-dimensional 
quasi-exactly solvable differential equations of second order associated with 
the completely integrable Gaudin models in the case when the functions 
F; (A), i E Nr, which play the part of highest weights of the representations 
of the Gaudin algebra, are rational and non-degenerate. The transition to 
the degenerate rational case can be made as follows. 

We note that all rational functions F;( A), i E Nr, admit representation 
in the form 

(5.6.48) 

where wA(A) are elementary rational functions ofthe form (A- u)-n, u E 
C, n E N. The index A labelling them is in fact a multiple index A = ( u, n). 
The sum in (5.6.48) is assumed to be finite. In the decomposition (5.6.48) 
we have used only decreasing elementary rational functions because the 
components of the highest weights F;(A) must, by hypothesis, be regular 
at infinity. 
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For the functions wA (.A) we have the composition theorems 

wA (A) - wA (~) - """ cA B ( ') c ( ) A - L..J BCW A w ~ ' 
-~ B,C 

wB(.A)wc(.A) = LD~CwA(.A), 
A 

(5.6.49) 

(5.6.50) 

in which Cite and D~c are certain structure constants. The sums over 
A, B, and C in (5.6.49) and (5.6.50) are also assumed to be finite. 

In accordance with (5.5.3) and (5.5.1), the generators of the Gaudin 
algebra should be sought in an analogous form: 

(5.6.51) 

Substituting (5.6.51) in the commutation relations (5.5.1) and using 
(5.6.49), ~e obtain commutation relations directly for the coefficient 
operators IAa: 

[IAa,IBb] = L r~b Ec~BICc· (5.6.52) 
cEOr C 

By virtue of the finiteness of the sum over A in (5.6.51), the operators IAa 
form a finite-dimensional Lie algebra. Substituting the expansion (5.6.51) 
into the expression (5.5.7) for the operators Kr(.A), we can reduce them to 
the form 

(5.6.53) 

These are the hamiltonians of magnets based on the finite-dimensional Lie 
algebra (5.6.52), which can be interpreted as a certain contraction of the 
algebra Lr EB ... EB Lr ( N times) if the functions F;( .A), i E Nr, are obtained 
as a result of the degeneracy of functions of the form (5.6.12). 

To construct differential realizations of the operators IAa, we first 
consider the procedure for going over from the non-degenerate functions 
F;(.A) to degenerate functions: 

~ fAi ~- A ) 
L..J A- 17a --+ L..J fAiW (.A . 
A=l A=l 

(5.6.54) 

To realize this procedure, we must make a suitable linear substitution: 
N 

""" B -fAi= L..JCA(ut, ... ,uN)fBi, iENr, (5.6.55) 
B=l 
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and we must then let the parameters u1, ... , O'N tend to their limiting 
values, merging all or some of the simple poles of the non-degenerate 
functions Fi (A). The explicit form of the matrix Of is determined by 
the specific form of the degeneracy, i.e., by the requirement that the result 
be identical to the right-hand side of equation (5.6.54). 

A similar procedure must be carried out for the operators Ia(A): 

(5.6.56) 

Here, it is most convenient to proceed from the non-degenerate operators 
IAa. a E A.t, whose differential realizations contain in accordance 
with equation (5.4.48) the operators 8 I 8z.A as terms. Requiring 
that the degenerate operators contain as terms analogous operators of 
differentiation, but now with respect to the new variables, 818z_A, we arrive 
at the need to consider the limiting process 

(5.6.57) 

the structure of which is completely analogous to (5.6.54). This enables us 
to write down the connection between the derivates 81 8.x.A and 81 8z.A: 

(5.6.58) 

and express the old variables z.A in terms of the new ones z.A: 

(5.6.59) 

Here, C! is the matrix that is the inverse of C!. Substituting (5.6.55), 
(5.6.58), and (5.6.59) in the expressions for the remaining operators IAa 
and making the necessary transition to the limiting vaLues u1, ... , O'N, we 
arrive at differential forms of the degenerate operators IAa that realize the 
representation of the contracted algebra Cr E£) ••• E£) Cr (N times). 

3. Coulomb analogy. We return to the algebraic equations (5.6.23), from 
which we can find the spectra of the Gaudin magnets and the quasi-exactly 
solvable problems associated with them. The roots of these equations, i.e., 
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the numbers (;,q, q = 1, ... , Mi, i = 1, ... , r, are, in general, complex. 
Therefore, it is meaningful to introduce the two-dimensional vectors 

(;,q=(Re (;,q), q=1, ... ,Mi, i=1, ... ,r. (5.6.60) 

If with them we introduce the notation 

U;(() := Re 1 F;(() d(, i = 1, ... , r, (5.6.61) 

then the system (5.5.44) can be interpreted as the condition for an 
extremum of the function 

r 

U(() = 2: 2:2:(7r;,7r~:)lnl(;,q- (~:.pi 
i,k=1 q=1 p=l 

r M' 

L L U;((;,p). (5.6.62) 
i=l p=l 

We now note that the function (5.6.62) is none other than the potential of a 
two-dimensional logarithmic many-particle Coulomb system in an external 
field. There are altogether r species of particles, labelled by the index 
i = 1, ... , r. There are Mi of the particles ofthe species i. The numbers (;,p 
denote coordinates of these particles, and the simple roots of the Lie algebra, 
1r;, play the role of their "vector" charges. Particles of the same species have 
the same vector charges, and therefore repel each other ((1r;, 7r;) > 0), while 
particles of different species attract each other ( ( 7r;, 7rk) ::::; 0, i # k). In 
addition, there are r potentials -U;((;), each of which acts only on the 
particles of a definite species. 

The Coulomb analogy is extremely helpful. We have already had 
the opportunity to demonstrate this in chapters 1 and 2. The analogy 
makes it possible in a qualitative analysis of the solutions of quasi-exactly 
solvable equations to use our classical intuition, which is obviously much 
more developed than the quantum mechanical intuition. 

5. 7 Reduction of quasi-exactly solvable differential equations to 
the Schrodinger form 

In previous sections we have formulated a rather general method for 
constructing multi-dimensional second-order differential operators 

(5.7.1) 
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having an infinite number of exactly calculable eigenvalues and 
eigenfunctions. It would be very temping to interpret operators H 
as hamiltonians of quasi-exactly solvable models of quantum mechanics. 
However, the non-hermiticity ofthese operators and the non-normalizability 
of their solutions makes such an interpretation impossible. 

In order to try to improve the situation, we can replace the operators 
H by the homogeneously transformed operators Hs = s-1 HS, also having 
exactly calculable spectra. Requiring the hermiticity of operators Hs 

(5.7.2) 

we get the equation for S 

(5.7.3) 

which is solvable in the class of some integral operators. The problem, 
however, is that not all solutions of this equation are admissible. Indeed, 
we cannot consider transformations changing the order of the differential 
operator H or reducing it to an integral form. It is quite obvious that 
for the operator H s to be again a second-order differential operator, the 
transformation S must have the form of a multiplication by an ordinary 
function of x. Choosing this function in the form 

(5.7.4) 

where P(x) = detiiP;k(x)ll, and U(x) is an unknown function (vanishing on 
the boundary of a certain domain na c Ra in which the matrix P;k(x) is 
positive definite), and substituting (5.7.4) and (5.7.1) into equation (5.7.3), 
we can reduce it to the form 

i = 1, ... 'd. (5.7.5) 

It is not difficult to verify that if conditions ( 5. 7.5) are satisfied, then 
the operator Hs becomes 

d ( ) 
a P;k(x) a 

Hs = ~ _L ax· ~ax· + V(x), 
i,k=l ' P(x) ' 

(5.7.6) 

and, thus, can be interpreted as the hamiltonian of a certain quantum 
system defined in the domain na of a d-dimensional (in general, curved) 
manifold with the metric IIYikll = IIP;kll- 1 . The function V(x) (playing the 
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role of the potential) depends explicitly on U(x) and is described by the 
formula 

V(x) 

+ (5.7.7) 

The spectral equation for H s is quasi-exactly solvable by construction. The 
eigenvalues of the operator H s coincide, obviously, with the eigenvalues of 
the initial operator H, while the eigenfunctions of Hs are connected with 
the eigenfunctions of H by the formula: 

(5.7.8) 

The condition of the normalizability of functions W s, 

(5.7.9) 

being rewritten in terms of initial eigenfunctions w(x) is 

(5.7.10) 

Thus, we see that, in order to guarantee the physical sensibility of the 
transformed operator Hs, it is sufficient to find function U(x) satisfying 
both the conditions (5.7.5) and (5.7.10) and vanishing on the boundary of 
the domain Odin which the metric tensor P;k(x) is positive definite. 

Unfortunately, this is not always possible. The main difficulty is to 
solve the system (5.7.5) which, for d > 1, is over-determined and the 
compatibility requirement for which imposes quite stringent constraints on 
the allowed form of the functions P;k ( x), Q; ( x), and U ( x). 

Another difficulty is that even if the function U( x) satisfying the system 
(5. 7.5) exists, this does not necessarily mean that the boundary conditions 
for U( X) in nd are automatically satisfied. 

Our assertion lies in the fact that both these difficulties3 can easily 
be overcome by dropping the requirement that the dimension of the space 

3 These difficulties do not appear in the case of quasi-exactly solvable equations 
associated with the s/(2) Gaudin model (see section 5.2). 
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in which the resulting Schrodinger problem is formulated is d {Ushveridze 
1989c). In fact, consider the equation for the initial operator H 

(5.7.11) 

and rewrite it in the ( d + 1 )-dimensional form: 

{ 
d tP d a } L: Pik(x,xo) ax·ax + L:Q;(x,xo) ax· "il'(x) = E"il'(x). 

i,k:O ' k i=O 1 

{5.7.I2) 

Here P;k(x,xo) = Pik(x) and Qi(x,xo) = Qi(x) for all i, k =I, ... ,d, and 
Pio(x,xo) and Qo(x,xo) are arbitrary functions of x = (xl,··· ,xd) and of 
the newly introduced, extra variable xo. Since equation (5.7.I2) has the 
same form as (5.7.11), but is formulated in (d +I)-dimensional space, it 
can be reduced to the ( d +I )-dimensional Schrodinger equation if a function 
U(x, xo) is found for which the {d +I)-dimensional analogues of (5.7.5) are 
satisfied: 

i = O,I, ... ,N. {5.7.I3) 

In contrast to equations (5.7.5), the system of equations (5.7.I3) can always 
be solved, since the components Pio(x, xo) and Qo(x, xo) are arbitrary. The 
solutions depend on two arbitrary functions, for which it is convenient to 
choose the function Poo(x, xo), and also the function U(x, xo), which a 
priori ensures the normalizability of the wavefunctions, and zero boundary 
conditions for them in a given domain nd+l of ( d +I )-dimensional space in 
which the spectral problem is formulated. In this case the other unknown 
functions PiD(x, xo), i = I, ... , N, and Qo(x, xo) are found explicitly. 
Rewriting (5.7.I3) as a system 

d 
""'R ( )alnU{x,xo) R ( )alnU{x,x0) 
~ ok x,xo a + M x,xo a 
k=l Xk Xo 

~ a aPoo(x, xo) 
+~-a Pok(x,xo) + a = Qo{x, xo), 
k:l Xk Xo 

(5.7.I4) 



388 Completely integrable Gaudin models 

d ""'P ( )olnU(x,xo) p ( )olnU(x,x0 ) 
L._.; ik X £:1 + iO X, Xo £:1 VXk VXO 
k=l 

d 
"""~p. ( ) oPiD(x, xo) _ Q·( ) + L._.; £:1 1k X + £:1 - 1 X , VXk vXo 
k=l 

i = 1, ... ,d 

(5.7.15) 

and fixing U(x, xo) and Poo(x, xo), we find 

PiD(x, xo) = { 
d f) 

u- 1(x,x 0 ) 2:P;k(x)~ 
k=l VXk 

t 0~ P;k(x)- Q;(x)} ju(x,xo) dxo (5.7.16) 
k=l k 

+ 

and 

{ a olnU(x,xo)} 
Qo(x, xo) = oxo + oxo Poo(x, xo) 

~ { f) f) In U ( x, x o) } p ( ) + L._.; ~ + £:1 iO X, Xo . 
i=l vx; vx; 

(5.7.17) 

Thus, we see that every equation of the type (5.7.11) can formally be 
reduced to the covariant Schrodinger form. Formally - because this form 
does not necessarily guarantee the positive definiteness of the metric tensor 
P;k(x, x0) in the chosen domain Dd+l· Nevertheless, it is easily seen that the 
problem of constructing Schrodinger equations with positive definite metric 
can also be completely solved. Indeed, we know that the neccessary and 
sufficient condition of positive definiteness of the ( d + 1 )-dimensional metric 
tensor P;k( X' xo) in the domain nd+l is the positive definiteness ofthe initial 
d-dimensional tensor P;k(x) and the positivity of the (d +I)-dimensional 
determinant P(x,x0 ) = deti!P;k(x,xo)ll in Dd+l· It is quite obvious that it 
is always possible to satisfy both these conditions by an appropriate choice 
of the domain nd+l and the functions U(x,xo) and P00(x,xo) determining 
the form of the metric tensor in it. 

5.8 Conclusions. Dealgebraization of the method and prospects 

Thus, we have completed the exposition of our approach to the problem 
of quasi-exactly solvability in non-relativistic quantum mechanics. The 
method developed is suitable for constructing both one-dimensional and 
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multi-dimensional quasi-exactly solvable differential equations, which, using 
the procedure described in section 5.7, can always be reduced to equations 
of Schrodinger type. The approach is algebraic. The original objects in it 
are completely integrable Gaudin models based on the various simple Lie 
algebras, and they are exactly solvable in the framework of the algebraic 
Bethe ansatz. The global symmetry of these models makes it possible to 
carry out in them (or, rather, in the differential forms of the corresponding 
integral equations) a partial separation of the variables, after which these 
equations become quasi-exactly solvable. Using the Bethe ansatz equations 
describing the spectra of the quasi-exactly solvable quantum mechanical 
models obtained in this manner, one can show that these models are 
equivalent to classical models of two-dimensional Coulomb systems in an 
external field. This connection between three completely different, at 
first glance, physical systems - models of magnets based on Lie algebras, 
quasi-exactly solvable quantum mechanical models, and the classical many­
particle Coulomb problem - was noted earlier, but we restricted ourselves 
to a discussion of the case of the algebras sl(2). We now see that the 
connection also holds in the general case. 

An interesting feature of the approach discussed here is that by its very 
essence it contains a possibility of further generalization. This assertion is 
important, and therefore it is worth dwelling on it in more detail. 

We begin with this question: What role in the approach is played by 
the complete integrability of the model of a Gaudin magnet? At first glance, 
everything is founded upon it. However, on closer examination it becomes 
obvious that its role reduces merely to the possibility of representing the 
result in a closed Bethe form. This circumstance is undoubtedly helpful, 
since the Bethe form of expression is the most convenient for carrying 
out various limiting processes, for example, the passage to the infinite­
dimensional (N -+ oo) or the exactly non-solvable (M -+ oo) cases. At 
the same time, the functional structure of the result remains the same, so 
that both the pre-limit and the limit models can be interpreted from the 
point of view of the Coulomb analogy. However, these facts have only a 
secondary nature. To the main question, that of whether integrability has 
fundamental significance for quasi-exactly solvability (i.e., for the possibility 
of algebraization of the spectral problem), one can answer with confidence: 
no, it does not. To demonstrate this, we consider the model of a magnet 
based on the algebra Cr EB ... EB Cr with hamiltonian 

N 

H= E E cABgabiAaiBb, 
A,B=l a,bEOr 

(5.8.1) 

in which IAa, which act at site A, are the generators of the algebra Cr 
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with highest weights fA = {/A;}, i E Nr, and cAB are arbitrary 
numerical coefficients. The arbitrariness of cAB means that we do not 
require integrability of the model (5.8.1). Despite this, it can also be 
associated with a certain quasi-exactly solvable model by means of the 
method discussed in the paper, which for this purpose is completely ready 
(Ushveridze 1990a). 

Indeed, the space Won which the operator H acts is the direct product 
of the spaces WA of the representations of the algebra Cr. They, in their 
turn, can be regarded as direct sums of the subspaces IMA), defined as 
the sets of vectors of the form IAa 1 ••• IAaK IO), provided that the roots 
o:1, ... , O:K are negative and their sum is equal to -LieN. Mi1r;. This 
means that for W we have the decomposition 

(5.8.2) 

where the spaces <PM are determined by the formulas 

(5.8.3) 

subject to the condition that 

N L M~ = Mi, i E Nr. (5.8.4) 
A=l 

A key property of the spaces <PM is that they are all finite dimensional and 
invariant with respect to the action of the operator H. 

Further, the operator H has the global symmetry group Cr realized by 
the operators 

N 

Ia = LIAa, a E nr. (5.8.5) 
A=l 

It is easy to show that the spaces <PM are eigenspaces with respect to the 
elements of the Cart an subalgebra of the symmetry algebra Cr: 

(5.8.6) 

where F; = I:~=l f Ai. This means that the sets of vectors satisfying the 
conditions 

0, o: E il:; 
(lii- M;)¢, i E Nr; ¢ E W, (5.8.7) 
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certainly belong to c)M and are therefore finite dimensional. These sets, 
which we denote by WM, are also invariant with respect to H, and we 
therefore arrive at the infinite series of equations 

(5.8.8) 

each of which has only a finite number of solutions. The transition from the 
algebraic form of these equations to the differential form can be realized by 
the same method as in the integrable case. This transition can be made in 
two stages. In the first, allowance is made for the translational invariance 
of the operator (5.8.1), by virtue of which it is reduced to the form 

H 

+ (5.8.9) 

Here, P1"ip and QA. are homogeneous polynomials in the variables (~ 
consisting of monomials of the form 

{(~~ ... (~~}, a1 + ... + aK =a+ ,8; 
{(~~ ... (~~}, a1 + ... + aK =a. {5.8.10) 

The spaces c)M on which the operator H acts are linear combination of 
monomials: 

c)M = {(~~ · · ·G~}, a1 + ... + aK = L M;1r;. {5.8.11) 
iENr 

In the second stage, we take into account the "scale" invariance 
{homogeneity) of the operator (5.8.1), which makes possible partial 
separation of the variables ( in the spectral equation for H. At the same 
time, we use the ansatz {5.6.34), which transforms the spectral equation for 
(5.8.9) into a differential equation in a smaller number of variables 17 and v. 
It depends explicitly on the non-negative integers Mi and is quasi-exactly 
solvable by construction. 

It follows from the above derivation that the requirement of 
integrability ofthe original model {5.8.1) is indeed redundant. However, at 
the same time we are forced to recognize that this is also true of the entire 
algebraic structure of the model, i.e., actually the model itself. Indeed, 
we could with success start with the operator {5.8.9) acting on the space 
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(5.8.11), taking as pa+P and Q01 the most general polynomials of the form 
(5.8.10). After partial separation of the variables, we would again obtain a 
quasi-exactly solvable model. It could be objected here that the algebraic 
nature is implicitly present in equation (5.8.8), since in determining the 
spaces (5.8.11) and the coefficient functions in (5.8.9) we used the properties 
of the root system of the algebra Cr. However, it can be shown that this 
last thread connecting equations of the type (5.8.8) to Lie algebras can 
also be readily broken. Indeed, let A;T be a finite system of vectors of an 
r-dimensional space, including a basis of r vectors, II;T, such that all the 
remaining vectors in A;T (if there are any) can be decomposed with respect 
to II;T with non-negative integer coefficients. The system A;T in general is 
not a root system. However, if in equation (5.8.10) and (5.8.11) the vectors 
a; are assumed to be elements of a root system, then all the arguments 
that reduce equations (5.8.10) to quasi-exactly solvable form remain valid. 

Thus, we arrive at a conclusion which at first glance appears 
paradoxical: In the formulation of the theory of quasi-exact solvability one 
can get by perfectly well without a concept such as a Lie algebra. The basic 
principles of this phenomenon can be understood without going beyond the 
framework of the analytic approach. The abandonment of the language of 
symmetries not only simplifies the problem, but, as we have seen above, 
permits its formulation in a much more general form. 

Here, however, there may arise a natural question concerning the 
status of the method of partial algebraization (Shifman and Thrbiner 1989), 
in the formulation of which a Lie algebra, or, rather, finite-dimensional 
representations of it, play a decisive role. To answer this question, we 
consider a typical Shifman-Thrbiner hamiltonian: 

(5.8.12) 
a,b a 

in which sa are the generators of a finite-dimensional representation of some 
Lie algebra, and Pab and Q a are arbitrary numerical coefficients. Remember 
that the spectral equation for (5.8.12) is quasi-exactly solvable because a 
finite-dimensional representation space in which the operators sa act is an 
invariant subspace for the hamiltonian H. If generators sa are realized as 
first-order differential operators acting in the space of polynomials, then 
the hamiltonian H takes the form of a second-order differential operator 
and we can speak of quasi-exactly solvable differential equations. 

If our hamiltonian (5.8.7) is to take the form (5.8.12), it must be 
possible to represent the operators sa in the form 

(5.8.13) 
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where pa<>(() are homogeneous polynomials in (formed from monomials of 
the form (5.8.10). Only such operators close to make a finite-dimensional 
Lie algebra without taking us outside the space (5.8.11), i.e., realize on it 
finite-dimensional representations. However, it is readily seen that such a 
reduction of hamiltonians of the type (5.8.9) to the rotator hamiltonians 
(5.8.12) is by no means always possible. This could be prevented by the 
presence of terms of the form (~+{3 fJ2 / ( fJ(A fJ(~), which are not factorizable, 
i.e., cannot be represented as a product of two operators of the form 
(5.4.12). This means that the Shifman-Thrbiner algebraic approach is not 
the most general, i.e., it does not exhaust all possible quasi-exactly solvable 
models. 

Of course, it is as yet clearly premature to claim that the dealgebraized 
version of our approach discussed here lays claim to the greatest generality. 
Although we do have arguments for such a claim, this question can only be 
settled at the theorem level of rigour. Thus, there may be "surprises." In 
turn, this means that in the theory of quasi-exact solvability it is still early 
to put the final full stop. 



Appendix A 

The inverse Schrodinger problem and 
its solution for several given states 

A.l The one-dimensional case. Three states 

We discuss in this section three simple analytic methods of constructing 
one-dimensional Schrodinger equations 

[- ::2 + V(x)] ,P(x) = E,P(x) (A.l.l) 

having one, two or three exact solutions with a priori specified numbering. 

Each of these methods naturally splits into two stages. In the first 
stage a definite algorithm is stated which allows the construction of the 
formal solution of the problem. In the second stage attempts are made to 
take into account boundary conditions and also the standard requirements 
of normalizability and smoothness of wavefunctions. 

1. First stage. Formal consideration. As noted in section 1.1, 
the number of quasi-exactly solvable equations of first order is functionally 
large. Now we repeat these reasonings and demonstrate that the same is 
true for the quasi-exactly solvable equations of second and third order. 

1. One explicit solution. Introducing the logarithmic derivative of 
the wavefunction, y(x) = ,P'(x)f,P(x), we rewrite equation (A.l.l) in the 
Riccati form: 

(A.1.2) 

It follows from (A.l.2) that the set of first-order quasi-exactly solvable 
equations of the type (A.l.l) can be parameterized by the pairs (E, y(x)). 

394 
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Indeed, fixing the number E and function y(x), we can use the equality 
(A.1.2) to restore the potential V(x), for which equation (A.1.1) has one 
explicit solution E and 1/;(x) = exp {J y(x) dx }. 

2. Two explicit solutions. Let us consider two Riccati equations 

(A.l.3) 

Subtracting the first equation from the second one and introducing new 
functions 

z(x) = Y2(z)- Yl(z), g(x) = Y2(z) + Yl(z), (A.1.4) 

we obtain the relation 

() z'(x)+E2-E1 
g x =- z(x) ' (A.1.5) 

from which it follows that the set of second-order quasi-exactly solvable 
equations of type (A.1.1) can be parameterized by the triples (E1, E2, z{z)). 
Indeed, fixing arbitraily the numbers E1 and E2 and the function z( x) 
·one can construct the functions g(x), and then, using formulas (A.l.4) 
and (A.1.3), restore y;(z), i = 1,2 and V(z). Thus, we obtain the 
equation (A.1.1), having, evidently, two explicit solutions E; and 1/;;(z) = 
exp{fy,(z)dz}, i=1,2. 

3. Three explicit solutions. Now let us consider three Riccati equations 

l4(z) + Yl(:~:) + E; = V(z), i = 1, 2, 3. (A.1.6) 

As in the previous case, we subtract the first equation from the other two 

[y;(x)- Yl(x)]' + [y,(x)- Yl(x)] [y;(z) + Yl(z)] + E;- E1 = 0, 
i = 2,3, 

and introduce the auxiliary functions 

z;{z) = y;(z)- Yl(z), Ys{z) = y;(x) + Yl(x), i = 2,3. 

Substituting (A.l.8) into {A.1.7) we find two relations 

( ) zH x) + E; - E1 
g; X = - ( ) , i = 2, 3, 

Z; X 

(A.1.7) 

(A.1.8) 

(A.1.9) 
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from which, using (A.1.8), we obtain 

Y'·(x) = ! [z·(x)- z~(x) + E;- Et] z·- 2 3 
2 ' z; ( x) ' - ' ' 

(A.l.10a) 

1 [ ( ) zH x) + E2 - E1] - Z2 X -
2 z2(x) 

_! [z3(x) _ z~(x) + E3- E1] . 
2 z3(x) (A.l.10b) 

Introducing the function 

t(x) = z3(x)jz2(x), (A.l.ll) 

we rewrite (A.1.10b) as 

2 t'(x) E3-E1 
[t(x)- l]z2(x) + t(x) z2(x) + t(x) - (E2- E1) = 0, 

(A.1.12) 

from which we find 

tt'[:? ± [ t:[:} r -4[t(x)- 1) [ (E~(~ftl - (E2 - Et)] 
Zz(x) = ---'-----2[,.--t(.,.....x-) --1]=---------

(A.l.13) 

From (A.1.13) it follows that the set of third-order quasi-exactly solvable 
equations of type (A.l.1) can be parameterized by the quadruples 
(E1 , E 2 , E3, t(x)). Indeed, fixing arbitrarily three numbers E1, E2 and E3 
and the function t( x), we can reconstruct z2( x). Then, after finding the 
functions y;(x), i = 1, 2, 3 from (A.l.ll) and (A.1.10) we can construct three 
explicit solutions E; and t/J;(x) = exp {J y;(x) dx}, i = 1, 2, 3 of equation 
(A.1.1) with the potential V(x), reconstructed using (A.1.6) (Ushveridze 
1988o, 1989c). 

Thus, we have obtained an infinitely (functionally) large set of 
Schrodinger-type equations with one, two or three explicit solutions. 
Curiously, to write down the explicit forms of these equations it is sufficient 
to specify only one arbitrary fuunction, namely y(x), z(x), or t(x). Below 
we shall refer to such functions as generating functions. Of course, when 
choosing generating functions one must take care that potentials and 
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wavefunctions satisfying equation (A.l.1) are physically sensible. The 
problem of constructing such functions will be solved below. 

2. Second stage. Physical consideration. Let us assume for 
definiteness that the potential V(x) is regular in a certain finite interval 
[a, b] and increases near its ends as 

A(A -1) 
V(x) ~ ( )2 , x-a x ~a+ 0; 

B(B -1) 
V(x)~ (x-b)2, X~ b- 0. 

(A.l.14) 

In this case, the wavefunctions .,P(x) satisfying (A.1.1) also must be regular 
in interval [a, b] and must vanish at its end points as 

(A.l.15) 

Note also that any wavefunction 1/;(x) corresponding to the nth excited 
energy level must have n nodes (simple zeros) within the interval [a, b] (the 
oscillator theorem). 

In order to guarantee such (physically sensible) behaviour of 
wavefunctions 1/;( x ), it is necessary to impose special constraints on the 
classes of generating functions y(x), z(x) and t(x). A simple analysis of 
formulas obtained in the first stage of our consideration shows that these 
constraints have a local character. They imply the existence of certain 
"critical" points, in whose neighbourhoods the behaviour of generating 
functions cannot be arbitrary. Below we shall distinguish the "external" 
and "internal" critical points. In the former a fulfillment of the boundary 
conditions for .,P(x) is guaranteed. They coincide with the ends of interval 
[a, b]. The latter lie within the interval [a, b] and determine a nodal structure 
of functions 1/;(x). The number and location of these points cannot be 
completely arbitrary. Our aim is to describe and classify all the possible 
forms of their dispositions. 

First of all, note that each generating function allows only a very 
limited number of types of internal critical point. They are for y(x ), the 
negative simple poles, for z( x), the negative and positive simple poles, and 
for t( x), the negative and positive simple poles, the negative and positive 
simple zeros, and also the four special types of critical point which will be 
defined below1 . Such small diversity of these types gives us the possibility 
to solve the classification problem without difficulty. This can be done 

1 Under the sign of critical point we mean here the sign of inclination of the generating 
function near this point. 
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by means of a simple graphical method which is based on the following 
prescriptions. 

The class of admissible generating functions allowing N different types 
Vi, V:!, ... , VN of critical point must be identified with certain oriented 
graph having N different vertices of the types Vi, V:!, ... , VN. If this class 
contains the functions allowing at least two neighbouring critical points of 
types Vi (left point) and Vk (right point), then the corresponding vertices 
Vi and Vk must be connected by the line directed from Vi to Vk. When 
the types of neighbouring critical point coincide ( i = k) we obtain a closed 
loop. Each graph constructed by means of these prescriptions has the 
beginning vertex V1 and the end vertex Vn which correspond to points a 
and b of interval [a, b] in which the Schrodinger problem is considered. Any 
admissible way from V1 to VN along the directed line can be described as 
monotone variation of coordinate x from a to b. The distribution of the 
vertices along such a way determines a possible distribution of critical points 
within the interval [a, b]. Thus, the classification problem for the generation 
functions is reduced to the problem of classification of all allowed ways in 
the corresponding oriented graphs. 

The analysis offormulas (A.l.2)-(A.l.13) obtained above allows us to 
construct all needed graphs describing the properties of generating functions 
y(x), z(x), and t(x). Below, in order to distinguish between the vertices 
of these graphs, we shall use different italic letters labelled by the signs of 
corresponding critical points. Now let us consider concrete examples. 

1. Quasi-exactly solvable models of first order. Properties of generating 
function y(x). 

(a) In the vicinity ofthe points a and b the functions y(x) must behave 
as y(x) ~ a:~a, x __.a+ 0 and y(x) ~ a:~a, x __. b- 0. (Critical points of 
types A_ and B_, respectively.) 

(b) Within the interval [a,b] the function y(x) may have simple poles 
with positive residues. (Critical points of type P_ .) 

(c) At all other points the function y( x) must be regular and can be 
chosen arbitrarily. 

All admissible types of generating function y( x) can be described by the 
oriented graph depicted in figure A.l. A total number of passages through 
the vertex P_ determines the order of level E. This result immediately 
follows from the oscillator theorem. For example, the way 
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A- Q B_ 
t~----------------~7 

Figure A.l. The oriented graph describing the generating function y ( x). 

corresponds to the ground state, and the way 

A_ P _p _ P _ P _p _ B_ 

describes the fifth excited state. 

2. Quasi-exactly solvable models of second order. Properties of 
generating function z(x). We assume for definiteness that the nodes of 
wavefunctions 1/Jcx) and ¢ 2 (x) do not coincide and E 1 < E 2 . In this case: 

(a) In the vicinity of the points a and b the functions z( x) must behave 
as z(x) ~ ~'A--~2 (x- a), x-+ a+ 0 and z(x) ~ ~'i.!;:-' (x- b), x-+ b- 0. 
(Critical points of types A_ and B_, respectively.) 

(b) Within the interval [a, b] function z( x) may have simple poles with 
residues +1 or -1. (Critical points of types P_ and P+, respectively.) 

(c) The function z( x) may have simple zeros in internal points of 
interval [a,b] ifthe values of z'(x) in these points are negative and equal to 
E1- E2. 

(d) In other points of interval [a, b] the function z(x) must be regular 
and can be chosen arbitrarily. 

All admissible types of functions z( x) can be described by the oriented 
graph depicted in figure A.2. A total number of passages through the vertex 
P+ (or P_) determines the order of level E1 (or E2). As in the previous 
case this result follows from the oscillator theorem. From this figure it is 
clear that, for any admissible way from A_ to B_ along the directed lines, 
the point P_ is passed more often than the point P+. This fact is in full 
accordance with the requirement that E1 < E2. Consider two examples. 
The way 
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A_ B_ 

Figure A.2. The oriented graph describing the generating function z(x). 

corresponds to the ground and first excited states, and the way 

describes the second and sixth energy levels. 

3. Quasi-exactly solvable models of third order. Properties of 
generating function t(x). As in the previous case, let us assume that the 
nodes of wavefunctions 'lj;1 ( x) and 'lj; 2 ( x) and 'lj;3 ( x) do not coincide and 
E1 < E2 < E3. In this case: 

(a) In the vicinity of the point a the function t(x) must behave as 

E3 - E1 [ E3 - E2 2] 
t(x)~ E 2 -E1 l+ (2A+1)(2A+3)(x-a) ' x-->a+O 

provided that the sign of the root in (A.l.13) is negative (critical point of 
type A+)· In the vicinity of the point b the function t(x) must behave as 

E3 - E1 [ E3 - E2 2] 
t(x)~ E2-E1 l+(2B+1)(2B+3)(x-b) ' x-->b-O 

provided that the sign of the root in (A.l.13) is positive (critical point of 
type B_ ). 

(b) Within the interval [a, b] the function t(x) may have both simple 
poles with arbitrary residues and simple zeros with arbitrary inclinations. 
(Critical points of types P± and N±, respectively.) In all such points the 
root in (A.l.13) changes its sign. 
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(c) In order to guarantee the positive definiteness of the sub radical 
expression in (A.l.13), the module ofthefunction t'(:c) must exceed certain 
critical values in both the domains -oo < t(:c) < 0 and 1 < t(:c) < ~;:::~!. 
The points at which these values are arrived at are the critical points. We 
denote them by Q± and R± for the first and second domains, respectively. 
In these points the root in (A.l.13) also changes its sign. 

(d) At the points where the function t(:c) takes the value (E3 -

E1)/(E2 - El), the sign of its derivative t'(:c) must be opposite to the 
sign of the square root in (A.l.13). 

(e) At all other points the function t(:c) must be regular and can be 
chosen arbitrarily. 

The admissible types of generating functions t(:c) can be described by 
the oriented graph depicted in figure A.3. Note that any passage through 

Figure A.3. The oriented graph describing the generating function t(x). 

any internal vertex of this graph changes the sign of the root in formula 
(A.l.13). Note also that the sign of this root must be negative on the 
lines N+P+, R+P+, R_P+, A+P+ and positive on the lines P_N_, P_R_, 
P_R+, P_B_. Therefore, not every way from A+ to B_ along the directed 
lines is admissible. 

Using the oscillator theorem it is not difficult to obtain the following 
simple assertions. The total number of vertices P+ and P_ (belonging to 
a certain admissible way) in which the root changes its sign from (-) to 
( +) determines the order of level Ea. The total number of vertices N + and 
N _ (belonging to the same way) in which the root changes its sign from 
( +) to (-) determines the order of level E2. Finally, the total number of 
passages through the lines N + P + and N + R+ (with negative sign of the 
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root) and through the lines P_N_ and R_N_ (with positive sign of the 
root) determines the order of level E 1. Consider two examples. The way 

is admissible and corresponds to the zeroth, first and second energy levels. 
The more complex way 

A+P+Q+Q+N+P+N+R+R+P+Q+N+N_P_R_N_Q_P_R+P+ 
N+N_P_P+N+N_Q_P_B_ 

is also admissible and describes the second, fifth and eighth excited states. 

Summarizing the results of this section we can conclude that 
there exists an infinitely (functionally) large number of one-dimensional 
Schrodinger equations having one, two or three explicit and physically 
sensible solutions with a priori specified numbering (Ushveridze 1988o). 

A.2 The one-dimensional case. Four states 

In this section we discuss a method of constructing wide classes of one­
dimensional Schrodinger equations with four explicit solutions. The method 
is based on the use of the generalized Riccati equation 

(A.2.1) 

in which E is an unknown spectral parameter and y(A) is an unknown 
function. 

1. First stage. Instead of solving this equation with respect to E and 
y(A) for given a;(A), i = 1, ... , 4, we state an inverse problem to find such 
functions a;(A), i = 1, ... , 4, for which equation (A.2.1) has several a priori 
given solutions E and y(A). It is not difficult to verify that the needed form 
of this equation is easily restored when the number of solutions does not 
exceed four. In fact, substituting four pairs (E;,y;(A)), i = 1, ... ,4 into 
(A.2.1) we obtain the system offour linear algebraic equations 

(A.2.2) 

which can be solved exactly with respect to functions a;( A), i = 1, ... , 4. 
This gives us the explicit form of the Riccati equation (A.2.1) having four 
explicit solutions E; and y;(A), i = 1, ... ,4. 
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2. Second stage. Remember that any Riccati equation can easily be 
reduced to linear form. Indeed, taking 

(A.2.3) 

and substituting (A.2.3) into (A.2.1) we obtain the second-order linear 
differential equation with respect to <p(.A): 

_ "(.A) {~ [ (.A)_ a4(.A)]' ~ [ (.A)_ a4(.A)] 2 

'P + 2 as a4(.A) + 4 as a4(A) 

-a2(.A)a4(.A) }<p(.A) = Ea1(.A)a4(.A)<p(.A). (A.2.4) 

Going over to the new variable 

(A.2.5) 

and introducing the new function 

(A.2.6) 

we transform this equation to the Schrodinger form: 

[- ::2 + V(x)] <p(x) = E~(x). (A.2.7) 

The obtained Schrodinger-type equation is characterized by the potential 

V(x) = al(.A)1a4(.A) {~[as( .A)-::~~~]'+ i [as(.A)- ::~~n 2 
-a2 (.A)a4(.A) + ~ [(a2(.A)a4(.A))'] _ ~ [(a2(.A)a4(.A))'] 2 } 

4 (a1(.A)a4(.A)) 4 (a1(.A)a4(.A)) 

(A.2.8) 

and has, evidently, four explicit solutions E;, i = 1, ... , 4 and 

~ 

~;(.A)= [::~~n 4 exp {j a4(.A)y;(.A) d.A + ~ J as(.A) d.A}' 
i = 1, ... ,4. (A.2.9) 
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The functions a;(.A), i = 1, ... , 4 presented in formulas (A.2.8) and (A.2.9) 
must be restored from the system (A.2.2). 

Thus, the class of fourth-order quasi-exactly solvable Schrodinger 
equations is constructed. We see that it is parametrized by four numbers 
E;, i = 1, 00 • , 4 and four generating functions y; ( ..\), i = 1, 00 • , 4. Note, 
however, that the presence offourth-order determinants in the final explicit 
expressions complicates the analysis of the obtained solutions from the 
point of view of their physical sensibility. Nevertheless, it is not difficult 
to understand that, as in the previous case, the necessary constraints on 
the generating functions have local character and, therefore, the set of 
physically sensible fourth-order quasi-exactly solvable models turns out to 
be functionally large. 

A.3 The multi-dimensional case 

There are two possible ways of constructing functionally large classes of 
multi-dimensional quasi-exactly solvable equations. The first way is an 
evident generalization of that described in section A.2. This is based on 
the use of the multi-parameter generalized Riccati equation 

n 
y'(..\) + a4(..\)y2(..\) + a3(..\)y(..\) + a2(..\) + 2::: Enaln(.A) = 0, (A.3.1) 

n=l 

in which E 1 , .. . ,En are unknown spectral parameters and y(.A) is an 
unknown function. As before, instead of solving this equation with 
respect to E 1 , ... , En and y(..\), we state an inverse problem of finding 
all such functions au(..\), ... , aw(..\), a2(.A), a3(.A), a4(..\), for which it has 
several (namely D + 3) a priori given solutions Eli, ... , Em and y;(.A), 
i = 1, ... , D + 3. Substituting these solutions into equation (A.3.1 ), 
we obtain a system of D + 3 linear algebraic equations for D + 3 
unknown functions au(..\), ... , aw(..\), a2(..\), a3(..\), a4(..\), which can be 
solved without dificulty. The obtained Riccati equation can be linearized, 
after which we arrive at a D-parameter second-order linear differential 
equation having D + 3 explicit solutions. From the results of chapter 3 
we know that any such equation can easily be reduced to a D-dimensional 
Schrodinger equation on a certain curved manifold describing a quasi­
exactly solvable model of order D + 3. As in the one-dimensional case, 
the set of obtained models is functionally large. 

Another way leading to multi-dimensional models of higher order is 
based on the following reasoning. Let us consider a D-dimensional second-
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order linear differential equation 

{ EPap(x) 8 8~ +EQa(x)/ +R(x)}¢(x)=E¢(x).(A.3.2) 
Xa Xjj UXa 

0! ,jj 0! 

The total number of independent coefficient functions in it is 1 + D + 
~D(D + 1) = ~(D + 1)(D + 2). Let us now fix ~(D + 1)(D + 2) pairs 
(E;,¢;(i)), i = 1, ... ,HD + 1)(D + 2), treating them as solutions of 
equation (A.3.2). Substituting these pairs into (A.3.2) we obtain a system of 
HD + 1)(D + 2) linear algebraic equations from which all ~(D + 1)(D + 2) 
coefficient functions can easily be found. As a result, we arrive at a D­
dimensional equation of the form (A.3.2) having ~(D + 1)(D + 2) a priori 
given solutions. Applying to it the procedure described in section 5.7, we 
can always reduce this equation to a class of quasi-exactly solvable models 
in a (D + 1)-dimensional, in general, curved space. The order of these 
models will be ~ ( D + 1 )( D + 2) and their number will be functionally large. 



Appendix B 

The generalized quantum tops and 
exact solvability 

B.l The method 

Exactly solvable second-order spectral differential equations play an 
important role in many branches of mathematical physics. Equations 
reducible to the Schrodinger form and describing various exactly solvable 
models of one- and multi-dimensional quantum mechanics on flat and 
curved manifolds have an especially wide range of applicability. Following 
Morozov et al {1990) we describe here a simple method for constructing such 
equations. This method is based on the use of the so-called "generalized 
quantum tops" constructed from the generators of compact Lie groups. 

Let G be a compact finite-dimensional Lie group of dimension D and 
let Sa, a= 1, ... , D be generators of this group. Consider the operator {the 
hamiltonian of the generalized quantum top) 

D 

H = L cabsasb, {B.l.1) 
a,b=l 

in which cab = cba are some real constants. Assume that the generators 
Sa, a = 1, ... , D are realized as vector fields on a d-dimensional 
homogeneous space 

M = G/Go, (B.l.2) 

where Go is a certain stationary subgroup of G. Introducing the coordinates 
{~-', Jl. = 1, ... , don M, we can write 

(B.1.3) 

406 
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The algorithms for constructing the vector fields on M for compact groups 
were worked out in detail by Kirillov (1972), Kostant (1977, 1979) and Hurt 
(1983). 

Now note that the compactness of G results in the compactness of G0 . 

This enables one to introduce on M a G-invariant metric {g~v ({)} with 
elements given by the following simple formula: 

D 

g~v ({) = L cgbT/:({)T{ ({), (B.l.4) 
a=l 

in which C0b is the Killing-Cartan tensor. It is known that the operators 
(B.1.3) are anti-hermitian with respect to the metric (B.l.4) when they act 
on scalars on M: 

(B.1.5) 

From the definition of the scalar product 

(B.1.6) 

in which 

- 1 
go({) = det{g~v ({)}' (B.l.7) 

it follows that 

+ ~ [ - 8 8 - - ( 8 • r::;M] Sa =-~ T/:({) 8{~' - 8{~' T/:({)- T/:({) 8{~' ln y go({)) .(B.l.8) 

Comparing formulas (B.1.3), (B.1.5) and (B.l.8) we see that 

d d 

""a - "" -(a .~ ~a{~' T/:({) =-~ T/:({) a{~' ln y g0({)) . (B.l.9) 

Using this formula, it is not difficult to show that 

(B.l.10) 

where 

(B.l.ll) 
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is the covariant Laplace operator with the deformed metric 

D 

g!JV(t) = L cabTt({)Tb(t) (B.l.12) 
a,b=l 

and 

- 1 
g({) = det{gJJv({)}. (B.l.13) 

The "imaginary phase" in (B.l.lO) is expressed m terms of the ratio 
g({)/go({) as 

c) = ! ln ( g(~ ) , 
4 Yo({) 

(B.l.14) 

and the potential V is given by the formula 

(B.l.15) 

Thus, we have demonstrated that the operator H introduced by formula 
(B.l.l) is equivalent to the hamiltonian of a certain quantum mechanical 
model defined on a curved space with the metric {B.l.12). 

Let us now show that the quantum model obtained is exactly solvable. 
This means that the whole spectrum of its hamiltonian can be obtained 
algebraically. 

In order to demonstrate this fact, let us consider the quadratic Casimir 
operator for the group G: 

D 

Ho = L cgbsasb. (B.l.16) 
a,b=l 

This operator can be interpreted as the Laplace operator on M and is given 
by the formula 

(B.l.17) 

It is not difficult to see that H 0 is hermitian, non-degenerate and commutes 
with the hamiltonian H. From this it follows that the Hilbert space 
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in which the hamiltonian H acts splits into a sum of eigensubspaces of 
the operator H o. Since H 0 commutes with generators Sa, every such 
subspace forms a finite-dimensional representation of the group G. The 
basis functions in these representation spaces are the so-called "generalized 
spherical harmonics" whose concrete form is known if the coordinates {are 
fixed. In the basis of the generalized spherical harmonics the hamiltonian 
H takes the block diagonal form. Each block has a finite dimension and is 
completely disconnected from all others. Therefore, the spectral problem 
for this hamiltonian breaks up into an infinite number of finite-dimensional 
spectral problems, each of which can be solved algebraically. This completes 
the procedure of constructing exactly solvable models associated with a 
given compact Lie group G and its stationary subgroup G0 . 

B.2 An example 

In order to demonstrate the constructivity of this scheme, we consider a 
simplest example. Let G = 50(3) and Go = S0(2). Then the orbit is 
the sphere, M = 5 2 . It is convenient to parametrize this sphere by two 
coordinates 'f) and ( in which the generators Sa, a = 1, 2, 3 of the group 
50(3) take the form: 

(B.2.1) 

In this case, the invariant metric tensor on the sphere IS given by the 
formulas 

g61('f),() 
g62('f),() 

g62('f),() = g61('f),() 
Note also that 

((2 + 1)2 + (2'f)2 + 'f)2, 
('f)2 + 1)2 + (2'f)2 + (2, 
'f)(((2 + 'f)2 + 1). 

(B.2.2) 

(B.2.3) 

It is not difficult to verify that the generators (B.2.2) are anti-hermitian 
with respect to the metric (B.2.3). 
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In these coordinates the elements of the (reducible) representations are 

{d d-1 ;-..J-1 ..J d-1 d-2 ;-..J-2 ..J-1 I' 1} '> , '> 'TJ, • • ·, '> •r , •r ; '> , '> 'TJ, • • ·, '> •r , •r ; · · ·; '>, 'TJ, 
x exp[(- j /2) ln(1 + (2 + 'f/2)]. (B.2.4) 

The dimension of this representation is (1 + j)(1 + j/2). It can easily 
be decomposed into a sum of irreducible representations of dimensions 
1, 3, 5, 7, ... in which the spherical Laplace operator has the eigenvalues 
0,2,6,12, .. .. 

Let us now consider several special choices of coefficients cab in (B.l.1) 
and construct the corresponding two-dimensional exactly solvable models. 

(a) C22 = C33 = 1, other coefficients cab zero. Then 

gll((, 'TJ) 
g22((, TJ) 

g12((,TJ) = g21((,'TJ) 

'2"'2 + (1 + (2)2' 
'2"'2 + (1 + 'T/2)2' 
(TJ(2 + (2 + 'T/2). 

The scalar curvature corresponding to this metric is 

The potential V turns out to be 

(B.2.5) 

(B.2.6) 

(B.2.7) 

It is interesting that in this model the variables can be separated in the 
polar coordinates, ( = r cos B, 'TJ = r sin(). In these coordinates the metric 
takes the form {g'"' ((, TJ)} = diag{(r2 + 1)2, r- 2}. In spite of the fact that 
the potential V in (B.2.7) is negative the eigenfunctions are normalizable. 
The reason is that the curvature R is non-vanishing and, moreover, tends 
to infinity at large r. 

(b) C22 = C33 = C23 = 1, other coefficients zero. In this case 
((2 + 1- ('T/)2 + (TJ(1 + (2), gll((, 'TJ) 

g22((, 'TJ) 
g12((, TJ) 

((2 + 'T/2- (TJ)2 + 3TJ(1 + 'T/2), (B.2.8) 
i 1((, 'TJ) = [((2 + 'T/2 - 3TJ)(2(TJ- 1) + 3(TJ- 1)]/2. 

The curvature corresponding to this metric is 

(B.2.9) 
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while the potential is 

3 v = --((2 + 'f/2- ('f/). 
8 

(B.2.10) 

Comparing the results for R and V we see that there IS no obvious 
substitution leading to separation of the variables. 

(c) 2C12 = 1, other coefficients zero. We have 

gll((, TJ) 
922((, TJ) 

g12((,TJ) = g2l((,TJ) 

('T/2, 
-(('T/2 + 1), 
TJ(TJ2 + 1- (2)/2. 

(B.2.11) 

This example is made interesting by the fact that both the curvature 

(B.2.12) 

and the potential 

(B.2.13) 

are singular. Nevertheless, all the wavefunctions in this model are 
normalizable (Shifman 1989a, Shifman and Turbiner 1989). 

Other examples of exactly solvable models associated with the group 
S0(3) can be found in the paper of Shifman and Turbiner (1989). 



Appendix C 

The method of raising and lowering 
operators 

C.l Introduction 

It is, unfortunately, impossible to formulate a universal method for 
constructing and classifying all exactly solvable spectral differential 
equations. The reason is the absence of an appropriate mathematical 
definition of the exact solvability: we call a spectral differential equation 
exactly solvable if all its solutions can be expressed in terms of sufficiently 
simple functions. However, we do not know how to formalize the notion of 
the simple function and this prevents us from stating the problem at the 
mathematical level of rigour1 . 

One of the possibilities for avoiding this difficulty is to look for 
equations solvable in some classes of a priori given functions, for example, 
in the classes of polynomials. This leads to loss of generality but allows one 
to formulate the problem correctly and solve it by means of more or less 
usual mathematical methods. 

In the one-dimensional case the most general form of second-order 
spectral differential equations having an infinite number of polynomial 
solutions is known. This is the hyper geometric equation H 1/J = E,P with 

(C.l.l) 

Here P1 ( x) and P2( x) are arbitrarily fixed first- and second-order 
polynomials, respectively. The exact solvability of this equation can be 
interpreted as an algebraic solvability. Indeed, as follows from (C.l.l), the 
spaces of polynomials of a given order are the invariant subspaces for H, 

1 The same relates to quasi-exactly solvable equations. 

412 
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and, therefore, the construction of eigenvalues and eigenfunctions of the 
operator (C.l.1) is a purely algebraic problem. 

In the multi-dimensional case the situation is more complicated. There 
are several known examples of multi-dimensional generalizations of the 
hypergeometric equation (Erdelyi and Bateman 1953), but the general 
methods for constructing and classifying all second-order equations that 
are exactly solvable in classes of polynomials are not known. 

One of the first attempts to formulate a general approach to the 
problem was based on the use of finite-dimensional representations of 
Lie algebras (Shifman and Turbiner 1989). It is known that any such 
representation (characterized by the lowest-weight iJ) can always be realized 
in the space of polynomials. In this case the generators La ( i!) of Lie 
algebras take the form of first-order differential operators (for more details 
see sections 5.3 and 5.4). It is quite obvious that any bilinear combination 
of such generators 

(C.l.2) 
a,b a 

has the form of a certain second-order differential operator. As follows from 
(C.1.2), the representation spaces <I>(iJ), in which the generators La(i!) act, 
are invariant subspaces for H(i!). Due to the finite dimensionality of these 
spaces, the spectral problem for H(iJ) in them can be solved algebraically. 
This gives us a class of second-order differential equations parametrized 
by the vectors iJ and having dim <I>(iJ) exact (polynomial) solutions for any 
given iJ. 

The form of these equations and the number of their solutions depend 
explicitly on iJ. Changing iJ we can obtain equations having arbitrarily 
large (but finite) number of solutions. We call such equations quasi-exactly 
solvable. The transition to the exactly solvable case can be performed 
by choosing the coefficients cab and ca in such a way as to guarantee 
the iJ-independence of operators H(iJ): H(i!) = H. In cases when this is 
possible, all the spaces <I>(iJ) become invariant subspaces for operators H, 
which leads us to a class of second-order differential equations having a 
non-limited number of exact (polynomial) solutions (Shifman and Turbiner 
1989). 

Despite all the ideological advantages of this method (which is known 
as the method of partial algebraization), we must admit with regret that 
it is not free from technical difficulties. The first difficulty lies in the fact 
that the procedure of constructing differential realizations of generators of 
Lie algebras is, as a rule, rather complicated and leads to very cumbersome 
explicit expressions, especially for the algebras of higher ranks. The second 
difficulty is that the procedure of choosing the coefficients cab and ca 



414 The method of raising and lowering operators 

ensuring the ii-independence of operators H(ii) is not algorithmized in 
the general case. The absence of convenient explicit expressions for the 
generators makes the problem of constructing such an algorithm very 
difficult. 

Below we demonstrate that the origin of these difficulties is that the 
method of partial algebraization (if it is used for constructing exactly 
solvable equations) is too overloaded by various unnecessary constraints. 

One such constraint is the requirement of a finite dimensionality 
of the representations of Lie algebras which are used for constructing 
operators H. In section C.2 we show that the method takes a much 
more simple and natural form being reformulated in terms of infinite­
dimensional representations of Lie algebras. It turns out that such a 
reformulation automatically solves the problem of choosing the coefficients 
cab and ca entering into the expression for H (Ushveridze 1989f, Doebner 
and Ushveridze 1992). 

The second constraint has more fundamental character. This is 
that the operators La are considered as generators of some Lie algebras. 
However, we can see that the formul;~.tion of the method of partial 
algebraization does not require the knowledge of any commutation relations 
between La. This suggests that the method may allow another formulation, 
free from any Lie-algebraic structure. In sections C.3 and C.4 we show that 
such a dealgebraized version of the method actually exists and is much 
simpler than the initial (algebraic) one. In particular, it gives the possibility 
of writing down explicit, compact and practically convenient expressions for 
the resulting exactly solvable differential equations and, besides, allows one 
to solve the classification problem for them (Ushveridze 1989f, Doebner and 
Ushveridze 1992). In section C.5 we consider some examples demonstrating 
the simplicity and constructivity of our dealgebraized scheme. The last 
section C.6 discusses the transition to the case of quasi-exactly solvable 
equations2 • 

C.2 The Lie-algebraic approach 

Let L be a certain simple Lie algebra of rank r. Consider its arbitrary 
(infinite-dimensional) representation with lowest-weight ii = (vb ... , ilr ). 
The generators of this representation in the Cartan basis we denote by 
L~, a E N and L?, i = 1, ... , r, where N is the set of d positive roots 
2 The procedure of reduction of these equations to the Schrodinger form is not discussed 
here, since it has been well algorithmized in section 5.7. According to this algorithm, 
any D-dimensional exactly solvable equation of second order can be reduced in infinitely 
many ways to equations of SchrOdinger type on (D +I)-dimensional manifolds, which 
are, in general, curved. 
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a1 , ... , ad of algebra L. 
Denoting the lowest-weight vector by c/J 0 (ii), we can specify this 

representation by the formulas 

L? ( ii)c/Jo ( ii) = v;c/Jo ( ii), i = 1, ... , r (C.2.1) 

and 
L"&(ii)c/Jo(ii) = 0, (C.2.2) 

The corresponding representation space <P(ii) is the linear span of the 
vectors [Lt (ii)]n1 ••• [L!Jii)]ndc/Jo(ii) with a1 , ... , ad E N and arbitrary 
non-negative integers n 1, ... , nd. In the general case this space is infinite 
dimensional. 

Let us now consider the class of operators belonging to the universal 
enveloping algebra of the algebra L and having the following specific form: 

H(ii) =I: c1;-) L!(ii)L'j(ii) + I:c1f-) L"&(ii)L'j(ii) 
&~8 &J 

+I: I: C1~-) L?(ii)La;(ii) +I: ci~o) L?(ii)L~(ii) 
a i i,k 

+I: c1-) La (ii) +I: Cf0l L?(ii). (C.2.3) 
& 

It is not difficult to show that spectral equations for these operators 

H(ii)c/J = E(ii)c/J, cP E <P(ii) (C.2.4) 

(which, obviously, are infinite dimensional) are exactly (algebraically) 
solvable. 

Indeed, consider the subspaces <l>N1 , ... ,Nr(ii) of the space <P(ii) 
characterized by r non-negative integers N 1 , ... , Nr and defined as 

(C.2.5) 

where i; are simple roots of algebra L and nk are non-negative integers 
satisfying the system of inequalities 

r 

I: nkak ~ I: N;i;. (C.2.6) 
k i=l 

For any given N1, ... , Nr the space <l>N1 , ... ,Nr(ii) is finite dimensional. Its 
dimension does not exceed the total number of solutions of the system of 
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inequalities (C.2.5). At the same time, it is easily seen that any space 
~N1 , ... ,N.(i!) is an invariant subspace for the operator H(i!) defined by 
formula (C.2.3). This means that the initial infinite-dimensional spectral 
problem (C.2.4) breaks up into an infinite number of finite-dimensional 
spectral problems 

H(ii)¢ = E(ii)¢, </J E ~Nt, ... ,Nr(ii), (C.2.7) 

each of which can be solved algebraically. 
Let us now recall that the generators of any representations of Lie 

algebra L can be realized as first-order differential operators in d variables 
acting in the space of polynomials. Using such a realization we can rewrite 
the operator H(ii) in a differential form. Due to the bilinearity of H(i!) 
with respect to generators of algebra L, the equation (C.2.4) becomes a 
second-order differential equation being exactly solvable by construction. 

Thus, we have formulated an analogue of the partial algebraization 
method which is based on the use of infinite-dimensional representations 
of Lie algebras. We see that this method is technically simpler than that 
described in section C.l. Its main advantage is that it does not require 
any special choice of coefficients C in expression (C.2.3). For any values 
of these coefficients the spectral equation for H(i!) is exactly solvable and 
has infinite number of polynomial solutions with algebraicaly calculable 
coefficients. The lowest-weight ii plays in this case the role of an additional 
vector parameter determining some quantitative properties of the spectrum. 

Of course, the scheme described above is not free from difficulties 
associated with the construction of differential realizations of generators 
of algebra L. However, these difficulties also can easily be overcome and 
this will be done in the following sections. 

C.3 Dealgebraization 

Let us associate with any positive root ai E N of algebra La certain variable 
Xi. The number of such variables, coinciding with the number of positive 
roots, is d. Then the generators of algebra L can be represented in the 
following form: 

(C.3.1) 

and 
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+ L [C~(ii')tl"·ndx~l ... x~d (C.3.2) 
nt, ... ,nd 

where [C~(ii')]~ 1 ... nd and [C~(ii')]n 1 ... nd are certain constants vanishing if 

and 

l:n1iil = ±a+iik 
I 

l:n1ii1 =±ii, 
I 

(C.3.3) 

(C.3.4) 

respectively. It is not difficult to see that for any values of constants C 
entering into (C.3.2) we have correct commutation relations between the 
generators of subalgebras L 0 and L±: 

[L?,L~] = ±(i;, ii)L~. (C.3.5) 

In order to establish concrete values of constants C we can use the remaining 
commutation relations in algebra L. 

Surprising enough, the knowledge of these constants is not necessary! 
The result (that H is an algebraically diagonalizable operator) turns out 
to be true for any values of parameters C! 

In order to make sure that this is really so, let us construct the 
functional extensions of the spaces <I>N1 , .. ,Nr(ii'). First of all, note that 
the latter can be represented in the form 

<I> (ii') -Nt, ... ,Nr - Nf::; N;, i = 1, ... , r (C.3.6) 

where the spaces 

(C.3.7) 

whose structure is completely determined by the sets of non-negative 
integers satisfying the system of Diophantine equations 

r 

l:nkiik = LN[i;, (C.3.8) 
k i=l 

are the eigenspaces of operators L?(z7): 

(C.3.9) 
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The corresponding eigenvalues A.;,N~, ... ,N~(i1) can easily be found from 
equations (C.2.1) and (C.2.2) and commutation relations in algebra L. 
They are 

r 

A;,N~, ... ,N~(i1) =II;+ 2:(11';11'k)N~. (C.3.10) 
k=l 

Denoting by q;k the non-negative integer coefficients of the expansion of 
the root rik in simple roots 11'; and substituting (C.3.1) and (C.3.10) into 
(C.3.9), we obtain a differential analogue of equation (C.3.9): 

d 

l:qikXk 8~ cPN~, ... ,N~(ii) = Nf¢N~, ... ,N~(ii). 
k=l k 

From (C.3.11) it follows that 

where 

d 

cPN~, ... ,N~= ffi IT(x;)n', 
n1, ... ,nd i=l 

This enables us to write 

d 

2: q;kmk = N[, 
k=l 

~N., ... ,Nr(i1) C ~N1, ... ,Nr 

where 

d 

~N1 , ... ,Nr = EB II(x;t', 
d 

l:q;kmk ~ N;, 
k=l 

(C.3.11) 

(C.3.12) 

i = 1, ... , r. 

(C.3.13) 

(C.3.14) 

i = 1, ... ,r. 

(C.3.15) 
The spaces ~N1 , ... ,Nr defined by the formulas (C.3.15) we call 

functional extensions of the spaces ~N1 , ... ,Nr(i1). One of the reasons for 
which these extensions are interesting is that they again are the invariant 
subspaces for operators (C.2.3). This fact can be verified immediately by 
substituting differential realizations (C.3.1) and (C.3.2) of generators of 
algebra L into the expression (C.2.3) for H(i1) and acting by the obtained 
differential operator H(i1) on ~N1 , ... ,Nr· Performing these manipulations, it 
is not difficult to reveal another (no less remarkable) feature of the spaces 
~N1 , ... ,Nr· This is that their invariance properties do not depend on a 
concrete choice of non-zero values of constants C entering into expressions 
(C.3.2)! 
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This important remark automatically avoids the problem of construct­
ing differential realizations of generators of Lie algebras: we do not need 
the knowledge of such realizations any longer! We see that the requirement 
that the operators (C.3.1) and (C.3.2) must neccessarily have the form of 
generators of some Lie algebras is superfluous. In turn, this suggests that 
the method for constructing multi-dimensional spectral equations exactly 
solvable in classes of polynomials can be formulated without introducing 
the notion of Lie algebras, in a purely analytic way. Such a formulation 
will be given in the following section. 

C.4 The analytic approach 

Any measurable physical quantity has some dimension. In any physical 
theory there are several quantities (measurable in a most simple way) 
whose dimensions d1 , ... , dr we call elementary. Any other quantity in 
such a theory has a composite dimension, which can be represented in 
the form dr' ... d~·, where a1, ... , ar are certain real numbers. This 
means that if the set of basis dimensions d1 , ... , dr is fixed, any other 
dimension dr1 ••• d';• can be completely characterized by the vectors a = 
(a1, ... , ar)· The basic dimensions correspond in this case to basis vectors 
with the components 1r1 = (1, ... , 0), ... , 1Tr = (0, ... , 1). For example, in 
classical mechanics we have three basic dimensions: [length] __. (1, 0, 0), 
[time] __. (0, 1, 0), [mass] __. (0, 0, 1) and many composite dimensions: 
[velocity] __. (1, -1, 0), [momentum] __. (1, -1, 1), [force] __. (1, -2, 1), 
[energy]__. (2, -2, 1) and so on. 

If A is a measurable quantity and a is its (vector) dimension, we shall 
write 

vd A= a. (C.4.1) 

The operation vd has the following properties: 
- -1 -1. vd A = -vd A, 

2. vd AB = vd A+ vd B 
3. vd (A+ B) = vd A = vd B, if and only if vd A = vd B. 

Note also that not all quantities can be treated as measurable. For 
example, if A and B are measurable quantities having different dimensions 
vd A =f:. vd B, then their sum A+ B will be non-measurable. 

We call the dimension of a certain measurable quantity A positive 
(vd A > 0), negative (vd A < 0) or zero (vd A = 0), if all the 
components of the corresponding vector a are non-negative, non-positive, 
or zero, respectively. All other dimensions we shall call sign-indefinite. It 
is possible to introduce the order relations between different measurable 
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quantities (in the case when their ratio has a sign-definite dimension). So, 
we can write vd A> vd B if vd AB-1 > 0. 

Let N be a system of d vectors 51! ... , iia belonging to a r-dimensional 
vector space V,. and satisfying the following condition: there exists a basis 
i1, ... , ir in the space V,. in which all vectors 5; E N, i = 1, ... , d have 
non-negative integer coordinates: 

i = 1, ... ,d. (C.4.2) 

The number d of vectors 5; forming the system N is fixed arbitrarily, so 
these vectors are not necessarily linearly independent. 

Let us now associate with each vector 5; a certain variable :c;: 

i = 1, ... ,d 

and interpret 5; as the vector dimension of the variable Xi: 

From the property 1 it follows that 

... 8 
vd- = -ii;, 

ox; 

i = 1, ... ,d. 

5; EN, i = 1, .. . ,d. 

(C.4.3) 

(C.4.4) 

(C.4.5) 

Formulas (C.4.4) and (C.4.5) enable us to construct the homogeneous 
(measurable) functions of variables x; and homogeneous (measurable) 
differential operators acting on these functions. Under the homogeneous 
(measurable) functions and operators we mean those whose dimensions are 
defined and can be computed by means of rules 1, 2 and 3. 

Denote by¢ N the space of homogeneous polynomials of a given positive 
vector dimension N. This space consists of the monomials 

with n1, ... , na ~ 0 satisfying the system of Diophantine equations: 

d 

l:n;5;=N. 
i=l 

(C.4.6) 

(C.4.7) 

The number of solutions of these equations determines the dimension of the 
space ¢:N· Due to the positivity of Nand non-negativity of n1, ... , na, this 
dimension is finite. 
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Denote also by DM the homogeneous differential operators constructed 
from variables x; and partial derivatives 8~, and having a given vector 
dimension M. (The only requirement forM is that it must be sign definite.) 
These operators can be represented as linear combinations of the elementary 
homogeneous operators 

(C.4.8) 

with the non-negative integers m1 , ... , ma and m~, ... , m~ satisfying the 
system of Diophantine equations 

(C.4.9) 
i=l 

Because of the absence of any limitation on the admissible values of non­
negative integers n; and m;, this system has, in general, an infinite number 
of solutions. 

The operators DM have the remarkable property: 

(C.4.10) 

This property plays a central role in our scheme, since it enables one to 
introduce the notion of the raising, lowering and neutral operators DM. 
Indeed, we see that the operators DM having positive (negative) vector 
dimension M increase (decrease) the dimension of the space ¢; N, so that 
they can be treated as raising and lowering operators, respectively. At the 
same time, the operators D0 do not change the dimension of the space ¢>fJ, 
and therefore, they play the role of neutral operators. 

This observation enables one to construct a wide class of non-trivial 
differential operators acting in an infinite-dimensional space <P of all 
functions of X1J ... , xa and being completely diagonalizable by means of 
purely algebraic methods. 

Indeed, denote by <PN the linear span of all the spaces ¢>JJ, with 
o :s_ N' :s_ N: 

<PN = EB ¢JJI· (C.4.11) 
O'!,N''!,N 

Due to the finite dimensionality of the spaces ¢; N'' the space <P N is a finite­
dimensional subspace of the space <P for any N > 0: 

dim <P = oo. (C.4.12) 
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Denote also by b an arbitrary linear combination of various neutral 
and lowering operators DM , i.e., operators having non-positive vector 
dimensions M: 

D= EfjbM. (C.4.13) 
M:So 

Using formulas (C.4.10) and (C.4.11) it is easily seen that for any given N 
the space ~N is an invariant subspace for the operator D. This means that 
the spectral problem 

D¢=E¢, (C.4.14) 

(which, obviously, is infinite dimensional) breaks up into an infinite number 
of finite-dimensional spectral problems 

D¢ =E¢, (C.4.15) 

each of which can be solved algebraically. This allows one to assert that the 
problem (C.4.14) is exactly solvable and all its solutions have a polynomial 
form. 

Let us now discuss the problem of constructing the eigenvalues 
of operators iJ having a given quantum number N. As follows 
from the definitions (C.4.13), these operators can be interpreted as 
infinite-dimensional block-triangular matrices, and, therefore, the problem 
of finding their eigenvalues is reduced to a more simple problem of 
diagonalization of finite-dimensional blocks standing on the principal 
diagonal. In order to perform this reduction, we must replace the operator 
b defined by formula (C.4.13) by its block-diagonal part D0, replacing the 
space ~ N by its highest space component ¢ N. Then the equation for the 
eigenvalue E can be rewritten in the following simplified form: 

(C.4.16) 

We see that the eigenvalues E with quantum number N form a multiplet 
whose multiplicity is equal to a dimension of the space tPfl (which, in turn, 
is equal to a total number of solutions of the system (C.4.7)). These 
eigenvalues are analytic functions of the parameters entering into the 
explicit expression for operator D0, and are, generally, plaited, forming 
a common Riemann surface with a finite (dim ¢ N) number of sheets. 
Since the spectral problems (C.4.16) corresponding to different values of 
N are completely independent, the eigenvalues corresponding to different 
quantum numbers N are not plaited and cannot be obtained from each 
other by means of any analytic continuation. 
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We know that in many branches of mathematical physics an especially 
important role is played by the second-order differential operators. The 
most general form of operators b whose order does not exceed two is 

d 

H = " " Cik n1 n• 8 8 ~ ~ nt, ... ,naX1 .. . Xd OX· OX 
i,k=1 n 1 , ... ,n4 EA;k 1 k 

D 

+L (C.4.17) 

Here C~~ ... ,n 4 and C~1 , .. ,n4 are arbitrary coefficients, and A;k and A; are 
the sets of non-negative integers n1 , ... , nd, satisfying the constraints: 

and 

d 

L n,a, ~ a; + ak 
1=1 

d L n,al ~ a;, 
1=1 

(C.4.18) 

(C.4.19) 

respectively. The spectral problems for all such operators are exactly 
solvable in a class of polynomials by construction. 

Now let us establish the connection between the analytic approach 
described in this section and the algebraic one discussed in section C.2. 

Consider an infinite lattice generated by the set N and consisting of the 
t ... ""d ... . h ... ... "~ d b" . vee ors 'Y = L.,;=1 n;o:; w1t 0:1, ... , o:d E 1, an ar 1trary mteger n1, ... , nd. 

Denote by A.y(N) the classes of all first-order homogeneous operators of 
dimensions f. It is not difficult to see that commutation relations between 
these classes have the form 

The linear span of all such classes 

A(N) = ffiA.v(N) 
1 

(C.4.20) 

(C.4.21) 

is closed under the procedure of commutation, and therefore, A(N) is a 
certain (infinite-dimensional) Lie algebra. It is quite obvious that the class 
of operators H can always be represented in the form: 

H = EB A1(N)Af(N) + E9A1(N) (C.4.22) 
1+l5;1i 15:0 
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Now note that any simple Lie algebra characterized by the root system 
N can be interpreted as a finite-dimensional subalgebra of algebra A(N). For 
the generators of algebra L we can write: 

A0(N); 
A±-r(N), fEN; 

0, f ~ N and (C.4.23) 

Conserving in (C.4.22) the summation over only such elements as have the 
form (C.4.23) we get instead of (C.4.22) the expression (C.2.3). Thus, we 
see that the algebraic method discussed in section C.2 is a very particular 
case of the analytic method described in the present section. 

C.5 Examples 

Let us now consider some examples demonstrating the constructivity and 
simplicity of the analytic method described in the previous section. 

Example 1. The set N consists of an unique one-dimensional vector 
of unit length: 5. = 1. Then we have only one variable x associated with 
this vector and having vector dimension 1. The operator 88x has in this case 
the dimension -1. It is easily seen that for the homogeneous differential 
operators xn(tx)m to be offirst and second order and to have non-positive 
dimensions, the numbers n and m must satisfy the constraint n ::; m ::; 2. 
Then the most general form of the operator H is 

(C.5.1) 

This is the operator for the hypergeometric equation which is exactly 
solvable in the class of polynomials for any values of parameters Cj. 

In order to find the spectrum of this operator (in the framework of 
the method described in the previous section) we must replace H by its 
"zero-dimensional" part 

(C.5.2) 

and then consider the eigenvalue problem for H0 in the space ¢>N, which, 
obviously, is one dimensional and consists of the functions proportional to 
xN. This gives us the equation 

(C.5.3) 
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whose solutions are 

N =0,1, .... (C.5.4) 

We see that the spectrum of the operator H consists of an infinite 
number of single ( displaited) eigenvalues. 

Example 2. The set N consists of two one-dimensional unit vectors: 
al = a2 = 1. In this case we have two variables X and y having equal 
vector dimensions 1 and two derivatives :x and :Y having the opposite 
vector dimension -1. For the homogeneous operators xnym c;: )k (:., )1 

to be of first or second order and to have non-positive dimensions, the 
numbers n, m, l, k must satisfy the system of inequalities: k + l ~ 2 and 
n + m- k- l ~ 0. This leads us to the following most general expression 
for the operator H: 

( 2 2 82 
H = c 1 x + c2xy + c3y + c4x + csy + c6) [}x 2 

( 2 2 82 
+ c7x + cgxy + cgy + c1ox + cny + c12) [}y2 

2 2 82 
+( c 13X + C14XY + C15Y + C16X + C17Y + Cls) [}x[}y 

[} [} 
+( C19X + C20Y + en) [}x + ( C22X + c23y + C24) [}y. (C.5.5) 

The "zero-dimensional" part of this operator is 

(C.5.6) 

and the homogeneous spaces ¢; N consisting of the monomials xn ym with 
n + m = N are (N + 1) dimensional. In order to find the eigenvalues of 
the operator H, we must solve the auxiliary (simplified) spectral problem 
for the operator H 0 in the correspcnding homogeneous spaces ¢N· In the 
general case this problem is E:t:tuivalent to the problem of the diagonalization 
of a certain N + 1 by N + 1 matrix parametrized by the numbers c; entering 
into the expression for H 0 . Consider three particular cases: 
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1. N = 0. The elements of ¢0 are constants ¢ = a and therefore 
Ho<P = E¢ gives E = 0. 

2. N = 1. The elements of ¢1 have the form ¢ = ax+ by and therefore 
the equation H0¢ = E¢ is equivalent to the system of two algebraic 
equations 

(C.5.7) 
having two solutions for E. These solutions form a two-sheeted Riemann 
surface. 

3. N = 2. The elements of ¢2 have the form ¢ = ax2 + by2 + 2cxy 
and therefore the equation Ho<P = E<P is equivalent to the system of three 
algebraic equations 

(c1 + c19)a + c7b + (c13 + c22)c = Ea, 
caa + (cg + c2a)b + (c15 + c2o)c = Eb, 

(c2 + c2o)a + (cs + c22)b + (c14 + c19 + c2a)c = Ec (C.5.8) 

having three solutions for E. These solutions form a three-sheeted Riemann 
surface. 

The cases with higher values of N can be considered analogously. We 
see that the spectrum of the operator H consists of the infinite number of 
displaited multiplets consisting of 1, 2, 3, ... plaited eigenvalues. 

Example 3. The set N consists of two non-equal one-dimensional 
vectors: 0:1 = 2, 0:2 = 3. In this case we must introduce two different 
variables x and y having different vector dimensions 2 and 3, and two 
differential operators ;x and ;Y having opposite vector dimensions -2 
and -3. Now the numbers n, m, I, k entering into the homogeneous 
operators xnym( 88x)k(: )1 must satisfy the constraints: k +I ~ 2 and 
2n +3m- 21- 3k ~ 0~ This gives us the following general form for the 
operator H: 

82 
H = (c1x2 + c2y + cax + c4) 8x2 

( 3 2 2 ) 82 + C5X + C6Y + C7XY + CgX + Cgy + C1oX + Cn 8y 2 

82 
+(c12xy + C13X2 + C14Y + C15X + C16) 8x8y 

8 8 
+( C17X + C1s) 8X + ( C19Y + C2QX + c21) 8y. 

The "zero-dimensional" part of this operator is 

(C.5.9) 
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and the homogeneous spaces ¢> N consisting of the monomials xn ym with 
2n +3m= N are ([N/6] + 1) dimensional. Repeating previous reasonings 
we find that the spectrum of the operator H depends of the parameters Ci 

entering into the expression for Ho and has the form of an infinite number 
of displaited multiplets consisting of [N/6] + 1 plaited eigenvalues. 

Example 4. The set N consists of two non-collinear two-dimensional 
vectors al = (1, 2), a2 = (2, 5). We have again two variables X and 
y of vector dimensions (1, 2) and (2, 5), respectively, and two derivatives 
:X and : of opposite vector dimensions ( -1, -2) and ( -2, -5). Now 
the const:r"aints for the numbers n, m, 1, k entering into the homogeneous 
operators xnym(:11Jk(:,)' take the form: k + 1 ~ 2, n +2m- 1- 2k ~ 0 
and 2n +5m-2/- 5k ~ 0. Solving this system we find the most general 
form of the operator H: 

(C.5.11) 

The "zero-dimensional" part of the operator H is 

2 [)2 2 [)2 [)2 
Ho = ClX ax2 +CloY {)y2 + ClsXY axay 

{) {) 
+c19X OX + C23Y {)y (C.5.12) 

and the homogeneous spaces if>N with iJ = (N1, N2) consisting of the 
monomials x5N 1 - 2N2 yN2 - 2N 1 are one dimensional for any N1 and N2 such 
that 5Nl-2N2;::: 0 and N2-2N1;::: 0. This means that the spectrum of the 
operator H consists of an infinite number of single ( displaited) eigenvalues. 
Their explicit form, which can easily be obtained from (C.5.12), is 

E = c1(5Nl- 2N2)(5Nl- 2N2 -1) 
+c1o(N2 - 2N1)(N2- 2Nl - 1) 
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+cls(5Nl - 2N2)(N2- 2Nl) 
+c19(5N1- 2N2) + c2a(N2- 2N1) 

with 5N1 - 2N2 2::: 0 and N2 - 2N1 2::: 0. 

(C.5.13) 

The cases with other more complex sets ~ can be considered 
analogously. We see that any such set generates a certain class of second­
order differential operators with exactly (algebraically) calculable spectra. 

C.6 Construction of quasi-exactly solvable equations 

In this section we demonstrate that the class of neutral operators D0 
introduced in section C.4 can be used as a starting point by constructing 
differential operators for quasi-exactly solvable models of one- and multi­
dimensional quantum mechanics. 

In order to show this, let us first remember the result of section C.4, 
according to which any differential operator H E D0 having zero vector 
dimension possesses a finite-dimensional invariant subspace ¢J N formed by 
all homogeneous polynomials of a given physical dimension N. Therefore, 
the spectral problem for H in ifJN 

(C.6.1) 

is formulated correctly and has a finite number of algebraic solutions. 
Let us now consider an r-component vector operator defined by the 

formula 

(C.6.2) 

and having zero vector dimension, vd.J = 0. It is not difficult to see that 
all the components of this operator commute with each other and with H, 

[H, Jl = 0, (C.6.3) 

and form therefore a commutative symmetry algebra of equation (C.6.1). 
Define W N as the set of all solutions of the system 

(C.6.4) 

and note that 

(C.6.5) 
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Obviously, the set W N can be viewed as a linear space. The general 
form of its elements is given by the formula 

{C.6.6) 

where 'PN is an arbitrarily fixed solution of the inhomogeneous system 
(C.6.4) and f(z1, ... ,zd-r) is an arbitrary function of d- r independent 
solutions of its homogeneous analogue. In order to obtain explicit 
expressions for these functions, it is convenient to introduce the numbers 
~~, l = 1, ... , d and p~, l = 1, ... , d, k = 1, ... , d- r satisfying the system 
of algebraic equations 

and 

d 

I: alJ.l~ = 0, k = 1, ... 'd- r. 
1=1 

In terms of these numbers the needed functions take the form 

and 

d 

II J.lk 
Zlc = Xz 1 , k = 1, ... ,d- r. 

1=1 

(C.6.7) 

(C.6.8) 

(C.6.9) 

(C.6.10) 

Denoting the set of functions f{z1 , ... , Zd-r) by F, and taking into 
account the condition 

dimWN = dimF, (C.6.11) 

we can conclude that, due to the arbitrariness of functions f(zt, ... , Zd-r ), 

the space W N is infinite dimensional. 
Now note that, according to formulas (C.6.3) and (C.6.4), the space 

W N is invariant under the action of operator H, and that this enables us 
to consider the following spectral problem: 

(C.6.12) 
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We know from (C.6.1) and (C.6.5) that this problem has a finite number 
(= dim¢.N) of exact (polynomial) solutions belonging to the space ¢.N C 
"ili .N· At the same time, other solutions of equation (C.6.12) (lying outside 
the space ¢.N and therefore having a non-polynomial structure) remain 
unknown to us. This means that we deal with a typical quasi-exactly 
solvable equation of order dim¢.N· 

In order to reduce the obtained equation to a more appropriate form, 
we use the projection method described in sections 1.9, 5.2 and 5.6. 

Following this method, consider the set of all such functions f E F 
for which (C.6.6) is an element of the space cP_N- Denote this set by F N­
Evidently, 

dimF.N = dimcfJ.N ~ oo. (C.6.13) 

Using formula (C.6.6), we can rewrite (C.6.12) as: 

(C.6.14) 

with 

(C.6.15) 

The fact that the elements of the space F are functions of only the 
d - r variables z1 , ... , Zd-r allows one to replace the operator H .N by its 
projection on F. After this, H N takes the form of a ( d - r )-dimensional 
differential operator in variables z1 , ... , Zd-r with the coefficient functions 
depending on the same variables and also on the vector N determining the 
number ( dimF N) of exactly calculable eigenvalues and eigenfunctions of 
HN-

Let us restrict ourselves to the case of second-order differential 
operators H. In this case the most general form of the operator His 

D 

H=l: L 
i,k=l n1, ... ,nv EB;k 

Cik n 1 nv 8 8 
n n Xl ... XD ---
1'···· D 8xi 8x~c 

D 

+2: 2: {C.6.16) 
i=l n 1, ... ,nvEB; 

where c~~ ... ,nv and c~l.-·,nD are arbitrary real coefficients, and Bik and Bi 
are the sets of non-negative integers n1, ... , nn satisfying the constraints 

(C.6.17) 
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d 

L:aznz = i¥;. 
1=1 

(C.6.18) 

Applying to this operator the reduction procedure we obtain a second-order 
differential operator 

(C.6.19) 

with easily computable coefficient functions, describing a certain quasi­
exactly solvable spectral equation. This equation can easily be reduced 
to the Schrodinger form. For this it is sufficient to apply to (C.6.19) 
the procedure described in section 5.7. The order of the quasi-exactly 
solvable models obtained is given by the number of solutions of the system 
of Diophantine equations (C.4.7). 



Appendix D 

Lie-algebraic hamiltonians and 
quasi-exact solvability 

A Gonzalez-L6pez1 , N Kamran2 and P J Olver3 

D.l Introduction 

In this appendix, we shall give a brief summary of recent results of the 
three authors into the mathematical theory and classification of quasi­
exactly solvable Schrodinger operators. We will emphasize new results 
in the multi-dimensional case, even though additional results, including 
the complete solution to the "normalizability problem" for quasi-exactly 
solvable operators on the line, have also followed from our research. We 
refer the interested reader to a more complete survey paper by Gonzalez­
Lopez et al (1993d), to appear in a volume of Contemporary Mathematics 
devoted to a conference on quasi-exactly solvable problems and related 
issues held in Springfield, MO, USA, in March, 1992. 

Lie-algebraic and Lie group-theoretical methods have played a 
significant role in the development of quantum mechanics since its 
inception. In the classical applications, the Lie group appears as a 
symmetry group of the hamiltonian, and the associated representation 
theory provides an algebraic means for computing the spectrum. Of 
particular importance are the exactly solvable problems, such as the 
harmonic oscillator or the hydrogen atom, whose point spectrum can be 
completely determined using purely algebraic methods. The fundamental 
concept of a "spectrum generating algebra" was introduced by Arima 

1 Universidad' Cornplutense, Madrid, Spain. 
2 McGill University, Montreal, Canada. 
3 University of Minnesota, USA. 
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and Iachello (1976, 1978), to study nuclear physics, and subsequently, 
by Iachello, Alhassid, Giirsey, Levine, Wu and their collaborators, was 
also successfully applied to molecular dynamics and spectroscopy (Iachello 
and Levine 1982, Levine 1988), and scattering theory (Alhassid et al 
1983, 1984, 1986). The Schrodinger operators amenable to the algebraic 
approach assume a "Lie-algebraic form", meaning that they belong to 
the universal enveloping algebra of the spectrum generating algebra. Lie­
algebraic operators reappeared in the discovery of Turbiner, Ushveridze, 
Shifman and their collaborators (Turbiner 1988a, Ushveridze 1988c,d, 
Shifman and Turbiner 1989) of a new class of physically significant spectral 
problems, which they named "quasi-exactly solvable", having the property 
that a (finite) part of the point spectrum can be determined using purely 
algebraic methods. This is an immediate consequence of the additional 
requirement that the hidden symmetry algebra preserve a finite-dimensional 
representation space consisting of smooth wavefunctions. In this case, the 
hamiltonian restricts to a linear transformation on the representation space, 
and hence the associated eigenvalues can be computed by purely algebraic 
methods, meaning matrix eigenvalue calculations. Finally, one must 
decide the "normalizability" problem of whether the resulting "algebraic" 
eigenfunctions are square integrable and therefore represent true bound 
states of the system. Connections with conformal field theory (Morozov 
et al 1990, Gorsky 1991, Shifman 1992), and the theory of orthogonal 
polynomials (Turbiner 1992a, b), lend additional impetus for the study 
of such problems. 

In higher dimensions, much less is known than in the one-dimensional 
case. Only a few special examples of quasi-exactly solvable problems 
in two dimensions have appeared in the literature to date (Shifman 
and Turbiner 1989), all of which are constructed using semi-simple Lie 
algebras. Complete lists of finite-dimensional Lie algebras of differential 
operators are known in two (complex) dimensions; there are essentially 
24 different classes, some depending on parameters. The quasi-exactly 
solvable condition imposes a remarkable quantization constraint on the 
cohomology parameters classifying these Lie algebras. This phenomenon 
of the "quantization of cohomology" has recently been given an algebra­
geometric interpretation (GonzaJez-L6pez et al1993a). Any ofthe resulting 
quasi-exactly solvable Lie algebras of differential operators can be used to 
construct new examples of two-dimensional quasi-exactly solvable spectral 
problems. An additional complication is that, in higher dimensions, 
not every elliptic second-order differential operator is equivalent to a 
Schrodinger operator (i.e., minus laplacian plus potential), so not every 
Lie-algebraic operator can be assigned an immediate physical meaning. 
The resulting "closure conditions" are quite complicated to solve, and so 
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the problem of completely classifying quasi-exactly solvable Schrodinger 
operators in two dimensions appears to be too difficult to solve in full 
generality. A variety of interesting examples are given in the paper of 
Gonzalez-Lopez et al (1992b), and we present a few particular cases of 
interest here. 

D.2 Quasi-exactly solvable Schrodinger operators 

Let M denote an open subset of Euclidean space Rn with coordinates 
x = ( x1, ... , xn). The time-independent Schrodinger equation for a 
differential operator 1i is the eigenvalue problem 

'H.[¢] = >.¢. (D.2.1) 

In the quantum mechanical interpretation, a (self-adjoint) differential 
operator 1i plays the role of the quantum "hamiltonian" of the system. A 
non-zero wavefunction ¢( x) is called normalizable if it is square integrable, 
i.e., lies in the Hilbert space L2(Rn), and so represents a physical bound 
state of the quantum mechanical system, the corresponding eigenvalue 
determining the associated energy level. While it is of great interest to know 
the bound states and energy levels of a given operator, complete explicit 
lists of eigenvalues and eigenfunctions are known for only a handful of 
classical "exactly solvable" operators, such as the harmonic oscillator. For 
the vast majority of quantum mechanical problems, the spectrum can, at 
best, only be approximated by numerical computation. The quasi-exactly 
solvable systems occupy an important intermediate station, in that a finite 
part of the spectrum can be computed by purely algebraic means. 

To describe the general form of a quasi-exactly solvable problem, 
we begin with a finite-dimensional Lie algebra g spanned by r linearly 
independent first-order differential operators 

n {) 

Ta = L:eai(x) {)xi + 17a(x), a= 1, ... , r, 
i=l 

(D.2.2) 

whose coefficients eai, 7]4 are smooth functions of X. The Lie algebra 
assumption requires that the commutator between two such operators 
can be written as a linear combination of the operators: [T4 , Tb] = 
T 4 Tb- TbTa = Lc c~bTC, where the c~b are the structure constants of the 
Lie algebra g. Note that each differential operator is a sum, ra = v 4 + 7]4 , 

of a vector field v4 = Eeai{)j{)xi (which may be zero) and a multiplication 
operator 7]4 • 

A differential operator is said to be Lie algebraic if it lies in the 
universal enveloping algebra U(g) of the Lie algebra g, meaning that it 
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can be expressed as a polynomial in the operators Ta. In particular, a 
second-order differential operator is Lie algebraic if it can be written as a 
quadratic combination 

{D.2.3) 
a,b IJ 

for certain constants cab• ca, c0• (The minus sign in front ofthe hamiltonian 
is taken for later convenience.) If some of the operators Ta generating the 
Lie algebra are pure multiplication operators, then one could allow higher­
degree combinations in {D.2.3); however, it is not hard to show that such 
Lie-algebraic operators can always be re-expressed in a quadratic form, 
(D.2.3), for some possibly larger Lie algebra g, and so we are not losing 
any generality with the form (D.2.3). Note that the commutator [Tc, 1£] 
of the hamiltonian with any generator of g, while still of the same Lie­
algebraic form, is not in general a multiple of the hamiltonian 1{ (unless, 
for example, 1{ happens to be a Casimir operator for g). Therefore, the 
"hidden symmetry algebra" g is not a symmetry algebra in the traditional 
sense. Lie-algebraic operators appeared in the early work of Iachello, 
Levine, Alhassid, Giirsey and collaborators in the algebraic approach to 
scattering theory {Alhassid et al 1983, 1984, 1986, Levine 1988). 

The condition of quasi-exact solvability imposes an additional 
constraint on the Lie algebra and hence on the types of operator which are 
allowed. A Lie algebra of first-order differential operators g will be called 
quasi-exactly solvable if it possesses a finite-dimensional representation 
space (or module) N C coo consisting of smooth functions; this means that 
if ,P E N and Ta E g, then Ta( ,P) EN. A differential operator 1{ is called 
quasi-exactly solvable if it lies in the universal enveloping algebra of a quasi­
exactly solvable Lie algebra of differential operators. Clearly, the module N 
is an invariant space for the hamiltonian 1{, i.e., 1l(N) C N, and hence 1{ 

restricts to a linear matrix operator on N. We will call the eigenvalues and 
corresponding eigenfunctions for the restriction 1£1/lf algebraic since they 
can be computed by algebraic methods for matrix eigenvalue problems. 
(This does not mean that these functions are necessarily "algebraic" in 
the traditional pure mathematical sense.) Note that the number of such 
"algebraic" eigenvalues and eigenfunctions equals the dimension of N. So 
far we have not imposed any normalizability conditions on the algebraic 
eigenfunctions, but, if they are normalizable, then the corresponding 
algebraic eigenvalues give part of the point spectrum of the differential 
operator. 

It is of great interest to know when a given differential operator is 
in Lie-algebraic or quasi-exactly solvable form. There is not, as far as we 
know, any direct test on the operator in question that will answer this 
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in general. Consequently, the best approach to this problem is to effect 
a complete classification of such operators under an appropriate notion of 
equivalence. In order to classify Lie algebras of differential operators, and 
hence Lie-algebraic and quasi-exactly solvable Schrodinger operators, we 
need to precisely specify the allowable changes of variables. 

Definition 1. Two differential operators are equivalent if they can be 
mapped into each other by a combination of change of independent variable, 

x = <p(x), (D.2.4) 

and "gauge transformation" 

(D.2.5) 

The transformations (D.2.4), (D.2.5), have two key properties. First, 
they respect the commutator between differential operators, and therefore 
preserve their Lie algebra structure. Second, they preserve the spectral 
problem (D.2.1) associated with the differential operator 1l, so that if 
1/;(x) is an eigenfunction of 1l with eigenvalue >., then the transformed 
(or "gauged") function 

-;;r(x) = e'*)'l/J(x), where x = <p(x), (D.2.6) 

is the corresponding eigenfunction of 1t having the same eigenvalue. 
Therefore this notion of equivalence is completely adapted to the problem of 
classifying quasi-exactly solvable Schrodinger operators. The gauge factor 
p,(x) = eu(x) in (D.2.5) is not necessarily unimodular, i.e., u(x) is not 
restricted to be purely imaginary, and hence does not necessarily preserve 
the normalizability properties of the associated eigenfunctions. Therefore, 
the problem ofnormalizability ofthe resulting algebraic wavefunctions must 
be addressed. 

Definition 2. A quasi-exactly solvable Schrodinger operator is called 
normalizable if every algebraic eigenfunction is normalizable. It is 
called partially normalizable if some of the algebraic eigenfunctions are 
normalizable. 

Let us summarize the basic steps that are required in order to obtain 
a complete classification of quasi-exactly solvable operators and their 
algebraic physical states. 

1. Classify finite-dimensional Lie algebras of differential operators. 
2. Determine which Lie algebras are quasi-exactly solvable. 
3. Solve the equivalence problem for differential operators. 
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4. Determine normalizability conditions. 
5. Solve the associated matrix eigenvalue problem. 

In the remainder of this survey, we will concentrate on the multi­
dimensional case and refer the reader to the paper of Gonzalez-Lopez et al 
( 1993b) for the solution to the normalizability problem for one-dimensional 
quasi-exactly solvable Schrodinger operators. 

D.3 The equivalence of differential operators 

Consider a second-order linear differential operator 

n . . fJ2 n . f) 
-1{ = ~ g'l(x) ~ + ~ h'(x) ~ + k(x), 

~ ux'uxJ ~ ux' 
i,j=l i=l 

(D.3.1) 

defined on an open subset M C Rn. We are interested in studying the 
problem of when two such operators are equivalent under the combination 
of change of variables and gauge transformations (D.2.4), (D.2.5). Of 
particular importance is the question of when 1l is equivalent to a 
Schrodinger operator, which we take to mean an operator S = -Ll + 
V(x), where Ll denotes either the flat space laplacian or, more generally, 
the Laplace-Beltrami operator over a curved manifold. (Operators 
on Riemannian manifolds with non-zero curvature can be viewed as 
constrained quantum mechanical systems, e.g., a particle moving on a 
sphere (Balazs and Voros 1986).) This definition of Schrodinger operator 
excludes the introduction of a magnetic field, which, however, can also 
be handled by these methods. There is an essential difference between 
one-dimensional and higher-dimensional spaces in the solution to the 
equivalence problem for second-order differential operators because in 
higher space dimensions, it is no longer true that every second-order 
differential operator is locally equivalent to a Schrodinger operator of the 
form -.::l + V(x), where Ll is the flat space laplacian. Explicit equivalence 
conditions were first found by Cotton (1900). Since the symbol of a 
linear differential operator is invariant under coordinate transformations, 
we begin by assuming that the operator is elliptic, meaning that the 
symmetric matrix g( x) = (gii ( x)) determined by the leading coefficients 
of -1{ is positive definite. Owing to the induced transformation rules 
under the change of variables (D.3.1), we interpret the inverse matrix 
g(x) = g(x)- 1 = (Y;j(x)) as defining a Riemannian metric 

n 

ds2 = L 9;j(x) dxi dxi, (D.3.2) 
i,j=l 
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on the subset M C R n. We will follow the usual tensor convention of 
raising and lowering indices with respect to the Riemannian metric (D.3.2). 
We rewrite the differential operator (D.3.1) in a more natural coordinate­
independent form 

n 

1i =- I: gii('l;- A;)('li- Ai) + V, (D.3.3) 
i,j=l 

where \7 i denotes covariant differentiation using the associated Levi-Civita 
connection. Physically, A(x) = (A1(x), ... ,An(x)) can be thought of as 
a (generalized) magnetic vector potential; in view of its transformation 
properties, we define the associated magnetic one-form 

n 

w = 2:A;(x) dxi. (D.3.4) 
i=l 

(Actually, to qualify as a physical ve~tor potential, A must be purely 
imaginary and satisfy the stationary Maxwell equations, but we need 
not impose this additional physical constraint in our definition of the 
mathematical magnetic one-form (D.3.4).) The explicit formulas relating 
the covariant form (D.3.3) to the standard form (D.3.1) of the differential 
operator are 

v = (D.3.5) 

where g( x) = det (Y;j ( x)) > 0. Each second-order elliptic operator then is 
uniquely specified by a metric, a magnetic one-form and potential function 
V(x). In particular, if the magnetic form vanishes, so A= 0, then 1i has 
the form of a Schrodinger operator 1i = -~ + V, where ~is the Laplace­
Beltrami operator associated with the metric (D.3.2). 

The application of a gauge transformation (D.2.5) does not affect the 
metric or the potential; however the magnetic one-form is modified by an 
exact one-form: w 1--+ w + du. Consequently, the "magnetic two-form" 
0 = dw, whose coefficients represent the associated magnetic field, is 
unaffected by gauge transformations. 

Theorem D.l. Two elliptic second-order differential opemtors 1i and 1i 
are (locally) equivalent under a change of variables i = so( x) and gauge 
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transformation (D.2.5) if and only if their metrics, their magnetic two­
forms, and their potentials are mapped to each other 

cp* (IT) = n, cp*(V) = v. (D.3.6) 

(Here <p* denotes the standard pull-back action of <p on differential forms; 
in particular, cp" (V) = V o cp.) 

In particular, an elliptic second-order differential operator is equivalent 
to a Schrodinger operator -A + V if and only if its magnetic one-form is 
closed: dw = n = 0. Moreover, since the curvature tensor associated with 
the metric is invariant, the Laplace-Beltrami operator A will be equivalent 
to the flat space laplacian if and only if the metric ds2 is flat, i.e., has 
vanishing Riemannian curvature tensor. 

D.4 The Lie algebras of differential operators 

In this section, we summarize what is known about the classification 
problem for Lie algebras of first-order differential operators. Any finite­
dimensional Lie algebra g of first order differential operators has a basis of 
the form 

Tl = vl + "71(x), ... , rr = vr + "7r(x), 
rr+l =(l(x), ... ,rr+• =('(x), (D.4.1) 

cf. (D.2.2). Here v1, ... , vr are linearly independent vector fields spanning 
an r-dimensional Lie algebra h. The functions ( 1 (x), ... ,('(x) define 
multiplication operators, and span an abelian subalgebra M of the full 
Lie algebra g. Since the commutator [vi, (k] = vi ( (i) is a multiplication 
operator, which must belong tog, we conclude that h acts on M, which is 
a finite-dimensional.~-module (represe~.tation space) of smooth functions, 
that is vi ( (i) = L b~ (k for constants b~. The functions 'f]a ( x) must satisfy 
additional constraints in order that the operators (D.4.1) span a Lie algebra; 
we find 

(D.4.2) 

Now, since his a Lie algebra, [vi, vi] = cfivk, where cfj are the structure 
constants. Thus the above commutator will belong to g if and only if the 
right-hand side is equal to cfj(vk + rl) up to a linear combination of the 
functions ( 1. 

These conditions can be conveniently re-expressed using the basic 
theory of Lie algebra cohomology (Jacobson 1962). Define the "one­
cochain" on the vector field Lie algebra h by the linear map F: h -+ coo 
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which satisfies (F ; va) = T}a. Since we can add in any constant coefficient 
linear combination of the (bs to the ryas without changing the Lie algebra g, 
we should interpret the T}a s as lying in the quotient space C00 I M, and hence 
regard F as a (C00 I M)-valued co chain. In view of (D.4.2), the collection of 
differential operators (D.4.1) spans a Lie algebra if and only if the cochain 
F satisfies 

v(F; w)- w(F; v)- (F; (v, w]) EM for all v, wE h. (D.4.3) 

The left-hand side of (D.4.3) is just the evaluation (81 F; v, w) of the 
coboundary of the 1-cochain F, hence (D.4.3) expresses the fact that the 
cochain F must be a (coo I M)-valued cocycle. A 1-cocycle is itself a 
co boundary, written F = 80 rr for some rr( x) E coo if and only if (F; v) = 
v( rr) for all v E h, where v( rr) is considered as an element of coo I M. It can 
be shown that two cocycles will differ by a co boundary 80 rr if and only if the 
corresponding Lie algebras are equivalent under the gauge transformation 
(D.2.5). Therefore two cocycles lying in the same cohomology class in 
the cohomology space H 1(h, coo I M) = Ker 811Im80 , will give rise to 
equivalent Lie algebras of differential operators. In summary, then, we 
have the following fundamental characterization of Lie algebras of first­
order differential operators. 

Theorem D.2. There is a one-to-one correspondence between equivalence 
classes of finite-dimensional Lie algebras g of first-order differential 
operators on M and equivalence classes of triples [h, M, (F]], where 
1. h is a finite-dimensional Lie algebra of vector fields, 
2. M C C00 is a finite-dimensional h-module of functions, 
3. [F] is a cohomology class in H 1(h,C00 1M). 

Based on theorem D.2, there are three basic steps required to classify finite­
dimensional Lie algebras of first-order differential operators. First, one 
needs to classify the finite-dimensional Lie algebras of vector fields h up to 
changes of variables; this was done by Lie in one and two dimensions under 
the assumption that the Lie algebra has no singularities- not every vector 
field in the Lie algebra vanishes at a common point. (Lie further claimed 
to have completed the classification in three dimensions (Lie 1893), but 
the complete results were never published.) Secondly, for each of these 
Lie algebras, one needs to classify all possible finite-dimensional h-modules 
M of coo functions. Trivial modules, valid for any Lie algebra of vector 
fields, are the zero module M = 0, which consists of the zero function 
alone, and that containing just the constant functions, which we write 
M = {1}. Finally, for each of the modules M, one needs to determine 
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the first cohomology space H 1{h, coo/ M). As the tables at the end of this 
appendix indicate, the cohomology classes are parametrized by one or more 
continuous parameters or, in a few cases, smooth functions. 

It is then a fairly straightforward matter to determine when a given 
Lie algebra satisfies the quasi-exactly solvable condition that it admit a 
non-zero finite-dimensional module N C coo. A simple lemma says that 
we can always, without loss of generality, take the Lie algebra g to be 
represented by a triple [h, {1}, [F]] with M = {1}. {Indeed, g admits a 
finite-dimensional module if and only if M = {1} or M = 0, and, in the 
latter case, g can always be enlarged to include constant functions without 
destroying its quasi-exact solvability.) Remarkably, in all known cases, 
the cohomology parameters are "quantized", the quasi-exact solvability 
requirement forcing them to assume at most a discrete set of distinct 
values. This intriguing phenomenon of "quantization of cohomology" has 
been geometrically explained in terms of line bundles on complex surfaces 
Gonzalez-Lopez et al {1993a). 

In one dimension, there is essentially only one Lie algebra of first-order 
differential operators, represented by 8x, x8x + c, x28x + 2cx, where c E R is 
a parameter representing the cohomology (Kamran and Olver 1990). This 
Lie algebra satisfies the requirement of quasi-exact solvability if and only if 
the cohomology parameter is quantized, c = -~n, where n E N is a non­
negative integer (which plays the physical role of spin). The corresponding 
module is N = p(n), the space of polynomials of degree less than or equal 
to n. 

Theorem D.3. Every (non-singular) finite-dimensional quasi-exactly 
solvable Lie algebra of first-order differential operators in one (real or 
complex) variable is, locally, equivalent to a subalgebra of one of the Lie 
algebras 

{D.4.4) 

where n E N. For gn, the associated module N = p(n) consists of the 
polynomials of degree at most n. 

Turning to the two-dimensional classification, a number of additional 
complications present themselves. First, as originally shown by Lie, there 
are many more equivalence classes of finite-dimensional Lie algebras of 
vector fields. Moreover, the classification results in R 2 and C2 are no longer 
the same - here we just present the complex case. {The real classification 
has recently been completed, by Gonzalez-Lopez et al {1993c).) Another 
complication is that the modules M for the vector field Lie algebras 
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are no longer necessarily spanned by monomials, a fact that makes the 
determination of the cohomology considerably more difficult. Tables 1-3 
at the end of the appendix summarize our classification results for finite­
dimensional Lie algebras of differential operators in two complex variables 
(Gonzalez-Lopez et al 1991a, 1992a). Lie's classification of non-singular 
finite-dimensional Lie algebras of vector fields on C2 is summarized in table 
D.1; see the book by Lie (1924) for the original version. The first column 
exhibits a basis of the algebra, and the second indicates its structure as an 
abstract Lie algebra. Table D.2 describes the different finite-dimensional 
modules for each of these Lie algebras. The first column tells whether 
the module is necessarily spanned by monomials, i.e., single terms of the 
indicated form. (In cases 5 and 20, we have monomials unless a E Q+ 
or r < a E Q+ are positive rational numbers, respectively.) The second 
column indicates a typical term in a basis element for the module - the 
non-monomial basis elements will be linear combinations of terms of the 
indicated type; i, j always denote non-negative integers. The third column 
either indicates ranges of indices which must be included, or, in the case of 
an arrow, indicates other indices which must be included if the given one is. 
For instance, in case 19, if the monomial xiyi e~':r: belongs to the module, so 
must the monomials xi-lyi e~':r: and xi+r yi+1e(l-l+>.):r: (provided i > 0 and/or 
j > 0) for each exponent A appearing in the Lie algebra. Finally, R;''n(z) 
denotes the polynomial 

R;''n(z) = dkk (z- 1)m+n(z + 1)m, 
dz 

(D.4.5) 

which, for n = 0, is a multiple of the ultraspherical Gegenbauer polynomial 
C~~::(l/2)(z) (Erdelyi and Bateman 1953). Table D.3 describes the 
cohomology spaces H 1 (h, C00 / M) for each of the Lie algebras and 
corresponding modules. The first column indicates the dimension of the 
cohomology space, and the second column gives a representative cocycle 
of each non-trivial cohomology class. Only the vector fields va which are 
actually modified are indicated, i.e., those for which TJa = (F; va) '¥=. 0, 
cf. (D.4.1). In case 4, DivM = U:r: + Yy if,g E M}. Finally, table 
D.4 describes the quantization condition resulting from the quasi-exactly 
solvability assumption that, assuming M = {1}, the Lie algebra admit a 
finite-dimensional module }\[. If the cohomology is trivial, so g is spanned 
by vector fields and the constant functions, then it automatically satisfies 
the quasi-exactly solvable condition, with the associated finite-dimensional 
modules being explicitly described in table D.2. The maximal algebras, 
namely Case 11, sl(2) $ sl(2), Case 15, sl(3), and Case 24, gl(2) + Rr, 
play an important role in Thrbiner's theory of differential equations in two 
dimensions with orthogonal polynomial solutions. 
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0.5 Two-dimensional problems 

There are a number of additional difficulties m the two-dimensional 
problem which do not appear in the scalar case. First, there are several 
different classes of quasi-exactly solvable Lie algebras available. Even more 
important is the fact that, according to theorem D.3, there are non-trivial 
"closure conditions" which must be satisfied in order that the magnetic one­
form associated with a given hamiltonian be closed and hence the operator 
be equivalent, under a gauge transformation (D.2.5), to a Schrodinger 
operator. Unfortunately, in all but trivial cases, the closure conditions 
associated with a quasi-exactly solvable hamiltonian (D.2.3) corresponding 
to the generators of one of the quasi-exactly solvable Lie algebras on our 
list are non-linear algebraic equations in the coefficients cab, ca, c0 , and it 
appears to be impossible to determine their general solution. Nevertheless, 
there are useful simplifications of the general closure conditions which can 
be effectively used to generate large classes of planar quasi-exactly solvable 
and exactly solvable Schrodinger operators, both for flat space as well as 
curved metrics. 

Suppose that the Lie algebra g is spanned by linearly independent 
first-order differential operators as in (D.2.2). Substituting these into the 
general Lie-algebraic form (D.2.3), we find that the operator assumes the 
form (D.3.1) with 

r 
gij I: cabeai ebj, 

a,b=l 

(D.5.1) 

The magnetic form w, (D.3.4), and potential V for the covariant form 
(D.3.3) of the hamiltonian are then computed using formulas (D.3.5). The 
closure conditions dw = 0 are equivalent to the solvability of the system of 
partial differential equations 

'"' cai '"' cbi uT u{ '"'cai 2 '"' b r n ( ~ ~ bj ) r [ r l 
a~l cab.. {;: .. {)xi + {)xi = ~.. ~cab"' + Ca , 

i = 1, ... , n, (D.5.2) 

for a scalar function r(x}, given by r = 2u+ ~log det gin terms of the gauge 
factor eu required to place the operator in Schrodinger form. The closure 
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conditions (D.5.2) are extremely complicated to solve in full generality, but 
a useful subclass of solutions can be obtained from the simplified closure 
conditions 

Ln (cai ~ aeai) - 2 a = ka 
.. >)"+>). TJ ' ux• ux• 

i=l 

a= 1, ... ,r (D.5.3) 

where P, ... ,kr are constants. Any solution r(x) of equations (D.5.3) 
will generate an infinity of solutions to the full closure conditions (D.5.2), 
with cab arbitrary, and ca = Lb cabkb. The case ka = 0 and g semi­
simple was investigated by Morozov et al (1990). Although the simplified 
closure conditions can be explicitly solved for such Lie algebras, with the 
exception of so(3), their solutions are found to generate quasi-exactly 
solvable Schrodinger operators that are not normalizable, and hence are 
of limited use. Note that even when the simplified closure conditions do 
not have any acceptable solutions, the full closure conditions (D.5.2) may 
be compatible and may give rise to normalizable operators. 

Consider, in the first place, the Lie algebra g ::::= sl(2) $ sl(2) of type 
11 spanned by the first-order differential operators 

Tl =ax, T2 = 8' y T 3 = xfJ Xl 

T 4 =yay, T 5 = x28x- nx, T6 = y2fJ -my, y (D.5.4) 

where n, mE N. The particular choice 

2 1 0 0 0 1 
1 2 0 0 1 0 

(cab) 
0 0 3 0 0 0 (D.5.5) 0 0 0 3 0 0 
0 1 0 0 1 1 
1 0 0 0 1 1 

(ca) ( 0, 0, -(1 + 4n), -(1 + 4m), 0, 0), (D.5.6) 

co ~+m2+n2, (D.5.7) 

of Lie-algebraic coefficients lead to a quasi-exactly solvable hamiltonian 
with Riemannian metric 

gll = (1 + x2)(2 + x2), g12 = (1 + x2)(1 + y2), 
g22 = (1 + y2)(2 + y2), 

which has complicated curvature, and potential 

4V = -y2 _ (1 + 2n)(3 + 2n) _ (1 + 2m)(3 +2m) 
1 + x 2 1 + y2 

(D.5.8) 
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17 + 12y2 - y4 + 2xy(6 + 5y2) 
3 + x2 + y2 

5(3 + 2xy)(1 + y2)(2 + y2) 

+ (3 + x2 + y2)2 · 

A second interesting solution is 

1 1 0 0 0 1 
1 4 0 0 1 0 
0 0 2 0 0 0 
0 0 0 8 0 0 
0 1 0 0 1 1 
1 0 0 0 1 4 

( 0, 0, -2n, -8m, 0, 0), 

-n -4m. 

The Riemannian metric is 

gll = (1 + x2)2, g12 = (1 + x2)(1 + y2), 
g22 = 4(1 + y2)2, 
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(D.5.9) 

(D.5.10) 

(D.5.11) 

(D.5.12) 

(D.5.13) 

which has zero curvature. The potential V = 0 also vanishes. The 
coordinate transformation 

1 x = r;; ( 4 arctan x - arctan y), 
2v3 

1 
i} = 2 arctan y, (D.5.14) 

maps the whole plane onto a bounded rectangle, so this example describes 
the physical situation of a free particle confined to a bounded rectangle. 
The algebraic eigenfunctions have the form 

_ _ P(x,y) 
1/J(x,y)= (1+x2)~ (1+y2)'~" (D.5.15) 

where Pis a polynomial of degree less than or equal ton in x and less than 
or equal tom in y, and were-express x, y using (D.5.14). 

The Lie algebra of type 15 provides a realization of sl(3, R) in terms 
of first-order planar differential operators, given by 

T 1 =ox, T 2 = oy, T3 = xox, 

T 4 = yox, T 5 = xoy, T 6 = yoy, 
T 7 = x2ox + xyoY- nx, 
T8 = xyox + y2oy- ny, (D.5.16) 
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with n E N admits the finite-dimensional module consisting of polynomials 
of total degree in x andy less than or equal ton. The quasi-exactly solvable 
hamiltonian 

11. (Tt)2 + (T2)2 + 2(T7)2 + 2(Ts)2 
+ yly7 + y7yl + y2y8 + y8y2 
+ (3 + 2n) (T3 + T 6) {D.5.17) 

has contravariant metric coefficients 

gll = x2(1 + p) + 1, g12 = xy(1 + p), 
gn = Y2 ( 1 + P) + 1' (D.5.18) 

where p = 1 + 2(x2 + y2), whose Gaussian curvature "' = -2p is negative 
everywhere. The potential is given by 

V __ 3 _ (7 16 8 2) 14 + 24n + 8n2 + (22 + 24n + 8n2)p 4 _ p + n+ n + 2 1 · 
p + 

(D.5.19) 

If we look for solutions of the Schrodinger equation depending only on 
the "radial" coordinate p, we end up with an effectively one-dimensional 
Schrodinger operator 

-11. = 
~ d 

4(p- 1)(p2 + 1) dp2 + [(6- 4n)p2 + (8n + 4)p- 4n- 2] dp 

+ [(n2 - n)p- n2 - n] (D.5.20) 

which does appear among the list of purely one-dimensional quasi-exactly 
solvable hamiltonians, albeit with a different cohomology parameter. 
The question of whether the class of one-dimensional quasi-exactly 
solvable Schrodinger operators can be significantly enlarged via looking at 
reductions of two-dimensional quasi-exactly solvable hamiltonians remains 
unanswered. 

Next let g be the non-compact Lie algebra of type 24 for r = 1, spanned 
by 

T 5 = yoy, (D.5.21) 

and 

where nE N. (D.5.22) 
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This Lie algebra admits the finite-dimensional module N spanned by the 
monomials xiyi with i + j ~ n. The Lie-algebraic coefficients 

1 0 0 0 0 0 
0 1 0 0 0 0 

(cab) 
0 0 2 0 1 0 (D.5.23) 0 0 0 1 0 0 
0 0 1 0 1 0 
0 0 0 0 0 1 

(ca) ( 0, 0, -2n, 0, -1- 2n, 0), (D.5.24) 

co n2 + n + 1, (D.5.25) 

give a quasi-exactly solvable operator with flat Riemannian metric 

9n = (1 + x2)2, 912 = xy(1 + x2), 
922 = (1 + x2)(1 + y2). (D.5.26) 

Flat coordinates are given by 

- . h y y= arcsm ~, 
y1 + x 2 

x =arctan x, (D.5.27) 

which maps the plane to an open infinite strip ( -7r/2, 7r/2) x R. The 
potential in these coordinates is 

V(- -)- {n+1){n+2) h2 _ x, y - - 2 sec y, (D.5.28) 

which is simply a Poschl-Teller potential in fl. The algebraic eigenfunctions 
take the form 

cosn x . 
1/;(x,y) = n+I _ P(tanx,secx smhy), 

cosh y 
(D.5.29) 

where P(x,y) is a polynomial of total degree at most n in (x,y). Notice 
that this potential, the preceding zero potential, and, indeed, all other flat 
potentials that we have found satisfy a conjecture of Turbiner: any quasi­
exactly solvable hamiltonian on a flat manifold in more than one dimension 
is necessarily separable. However, we do not know whether this conjecture 
holds in general. 

Finally, let g be a general Lie algebra of type 24, spanned by the first­
order differential operators (D.5.21), 

T 6 2 !l + !l r6+i = xi+l !ly, = x ux rxyuy -nx, u i = 1, ... ,r-l. 
(D.5.30) 
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The module N is spanned by the monomials xiyi with i + rj $ n. For 
m E N, A, B > 0, the Schrodinger operator with metric 

g11 = Ax2 + B, g12 = (1 + m)Axy, 
g22 = (Ax2 + B)m + A(l + m)2y2' (D.5.31) 

and potential 

V _ _ .AAB(l + m)2(Ax2 + B)m 
- (Ax 2 + B)l+m + AB(l + m)2y2' m$rf2(m+l), 

(D.5.32) 

is normalizable and quasi-exactly solvable with respect to g, provided that 
the parameter .A is large enough. The metric in this case has constant 
negative Gaussian curvature K. = -A. Furthermore, since the potential V 
does not depend on the cohomology parameter n, the above hamiltonian is 
exactly solvable. Moreover, the potential is also independent of r; hence we 
have constructed a single exactly solvable hamiltonian which is associated 
with an infinite number of inequivalent Lie algebras of arbitrarily large 
dimension. 
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Table D.l. Finite-dimensional Lie algebras of vector fields in C2 . 

1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 

16. 
17. 
18. 
19. 
20. 
21. 
22. 
23. 

24. 

Generators 

{a.,} 
{a.,, xa.,} 
{a.,, xa.,, x2a.,} 
{a.,, all} 
{a.,, ay, xa., + ayay} a =1- 0 
{a.,, all, xa.,, yay} 
{a.,, all, xa., - yay, ya.,, xay} 
{a.,,a11 ,xa.,,ya.,,xa11 ,ya11} 

{a.,, ay, xa.,, x2a.,} 
{a.,,a11 ,xa.,,ya11 ,x2a.,} 
{a.,,a11 ,xa.,,ya11 ,x2a.,,y2a11 } 

{a.,+ ay, xa., +yay, x2a., + y2 ay} 
{a.,,2xa., -ya11 ,x2a., -xya11 } 

{a.,, xa.,, yay, x2a.,- xyay} 
{a,, ay, xa,, ya,, xay, yay, 
x2a., + xyay, xya, + y2 ay} 
{{l(x)a11 , ••• ,{r(x)a11}a 
{{l(x)a11 , ••• ,{r(x)a11 ,ya11}a 
{a,,xieA"a11 I 0$ i $ rA}b 
{a,, ya11 , xieA"'a11 I 0 $ i $ rA}b 
{a.,, ay, xa., + ayay, xay, ... , xray}c 
{a,, ay, xay, ... , xr-lay, xa, + (ry + xr)ay}c 
{a.,,ay,xa.,,xay,yay,x2ay, ... ,xra11 }c 
{a,, ay, 2xa, + ryay, xay, 
x2 a, + rxyay, x2 ay, ... , xray}c 
{a,, ay, xa,, xay, yay, 
x2a, +rxya11 ,x2a11 , ••• ,xra11 }c 

a r > 1. 

b r=l:rA. 
C T ~ 1. 

Structure 

c 
h2 
sl(2) 
c2 
C+C2 

h2 EB h2 
sl(2) + C2 

gl(2) + C2 

gl(2) 
sl(2) EB h2 
sl(2) EB sl(2) 
sl(2) 
sl(2) 
gl(2) 

sl(3) 
cr 
C+Cr 
C+Cr 
C2+Cr 
h2 +Cr+l 
C + (C + cr) 
(h2 EB C) + cr+l 

sl(2) + cr+l 

gl(2) + cr+l 
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Table D.2. Finite-dimensional modules for Lie algebras of vector fields. 

Monomials? Generators Rules 

1. No xie>."'g(y) (i, .\,g)- (i- 1, .\,g), 
2. Yes x;g(y) (i, g) ---+ (i -1, g) 
3. Yes g(y) 
4. No xiyi e>."'+I'Y ( i, j, .\, JJ) ---+ 

(i -1, j, .\, JJ), (i, j -1, .\, JJ) 
5. Yes a xiyi (i,j)---+ (i -1,j),(i,j -1) 
6. Yes xiyi (i,j)---+ (i -1,j), (i,j -1) 
7. Yes xiyi o::;i+j::;n 
8. Yes xiyi o::;i+j::;n 
9. Yes yie~'!l 0 ::; j ::; nl' 
10. Yes yi o::;j::;n 
11. Yes 1 
12. No /mk(x, y)c 0 ::; k ·::; 2m 
13. Yes xiyn 0 ::; i ::; n, n E S 
14. Yes xiyn 0 ::; i ::; n, n E S 
15. Yes 1 
16. No yig(x) (j, g)---+ (j- 1, g. ~k) 
17. Yes yig(x) (j,g)- (j -1,g ·{k) 
18. No xiyi e~'"' (i, j, JJ)---+ 

(i -1,j,p,), (i + T>, 1 j -1,p, + .\) 
19. Yes xiyie~'"' (i,j,p,)-

(i-1,j,p,),(i+r>.,j-1,p,+.\) 
20. Yesb xiyi (i,j)---+ (i -1,j), (i + r,j- 1) 
21. Yes xiyi (i, j) ---+ (i- 1, j), (i + r,j- 1) 
22. Yes x;yi (i, j) ---+ (i- 1, j), (i + r,j- 1) 
23. Yes 1 
24. Yes 1 

a Unless ex E q+ 
b Unless r < ex E q+ 
c Here fm~c(x,y) = (x- y)m-kR';•0 (~). 
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Table 0.3. Cohomologies for Lie algebras of vector fields. 

Dimension 

1. 0 
2. 00 

3. 00 

4. dim(M/DivM) < oo 

5. 0 (a¢ q-), 1 or 0 (a E q-) 
6. 0 (M =I= 0), 2 (M = 0) 
7. o (M =I= {1}), 1 (M = {1}) 
8. o (M =I= 0), 1 (M = 0) 
9. 1 
10. 1 (M =I= 0}, 2 (M = 0) 
11. 2 

12. 1 
13. 1 
14. 0 (1 E M), 1 (1 ¢ M) 
15. 1 

16. oor + k, k < oo 
17. 00 

18. < 00 
19. 1 
20. 0 (a¢ Q), 1 or 0 (a E Q) 

21. o (M =I= 0), 1 (M = 0) 
22. o (M =I= 0), 2 (M = 0) 
23. 1(r>2) 

2(r=2) 

24. 1 (M :f: 0}, 2 (M = 0) 

Representatives 

xa, + h(y), h ¢ M 
xa, + h(y), x2a, + 2xh(y) 
811 + h(x, y), hx EM, h :f: 1/;11 

with 1/Jx EM 
X8x + ay8y + C1Xiyj or 8y + C1Xiyl 
X8x + Cl, y8y + C2 
811 +2clx, y8,+c1y2 , x811 +c1x2 

x8, + Cl, y8y + C1 

X8x + Cl, x28, + 2ClX 
xa, + Cl, x2a, + 2ClX, y8y + C2 
xa, + Cl, x2a, + 2ClX, yay+ C2, 
y2 a11 + 2c2y 
x 2a, + y2 811 + c1(x- y) 
x2a, - xy811 + c1y-2 
X8x + Cl, y8y + 2c1 
X8:z; + Cl, x28x + xy8y + 3C1X, 
y8 11 + c1, xya, + y2 811 + 3cly 
e;(x)8y + f;(x)yj 
ya 11 + f(x) 
xke:A"'a + c:A,kxi+kyle:Ax 

y J,J 
y8y + C1Xn 
xa, + ay8y + C1Xiyj, or 
eka" + ckxi+kyj, k:::: 1:::: o 
X8x + (ry + Xry)8y + Cl 
X8x + Cl, y8y + C2 
2xa, + ry811 + c1, x2a, + rxy811 + c1x 
x8, +yay+ Cl, x8y + C2, 
x28, + 2xya11 + 2c1x + 2c2y, 
x 2811 + 2c2x 
X8x + C1, y8y + C2, 
x2a, + rxy811 + (2c1 + rc2)x 
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Table D.4. Quasi-exactly solvable Lie algebras of differential operators. 

Quantization condition Module 

1. 0 
2. 0 
3. h = -i, n ~ 0, {xig(y) I i ~ n,g E S} 
4. 0 
5. 0 
6. 0 
7. 0 
8. 0 
9. Cl = -i, n ~ 0, {xiyle~"Y I i ~ n,j ~ m'"} 
10. Cl = -i, n ~ 0, {xiyj I i ~ n,j ~ m} 
11. Cl = -i, C2 = -!!f, n,m ~ 0, {xilll i ~ n,j ~ m} 
12. n {fmnk(X, y) I 0 ~ k ~2m+ n}a Cl = 2> 
13. 0 
14. 0 
15. C1 = -¥, n ~ 0, {xiy1 li+j~n} 
16. 0 
17. 0 
18. 0 
19. 0 
20. 0 
21. 0 
22. 0 
23. C1 = -n, n ~ 0, { xiy1 I i + r j ~ n, j ~ l} 
24. Cl = -i, C2 = 0, n ~ 0, {xiyj li+rj~n,j~l 

a Here fmnk(x, y) = (x- y)m+~-k R';'n (~),and mE S = {m I m ~ 
max(O, -n)}, where Sis a finite set of integers. There is no positivity 
restriction on n. 
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