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PREFACE 

The twentieth century has witnessed a striking transformation in the un­
derstanding of the theories of mathematical physics. There has emerged 
clearly the idea that physical theories are significantly characterized by 
their abstract mathematical structure. This is in opposition to the tradi­
tional opinion that one should look to the specific applications of a 
theory in order to understand it. One might with reason now espouse 
the view that to understand the deeper character of a theory one must 
know its abstract structure and understand the significance of that struc­
ture, while to understand how a theory might be modified in light of its 
experimental inadequacies one must be intimately acquainted with how 
it is applied. 

Quantum theory itself has gone through a development this century 
which illustrates strikingly the shifting perspective. From a collection of 
intuitive physical maneuvers under Bohr, through a formative stage in 
which the mathematical framework was bifurcated (between Schrödinger 
and Heisenberg) to an elegant culmination in von Neumann's Hilbert 
space formulation the elementary theory moved, flanked even at the later 
stage by the ill-understood formalisms for the relativistic version and for 
the field-theoretic altemative; after that we have a gradual, but constant, 
elaboration of all these quantal theories as abstract mathematical struc­
tures (their point of departure being von Neumann's formalism) until at 
the present time theoretical work is heavily preoccupied with the manip­
ulation of purely abstract structures. (The earlier history is set out in some 
detail in e.g. M. Jammer, The Conceptua/ Deve/opment of the Quantum 
Theory, McGraw-HilI, 1966 and a subsequent companion volume now in 
press.) A similar story holds for the development of relativistic theories, 
and of course for the reeent attempts to consistently combine them. 

Despite this evolution of pure mathematical sophistication and self­
consciousness we are at the present time, so it seerns, neither any closer 
to an adequate atomic theory nor yet to a satisfactory physical inter­
pretation of even elementary quantum theory. At least in regard to the 
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latter problem, in my opinion, the situation stems directly from the faet 
that our conceptual understanding of physical theory has been even more 
slowly evolving than has our understanding of the mathematical struc­
ture of those theories themselves. In this respect the philosophy of science 
has itself undergone its own twentieth century revolution. From the 
'everyday' intuitions and debates about detenninism, mechanism and the 
like there has emerged slowly a tradition of conceptual analysis in which 
the ideal is to characterize conceptually interesting questions so sharply 
that they admit of fonnally precise answers. (Thus "Is the theory deter­
ministic?" becomes "Does the theory admit such and such mathematical 
construction?" and an analysis of the predicate '-is detenninistic' be­
comes '-has structure S'.) The examination of physical theory from this 
point of view has led to many rich and fruitful insights. 

It is precisely the combination of the emerging mathematical sophis­
tication and self-consciousness with the emerging fonnal sophistication 
and insight into the structure of conceptual schemes that is the founda­
tion for the claim that the deep understanding of physical theory lies in 
the understanding of its abstract structures. 

(In respeet of these revolutions we may note: (i) That each had its 
origins in preceding centuries, though not there the dominant tradition, 
one thinks of Hamilton and Jacobi or of Boole - even so most of the 
development lies in the twentieth century, mathematical logic, fonnal 
syntax and semantics, the use in physics of Hilbert space, group theory, 
lattice theory and so on all essentially belong to the last 60 years. (ii) In 
respect of contributions to the various developments the departmental 
origins of salary were not closely correlated with type of contribution - in­
deed the various disciplines involved have never coped with the blurring 
of their separateness and are stiIl in the early stages of adjusting to the 
changing intellectual perspective.) 

The papers in this volume all belong to one strand of this complex 
development - the understanding of elementary quantum theory through 
examination of its fonnal, or abstract, structure. Remarkably, this is 
the first time (to my knowledge) that anyone has attempted to collect 
them together, though the body of literature has been weil known to 
anyone approaching the subject in the last decade. (This is in itselfwitness 
to the newness of the perspective.) Considering the span of time covered 
and the diversity of authorship, the collection is satisfyingly complete - a 
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tribute to the eagemess of all concemed to see their work set in the 
wider perspective of the emerging field of study. Even casual examination 
of the dates of the papers - they are arranged nearly chronologically, not 
alphabetically or by theme - reveals an explosion of interest and fruitful 
work in the late 1960's. (Occasionally I have foregone strict chronological 
order so that related articles might be grouped together. This is so in the 
case of Reichenbach's 3-valued approach and responses, and the work of 
Kochen and Specker, to which should be attached the earlier paper by 
Specker.) / 

The present vohJme bare1y reaches the beginnings of the recent ex­
plosion of interest and productivity, some papers with a broader perspec­
tive are included for the reader's benefit (principally those by Holland, 
Piron, Gudder and Greechie and van Fraassen), but by and large this 
volume concentrates on the foundational work laid down in the 'long 
period of initial struggle', 1935-1965. It is my intention to devote a 
second volume (to appear shortly) to recent research. 

These articles do not belong to a single tradition conceming quantum 
theory, nothing like that could have emerged until the 1970's and the 
major points of view are only just now emerging clearly. Nor are they 
written from the same perspective - some are written by mathematicians 
for mathematicians, others by logicians for philosophers. These articles 
represent the 'raw material' for study. This volume is designed to be a 
basic reference text, not the presentation of a particular doctrine. I have 
my own understanding of the significance of these papers, but that 
will appear as part of Volume II which will be more devoted to works 
that analyse and interpret the mathematical material than is this 
volume. 

In keeping with this referential role for the volume I shall refrain here 
from taking issue with the various interpretive battles now raging and 
from any attempt to evaluate the relative significances of the various 
mathematical contributions. Where this text is used - senior under­
graduate or graduate course - one assumes a competent leader who will 
set the material in some preferred order. Some passing remarks may 
be in order for the benefit of the disciplinarily one-sided reader. The 
approach of Birkhoff and von Neumann is connected to the structure of 
logical systems clearly for the first time in the work of Kochen and 
Specker, who also make clear the significance of Gleason's theorem in 
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this context. The connection between this approach and lattice and 
POset t_heory is discussed at length in Holland and reviewed in Piron and 
Gudder and Greechie, while its corresponding and dose association 
with group theory is developed by Poole upon the basis of the funda­
mental paper by Foulis. The important paper by Varadarajan ought to be 
read in conjunction with the discussion by Kochen and Specker con­
cerning the probabilistic constraints on acceptable boolean embeddings 
(ef. Zieler and Schlessinger) and compared with the discussions by 
Suppes. Finally, it is weIl known to those in philosophy that these 
researches have generated a heated discussion concerning the nature 
of logic, a debate of great profundity but one barely hinted at here (ef. 
Kochen and Specker, Suppes, van Fraassen); rather these papers serve 
as the background to the debate, the debate itself being taken up in 
Volume II. 

As I remarked earlier, the material spreads across the boundaries 
between mathematics, physics and philosophy. From a mathematician's 
point of view this volume is designed to offer some of the basic souree 
material for a study of the kind ofaxiomatic approach to quantum theory 
followed by George Mackey, Josef Jauch, and others, to connect it to 
the physical and conceptual (chiefly logical here) issues and to introduce 
several areas of mathematical enquiry delightful in their own rights. 
From the philosopher's point of view it is designed as a basic referenee 
text to educate in the formalism and results he (she!) must know in 
order to competently follow the current debates and to contribute 
thereto. For the physicist the book offers an introduction to that com­
plex of mathematical and philosophical argument which constitutes a 
first example in the new way of studying physical theories. 

From the point of view of an adequately complete referenee source it 
must be admitted that several other entire volumes ought also to be 
induded! Of course this is not possible. I shaIl mention now several other 
volumes which, if the reader will employ them to complement the present 
selection of journal artides, will provide him/her with a weIl rounded 
referenee library. Among the more important volumes are: 

Bub, J., The Interpretation of Quantum Mechanies, D. Reidel Publishing Co., Dordrecht, 
1974. 

Hooker, C. A., Contemporary Research in the Foundations and Philosophy of Quantum 
Theory, D. Reide! Publishing Co., Dordrecht, 1974. 
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Jauch, J., The Foundations of Quantum Mechanics, Addison-Wesley, New York, 1968. 
Mackey, G. W., The MathematicaI Foundations of Quantum Mechanics, W. A. Benjamin, 

New York, 1963. 
Varadarajan, V. S., The Geometry ofQuantum Mechanics, 2 vols., Van Nostrand, Princeton, 

N.J.,1968. 

London. Ontario. 1974. 
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GARRETT BIRKHOFF AND JOHN VON NEUMANN 

THE LOGIC OF QUANTUM MECHANICS 

1. Introduction 

One of the aspects of quantum theory whieh has attracted the most gen­
eral attention, is the novelty of the logieal notions which it presupposes. 
It asserts that even a complete mathematical description of a physical 
system 6 does not in general enable one to predict with certainty the 
result of an experiment on 6, and that in partieular one can never predict 
with certainty both the position and the momentum of 6 (Heisenberg's 
Uncertainty Principle). It further asserts that most pairs of observations 
are incompatible, and cannot be made on 6 simultaneously (Principle 
of Non-commutativity of Observations). 

The object of the present paper is to discover what logical structure 
one may hope to find in physicäl theories which, !ike quantum mechan­
ics, do not conform to elassieal logic. Our main conelusion, based on 
admittedly heuristic arguments, is that one can reasonably expect to find 
a calculus of propositions whieh is formally indistinguishable from the 
calculus of linear subspaces with respect to set products, linear sums, and 
orthogonal complements - and resembles the usual calculus of proposi­
tions with respect to and, or, and not. 

In order to avoid being committed to quantum theory in its present 
form, we have first (in Sections 2-6) stated the heuristic arguments which 
suggest that such a calculus is the proper one in quantum mechanies, and 
then (in Sections 7-14) reconstructed this calculus from the axiomatic 
standpoint. In both parts an attempt has been made to elarify the dis­
cussion by continual comparison with elassical mechanics and its prop­
ositional calculi. The paper ends with a few tentative conelusions which 
may be drawn from the material just summarized. 

I. PHYSICAL BACKGROUND 

2. Observations on Physical Systems 

The concept of a physieally observable "physical system" is present in 
all branches of physics, and we shall assume it. 

C. A. Hooker (ed.). The Logieo-Algebraie Approaeh 10 Quanlwn Mechanies. 1-26. 
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It is clear that an "observation" of a physical system 6 can be described 
generally as a writing down of the readings from various 1 compatible 
measurements. Thus if the measurements are denoted by the symbols 
JJ. 1 , ..• , JJ.n' then an observation of 6 amounts to specifying numbers 
Xl"'" Xn corresponding to the different JJ.k' 

It follows that the most general form of a prediction concerning 6 is 
that the point (Xl' ... , Xn) determined by actually measuring JJ.l' ... , JJ.n' will 
lie in a subset S Of(Xl" •• , xn)-space. Hence ifwe call the (Xl"'" xn)-spaces 
associated with 6, its "observation-spaces," we may call the subsets of 
the observation-spaces associated with any physical system 6, the "ex­
perimental propositions" concerning 6. 

3. Phase-Spaces 

There is one concept which quantum theory shares alike with classical 
mechanics and classical electrodynamics. This is the concept of a math­
ematical "phase-space." 

According to this concept, any physical system 6 is at each instant 
hypothetically associated with a "point" p in a fixed phase-space E; this 
point is supposed to represent mathematically the "state" of 6, and the 
"state" of e; is supposed to be ascertainable by "maxirnaI" 2 observations. 

Furthermore, the point Po associated with 6 at a time to, together 
with a prescribed mathematical '(law of propagation," fix the point p, 
associated with 6 at any later time t; this assumption evidently embodies 
the principle of mathematical causation. 3 

Thus in classical mechanics, each point of E corresponds to a choice 
of n position and n conjugate momentum coordinates - and the law of 
propagation may be Newton's inverse-square law of aUraction. Hence 
in this case E is a region of ordinary 2n-dimensional space. In electro­
dynamics, the points of E can only be specified after certain funetions -
such as the electromagnetic and electrostatic potential - are known; 
hence E is a function-space of infinitely many dimensions. Similarly, in 
quantum theory the points of E correspond to so-called "wave-functions," 
and hence E is again a function-space - usually4 assumed to be Hilbert 
space. 

In electrodynamics, the law of propagation is contained in Maxwell's 
equations, and in quantum theory, in equations due to Schrödinger. In 
any case, the law of propagation may be imagined as inducing a steady 
fluid motion in the phase-space. 
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It has proved to be a fruitful observation that in many important cases 
of dassical dynamics, this flow conserves volumes. It may be noted that 
in quantum mechanics, the flow conserves distances (i.e., the equations 
are "unitary"). 

4. Propositions as Subsets of Phase-Space 

Now before a phase-space can become imbued with reality, its element s 
and subsets must be correlated in some way with "experimental propo­
sitions" (which are subsets of different observation-spaces). Moreover, 
this must be so done that set-theoretical indusion (which is the analogue 
of logical implication) is preserved. 

There is an obvious way to do this in dynamical systems ofthe dassical 
type. 5 One can measure position and its first time-derivative velocity -
and hence momentum - explicitly, and so establish a one-one corre­
spondence which preserves indusion between subsets of phase-space and 
subsets of a suitable observation-space. 

In the cases of the kinetic theory of gases and of electromagnetic wa ves 
no such simple procedure is possible, but it was imagined for a long time 
that "demons" of small enough size could by tracing the motion of each 
partide, or by a dynamometer and infinitesimal point-charges and mag­
nets, measure quantities corresponding to every coordinate of the phase­
space involved. 

In quantum theory not even this is imagined, and the possibility of 
predicting in general the readings from measurements on a physical 
system 6 from a knowledge of its "state" is denied; only statistical pre­
dictions are always possible. 

This has been interpreted as a renunciation of the doctrine of pre­
determination; a thoughtful analysis shows that another and more subtle 
id ea is involved. The central idea is that physical quantities are related, 
but are not all computable from a number of independent basic quantities 
(such as position and velocity). 6 

We shall show in Section 12 that this situation has an exact algebraic 
analogue in the caleulus of propositions. 

5. Propositional Calculi in Classical Dynamics 

Thus we see that an uncritical acceptanee of the ideas of dassical dy­
namics (particulady as they involve n-body probiems) leads one to 
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identify each subset of phase-space with an experimental proposition 
(the proposition that the system considered has position and momentum 
coordinates satisfying certain conditions) and conversely. 

This is easily seen to be unrealistic; for example, howabsurd it would 
be to call an '"'experimental proposition," the assertion that the angular 
momentum (in radians per second) of the earth around the sun was at 
a particular instant a rational number! 

Actually, at least in statistics, it seems best to assume that it is the 
Lebesgue-measurable subsets of a phase-space which correspond to ex­
perimental propositions, two subsets being identified, if their difference 
has Lebesgue-measure 0. 7 

But in either case, the set-theoretical sum and product of any two 
subsets, and the complement of any one subset of ph ase-space corre­
sponding to experimental propositions, has the same property. That is, 
by definition 8 

The experimental propositions concerning any system in classical me­
chanics, correspond to a ''field'' of subsets of its phase-space. Mare pre­
cisely: To the "quotient" ofsuch afield by an ideal in it. At any rate they 
Jorm a "Boolean Algebra."9 

In the axiomatic discussion of propositional ca1culi which follows, it 
will be shown that this is inevitable when one is dealing with exclusively 
compatible measurements, and also that it is logically immaterial which 
particular field of sets is used. 

6. A Propositional Calculus Jor Quantum M echanics 

The question of the connection in quantum mechanics between subsets 
of observation-spaces (or "experimental propositions") and subsets of 
the phase-space of a system 6, has not been touched. The present section 
will be devoted to defining such a connection, proving some facts about 
it, and obtaining from it heuristically by introducing a plausible postulate, 
a propositional calculus for quantum mechanies. 

Accordingly, let us observe that if 1X1"'" IXn are any compatible observ­
ations on a quantum-mechanical system 6 with phase-space L, then 10 

there exists aset of mutually orthogonal closed linear subspaces Di of 
L (which correspond to the families of proper funetions satisfying IXd = 

Ai, d, ... , IX"J = Xi, nJ) such that every point (or function) J EL can be 
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uniquely written in the form 

J=Cdl +Cd2+C3J3+···[heQ;] 

Hence if we state the 

5 

DEFINITION. By the "mathematieal representative" of a subset S of any 
observation-space (determineel by compatible observations al' ... , an) for 
a quantum-meehanical system 6, will be meant the set of allpoints! of 
the phase-space of 6, whieh are linearly determined by proper functioos 
A satisfying alA=A1A, ... , an1ic=AnA, where (Al' ... , An)eS. 

Then it follows immediately: (I) that the mathematical representative 
of aoy experimental proposition is a closed linear subspace of Hilbert 
space (2) sinee all operators of quantum meehanies are Hermitian, that 
the mathematieal representative of the negativel1 of aoy experimental 
proposition is the orthogonal complement of the mathematieal represen­
tative of the proposition itself (3) the following three conditions on two 
experimental propositions P and Q concerning a given type of physieal 
system are equivalent: 

(3a) The mathematical representative of P is a subset of the matbe--. 
matieal representative of Q. 

(3b) P implies Q - that is, whenever one ean predict P with eertainty, 
one can predict Q with eertainty. 

(3e) For any statistieal ensemble of systems, the probability of P is at 
most the probability of Q. 

The equivalenee of (3aH3e) leads one to regard the aggregate of the 
mathematieal representatives of the experimental propositions con­
cerning any physical system 6, as representing mathematically the 
propositional ealculus for 6. 

We now introduce the 
POSTULATE. The set-theoretical product oJ any two mathematical rep­
resentatives oJ experimental propositions concerning a quantum-mechan­
ical system, is itself the mathematical representative oJ an experimental 
proposition. 

Remarks. This postulate would clearly be implied by the not unnatural 
eonjecture that all Hermitian-symmetric operators in Hilbert space 
(phase-space) correspond to observables; 12 it would even be implied by 
the conjecture that those operators which correspond to observables co­
incide with the Hermitian-symmetrie elements of a suitable operator­
ring M. 13 
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Now the elosed linear sum 0 1 +02 of any two elosed linear sub­
spaces Oj of Hilbert space, is the orthogonal complement of the set­
product Oi . Oz of the orthogonal complements 0; of the Oj; hence if 
one adds the above postulate to the usual postulates of quantum the­
ory, then one can deduce that 

The set-product and closed linear sum of any two, and the orthogonal 
complement of any one closed linear subspace of Hilbert space represent­
ing mathematically an experimental proposition concerning a quantum­
mechanieal system 6, itself represents an experimental proposition con­
cerning 6. 

This defines the calculus of experimental propositions concerning 6, 
as a calculus with three operations and a relation of implication, which 
elosely resembles the systems defined in Section 5. We shall now turn 
to the analysis and comparison of all three c~culi from an axiomatic­
algebraic standpoint. 

II. ALGEBRAIC ANAL YSIS 

7. Implication as Partial Qrdering 

It was suggested above that in any physical theory involving a phase­
space, the experimental propositions concerning a system 6 correspond 
to a family of subsets of its phase-space 1:, in such a way that "x implies 
y" (x and y being any two experimental propositions) means that the 
subset of 1: corresponding to x is contained set-theoretically in the subset 
corresponding to y. This hypothesis elearly is important in proportion 
as relationships of implication exist between experimental propositions 
corresponding to subsets of different observation-spaces. 

The present section will be devoted to corroborating this hypothesis 
by identifying the algebraic-axiomatic properties of logical implication 
with those of set-inelusion. 

It is customary to admit as relations of "implication," only relations 
satisfying 

Sl: x implies x. 
S2: If x implies y and y implies z, then x implies z. 
S3: If x implies y and y implies x, then x and y are logically 

equivalent. 
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In fact, S3 need not be stated as a postulate at all, but can be regarded 
as a definition of logical equivalence. Pursuing this line of thought, one 
can interpret as a "physical quality," the set of all experimental proposi­
tions logically equivalent to a given experimental proposition. 14 

Now if one regards the set Sx of propositions implying a given prop­
osition x as a "mathematical representative" of x, then by S3 the corre­
spondence between the x and the Sx is one-one, and x implies y if and 
only if Sx e Sy. While conversely, if L is any system of subsets X of a fixed 
class r, then there is an isomorphism which carries inclusion into logical 
implication between L and the system L* of propositions "x is a point 
of X," X eL. 

Thus we see that the properties of logical implication are indistin­
guishable from those of set-inclusion, and that therefore it is algebraieally 
reasonable to try to correlate physical qualities with subsets of phase­
space. 

A system satisfying Sl-S3, and in which the relation "x implies y" is 
written x e y, is usually 15 called a "partially ordered system," and thus 
our first postulate concerning propositional caleuli is that the physieal 
qualities attributable to any physieal systemform a partially ordered system. 

It does not seem excessive to require that in addition any such caleulus 
contain two special propositions: the proposition D that the system con­
sidered exists, and the proposition © that it does not exist. Clearly 

S4: © cxcD for any x. 

© is, from a logical standpoint, the "identically false" or "absurd" 
proposition; D is the "identically true" or "self-evident" proposition. 

8. Lattiees 

In any caleulus of propositions, it is natural to imagine that there is a 
weakest proposition implying, and a strongest proposition implied by, 
a given pair of propositions. In fact, investigations of partially ordered 
systems from different angles all indicate that the first property which 
they are likely to possess, is the existence of greatest lower bounds and 
least upper bounds to subsets of their elements. Accordingly, we state 

DEFINITION. A partially ordered system L will be called a "lattiee" 
if and only if to any pair x and y of its elements there correspond 
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S5: A "meet" or "greatest lower bound" xny such that (5a) 
xnycx, (5b) xnycy, (5e) zcx and zcy imply zcxny. 

S6: A "join" or "Ieast upper bound" x u y satisfying (6a) x u y~x, 
(6b) xu y~ y, (6e) w~x and W~ y imply w~xu y. 

The relation between meets and joins and abstraet indusion ean be 
summarized as follows,16 

(8.1) In any lattice L, the following formai identities are true, 

L1: ana=a and aua=a. 
L2: anb=bna and aub=bua. 
L3: an(bne)=(anb)ne and au(bue)=(aub)ue. 
L4: au(anb)=an(aub)=a. 

Moreover, the relations a ~ b, an b = b, and au b = aare equivalent -
eaeh implies both of the others. 

(8.2) Conversely, in any set of elements satisfying L2-L4 (Li is redun­
dant), an b = b and au b = aare equivalent. And if one defines them to 
mean a ~ b, then one reveals L as a lattiee. 

Clearly L1-L4 are well-known formaI properties of and and or in or­
dinary logic. This gives an algebraic reason for admitting as a postulate 
(if neeessary) the statement that a given ealeulus of propositions is a 
lattiee. There are other reasons 17 whieh impel one to admit as a pos­
tulate the stronger statement that the set-produet of any two subsets of 
a phase-spaee whieh eorrespond to physieal qualities, itself represents 
a physieal quality - this is, of eourse, the Postulate of Seetion 6. 

It is worth remarking that in dassieal mechanies, one ean easily define 
the meet or join of any two experimental propositions as an experimental 
proposition - simply by having independent observers read off the mea­
surements whieh either proposition involves, and eombining the results 
logieally. This is true in quantum mechanies only exeeptionally - only 
when all the measurements involved eommute (are eompatible); in gen­
eral, one ean onlyexpress the join or meet of two given experimental 
propositions as a dass of logieally equivalent experimental propositions 
- i.e., as a physieal quality.18 

9. Complemented Lattiees 

Besides the (binary) operations of meet- and join-formation, there is a 
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third (unary) operation which may be defined in partially ordered systems. 
This is the operation of complementation. 

In the case of lattices isomorphic with "fields" of sets, complementa­
tion corresponds to passage to the set-complement. In the case of dosed 
linear subspaces of Hilbert space (or ofCartesian n-space), it corresponds 
to passage to the orthogonal complement. In either case, denoting the 
"complement" of an element a by a', one has the formaI identities, 

L71: (a')' =a. 
L72: ana'=© andaua'=D. 
L 73: ac b implies a' => b'. 

By definition, L 71 and L 73 amount to asserting that complementation 
is a "dual automorphism" of period two. It is an immediate corollary of 
this and the duality between the definitions (in terms of indusion) of 
meet and join, that 

L74: (an b)' =a' u b' and (au b)' =a' nb' 

and another corollary that the second half of L 72 is redundant. [Proof: 
by L71 and the first halfof L74, (aua')=(a"ua')=(a'na)'=©', while 
under inversion of indusion © evidently becomes D.] This permits one 
to deduce L 72 from the even weaker assumption that ac a' implies 
a=©. Proof: for any x, (xnx')'=(x'ux")=x'ux=>xnx'. 

Hence if one admits as a postulate the assertion that passage from an 
experimental proposition a to its complement a' is a dual automorphism of 
period two, and a implies a' is absurd, one has in effect admitted L71-L74. 

This postulate is independently suggested (and L71 proved) by the 
fact the "complement" of the proposition that the readings Xl' ... , xn 
from a series of compatible observations /ll"'" /ln lie in a subset S of 
(Xl"'" xn)-space, is by definition the proposition that the readings lie in 
the set-complement of S. 

10. The Distributive Identity 

Up to now, we have only discussed formaI features of logical structure 
which seem to be common to dassical dynamics and the quantum theory. 
We now turn to the central difference between them - the distributive 
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identity of the propositional ealculus: 

L6: au(bnc)=(aub)n(auc) and an(buc)=(anb)u(anc) 

whieh is a law in dassical, but not in quantum mechanies. 
From an axiomatie viewpoint, eaeh half of L6 implies the other. 19 

Further, either half of L6, taken with L 72, implies L 71 and L 73, and to 
assume L6 and L 72 amounts to assuming the usual definition of a Boolean 
algebra. 20 

From a deeper mathematical viewpoint, L6 is the eharaeteristie prop­
erty of set-eombination. More preeisely, every "field" of sets is isomorphie 
with a Boolean algebra, and eonversely.21 This throws new light on the 
well-known faet that the propositional ealculi of dassical meehanies are 
Boolean algebras. 

It is interesting that L6 is also a logieal eonsequenee of the eompati­
bility of the observables oeeurring in a, b, and c. That is, if observations 
are made by independent observers, and combine d aeeording to the usual 
rules of logie, one ean prove Ll-L4, L6, and L 71-74. 

These facts suggest that the distributive law may break down in quan­
tum mechanies. That it does break down is shown by the faet that if a 
denotes the experimental observation of a wave-packet '" on one side of 
a plane in ordinary space, a' eorrespondingly the observation of'" on 
the other side, and b the observation of'" in a state symmetrie about the 
plane, then (as one ean readily eheck): 

b n (a u a')=b n D = b> © =(b n a)=(b n a') 
=(bna)u(bna'). 

Remark. In eonneetion with this, it is a salient faet that the generalized 
distributive law of logie: 

L6*: Ii (i ai'i)= L: (Ii ai'i(i») 
i=1 '=1 j(i) i=1 

breaks down in the quotient algebra of the field of Lebesgue measurable 
sets by the ideal of sets of Lebesgue measure 0, whieh is so fundamental 
in statistics and the formulation of the ergodie principle. 22 

11. The Modular Identity 

Although dosed linear subspaees of Hilbert space and Cartesian n-space 
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need not satisfy L6 relative to set-products and elosed Iinear sums, the 
formaI properties of these operations are not confined to Ll-L4 and 
L71-L73. 

In particular, set-products and straight Iinear sums are known 23 to 
satisfy the so-caIled "modular identity." 

L5: If aec, then au(bne)=(aub)ne. 

Therefore (since the linear sum of any two finite-dimensionallinear sub­
spaces of Hilbert space is itself finite-dimensional and consequently 
elosed) set-products and closed linear sums of the finite dimensional sub­
spaces of any topologicallinear space such as Cartesian n-space or Hilbert 
space satisfy L5, too. 

One can interpret L5 directly in various ways. First, it is evidently a 
restricted associative law on mixed joins and meets. It can equaIly weIl 
be regarded as a weakened distributive law, since if a e e, then a u (b n e) = 
(a n e) u (b n e) and (a u b) n e=(a u b) n (a u e). And it is self-dual: re­
placing e, n, u by::::>, u, n merely replaces a, b, e, by e, b, a. 

AIso, speaking graphically, the assumption that a lattice L is "modular" 
(i.e., satisfies L5) is equivalent to 24 saying that L contains no sublattice 
isomorphic with the lattice graphed in Figure 1: 

Fig. 1. 

Thus in Hilbert space, one can find a counterexample to L5 of this 
type. Denote by ~ l' ~ 2, ~ 3' .. , a basis of orthonormal vectors of the space, 
and by a, b, and e respectively the elosed linear subspaces generated by 
the vectors (~2n + lO-n~l + 10- 2n~2n+ 1)' by the vectors ~2n' and by a and 
the vector ~ l' Then a, b, and e generate the lattice of Figure 1. 

Finally, the modular identity can be proved to be a consequence of 
the assumption that there exists a numerical dimension-function d(a), 
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with the properties 

01: If a>b, then d(a»d(b). 
02: d(a)+d(b)=d(anb)+d(aub). 

This theorem has a converse under the restriction to lattices in which 
there is a finite upper bound to the length n of chains 25 © < al < a2 < ... 
< an < D of elem en ts. 

Since conditions 01-02 partially describe the formai properties of 
probability, the presence of condition L5 is elosely related to the exist­
ence of an "a priori thermo-dynamic weight of states." But it would be 
desirable to interpret L5 by simpler phenomenological properties of 
quantum physics. 

12. Relation to Abstract Projective Geometries 

We shall next investigate how the assumption of postulates asserting 
that the physical qualities attributable to any quantum-mechanical sys­
tem 6 are a lattice satisfying L5 and L71-L73 characterizes the resulting 
propositional calculus. This question is evidently purely algebraic. 

We believe that the best way to find this out is to introduce an as­
sumption limiting the length of chains of element s (assumption of finite 
dimensibns) of the lattice, admitting frankly that the assumption is purely 
heuristic. 

It is known 26 that any lattice of finite dimensions satisfying L5 and 
L 72 is the direct product of a finite number of abstract projective geom­
etries (in the sense of Veblen and Young), and a finite Boolean algebra, 
and conversely. 

Remark. It is a corollary that a lattice satisfying L5 and L71-L73 
possesses independent basic elements of which any element is a union, 
if and only if it is a Boolean algebra. 

Again, such a lattice is a single projective geometry if and only if it is 
irreducible - that is, if and only if it contains no "neutral" elements. 27 

x =I ©, D such that a = (a n x) u (a n x') for all a. In actual quantum mech­
anics such an element would have a projection-operator, which com­
mutes with all projection-operators of observables, and so with all oper­
ators of observables in general This would violate the requirement of 
"irreducibility" in quantum mechanics. 28 Hence we conelude that the 
propositional calculus of quantum mechanics has the same structure as an 
abstract projective geometry. 
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Moreover, this conclusion has been obtained purely by analyzing in­
ternal properties of the calculus, in a way which involves Hilbert space 
only indirectly. 

13. Abstraet Projeetive Geometries and Skew-Fields 

We shall now try to get a fresh picture of the propositional calculus of 
Quantum mechanies, by recalling the well-known two-way correspon­
dence between abstract projective geometries and (not necessarily com­
mutative) fields. 

Namely, let F be any such field, and consider the following definitions 
and constructions: n elements Xl' ... , Xn of F, not all =0, form a right­
ratio [Xl:"': Xn]" two right-ratios [Xl:"': xnJr, and [el:"': enJr being 
called "equal," if and only if a ZE F with ei = XiZ, i = 1, ... , n, exists. Sim­
ilarly, n elements Yl'"'' Yn of F, not all =0, form a left-ratio [Yl:"': Yn]', 
two left-ratios [Yl:"': Yn]' and ['11:"': '1n]' being called "equal," if and 
only if a Z in F with '1i = ZYi' i = 1, ... , n, exists. 

Now define an n-l-dimensional projective geometry Pn - l (F) as fol­
lows: The "points" of Pn - l (F) are all right-ratios [Xl:"': XnJr. The "linear 
subspaces" of Pm-dF) are those sets of points, which are defined by 
systems of equations 

k=I, ... ,m. 

(m= 1, 2, ... , the IXki are fixed, but arbitrary element s of F). The proof, that 
this is an abstract projective geometry, amounts simply to restating the 
basic properties of linear dependence. 29 

The same considerations show, that the (n - 2-dimensional) hyper­
planes in Pm-dF) correspond to m= 1, not alllXi=O. Put IX li = Yi' then 
we have 

(*) not all Yi=O. 

This proves, that the (n-2-dimensional) hyperplanes in Pm-l(F) are in 
a one-to-one correspondence with the left-ratios [Yr:"': Yn]" 

So we can identify them with the left-ratios, as points are already 
identical with the right-ratios, and (*) becomes the definition of "inci­
denee" (point e hyperplane). 

Reciprocally, any abstract n-l-dimensional projective geometry Qn-l 
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with n = 4, 5, ... belongs in this way to some (not necessarily commuta­
tive field F(Qn-l), and Qn-l is isomorphic with Pn_dF(Qn_l)).30 

14. Relation of Abstract Complementarity to Involutory Anti-Isomorph-
isms in Skew-Fields 

We have seen that the family of irreducible lattiees satisfying L5 and L 72 
is preeisely the family of projective geometries, provided we exclude the 
two-dimensional case. But what about L71 and L73? In other words, 
for which Pn - l (F) can one define complements possessing all the known 
formaI properties of orthogonal complements? The present section wiIl 
be spent in answering this question. 30a 

First, we shall show that it is sufficient that F admit an involutory anti-
somorphism W:x= W(x), that is: 

Ql. w(w(u))=u, 
Q2. w(u+v)=w(u)+w(v), 
Q3. w(uv)= w(v) w(u), 

with a definite diagonal Hermitianform W(Xl) Yl ~l + ... +w(xn) Yn~n' where 

Q4. w(xI) YIX I + ... +w(xn) Ynxn=O implies Xl = ... =xn=O, 

the Yi being fixed elements of F, satisfying W(Yi)=Yi. 
Proof: Consider ennuples (not right- or left-ratios!) X:(XI'···' Xn), 

~:(~b ... , ~n) of elements of F. Define for them the vector-operations 

XZ:(XIZ, ... , xnz) (z in F), 
X+~:(XI +~l'·.·' xn+~n), 

and an "inner product" 

(~IX)=W(~I) YIXI + ... +w(~n) Ynxn· 

Then the following formulas are corollaries of Q1-Q4. 

IP1 (x, ~)=w((~, x)), 
IP2 (~,xu)=(~,x)u, (~u,x)=w(u)(~,x), 
IP3 (~, x' +x")=(~, x')+(~, x"), (~' +~", x)=(~', x)+(~", x), 
IP4 (x, X) = w((x, X)) = [x] is ;60 if x;60 (that is, if any x j ;60). 

We can define x.l ~ (in words: "x is orthogonal to ~") to mean that 
g, x)=O. This is evidently symmetric in x, ~, and depends on the right-
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ratios [Xl: ... : Xn]" [~1: ... : ~n], only so it establishes the relation of "po­
larity," a .l.. b, between the points 

The polars to any point b:[~l: ... : ~n]r of Pn-dF) constitute a linear 
subspace of points of Pn -1 (F), which by Q4 does not contain b itseif, 
and yet with b generates whole projective space Pn-dF), since for any 
ennuple X:(Xh ••• , Xn) _ 

where by Q4, [~] =F 0, and by IP (~, x') = 0. This linear subspace is, there­
fore, an n - 2-dimensional hyperplane. 

Hence if c is any k-dimensional element of Pn - 1 (F)l one can set up 
inductively k mutually polar points b(l), ... , b(k) in c. Then it is easy to 
show that the set c' of points polar to every b(1), ... , b(k) - or equivalently 
to every point in c - constitute an n - k - 1-dimensional element, satis­
fying CrlC'=@ and cuc'=D. Moreover, by symmetry (c')'=>c, whence 
by dimensional considerations c" = c. Finally, c => d implies c' e d', and so 
the correspondence c---+c' defines an involutory dual automorphism of 
Pn -1 (F) completing the proof. 

In the Appendix it will be shown that this condition is also necessary. 
Thus the above class of systems is exactly the class of irredueible lattiees 
of finite dimensions > 3 satisfying L5 and L 71-L 73. 

III. CONCLUSIONS 

15. Mathematical Models for Propositional Calculi 

One conclusion which can be drawn from the preceding algebraic con­
siderations, is that one can construct many different models for a prop­
ositional caleulus in quantum mechanies, which cannot be differentiated 
by known criteria. More preeisely, one can take any field F having an 
involutory anti-isomorphism satisfying Q4 (such fields include the real, 
complex, and quaternion number systems 31), introduce suitable notions 
of linear dependence and complementarity, and then construct for every 
dimension-number n a model Pn(F), having all of the properties of the 
propositional caleulus suggested by quantum-mechanics. 
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One ean also eonstruet infinite-dimensional models P oo (F) whose ele­
ments eonsist of all dosed linear subspaees of normed infinite-dimen­
sionai spaees. But philosophieally, Hankel's prineiple of the "persever­
anee offormallaws" (whieh leads one to try to preserve L5) 32 and math­
ematieally, teehnieal analysis of speetral theory in Hilbert space, lead one 
to prefer a eontinuous-dimensional model Pc(F), which will be deseribed 
by one of us in another paper. 33 

Pc(F) is very analogous with the model furnished by the measurable 
subsets of phase-spaee in dassical dynamies.34 

16. The Logieal Coherenee of Quantum M eehanies 

The above heuristie eonsiderations suggest in partieular that the phys­
ieally signifieant statements in quantum meehanies aetually eonstitute a 
sort of projeetive geometry, while the physieally signifieant statements 
eoneerning a given system in classical dynamies eonstitute a Boolean 
algebra 

They suggest even more strongly that whereas in dassical meehanies 
any propositional ealeulus involving more than two propositions ean be 
deeomposed into independent eonstituents (direet sum s in the sense of 
modern algebra), quantum theory involves irreducible propositional cal­
euli of unbounded eomplexity. This indieates that quantum meehanies 
has a greater logieal eoherenee than classical meehanies - a eonclusion 
eorroborated by the impossibility in general of measuring different quan­
tities independently. 

17. Relation to Pure Logie 

The models for propositional ealeuli whieh have been considered in the 
preeeding seetions are also interesting from the standpoint of pure logie. 
Their nature is determined by quasi-physical and teehnical reasoning, 
different from the introspeetive and philosophical eonsiderations whieh 
have had to guide logieians hitherto. Henee it is interesting to compare 
the modifieations which they introduee into Boolean algebra, with those 
whieh logieians on "intuitionist" and related grounds have tried intro­
ducing. 

The main differenee seems to be that whereas logicians have usually 
assumed that properties L71-L73 of negation were the ones least able 
to withstand a critical analysis, the study of meehanies points to the 
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distributive identities L6 as the weakest link in the algebra of logic. Cf. 
the last two paragraphs of Section 10. 

Our concIusion agrees perhaps more with those critiques of logic, 
which find most objectionable the assumption that a' u b= D implies 
ac b (or dually, the assumption that an b' = @ implies b => a - the as­
sumption that to deduee an absurdity from the eonjunetion of a and not 
b, justifies one in inferring that a implies b).35 

18. Suggested Questions 

The same heuristie reasoning suggests the following as fruitful questions. 
What experimental meaning can one attach to the meet and join of 

two given experimental propositions? 
What simple and plausible physieal motivation is there for eondition 

L5? 

APPENDIX 

1. Consider a projeetive geometry Qn-l as deseribed in Seetion 13. F is 
a (not neeessarily eommutative, but associative) field, n=4, 5, ... , Qn-l = 
Pn-l (F) the projective geometry of all right-ratios [Xl: ... : Xn)., which 
are the points of Qn -1' The (n - 2-dimensional) h yperplanes are represented 
by the left-ratios [Yl: ... : Yn]" incidence of a point [Xl: ... : xn]r and of a 
hyperplane [Yl:"': Yn]' being defined by 

n 

(1) L YiXi=Ü 
i=l 

Alllinear subspaees of Qn -1 form the lattiee L, with the elements a, b, e, .... 
Assume now that an operation a' with the properties L 71-L 73 in Seetion 
9 exists: 

L71 (a')' = a 
L 72 a n d = @ and au d = D, 
L73 acb implies d=>b'. 

They imply (ef. Section 9) 

L74 (anb)'=dub' and (aub),=dnb'. 

Observe, that the relation ac b' is symmetrie in a, b, owing to L 73 and 
L71. 
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2 If a: [Xl: ... : xn]r is a point, then a' is an [Yl: ... : Yn]" So we may write: 

and define an operation which connects right- and left-ratios. We 
know from Section 14, that a general characterization of a' (a any ele­
ment of L) is obtained, as soon as we derive an algebraic characteriza­
tion of the above [Xl: ... : xn];. We wiIl now find such a characterization 
of [Xl:"': Xn];, and show, that it justifies the description given in See­
tion 14. 

In order to do this, we will have to make a rather free use of colline­
ations in Qn-l' A collineation is, by definition, a coordinate-transforma­
tion, which replaces [Xl:"': Xn]r by [Xl:"': Xn]" 

n 

(3) Xj= L WijXi for j= 1, ... , n. 
i=2 

Here the (J)ij are fixed elements of F, and such, that (3) has an inverse. 

n 

(4) Xi= L (JijXj, for i= 1, ... , n, 
j=l 

the (Jij being fixed elements of F, too. (3), (4) clearly mean 

(5) 

{1 if k= li} 
c5k,= 0 if k=l= 1 : 

n 

L (Ji~kj=c5ik' 
j=l 

n 

L (J)ij(Jik= c5jk · 
i=l 

Considering (1) and (5) they imply the contravariant coordinate-trans­
formation for hyperplanes: [Yl: ... : Yn]' becomes [}il: ... : }in]" where 

(6) 

(7) 

n 

}ii = L Yi(Jij, 
i=l 

n 

Yi= L }i/JJij, 
j=l 

for j= 1, ... , n, 

for i= 1, ... , n. 

(Observe, that the position of the coefficients on the left side of the vari­
ables in (4), (5), and on their right side in (6), (7), is essential!) 
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3. We will bring about 

(8) for i=I, ... ,n, 

by choosing a suitabfe system of coordinates, that is, by applying suitable 
collineations. We proceed by induetion: Assume that (8) holds for i= 
1, ... , m-l(m= 1, ... , n), then we shall find a collineation which makes 
(8) true for i = 1, ... , m. 

Denote the point [OH: ... : Oin]r by pr, and the hyperplane [OH: ... : Oin]; 
by hr our assumption on (8) is: pr = hf for i = 1, ... , m - 1. Consider now 
a point a: [Xl: ... :Xn]., and the hyperplane a': [Yl: ... :Yn]l. Now a~pr = 
hr means (use (1)) xi=O, and pr~d means (use (8)) Yi=O. But these 
two statements are equivalent. So we see: If i= 1, ... , m-l, then 'Xi=O 
and Yi = 0 are equivalent. 

Consider now p!:[Oml: ... :0mn].. Put p~:[Yi: ... :Y:]I. As 0mi=O for 
i= 1, ... , m-l, so we have Yr =0 for i= 1, ... , m-1. Furthermore, 
p! (l p!' = 0, p! # 0, so p! not ~ p!'. By (1) this means Y! # O. 

Form the collineation (3), (4), (6), (7), with 

for i=m+ 1, ... , n, 

all other (}ij' wij=O. 
One verifies immediately, that this collineation leayes the coordinates 

of the pi: [OH: ... : Oin]r, i = 1, ... , n, invariant, and similarly those of the 
Pr': [Oi!: ... : Oim]/, i= 1, ... , m-l, while it transforms those of 

P*,· [Y* . . y*] m· 1· .... n 1 

into [Oml: ... : Omn] I· 
SO after this collineation (8) holds for i = 1, ... , m. 
Thus we may assume, by induction over m= 1, ... , n, that (8) holds for 

all i = 1, ... , n. This we will do. 
The above argument now shows, that for a: [X 1 : ... : Xn]" a': [y 1: ... : Yn] I> 

(9) Xi=O is equivalent to Yi=O, for i= 1, ... , n. 

4. Put a: [Xl:· .. : Xn]r' a': [Yl: ... : Yn]1> and b: [e 1:···: en]" b': ['11:.·.: '1n]l. 
Assume first '11 = 1, '12 ='1, '13 = ... = '1n=O. Then (9) gives el #0, so we 

can normalize el =1, and e3=···=en=0. e2 can depend on '12='1 only, 
so e2=!2('1). 
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Assume further Xl = 1. Then (9) gives Yl #0, so we can normalize Yl = 1. 
Now a~b' means by (i) 1+I1X2=0, and b~a' means 1 + Y2i2 (11)=0. 
These two statements must, therefore, be equivalent. So if X2 # 0, we may 
put I1=-x21, and obtain Y2=-(f2(I1))-l=-(f2(-x2 l))-l. If X2=0, 
then Y2 = 0 by (9). Thus, X2 determines at any rate Y2 (independently of 
X3'"'' Xn): y2 = IP2 (X2)' Permuting the i = 2, ... , n gives, therefore: 

There exists for each i=2, ... ,n a function IPj(x), such that Yj=IPj(xJ, 
Or: 

(10) 

Applying this to a:[I:x2 : ... :xnJr and e:[I:ul:"':~nJr shows: As 
a ~ e' and e ~ a' are equivalent, so 

n n 

(11) L IPj(uJXj= -1 is equivalent to L IP(Xj)Uj=-1. 
j=2 j=2 

Observe, that (9) becomes: 

(12) IPj(x)=O if and only if x=O. 

5. (11) with X3 = ... =Xn = U3 = ... =un=O shows: IP2 (U2) X2 = -1 is equiv­
alent to (jJ2 (x2) U2 = -1. If X2 # 0, U2 = (- (jJ2 (X2)) - 1, then the second 
equation holds, and so both do. 

Choose X2' U2 in this way, but leave X3, ... , X n, U3' ... , Un arbitrary. Then 
(11) becomes: 

n n 

(13) L IPj(Uj)Xj=O is equivalent to L (jJj(Xj)Uj=O. 
j=3 j=3 

Now put Xs="·=Xn=US=",=un=O. Then (13) becomes: 

IP3(U3) X3 +IP4(U4) X4=0 is equivalent to 

that is (for X 4 , u4 #0): 

(a) X3X4l = IP4(U4tlIP3(u3) 

(14) is equivalent to 

(b) U3U41 = IP4(X4tlIP3(X3)' 

IP3(X3) U3 +IP4(X4) U4=0, 

Let X4, X 3 be given. Choose U3, U4 so as to satisfy (b). Then (a) is true, 
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too. Now (a) remains true, if we leave U3' U4 unchanged, but change X3' 
X4 without changing X3X;1. SO (b) remains too true under these condi­
tions, that is, the value of lP 4 (X4) -1 lP3 (X3) does not change. In other words: 
lP4(X4r 1lP3(X3) depends on X3X;1 only. That is: lP4(X4)-1 lP3 (X3)= 
lP34 (X3X;1). Put X3 = XZ, X4 = x, then we obtain: 

This was derived for x, Z#=O, but it will hold for x or z=O, too, if we 
define 1/134(0)=0. (Use (12).) 

(15), with z= 1 gives lP3(X)=lP4(X) CX34' where CX34 = 1/134(1)#=0, owing to 
(12) for x#=O. Permuting the i=2, ... , n gives, therefore: 

(16) lPi(x)=lPAx) CXij' where cxij#=O. 

(For i=j put CXjj= 1.) 
Now (15) becomes 

(17) 
lP2(zx) = lP2 (x) w(z) 

W(Z)= CX421/134(Z) CX23' 

Put X= 1 in (17), write x for z, and use (16) withj=2: 

lPi(X)=PW(z) Yi> where p, Yi#=O. 
(P= lP2 (1), Yi= CXi2)' 

(18) 

6. Compare (17) for x= 1, z=u; X=U, z=v; and X= 1, z=vu. 
Then 

(19) w(vu) =w(u) w(v) 

results (12) and (18) give 

(20) w(u)=O if and only if u=O. 

Now write w(z), Yi for pw(z) P- 1, PYi' Then (18), (19), (20) remain true, 
(18) is simplified in so far, as we have P= 1 there. So (11) becomes 

n 

(21) L W(Ui) YiX = -1 
i=2 

(21) is equivalent to 
n 

L W(Xi) YiUi = -1 
i=2 
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X2 =X, U2 =u and all other Xj=uj=O give: w(u) Y2X= -1 is equivalent to 
W(X)Y2U= -1. Ifx#O, u= -yz 1W(xt 1, then the second equation holds, 
and so the first one gives: x= -yz 1W(ut 1 = -yz 1 (W(-yz 1W(xt 1»-1. 

But (19), (20) imply w(I)= 1, w(w- 1)=W(wt 1, so the above relation be­
comes: 

X= -yz 1 (W(-YZ 1W(x l 1)t 1 = -yz 1W«-yz 1w(xt lt 1) 
= -yz 1w(w(x)(- Y2» = -YZ 1W(-Y2) w(w(x». 

Put herein x= 1, as w(w(I»=w(I)= 1, so - YZ 1W(-Y2)= 1, W(-Y2)= -Y2 
results. Thus the above equation becomes 

(22) w(w(x»=x, 

and w( - Y2) = - Y2 gives, ir we permute the i = 2, ... , n, 

(23) w(-y;)= -Yj. 

Put U j = _y;-l in (21). Then considering (22) and (19) 

" " 
(24) I Xi= 1 is equivalent to I W(Xj) = 1 

j=2 j=2 

obtains. Put x2 = X, x3 = y, X4 = 1- x - y, Xs = ... = xn = O. Then (24) gives 
w(x)+w(y)=I-w(l-x-y). So w(x)+w(y) depends on x+y only. Re­
placing x, y by X+ y, 0 shows, that it is equal to w(x+ y)+w(O)=w(x+ y) 
(use 20). So we have: 

(25) w(x)+w(y)=w(x+ y) 

(25), (19) and (22) give together: 

w(x) is an involutory antisomorphism of F. 

Observe, that (25) implies w(-I)= -w(I)= -1, and so (23) becomes 

(26) W(Yi)=Yi. 

7. Consider a:[x1 : ••• :x"],, a':[Yl: ... :Y,,]I. If x1 #0, we may write 
a: [1:x2xl1: ... : x"xl 1]" and so a': [1:w(x2xl 1) Y2: ... : w(x"xl 1) Y,,]I. 
But 
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and so we can write 

too. So we have 

(27) for i= 1, ... , n, 

where the Yi for i=2, ... , n are those from 6., and Yl = 1. And w(1)= 1, so 
(26) holds for all i = 1, ... , n. So we have the representation (27) with Yi 
obeying (26), if Xi#O. 

Permutation of the i = 1, ... , n shows, that a similar relation holds if 
X2#0: 

(27+) Yi=W+ (x;) Yt, 

(26+) w+(yt)=Yt, 

w+ (x) being an involutory antisomorphism of F. (w+ (x), Yt may differ 
from w(x), Yi !) Instead of Yl = 1 we have now Yi = 1, but we will not use 
this. 

Put all Xi= 1. Then a':[Yl: ... : Yn]' can be expressed by both formulae 
(27) and (27+). As W(X)IW+(X) are both antisomorphism. so \\'(1)= 
w+(1)=1, and therefore [Yl: ... :Yn]'=[Yl: ... :Yn],=[Yt : ... :y:], ob-
t · Th (+)-1 + ( )-1 + + ~ . 1 ams. USYl Yi=Yl Yi=Yi'Yi=Y1Yi 1orz=, ... ,n. 

Assume now X2 #0 only. Then (2r) gives Yi=W+ (x;) Yt, but as we 
are dealing with left ratios, we may as weil put 

Yi=(Yt)-lW+ (Xi) Yt =(Yt)-lW+ (x) YtYi' 

Put p+ =y{ #0, then we have: 

(27++) Yi=p+-1 W+(X;)P+Yi' 

Put now Xl =X2 = 1, X3 =X, all other Xi=O. Again a': [Yl: ... : Yn]' can 
be expressed by both formulae (27) and (27+ +), again w(1)=w+ (1). 
Therefore 

[Yl :Y2:Y3:Y4: ... : Yn]'= [Yl :Y2: W(X) Y3:0: ... : 0], 
= [Yl :Y2:P+ -lW+ (x) P+Y3:0: ... : 0], 

obtains. This implies w(x)= p+ -lW(X) p+ for all x, and so (27+ +) coin­
cides with (27). 

In other words: (27) holds for X2 #0 too. 
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Permuting i = 2, ... , n (only i = 1 has an exceptional rõle in (27)), we 
see: (27) holds if xj';60 for i=2, ... ,n. For Xl #0 (27) held anyhow, and 
for some i= 1, ... , n we must have x;#O. Therefore: 

(27) holds Jor all points a: [Xl: ... : xn],. 

8. Consider now two points a: [Xl: ... : Xn], and b: [~ 1 : ••• : ~n],. Put 
a':[Yl: ... :Yn]" then b~a' means, considering (1) and (27) (cf. the end 
of 7.): 

n 

(28) L w(x;) y;~;=O. 
;= 1 

a ~ a' can never hold (a n a' = 0, a # 0), so (28) can only hold for X; = ~;, 
if all X; = o. Thus, 

n 

(29) L w(x;) y;x;=O implies Xl = ... =xn=O. 
;= 1 

Summing Up the last result of 6., and formulae (26), (29) and (28), we 
obtain: 

There exists an involutory antisomorphism w(x) oJ F (ef (22), (25), (19)) 
and a definite diagonai Hermitian Jorm L~=l w(x;) Y;~; in F (ef. (26), (29)), 
such thatJor a:[xl: ... :xn]" b:[~l: ... :~n]r b~a' is defined by polarity 
with respeet to it: 

n 

(28) L w(x;) y;~;=O. 
;=1 

This is exactly the result of Section 14, which is thus justified. 

The Society oJ Fellows, Harvard University, 
The Institute Jor Advanced Study 

NOTES 

1 If one prefers, one may regard aset of compatible measurements as a single composite 
"measurement" - and also admit non-numerical readings - without interfering with subse­
quent arguments. 

Among conspicuous observables in quanturn theory are position, momenturn, energy, 
and (non-numerical) symmetry. 
2 L. Pauling and E. B. Wilson, An Introduction to Quantum Mechanies, McGraw-Hill, 
1935, p. 422. Dirac, Quantum Mechanies, Oxford, 1930, §4. 
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3 For the existence of mathematical causation, ef. also p. 65 of Heisenberg's The Physical 
Principles of the Quantum Theory, Chicago, 1929. 
4 Cf. J. von Neumann, Mathematische Grundlagen der Quanten-mechanik, Berlin, 1931, 
p.18. 
5 Like systems idealizing the solar system or projectile motion. 
6 A similar situation arises when one tries to correlate polarizations in dilferent planes of 
e1eetromagnetic waves. 
7 Cf. J. von Neumann, 'Operatorenmethoden in der klassischen Meehanik,' Annals of 
Math. 33 (1932), 595-8. The dilference of two sets Sl' S2 is the set (Sl +S2) - Sl 'S2 of 
those points, which belong to one of them, but not to both. 
8 F. Hausdorlf, Mengenlehre, Berlin, 1927, p. 78. 
9 M. H. Stone, 'Boolean Algebras and Their Application to Topology', Proc. Nat. Acad. 20 
(1934), 197. 
10 Cf. von Neumann, op. eit., pp. 121, 90, or Dirac, op. eit., 17. We disregard complica­
tions due to the possibility of a continuous speetrum. They are inessential in the pres­
ent case. 
11 By the "negative" of an experimental proposition (or subset S of an observation­
space) is meant the experimental proposition corresponding to the set-complement of S in 
the same observation-space. 
12 l.e., that given such an operator c(, one "could" lind an observable for which the 
proper states were the proper functions of c(. 

13 F. J. Murray and J. v. Neumann, 'On Rings of Operators', Annals of Math., 37 (1936), 
120. It is shown on p. 141, loe. eit. (Definition 4.2.1 and Lemma 4.2.1), that the closed 
linear sets of a ring M - that is those, the "projection operators" of which belong to M -
coincide with the closed linear sets which are invariant under a certain group of rotations of 
Hilbert space. And the latter property is obviously conserved when a set-theoretical inter­
seetion is formed. 
14 Thus in Section 6, closed linear subspaces of Hilbert space correspond one-many to 
experimental propositions, but one-one to physical qualities in this sense. 
15 F. Hausdorlf, Grundzüge der Mengenlehre, Leipzig, 1914, Chap. VI, § I. 
16 The final result was found independently by O. Öre, 'The Foundations of Abstract 
AIgebra. I, Annals of Math. 36 (1935), 406-37, and by H. MacNeille in his Harvard Doc­
toral Thesis, 1935. 
17 The first reason is that this implies no restriction on the abstract nature of a lattice -
any lattice can be realized as a system of its own subsets, in such a way that an b is the set­
product of a and b. The seeond reason is that if one regards a subset S of the phase-space of 
a system ei as corresponding to the certainty of observing ei in S, then it is natural to assume 
that the combined certainty of observing ei in S and T is the certainty of observing ei in 
S' T=Sn T, - and assumes quantum theory. 
18 The following point should be mentioned in order to avoid misunderstanding: If a, b 
are two physical qualities, then au b, an b and a' (ef. below) are physical qualities too (and 
so are <õ> and 0 +). But ac b is not a physical quality; it is a relation between physical 
qualities. 
19 R. Dedekind, Werke, Braunschweig, 1931, vol. 2, p. 110. 
20 G. Birkholf, 'On the Combination of Subalgebras', Proc. Camb. Phil. Soe. 29 (1933), 
441--{i4, §§23-4. AIso, in any lattice satisfying L6, isomorphism with respeet to inclusion 
implies isomorphism with respeet to complementation; this need not be true if L6 is not 
assumed, as the lattice of linear subspaces through the origin of Cartesian n-space shows. 
21 M. H. Stone, 'Boolean Algebras and Their Application to Topology', Proc. Nat. Acad. 
20 (1934), 197-202. 
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22 A detailed explanation will be omitted, for brevity; one could refer to work of G. D. 
Birkhoff, J. von Neumann, and A. Tarski. 
23 G. Birkhoff, op. cit., §28. The proof is easy. One first notes that since ae(aub)nc 
if aec, and bnce(aub)nc in any case, au(bnc)e(aub)nc. Then one notes that 
any vector in (aub)nc can be written ~=IX+p[IXEa,pEb,~EC]. But P=~-IX is in 
c(since ~EC and IXEaec); hence ~=IX+pEau(bnc), and au(bnc)=>(aub)nc, com­
pleting the proof. 
24 R. Dedekind, Werke, vol. 2, p. 255. 
25 The statements of this paragraph are corollaries ofTheorem 10.2 of G. Birkhoff, op. eit. 
26 G. Birkhoff 'Combinatorial Relations in Projective Geometries', Annals of Math. 30 
(1935),743-8. 
27 O. Öre, op. cit., p. 419. 
28 Using the terrninology of footnote, 13 and of loc. cit. there: The ring MM' should con­
tain no other projection-oPerators than 0, I, or: the ring M must be a "factor." Cf. loe. 
citY, p. 120. 
29 Cf. §§ 103-105 of B. L. Van der Waerden's Moderne Algebra, Berlin, 1931, Vol. 2. 
30 n = 4, 5, ... means of course n - I ~ 3, that is, that Q._ I is necessarily a "Desarguesian" 
geometry. (Cf. O. Veblen and J. W. Young, Projective Geometry, New York, 1910, 
Vol. I, page 41). Then F=F(Q._I) can be constructed in the dassieal way. (Cf. Veblen and 
Young, Vol. I, pages 141-150). The proof of the isomorphism between Q._I and the 
p._ I (F) as constructed above, amounts to this: Introducing (not necessarily commutative) 
homogeneous coördinates XI' ... , X. from Fin Q._I, and expressing the equations ofhyper­
planes with their help. This can be done in the manner which is familiar in projective 
geometry, although most books consider the commutative ("Pasealian") case only. D. 
Hilbert, Grundlagen der Geometrie, 7th edition, 1930, pages 96-103, considers the non­
commutative case, but for affine geometry, and n-I =2, 3 only. 

Considering the lengthy although elementary character of the complete proof, we pro­
pose to publish it elsewhere. 
30. R. Brauer, 'A Characterization of Null Systems in Projective Space', Bull. Am. Math. 
Soc. 42 (1936),247-54, treats the analogous question in the opposite case that X n X' # Gl 
is postulated. 
31 In the real case, w(x)=x; in the complex case, w(x+iy)=x-iy; in the quaternionie 
case, w(u+ix+jy+kz)=u-ix-jy-kz; in all cases, the .loi are I. Conversely, A. 
Kolmogoroff, 'Zur Begründung der projektiven Geometrie', Annals of Math. 33 (1932), 
175-6 has shown that any projective geometry whose k-dimensional elements have a locally 
compact topology relative to which the lattice operations are continuous, must be over the 
real, the complex, or the quaternion fie1d. 
32 L5 can also be preserved by the artifice of considering in P 0() (F) only elements which 
either are or have complements which are of finite dimensions. 
33 J. von Neumann, 'Continuous Geometries', Prac. Nat. Acad. 22 (1936), 92-100 and 
101-109. These may be a more suitable frame for quantum theory, than Hilbert space. 
34 In quantum mechanies, dimensions but not complements are uniquely deterrnined by 
the indusion relation; in dassieal mechanies, the reverse is true! 
35 It is not difficult to show, that assuming our axioms LI-5 and 7, the distributive law 
L6 is equivalent to this postulate: a' ub=D implies aeb. 



MARTIN STRAUSS 

THE LOGIC OF COMPLEMENTARITY 

AND THE FOUNDATION OF QUANTUM THEORY* 

INTRODUCTION 

Several attempts have been made to provide an axiomatic basis for the 
statistical transformation theory in quantum physics in the form of 
simple general principles. Thus, in his well-known book on Quantum 
Mechanics Dirac uses the superposition principle as a fundamental 
principle. This principle permits indeed to determine many characteristic 
features of the mathematical formalism. It does not, however, suffice to 
determine even the algebra of the state caleulus, as Dirac has noticed 
himself. From the present point of view the superposition principle may 
be looked upon as an ingenious but rather artificial formulation of 
complementarity. 

A complete axiomatic foundation of the statistical transformation 
theory is due to VON NEUMANN 1. The present work is closely related to it; 
its critical discussion is a natural starting-point. 

Von Neumann's postulates demand essentially two things: (A) a one­
one correlation between physical quantities and hypermaximal Hermi­
tean operators in Hilbert space, and (B) linearity of the mean value 
operator for these quantities. 

This deduction of the statistical formulae of quantum mechanics 
appears to be remarkable and satisfactory in so far as it makes no use 
of hypotheses concerning equal or numerical probabilities - in contrast 
to other statistical theories, in particular classical statistical mechanics. 
From the point of view of the Correspondence Principle this had to be 
expected since numerital probabilities would have no analogues, in 
the sense of that Principle, in classical mechanics. 

However, from a physical point of view it can hardly be called satis­
factory to base the theory on a postulate whose connection with experi­
mental facts is as little intelligible as is the case with postulate (A). 
Instead, one would !ike to see a principle directly suggested by experience, 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 27-44 
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as in Thermodynamics or Relativity Theory, such as the principle of 
indeterminacy or complementarity. 

Even when adopting the Jormal point of view one is struck by the 
circumstance that the Principle of Complementarity, so closely connect­
ed 2 with that of Correspondence, is merely implicitly contained in 
postulate (A) but is not at all involved in the postulates concerning 
quantum mechanical probabilities. This would not be surprising if 
complementarity had no bearing on the mathematical theory of prob­
ability - a condition that is not satisfied. In fact, eomplementarity restriets 
the validity or applieability oJ the ordinary theory oJ probability in a quite 
definite manner. This may be seen even without the use of the formalism 
from the following examples. 

Consider a statistieal ensemble of hydrogen atoms all in the same 
energy state En. Then there exist the probabilities prob(En ; /,jq) and 
prob(En ; /,jp) to find the value of Q within the interval /,jq=(q, q+Llq) or 
the value of P within /,jp=(p,p+Llp), respectively. According to the 
ordinary theory of probability there would then also exist the prob­
ability prob(En ; /,jq and /,jp) for finding both the value of Q within /,jq 
and the value of P within /,jp. In view of the complete 3 complementarity 
between P and Q this probability could not be tested. The formalism 
yields for it a two-valued complex expression - it gives a nonsensieal 
answer to a senseless question. This violation of the ordinary caleulus of 
probability (or rather: its rules of existence) does not destroy the internaI 
consistency of the caleulus. This consistency would be destroyed only 
if either the probability prob(En and /,jq; /,jp) or prob(En and /,jp; /,jq) 
would exist (which is not the case, due to the complementarity between 
Hand Q or Hand P, respectively) because then prob (En; /,jq and /,jp) 
would be numerically determined by the general multiplication theorem: 

prob(I,ja; [,jb and [,Jc) = prob(I,ja; [,jb) prob([,ja and [,jb; [,jc) 
= prob(I,ja; [,jc) prob([,ja and [,jc; [,jb) 

Cases where two (or all three) prob expressions with a logieal conjunction 
exist do occur in quantum mechanies, e.g. in the case A=Mx, B=Qx, 
e = P x (x-components of angular momentum, position and linear 
momentum vector, respectively). In this case, where A commutes with 
both B and e, the probabilities on the two right-hand sides exist while 
that on the left-hand side does not. [Henee the formalism should give 
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a real one-valued expressian for these probabilities, as indeed it does, 
but it can be interpreted only in the sense of the two right-hand sides.] 
(Of course, one may measure B in one half of an ensemble and e in the 
other half and multiply the re1ative frequencies corresponding to 
prob(I.da; I.db) and prob(I.da; I.dJ; but this is something quite different 
from a proper applicatian of the general multiplication theorem.) 

These simple examples demonstrating the limited applicability of the 
ordinary calculus of probability should make it c1ear that the mean 
value postulate [used by von Neumann] is not an equivalent Subslitute 
for the rules of the ealeulus of probabililY, and, hence, that it does not 
suffice to c1arify the re1ation between that calculus and quantum mecha­
nics which has been the original aim of von Neumann's work. (To be 
sure, this inequivalence has nothing to do with the question whether mean 
values are an equivalent substitute for a probability distribution: the 
latter is indeed determined by the mean values of all 'momenta' of the 
quantity in question.) The point is that the logieal operations of the cal­
culus of probability cannot be immitated by the averaging operation. 
The relatian between the calculus of probability and the calculus of 
mean values is not one-one: only the former determines the latter. 

Now it could happen that a physical thea ry permits only mean values 
to be measured. In that case a trunkated thea ry of probability, 
characterized by the postulate of the linearity of the mean value opera­
tion, would suffice. Contrary to apreviaus stage in the physical inter­
pretation, quantum mechanics is not such a theory. True, the ordinary 
calculus of probability demands too much, but the mean value postulate 
[of von Neumann] demands too little; the ordinary calculus of prob­
ability is stilI needed if all quantities concerned commute. 

It may seem paradoxical in view of all this that the mean value 
postulate suffices for deducing the correct formulae. In this connection 
it must be pointed out that in von Neumann's deduction essential use is 
made of an extension of the mean value postulate to 'quantities' that are 
represented by projectian operators; as shown by von Neumann, these 
projectian operators represent statemenls on the measured values of these 
quantities rather than the quantities themselves - (to the eigenvalues 
1 and 0 of the projectian operators correspond the truth values 'true' 
and 'false', respectively); thus, the calculus of the projectian operators 
represents a kind of sentential calculus. Now it emerges from recent 
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investigations concerning the axiomatics of probability theory that the 
algebra of the ordinary sentential caleulus can be used as a substitute for 
certain axioms in the theory of probability; thus, given that all prob­
abilities concerned exist, addition and multiplication theorem may be 
deduced from one another by employing the distributive laws of the 
sentential caleulus. [[ ... ]]. Although the state of affairs is somewhat 
different when we turn to quantum mechanieal measurement statements 
and the projection operators representing them - the logical meaning 
of complementarity resides in just this difference - the difference, when 
properly formulated, does not concern the algebraic formulae as such but 
merely their range of applicabilily, viz., questions of existence. In this 
way it becomes intelligible that the mean value postulate, extended to 
projection operators, does suffice for deducing the statistical formulae 
and that, on the other hand, the anomalies mentioned above do remain. 
These anomalies present a violation of the axioms of probability theory 
only if the existential axioms corresponding to the ordinary sentential 
caleulus are included (REICHENBACH 4) or - what amounts to the same - if 
the region of definition of the probability function is supposed to be 
aset system [viz., the set of all subsets of a given set] (KOLMOGOROFF 5). 
In other words: the restricted applicability of the ordinary theory of 
probability is due solely to the invalidily of the ordinary sentential cal­
culus for quantum mechanieal measurement statements. [[ ... ]J 

Since for clarifying the relation between probability theory and 
quantum mechanics it suffices to heed complementarity, the combination 
of complementarity and probability theory may be expected to be suf­
ficient for building up the general formalism of the statistical transforma­
tion theory so that von Neumann's postulate (A) may be replaced by the 
Principle of Complementarity. 

How far this expectation is justified will emerge from the following. 

I. THE LOGICAL FORMULATION OF COMPLEMENTARITY 

(I) If complementarity is to be used for an axiomatie reconstruction 
of quantum theory it has to be formulated in a way suitable for formal 
operation. As long as complementarity is conceived primarily as a rela­
tion between physical quantities it is difficult to see how this should be 
done; there is no obvious reason why quantities that cannot be measured 
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simultaneously should be represented by operators in Hilbert space. 
The statement that two quantities eannot be measured simultaneously 

may be expressed th us : two statements eoneerning the results of 
measurement of the two quantities eannot be deeided both, or: deeiding 
the one makes it impossible to decide the other, or: deeidability of one 
implies undeeidability of the other. In this way eomplementarity beeomes 
primarilya [semantie] relation between statements. This makes it possible 
to formulate eomplementarity in a formai way [viz., to formulate a non­
classical sentential or predieate ealeulus to be ealled complementarity 
logic]. 

(2) What we need is not an axiomatie system for the sentential ealeulus 
but its algebra whieh ean easily be reeognized as rules of ordinary 
language; the semantie definition of eomplementarity as given under 
(i) then leads to a modified sentential ealeulus, this modifieation being 
the formai [syntactic] expression of eomplementarity. 

As sentential variables we use the letters 

R,S, T, ... 

and for the negation and the sentential eonneetives we use Russell's 
symbols: 

(a) '" for 'not' (negation) 
(b) . for 'and' (eonjunetion, logieal produet) 
(e) v for 'or' (disjunetion, logieal sum) 
(d) == for 'if and only if' (equivalenee) 

but, following Hilbert, we shall put the negation sign above the sentential 
symbol. 

We then have the following equivalenees [eharaeteristie of Boolean 
algebra] : 

(1) 
(2) 

(kl) 
(k2) 

nl. R == R 

R·R==R 
RvR==R 

R·S==S·R 
RvS==SvR 

L 
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R'(S' T) = (R'S)' T 
R v (S v T) = (R v S) v T 

(al) 
(a2) 
(dl) 
(d2) 

R v (S' T) = (R v S)'(R v T) 
R . (S v T) = (R . S) v (R' T) . 

L 

The algebraic signifieanee of the negation consists in the faet that it 
pennits to solve the equivalenees 

x v (R'S) = R 

for X and Y: 

X=R·S 
Thereby the expressions 

0= dfR·i? 

play the role of zero and unity: 

(nl.1) S v 0 = S 
(n 1.2) S' 0 = 0 

Y'(R v S) = R 

Y= Rv S. 

E = dfR v i? 

(n2.1) S' E = S 
(n2.2) S v E = E. 

o is ealled contradition and E tautology. [[ ........... ll 
The equivalenees L ean be handled in the same way as algebraie 

equati~ns, whieh implies the following rule of substitution for the 
variables R, S, T, ... : 

L Subst. 'R' may be replaeed by (a) any other sentential symbol such 
'S', (b) 'R', (e) 'S, T', (d) 'Sv T', (e) 'S= T', [any such substitution 
for 'R' to take place everywhere where 'R' oeeurs with in a given formula]. 

The ealeulus defined by the equivalenees L and the rule L Subst. 
will be ealled L-calculus. 

(3) Now the L-ealeulus is just that part of the ordinary sentential 
ealeulus that ean be maintained if eomplementarity is taken into aeeount, 
with the following proviso. Aeeording to the semantie definition of 
eomplementarity as given under (1) the sentential eonneetion of two 
eomplementary sentenees gives an undeeidable statement and henee a 
meaningless sentenee, eontrary to what is implied in the ordinary 
sentential ealeulus. Henee the equivalenees L must be interpreted thus: 
if one (and henee also the other) side of an equivalenee is meaningful 
the equivalenee is logically true; if this eondition is not fulfilled the 
equivalenee is not false but meaningless. 
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We now [take the decisive step and] forbid the formation of meaning­
less expressions. The resulting ealeulus will be ealled L'. Then the 
situation is as follows: 

Though the equivalenees L ean be maintained [they are not violated 
semantieally], the domain of definition of the sentential eonneetives is 
no longer a 'field'. Through this change in algebraic structure the 
L' -ealeulus is not isomorphic with the set calculus: while seetion and 
junetion of two given sets always exist the eorresponding eonjunetion 
and disjunetion of two sentenees may not exist in the L' -ealeulus. 
n· ........... ]] 

(4) The semantie justifieation for ruling ou): the formation of a eom­
pound sentenee as given above breaks down if the two measurement 
statements refer to different instanees of time: sinee measurements of 
eomplementary quantities ean be performed at different instanees of 
time, the eorresponding statements ean be deeided both. Let us eall such 
statements simply complementary to eaeh other in eontradistinetion to 
two eomplementary statements referring to the same instant of time 
whieh will be ealled strictly complementary. Is there any reason for 
ruling out the sentential eonneetion of simply eomplementary statements? 
The answer to this question is bound up with the following eonsideration. 

The statement of a probability relation between strietly eomplementary 
statements has no obvious or direet meaning; it eannot be deeided 
beeause eomplementary quantities eannot be measured simultaneously. 
An [experimental] meaning ean be attaehed to it only by a limiting proeess 
t2 -+tl when one of the two quantities is measured at tl and the other at t2 . 

Henee, if eompounds of simply eomplementary statements were admitted 
[we would have a logieal diseontinuity for t2 -+tl , and] extending the 
non-admittanee of eompounds from strietly to simply eomplementary 
sentenees eould be justified only [by the wish to remove this diseon­
tinuity or] by referenee to the ealeulus of probability, namely by the 
obvious demand that the prob expressions be eontinuous funetions 
of time. No independent logistie meaning would then attach to simple 
eomplementarity. 

Now, although the eompound 'position of S at t I is within I,jq and 
momentum of S at t 2 is with in I,jp' is meaningful in sofar as it ean be 
deeided experimentally, it will not oeeur in a rationally eonstrueted 
language [of quantum mechanies], beeause the consequences [predie-
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tions] to be drawn from either part separate/y contradict each other even 
when the two parts are true. Henee, onlyone or the other part ean oeeur 
in any eorreet deduetion. This is the formal expression of what is ealled 
Nichtobjektivierbarkeit of measurement results. 

(The paradox resulting from handHng eomplementary statements 
aeeording to the rules of ordinary logic have lately been exposed by 
EINSTEIN 6 and SCHROEDINGER 7.) n .... ll 

(5) The sentenee 'The momentum of the particle Hes within 1,1/ 
does not eharaeterize an individual state of affairs but a class [of 
particles]. Henee our R, S, T, oo. are to be regarded as dass [or pre­
dicate] variabies. This does not interfere with the equivalenees and 
the substitution rule: the two ealeuli are isomorphic. The differenee 
between the L- and the L/-ealeulus is of eourse transfered to the class 
[or predicate] ealeulus so that we have to distinguish between the 
ordinary class [or predicate] ealeulus eorresponding to L and the one 
eorresponding to L'; the latter may be ealled eomplementary class [or 
predicate] ealeulus. [[oo.ll 

II. CALCULUS OF PROBABILITY 

(6) We now turn to the ealeulus of probability. We show first why 
the (essentially equivalent) axiomatie systems of Reiehenbaeh and 
Kolmogoroff eannot be used when eomplementarity is taken into ae­
eo unt. Aeeording to Reiehenbaeh (l.e.) a probability statement is a 
general implication between sentenees statingclass membership of 
elements and henee written in the form 

R (Rl) 
p 

here, 0 and P are class variabies, x and y are individual variabies, 
3- is the sign for the prob relation ('probability implication'), and p 
is the numerieal value of the probability. A short-hand designation for 
(Rl) is 

R (O-3-P) or w (0, P) = p. (R2) 
p 

The multiplication theorem (axiom IV) may then be written in the form 

R (R IV) 
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Here, a compound of P and Q occurs only on the right-hand side 01 tne 
implication, and this (together with the rule of inference referred to 
above) makes it possible to deduce from meaningful expressions an ex­
pression that may be meaningless; in other words: R IV has the 
property of transfering existence. 

Similarly, the first axiom of Kolmogoroff's system demands that the 
domain of definition of the prob function be a field of sets, i.e., that with 
any two sets also their junction (set sum), their difference and their 
section belong to it, thus, the algebra of the ordinary sentential [or 
predicate] calculus is presupposed here, too. Hence this axiomatic 
system cannot be used either if complementarity is taken into account. 

(7) For complementarity logic we have used a system of equivalences 
from ordinary logic; similarly we must use a system of equations from 
ordinary probability theory as basis for complementary probability 
theory. Such a system has already been given by Reichenbach (l.c.); 
it reads: 

1.1 w (R, R v S) = 1 
1.2 w (R, S· S) = 0 

W 1.3 O::s; w (R, S) 
II. w(R, S v T) = w(R, S) + w(R, T) - w(R, S· T) 

III. w(R, S· T) = w(R, S) w(R·S, T) 

Though here (III), too, one side of the equation may be meaningless 
while the other one is not, this does no harm since the equation sign 
- contrary to the implication - does not transfer existence; it merely 
implies that certain probabilities are equal if they exist. Hence meaning­
less prob statements cannot be deduced from meaningful ones. 

In order to compensate for the loss of deductive power in the 
transition from the R-system to the W-system one has to postulate in 
the ordinary prob calculus that a probability exists if its numerical value 
is determined by the equations of the calculus [and other probabilities 
known or assumed to exist] (Reichenbach's rule of existence, Kolmo­
goroff's 1. axiom). Similarly, we need the following Existential Postulate: 
if the numerical value of a prob function w(R; S) is determined accord­
ing to the W-system by other probabilities known to exist, then w(R; S) 
exists provided that both R and S exist. [[ ... ]] 

Let us look for a moment at the [classical] system LW involving the 
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ordinary sentential [or rather predieate] ealculus. This system, as is weIl 
known, admits aset theoretieal interpretation as follows: 

To the tautology E eorresponds a basie set §, to the eontradietion 0 
the empty set Q, to the sentenees [or rather predieates] R, S, ... eorre­
spond subsets R, S, ... of E, to the negation R eorresponds the eomple-

- - -

mentary set § - B, to the eonjunetion R· S eorresponds the set seetion 
B .~, and to the disjunetion R v S the union B -i-~ = B + ~ - B:~. Every 
additive set funetion 

P(R + S} = P(R} + P(S} (PI) 
- - - -

with 

w(R, S} = P(R·S}/P(R} (P2) 

then satisfies the axioms W, so that the system W may be replaeed by 
(PI), (P2) together with suitable existential postulates (Kolmogorolf, 
loe. eit.). 

III. QUANTUM THEOR Y 

(8) We are now going to eharaeterize the domain of definition of the 
[quantum mechanieal] prob function. As can be seen directly from ex­
perimental experience, we are confronted with the following facts: 

Q (a) To every measurement propostition R there exist an infinite 
number of other measurement propostitions, all noneomplementary to 
one another and to R (e.g., all those resulting from R by replaeing the 
measurement interval refered to in R bya larger one). 

Q (b) To every measurement proposition R there exist an infinite 
number of measurement propositions Sj all eomplementary to R (e.g., 
all those resulting from one such S by replaeing the measurement interval 
referred to in S by a smaller one. 

Q (e) The relation of [sentential or predieational] eonneetibility (a) 
and the relation of ineonneetibility (K) are neither transitive nor in­
transitive; (i.e., all four possibilities of the seheme (see top of next page) 
are realized in nature, e.g., by the examples given in the last three eolumns; 
Qx, p x,. Mx are eomponents of position, momentum, and angular 
momentum, respeetively, and for the pertaining intervals any finite 
intervals may be ehoosen.) 

Taken together Q(a)-Q(e) imply that our R, S, T, ... , form an in-
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finite (in fact: continuous) domain, with infinite 'islands' in which the 
ordinary sentential [or rather predicate] caleulus and hence the un­
restricted caleulus of probability holds. [The algebraic structure of the 
domain is thus that of a partial Boolean algebra). 

As the cardinality of the domain is that of a continuum, the following 
postulate appears adequate: 

Q con. The prob function w is a continuous function of time [or 
rather the time intervales) occurring] and of the measurement intervals. 

(9) We are now going to show: the calculus of projectian operators 
over a linear vector space is isomorphic to the L'-calculus under the 
following mapping: 

predicates projection operators 

/1. R R 
Z 2. R 1- R 

13. 
R·S RS 

4. RvS R+S-RS 

(I is the identity operator satisfying IR = R for all R). 
(a) The logical equivalences L turn into mathematical identities if the 

predicates are replaced by projection operators according to Z; note 
that RS and R+S-RS are projectors only if RS=RS. 

(b) If RS::J:SR, RS is not a projector, (RS) (RS)::J:RS, and hence the 
predicational compounds formed with R and S are not predicates either, 
i.e., R and S are complementary to one another. If this is taken into ac­
count the mapping Z is one-one. 

[Confusion may arise from the fact that there is a one-one relation 
betweenprojectors and closed linear subsets of the linear vector space 
concerned: this may suggest to take the caleulus of closed linear subsets 
- instead· of the caleulus of projectors - as the mathematical mode! of 
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quantum logic. The following paragraph shows why this is not feasible 
and thus refutes the much discussed 'Logic of Quantum Mechanics' of 
Birkhoff-von Neumann which likewise appeared in 1936.] 

Since there is a one-one mapping between projectors and the [elosed] 
linear subsets of the vector space 91 concemed, Z implies a one-one 
relation between the predicates R, S, ... of complementarity logic and 
the elosed linear subsets of 91. This corresponds to the isomorphism 
between the ordinary sentential caleulus and the ordinary set caleulus: 
instead of arbitrary sets we have now elosed linear subsets of a vector 
space. However, this analogy is rather limited: the caleulus of the closed 
linear subsets is not isomorphic to [the caleulus of projectors and to] 
the caleulus L'. True, the junction of two linear subsets is again a linear 
subset if and only if the pertaining projectors commute, but the section 
of two linear subsets is always a linear subset, even when the pertaining 
projectors do not commute, i.e., even when the predicates concemed are 
complementary so that the compound predicate does not exist. 

Thus, it is not possible to satisfy the system L' by linear subsets if 
isomorphism is to be maintained. This is decisive for the following 
treatment: the prob function w cannot be [represented by] aset function. 

(l0) By virtue of Z the domain of definition of the prob function 
w may be taken to be the set of projection operators [or rather the direet 
product of this set with itself]. This however does not imply that the 
numbers w(R, S) can be determined otherwise than by explicite 
coordination [i.e., on a purely empirical basis]. To obtain a [physico-] 
mathematical theory we must demand that there exist a general function 
W (R, S) depending only on R and S, which satisfies the system W with 

w(R, S) = W(R, S); 

in other words: the equations W are to be considered as Junctional 
equations Jor W over the set oJ projection operators. As the values of W 
are to be real numbers, this implies that the vector space concemed is a 
metrical space. Though the metric is not uniquely determined by W 
alone a simple postulate to be given later will fix it. 

We solve the functional equation WIV by 

W(R S) = f(RS) 
, f(R) (W 1) 

which corresponds to (P2). 
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Substituting this in W III gives, in consideration of Z, 

f(RS + RT - RST) = f(RS) + f(RT) - f(RST) 

which yields the functional equation 

f(R + S) = f(R) + f(S). (W2) 

Its [general] solution is 

f(R) = c Tr R (c = constant independent of R) 

since the trace Tr R is the only linear invariant that depends only on R. 
Hence 

TrRS 
W(R,S)=-­

TrR 
(W 4) 

(W4) is the general expression for the quantum mechanieal prob­
abilities. It merely remains to fix metric and number of dimensions of the 
underIying vector space 91. 

(Il) It is obvious that the metric of 91 must be either Euc1idean 
[i.e., real] 9 or unitary; otherwise the trace Tr R, defined by Rj = Rikgi\ 
would depend on the metrical tensor gik for which there would be no 
physical interpretation. 

For deciding between Euc1idean [real] and unitary metric we consider 
the expression Tr RST which occurs in the general multiplication 
theorem. In the case of Euclidean [real] metric this expression is always 
real-valued, even if none of the projectors R, S, T commutes with any of 
the other two, i.e., if none of the three expressions of the multiplication 
theorem have any physical meaning. In the case of unitary metric the said 
expression is complex-valued (and the complex-conjugate of Tr RTS) iff 
none of the three projectors commutes with any of the other two. 
Thus, only the choice of unitary metric is in accoord with complementarity 
logic. 

[This result is of fundamental importance in two respects. For one, 
it answers the question, first put to the author by Reichenbach, whether 
the use of complex-valued state functions in quantum mechanies is a 
mathematical trick that could be avoided in principle (as often in c1as-
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sical physics), and if not, why not. Second, it shows why all attempts at 
interpreting the quantum mechanieal formalism in terms of cIassical 
probability or statistics are doomed to failure.] [[oo .]] 

(12) Finally, the number of dimensions [of the linear vector space ~] 
can be determined by the well-known commutation rules for canonical 
quantities or else by the postulate that there exist continuous regions of 
measurable values; either postulate leads to an infinite number of dimen­
sions. To the latter postulate correspond our axioms Q(a, b). It is easy 
to show that they demand an infinite number of dimensions. (Incidental­
ly, it would be difficult to attach any physical meaning to a finite number 
of dimensions). Thus, besides (W4) we have also established the Hilbert 
space. [[oo .]] 

(13) In concIusion it should be pointed out that nothing has been said 
about the connection between the projectors [which were introduced as a 
mathematical model of complementarity logic] on the one hand and the 
[hypermaximal Hermitean operators representing] physical quantities 
on the other hand: the question which projector corresponds to a given 
measurement statement [or predicate] has been left open. Quite naturally, 
this question can only be decided by considerations of correspondence. 
[It should be noted, however, that from our point of view the projectors 
are more fundamental than the hypermaximal Hermitean operators. 
This is in line with the fact that the later can be defined in terms of the 
former - a fact that would be merely a mathematical curiosity if the 
projectors had no fundamental significance.] 

The considerations given above confirm and substantiate the often 
stressed analogy between the theory of special relativity and quantum 
mechanics: just as the world geometry of Einstein-Minkowski merely 
expresses the existence of a finite upper limit e of signal velocities, thus 
the general formalism of quantum mechanics merely reflects the un­
avoidability of complementarity resulting from the existence of the finite 
quantum of action' h. This formalism thus appears as the appropriate 
mathematical language for expressing all special quantum mechanieal 
experience. From this point of view it is rather obvious that the 
formalism has stood the test of the many-body problem and of re­
lativistic generalization, and the same point of view may help to decide 
the question whether this general formalism is wide enough to encompass 
a future theory of elementary particIes. 
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POSTSCRIPT 1971 

The introduction of a non-classical logic in physics raises a number of 
philosophical questions, and the introduction of two competing logics 
for the same physical theory raises some additional questions of a more 
technical nature, but not without philosophical import. In the following 
notes I shall try to answer some of these questions. 

(1) In the first place let me point out that there is no such thing as 
'the logic of quantum mechanies'. A physical theory is not given in the 
form of a formalized language but as the union of a mathematical 
formalism and its physical interpretation; the formalism does not con­
tain any descri;>tive predicates (sentential functions) and hence no pre­
dicate connectives either. The connectives become part of a formai 
system only if the language of the theory is formalized. It follows that 
the logical syntax of a physical theory depends on the way the language 
of the theory is beeing formalized. Vice versa, advocating a particular 
'Iogic' (viz. logical syntax) for a physical theory means advocating a 
particular way of formalizing its language. If different 'logics' are 
advocated for the same physical theory, it is only by comparing all 
consequences of the implied formalizations that a proper judgement 
on their relative merits can be given. True, even when we have a complete 
list of all relevant differences we may not agree on their relative merit s 
but at least we are then compelled to state our reasons for any preferential 
decision we ca re to make. 

(2) With this in view, I have carried out the two formalizations 
corresponding to complementarity logic (partial Boolean algebra) and 
'quantum logic' (Birkhoff-von Neumann's nondistributive lattice al­
gebra), respectively, in 1937 (doctor thesis, Prague 1939). Though all 
copies of this have been lost, one of its main results is easily established: 
the Birkhoff-von Neumann logic leads to a language containing 'meta­
physical' sentences, name ly the conjunction of sentences that are in­
connectible in complementarity logic. 10 

(3) There are other - and perhaps more important - reasons for 
preferring complementarity logic to nondistributive lattice logic. Here 
are some of them : -

(a) Giving up the distributive law for the sentential connectives imp/ies 
giving up the (semantical) two-valuedness: in any two-valued logic the 
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two sides of the distributive law have the same truth-value. Now I have 
no philosophieal objeetions against multi-valued logies, but none of the 
advoeates of the Birkhoff-von Neumann logie seems to have notieed 
this implieation. 

(b) If the physieal predieates are to be represented by subspaees 
(elosed Jinear subsets) rather than by the projeetors on these subspaees, 
one should expeet that the quantum mechanieal probabilities are fune­
tions of these subsets. However, they are funetions of the projeetors 
(and henee merely funetionals of the subspaees). 

(e) Most important of all, the Birkhoff-von Neumann logie does not 
lead to the unitary metric, even when eombined with the prob ealeulus: 
it is equally weil eompatible with real (Euelidean) metrie. On the other 
hand, eomplementarity logie demands unitary metrie (eomplex valued 
state veetors), as shown above. As the unitary metrie is one of the most 
important eharaeteristies of the quantum mechanieal state space, the 
Birkhoff-von Neumann logie, whatever it may be, is eertainly not eharae­
teristie of quantum mechanies. 

(4) In view of all this the question arises why the Birkhoff-von 
Neumann logie has attraeted far more attention than eomplementarity 
logic. My answer: this is not just a case of authority against non­
authority - after all, eomplementarity logie goes al so baek to von 
Neumann, if only by implieation - but rather a ease of fashion against 
unfashion. Indeed, lattice theory beeame quite fashionable in the nine­
teenthirties, thanks mainly to the work of Birkhoff, while partial Boolean 
algebra, of whieh the algebra of projeetors and eomplementarity logie 
are examples, had to wait for another 30 years to beeome respeetable 
among mathematieians. The quantum physieists, of eourse, have used 
eomplementarity logie all the time, eve n when not knowing it, and have 
paid no attention to 'the' 'quantum logie' of Birkhoff-von Neumann. 

(5) Let me just add that eomplementarity logie has been rediseovered 
in reeent years by several authors, among them P. SUPPES 11 and 
F. W. KAMBER 12 . 

(6) Does the use of a nonelassieal logie in physies imply that logie 
is empirieal, at least in the sense in whieh physieal geometry is empirieal, 
as argued, e.g., by H. PUTNAM 13? My answer is 'no', as follows from 
what I have said above. The analogy with physical geometry breaks 
down because geometry belongs to the mathematieal sub"strueture of a 
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physical theory while logic does not; the question of 'logic' (viz., logical 
syntax) only arises in connection with an (implied or intended) formali­
zation of physicallanguage. Thus, logic is neither empirical, nor a priori, 
nor a matter of convention. Rather, it is a matter of optimal choice among 
a limited number of possibilities. It is only the whole set of possibilities 
that has so me empirical content or significance. Of course, ifwe prescribe 
form and meaning of the (atomic) sentences the logic of the sentential 
connectives mayonly depend on the (semantic) meaning of the latter. 
But this is really a question that would require a separate paper, if not 
a monograph, for full treatment. 

NOTES 

*Translated from 'Zur Begründung der Statistischen Transformationstheorie der Quan­
tenphysik', Sitz. Ber. Berl. Akad. Wiss., Phys.-Math. Kl. 27 (1936), 90-113. 
1 J. von Neumann, 'Wahrscheinlichkeitstheoretischer Aufbau der Quantenmechanik', 
Goell. Naehr. (1928), 245; Mathematisehe Grundlagen der Quantenmechanik, Berlin 1932, 
Kap. IV. See also M. Born und P. Jordan, Elementare Quanlenmeehanik, Berlin 1930, 
6. Kap. 
2 [The true nature of this connection has only emerged much later in the study of the 
intertheory relations between quantum mechanics and classical Hamiltonian mechanies. 
The upshot is this: the Principle of Correspondence allows us to consider as meaningful 
statements of the form 'The value of a quantity Q of a physical system S lies within the inter­
val (q1' Q2)'; statements of this form referring to complementary quantities are then to be 
treated as complementary in the sense of complementarity logic, i.e., inconnectible, as 
shown in this paper. On the other hand, we may use instead statements of the form 'The 
physical system S is in a state where the quantity Q has a value between Q1 and Q2'; in this 
case statements referring to complementary quantities can be treated as contradictory 
(their conjunction would be allowed as meaningful but untrue) and the need for com­
plementarity logic - or any other 'Iogic of quantum theory' - does not arise. The essential 
difference between the two statements emerges when their negations are considered: the 
negation of the first form would read 'The value of quantity Q of S lies outside the interval 
(q1' Q2)' - this is indeed the proper negation for classical and the (improper) negation for 
quantum mechanics - but this is not equivalent to the (proper) negation of the second form 
which includes all states where the quantity Q has no value in any finite interval. The notion 
'proper negation' as used here is a semantical one. A semantically adequate syntactic charac­
terization of 'proper negation' for arbitrary Ianguages has been attempted (e.g. by Carnap, 
Logieal Synlax of Language, London 1937), but most attempts can be shown to be 
inadequate. In the present paper measurement statements are supposed to have the first 
form mentioned above.) 
3 [[ ... ll [Two quantities A and B are called IOlally complementary iff there is no state for 
which A and B have values with in any finite intervals.) 
4 H. Reichenbach, 'Axiomatik der Wahrscheinlichkeitsrechnung', Math. Z. 34 (1932), 
568; Wahrscheinlichkeitslehre, Leiden 1935. 
s A. Kolmogoroff, 'Grundbegriffe der Wahrscheinlichkeitsrechnung', Erg. Math. II/3 
(1933). 
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6 A. Einstein, B. Podolsky, and N. Rosen, Phys. Rev. 47 (1935), 777. 
7 E. Schroedinger, Naturwiss. 23 (1935), 807, 823, 844. 
8 [Ifwe take the span instead of the (set theoretical) sum we have the same situation as with 
the section: the span of two linear subsets is always again a linear subset (subspace). The 
set of subspaces then forms an orthocomplemented lattice in which - contrary to the 
Boolean lattice - the distributive laws do not hold. This is the 'Quantum Logic' advocated by 
Birkhoff and von Neumann. The negation in this logic has the same meaning as in our 
complementarity logic, i.e., it too is a nonproper negation, referring as it does to the 
orthogonal complement.] 
9 [To be sure, a Euclidean space is a point space, not a vector space. But we can define 
in it a vector space by distinguishing a fixed point as origin, i.e., by abandoning homo­
geneity (group of translations or displacements) while maintaining isotropy (group of 
rotations).] 
10 To be sure, the metaphysical nature of these compound sentences arises solely from the 
logical interpretation of the nondistributive lattice connectives as sentential (or predicate) 
connectives, and not by the admission of predicates correlated to the lattice elements 
(subspaces). Indeed, if we consider two subspaces X and Y with the (non-commuting) 
projectors Px and Py, we have of course the further projector PX0Y ; but while X0 Y is 
interpreted by Birkhoff-von Neumann as conjunction of two predicates, PX0Y cannot 
be so interpreted because PX0Y#PX·Py. Thus, complementarity logic does not omit 
any physically meaningful predicates (as is sometimes suggested) but prevents their mis­
interpretation. 
11 P. Suppes, 'Probability Concepts in Quantum Meohanics', Phil. of Sc. 28 (1961), 
378-389; 'Logics Appropriate to Empirical Theories', in The Theory of Models (ed. by 
J. W. Addison, L. Henkin and A. Tarski), Amsterdam 1965, p. 364-375; 'Une logique non­
classique de la mechanique quantique', Synthese 10 (1966),74-85. 
12 F. Kamber, 'Die Struktur des Aussagenkalkuels in einer physikalischen Theorie', 
Nachr. Akad. Wiss. Goellingen 10 (1964), 103-124. 
13 H. Putnam. 'Is Logic EmpiricalT in Boston Studies in the Philosophy of Science. 
vol. V (ed. by R. S. Cohen and M. W. Wartofsky), Dordrecht 1969, pp. 216-241. 
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MATHEMATICS AS LOGICAL SYNTAX -

A METHOD TO FORMALIZE THE LANGUAGE OF 

A PHYSICAL THEOR Y 

I intend to explain a method how to formalize the language of a given 
physical theory. The essential part of this method consists in using the 
mathematical formalism of the theory in question in order to get the 
logical syntax of the coordinated physicallanguage. 

First it must be remarked that the mathematical formalism of a phys­
ical theory is not itself the formalized language of this theory. In order 
to prove this it is sufficient to remember that mathematics contains only 
logieal sentences whereas a physical language must also contain syn­
thetic sentences describing the results of experiments. 

On the other hand the mathematical formalism together with its phys­
ical interpretation contains the whole theory just as a formalized lan­
guage of this theory. 

In this way it is plausible that the mathematieal formalism together 
with its physical interpretation determines all essential features of a for­
malized language concerning the content of the physical theory in ques­
tion. 

Instead of describing our method in abstract terms we shall illustrate 
it by two examples: dassical and quantum mechanies. It shall be em­
phasized that by formalizing the language of quantum mechanics we get 
a syntactical definition of the quantum mechanieal complementarity 
concept suggested already in some previous communications (ef. [2], 
[3]). 

I. CLASSICAL MECHANICS 

Using the Hamiltonian form of dassieal mechanies, every subset M of 
the whole phase space E can be interpreted as follows: the phase point 
of a certain mechanieal system So lies at a certain moment to in M. This 
fact allows us to introduce sententional functions 

having the indicated meaning, and to establish a one-to-one-correspon­
dence between the subsets M and the predicates 'PM'. 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 45-52. 
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Now we ean define eonneetive symbols ealled predieational eonneetions 
as follows: 

(C I) 

PM=dfPM 

PM' PM' =df PM M' 

PM V PM' =df PM+M' 

PM:::>PM'=df PM+M' 

using on the right hand the usual set-theoretieal eonneetive symbols. 
By these definitions the following displaeing rules are valid: 

7ii:['='PM' 

'PM' PN' ='PM V PN 
'PM V PN'='PM' PN 
'PM:::> PN' = 'PM V PN' 

just as in the classicaI ealculus of sentenees or predieates. 
A term eonsisting of two or more predicates eonneeted with another 

by predicational eonneetions is by definition (C I) a predicate too ealled 
eonneeted predieate. 

Now we ean give the following FORMATIVE RULE: 

(C FR) A term of the C-Ianguage shall be a sentenee, if it eonsists of a 
predieate of the C-Ianguage followed by two individual eon­
stants like 'so' and 'to' separated from eaeh other by a eomma 
and endosed with anather by braekets. 

In order to formulate the transformative rules we introduee first the 
mediate concept 'valable predieate' as follows: 

(C df 1) A predieate 'PMo' is to be said valable, if Mo is equal to E by 
means of mathematies. 

Then we ean formulate the TRANSFORMATIVE RULES as follows: 

(C TR I) A sentenee of the C-language shall be valab le if the eorre­
sponding predieate is valable. 

(C TR II) A sentenee 'PMI (so, to), shall be a eonsequenee of the sentenee 
'PMo (so, to), if the predieate 'PMo:::> PM I' is valable. 

These transformative rules obviously are in aeeordanee with the phys­
ieal interpretation of the formalism. 
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The language so obtained is an L-Ianguage the logical syntax of which 
forms a part of the classical caleulus of predicates. 

The physical laws of classical mechanies, i.e. the equations of 
motion. 

dH 
q.=­
, dpi 

dH 
Pi=-­

dqi 

H being the Hamiltonian, with its physical interpretation, can be for­
mulated in this language as indetermined premisses or as an additional 
transformative rule obtaining a P-Ianguage instead of an L-Ianguage. 
Here we shall do the latter. 

We use the fact that the equations of motion have an unique solution 
coordinating every point of the phase space and every time interval Dt 
another point of the phase space. Let V(Dt} be the operator of this trans­
formation and consequently 

MDt=df V(Dt} M 

the subset coordinated to M and to Dt by the equations of motion, and 
let 'p~' be new predicates defined by 

(C df2) p~(so, tO}=df PM(SO, to+Dt}. 

Then the physical interpretation of the equations of motion can be for­
mulated as the following TRANSFORMATIVE RULE: 

(C TR III) The sentence 'l'f:, (so, to), shall be a consequence of the sen­
tence 'PMo (so, to), if the predicate 'PMoDt =:J PM" is valable. 

This rule contains obviously the rule (C TR II) as a special case; thus 
the P- and the L-rules are here not essentially different. The reason for 
this is the use of mathematics, taking into account that M Dt is defined 
by a mathematical operation Thus, the reduction of the P-rule to L­
concepts given by (C TR III) can be considered as the main result of our 
method to formalize the language of a physical theory by means of its 
mathematical formalism. 

II. QUANTUM MECHANICS 

In quantum mechanics we are not dealing with the phase space but - by 
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means of the Schrödinger equation - with the set of all quadratic inte­
grable functions f(qj, ... , qf)-(qj being the coordinates) - forming a so­
called Hilbert space ~. On account of the linearity of the Schrödinger 
equation a physical interpretation can not be given to any subset of ~ 
but only linear subsets of ~, and actually not to all linear subsets but 
only to those being coordinated to quantum mechanical quantities in a 
certain way. 

Thus it seems that in order to formalize the quantum mechanical 
language by the method used above in the case of c1assical mechanics 
we have to use linear subsets instead of subsets at all. But it is not right 
to think so because there is an ambiguity in the choice of mathematical 
entities which are to be coordinated to physical predicates, each linear 
subset wl of ~ being in a one-to-one-correspondence with a projection 
operator PlIII defined as coordinating to everyelement (function) of ~ its 
projection upon Wl. This ambiguity would have no consequences for our 
problem only if the caleulus of the linear subsets would be isomorphic 
to the caleulus of the projection operators - a condition not fulfilled. 

Thus, we can construct two languages - say the M- and the P-Ianguage 
- each containing the content of quantum mechanics. But as pointed 
out in another paper (4) only the P-Ianguage forrning a sub-Ianguage of 
the M-Ianguage, is in full accordanee with the physical interpretation of 
the quantum mechanieal formalism, the sentences of the M-Ianguage 
which are not sentences of the P-Ianguage having a metaphysical or at 
least a partially metaphysical content. Therefore we shall consider here 
only the P-Ianguage, called in the following Q-language, being in agree­
ment with Bohr's complementarity conception. (The M-Ianguage pro­
posed indeed by Birkhoff and von Neumann (1) shall be remarked to 
disagree too with the c1assicallogic by the lack of the distributive laws). 

In order to construct the Q-Ianguage we introduce primitive senten­
tional funetions 

having the following meaning: the value of the physical quantity A of 
a system s lies at a certain moment t in the interval Da, or more pre­
cisely: this quantity has been found or will be found in the interval Da 
by a rneasurement at the moment t. Eta is a projection operator con­
struction of which is not to be given here. Thus, we coordinate a primitive 
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predicate 'PEA ' to every projection operator E~a, A being a physical 
na 

quantity (an 'observable' in the terminology of Dirac) and Da a mea-
surement interval. 

For the sake of brevity we shall use 

as constant predicates, El being projection operators of the mentioned 
kind, and 

PE, PE', PE",··· 

as variable predicates. 
Now we can define predieational eonneetions as follows: 

(Q I) PE' PE' =dJ PEE' I 
PE V PE' =dJ PE+E' 

PE~PE'=dJ PE+E' 

if EE'=E'E 

using on the right hand the abbreviations 

E+E'=dJE+E'-EE' if EE'=E'E 

(I being the identity: I =Pt;). 

By these definitions the rules (el) are valid also for the Q-Ianguage. 
But it must be emphasized that the predicational connections of the Q­
language defined by (Q I) are restricted to those argument predicates 
for which the coordinated projection operators are commutable with 
another: only in this case the connected projection operators form pro­
jection operators again The use of restrieted predieational eonneetions 
in the Q-language is the main differenee between the dassical logie and 
the logic of the Q-language. 

We call two predicates, connections of which do not form a predicate 
again, ineonneetable or - following N. Bohr - eomplementary to each 
other. 

Now the FORMATIVE RULE defining the concept 'sentence' by means of 
the concept 'predicate' can be given for the Q-Ianguage in the same 
manner as for the C-Ianguage (ef. [C FR]). 

The TRANSFORMATIVE RULES for the Q-Ianguage are to be given anal-
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ogous to these of the C-Ianguage: 

(Q dJI) A predicate of the Q-Ianguage 'PE' is to be said valable if E 
is equal to I by means of mathematics. 

(Q 1R I) A sentence oJ the Q-language shall be valab le if the correspon­
ding predicate is valable. 

(Q 1R II) The sentence 'PEI (so, to), shall be a consequence oJthe sentence 
'PEo (so, to), if 'PEo => PE.' is a valable predicate. 

These transformative rules agree with the physical interpretation of 
the formalism as is easily seen. 

In order to formulate the physical content of the Schrödinger equation 
as a transformative rule we use the fact that the Schrödinger equation 

(H+ih :t)J=O 

has the unique solution 

J(t)= U(t) J(O), U(t)=df exp(iHt/h) 

H being the Hamiltonian operator and h being Planck's constant divided 
by 21t. Thus, U (t) being an unitarian operator the Schrödinger equation 
coordinates to every linear subset IDl and every time interval Dt another 
linear subset IDlDr defined by 

JEIDlDr equivalent U(Dtt 1 JEIDl, 

and therefore to every projection operator P!IIl and every time interval 
Dt the projection operator 

Thus, using the abbreviation 

and introducing new predicates 

we can formulate the physical content of the Schrödinger equation as 
the following TRANSFORMATIVE RULE 
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(Q IR III) A sentence 'p~ (so, to), shall be a consequence of the sentence 
'PEo (so, to), if 'PE!?' :::> PE,' is a valable predicate. 

We can also formulate the probability laws of quantum mechanics 
as a transformative rule. For this purpose we have to introduce in the 
Q-Ianguage a probability functor 

W(PE,Pr) 

as suggested by Reichenbach and consequently also the arithmetics; then 
we accept the probability axioms given by Reichenbach (1), p. 118, as 
additional transformative rules determining equations of which form 
between probability terms shall be valid (or more precisely: Lrvalid). 

Then we can formulate the probability laws of quantum mechanics as 
follows: 

All sentences of the form 
(Q TR IV) W(PEop~)=SpEgtEdSpEo 

shall be valid. 

In this 'Sp' means a certain mathematical operation definition ofwhich 
cannot be given here. 

The meaning of 0 probability sentence (i.e. an equation between a 
probability functor with constant arguments and a number laying be­
tween 0 and 1) in the sense of semantics is a problem being not to be 
treated here because the formalization of a physicallanguage has nothing 
to do with it directly. Only it may be remarked that the frequency inter­
pretation of the probability functor can be given in agreement with the 
physical interpretation in a similar manner as given by Reichenbach (1) 
notwithstanding the fact that here the argument predicates of the prob­
ability functor are predicates with two arguments; this is pointed out in 
another paper (ef. [4]). 

Prague 
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H. REICHENBACH 

THREE- V ALUED LOGIC 

AND THE INTERPRET ATION OF 

QUANTUM MECHANICS 

The following is an exeerpt from Hans Reichenbaeh's important Philo­
sophie Foundations of Quantum Meehanies and eomprising the bulk of 
§§29-37 in whieh Reiehenbaeh sets forth his own interpretation of 
quantum theory. The preeeding seetions of the book eoneem themselves 
with general eonsiderations eoneeming the analysis of physical theory 
and with a mathematieal analysis of the theory. This exeerpt is almost 
eompletely self-eontained; for the reader's benefit I reproduee here four 
referenees to the earlier text: 

(i) Heisenberg's Uneertainty Relations (Equation (2) of §3). 

h 
q'P~4n 

(ii) DEFINITION 1, § 25: If the value Ui of an entity u has been ob­
served in a measurement of u, this value Ui means the value 
of u immediately before and immediately after the measure­
ment. 

(iii) DEFINITION 2, §25: The probability of a eombination VkWm rel­
ative to a physieal situation s is given by the produet of the 
individual probabilities of vk and W,,; relative to s. 

(iv) DEFINITION 3, §27: The value of an entity u measured in a 
situation s means the value u existing after the measurement ; 
before the measurement, and thus in the situation s, the entity 
u has all its possible values simuftaneously. 

§29. INTERPRETA TION BY A RESTRICTED MEANING 

The interpretation by a restrieted meaning whieh we shall present here 
formulates, on the whole, ideas which have been developed by Bohr and 
Heisenberg. We therefore shall eall this eonception the Bohr-Heisenberg 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 53-97. 
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interpretation, without intending to say that every detail of the given 
interpretation would be endorsed by Bohr and Heisenberg. 

This interpretation does not use our Definitions I and 2, §25. For 
the values of measured entities it uses the following definition: 

DEFINITION 4. The result of a measurement represents the value of the 
measured entity immediately after the measurement. 

This definition contains only the common part of our Definitions I, 
§25, and 3, §27; a statement concerning the value of the entity before 
the measurement is omitted. In this interpretation we therefore can no 
longer say that the observed entity remains undisturbed; both the ob­
served and the unobserved entity may be disturbed. on the other hand, 
such a disturbance of the measured entity is not asserted; this question 
is deliberately left unanswered by Definition 4 .... 

It is an immediate consequence of the restriction to Definition 4 that 
simultaneous values cannot be measured. The considerations which we 
attached to Definition I are no longer applicable, and if we measure 
first q and then p, the obtained values of q and p do not represent 
simultaneous values; only q represents a value existing between these 
two measurements, whereas p represents a value existing after the 
second measurement, when the value q is no longer valid .... 

We said that if q has been measured, we do not know the value of p. 
This lack of knowledge is considered in the Bohr-Heisenberg interpre­
tation as making a statement about p meaningless. It is here, therefore, 
that this interpretation introduces a rule restricting quantum mechanical 
language. This is expressed in the following definition. 

DEFINITION 5. In a physical state not preceded by a measurement of 
an entity u, any statement about a value of the entity u is meaningless. 

In this definition we are using the term "statement" in a sense some­
what wider than usual, since a statement is usually defined as having 
meaning. Let us use the term "proposition" in this narrower sense as 
inc1uding meaning. Then, Definition 5 states that not every statement 
of the form "the value of the entity is u", is a proposition, i.e., has 
meaning. Because it uses Definition 5, the Bohr-Heisenberg interpreta­
tion can be called an interpretation by a restricted meaning. 

We must add aremark concerning the logical form of Definition 5. 
Modern logic distinguishes between object language and metalanguage; 
the first speaks about physical objects, the second about statements, 
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which in tum are referred to objects. 1 The first part of the metalan­
guage, syntax, concems only statements, without dealing with physical 
objects; this part fonnulates the structure of statements. The second 
part of the metalanguage, semanties, refers to both statements and 
physical objects. This part fonnulates, in partieular, the rules con­
ceming truth and meaning of statements, since these rules inelude a 
reference to physical objects. The third part of the metalanguage, prag­
maties, ineludes a reference to persons who use the object language. 2 

Applying this tenninology to the discussion of Definition 5, we arrive 
at the following result: Whereas Definition 4, and likewise Definitions 
1-2, §25, and Definition 3, §27, detennine tenns of the object language, 
namely, tenns of the fonn "value of the entity u", Definition 5 deter­
mines a tenn of the metalanguage, namely, the term "meaningless". It 
is therefore a semantieal rule. We can express it in Table l. We denote 

TABLE I 

Observational language Quantum 
mechanical 
language 

mu u U 

true true true 

true false false 

false true meaningless 

false false meaningless 

the statement "a measurement of u is made" by mu, and the statement 
"the indieation of the measuring instrument shows the value u" by u. 
These two statements belong to the observationallanguage. Quantum 
mechanieal statements are written with capitalletters; and U expresses 
the statement "the value of the entity immediately after the measure­
ment is u". 3 Table I shows the coordination of the two languages. 

A meaningless statement is not subject to propositional operations; 
thus, the negation of a meaningless statement is equally meaningless. 
SimBarly, a combination of a meaningful and a meaningless statement 
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is not meaningful. If the statement a is meaningful, and b meaningless, 
then a and b is meaningless; so is a or b. Not even the assertion of the 
tertium non datur, b or non-b, is meaningful. The given restriction of 
meaning therefore cuts off a large section from the domain of quantum 
mechanicallanguage .... 

The only justification of Definition 5 is that it eliminates the causal 
anomalies. This should be c1early kept in mind. It would be wrong to 
argue that statements about the value of an entity before a measure­
ment are meaningless because they are not verifiable. Statements 
about the value after the measurement are not verifiable either. If, in 
the interpretation under consideration, the one sort of statement are 
forbidden and the other admitted, this must be considered as a rule 
which, logically speaking, is arbitrary, and which can be judged only from 
the standpoint of expediency. From this standpoint its advantage con­
sists in the fact that it eliminates causal anomalies, but that is all we can 
say in its favor. 

It is often forgotten that the Bohr-Heisenberg interpretation uses 
Definition 4. This definition seems so natural that its character as a 
definition is overlooked. But without it, the interpretation could not 
be given. AppIying the language used in Part I we can say that Defini­
tion 4 is necessary for the transition from observational data to phe­
nomena; it defines the phenomena. It is therefore incorreet to say that 
the Bohr-Heisenberg interpretation uses only verifiable statements. 
We must say, instead, that it is an interpretation using a weaker defini­
tion concerning unobserved entities than other interpretations, and 
using a restricted meaning, with the advantage of thus exc1uding state­
ments about causal anomalies. 

We now must consider the relations between noncommutative en­
tities. We know that if a measurement of q is made, a measurement of 
peannot be made at the same time, and vice versa. Statements about 
simultaneous values of noncommutative entities are called complemen­
tary statements. With Definition 5 we have therefore the following the­
orem: 

THEOREM 1. If two statements are complementary, at most one of 
them is meaningful; the other is meaningless. 

We say "at most" because it is not necessary that one of the two 
statements be meaningful; in a general situation s, determined by a 
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"'-function which is not an eigen-function of one of the entities con­
sidered, both statements will be meaningless. 

Theorem I represents a physicallaw; it is but another version of the 
commutation rule, or of the principle of indeterminacy, which exeludes 
a simultaneous measurement of noncommutative entities. We see that 
with theorem 1 a physicallaw has been expressed in a semantical form; 
it is stated as a rule for the meaning of statements. This is unsatisfac­
to ry, since, usually, physicallaws are expressed in the object language, 
not in the metalanguage. Moreover, the law formulated in theorem I 
concerns linguistic expressions which are not always meaningful; the 
law states the conditions under which these expressions are meaningful. 
Whereas such rules appear natural when they are introduced as con­
ventions determining the language to be used, it seems unnatural that 
such a rule should assume the function of a law of physics. The law can 
be stated only by referenee to a elass of linguistic expressions which in­
eludes both meaningful and meaningless expressions; with this law, 
therefore, meaningless expressions are included, in a certain sense, in 
the language of physics. 

The latter fact is also illustrated by the following consideration. Let 
U(t) be the propositional function "the entity has the value u at the 
time t". Whether U(t) is meaningful at a given time t depends on whether 
a measurement mu is made at that time. We therefore have in this inter­
pretation propositional functions which are meaningful for some 
values of the variable t, and meaningless for other values of t. 

The question arises whether it is possible to construct an interpre­
tation which avoids these disadvantages. An interesting attempt to 
construct such an interpretation has been made by M. Strauss.4 AI­
though the rules underlying this interpretation are not expressly stated, 
it seems that they can be construed in the following way. 

Definitions 1-2, §25, and Definition 3, §27, are rejected. Definition 
4 is maintained. Instead of Definition 5, the following definition is in­
troduced. 

DEFINITION 6. A quantum mechanical statement U is meaningJul if it 
is possible to make a measurement mu. 

It follows that all quantum mechanieal statements concerning indi­
vidual entities are meaningful, since it is always possible to measure 
such an entity. Only when U stands for the combination of two com-
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plementary statements P and Q is it not possible to make the corre­
sponding measurement; therefore a statement like P and Q is mean­
ingless. Similarly, other combinations are considered meaningless, such 
as P or Q. The logic of quantum mechanics is constructed, according 
to Strauss, so that not all statements are connectable; there are non­
connectable statements. 

It may be regarded as an advantage that this interpretation constructs 
the language of physics in such a way that it contains only meaningful 
elements. A deterrnination concerning meaningless expressions is for­
mulated only in terrns of the rules for the connection of statements. 
On the other hand, the physical law of complementarity is once more 
expressed as a semantic rule, not as a statement of the object language. 

Leaving it open whether or not the latter fact is to be considered as 
a disadvantage, we now must point out a serious difficulty with this 
interpretation resulting from Definition 6. Ifwe consider U as a function 
of t, it is indeed always possible to measure the entity u, and therefore 
U is always meaningful. It is different when we consider U as a function 
of the general physical situation s characterized by a general function t/I. 
Is it possible to measure the entity u in a general situation s? Since we 
know that the measurement of u destroys the situation s, this is not pos­
sible. Thus, it follows that in a general situation s even the individual 
statement U is meaningless. The given interpretation therefore is re­
duced to the interpretation based on Definition 5. on the other hand, 
if the meaning of Definition 6 is so construed that it is possible to mea­
sure u even in a general situation s, the obtained value u must mean the 
value of the entity in the situation s and therefore before the measure­
ment. The interpretation is thereby shown to use Definition I, §25. But 
if the latter definition is used, it is possible to make statements about 
simultaneous values between two measurements, such as explained in 
§25; this means that the rules concerning nonconnectable statements 
breakdown. 

If we are right, therefore, in considering Strauss's interpretation as 
given through Definition 4 and Definition 6, we come to the result that 
this interpretation leads back to the interpretation of Definition 4 and 
Definition 5. 5 
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§30. INTERPRETATION THROUGH A THREE-VALUED Lomc 

The considerations of the preceding section have shown that, if we 
regard statements about values of unobserved entities as meaningless, 
we must include meaningless statements of this kind in the language of 
physics. If we wish to avoid this consequence, we must use an interpre­
tation which excludes such statements, not from the domain of meaning, 
but from the domain of assertability. We thus are led to a three-valued 
logic, which has a speeial category for this kind of statements. 

Ordinary logic is two-valued; it is constructed in terms of the truth 
values truth and falsehood. It is possible to introduce an intermediate 
truth value which may be called indeterminacy, and to coordinate this 
truth value to the group of statements which in the Bohr-Heisenberg 
interpretation are called meaningless. Several reasons can be adduced 
for such an interpretation. If an entity which can be measured under 
certain conditions cannot be measured under other conditions, it ap­
pears natural to consider its value under the latter conditions as inde­
terminate. It is not necessary to cross out statements about this entity 
from the domain of meaningful statements; all we need is a direction 
that such statements can be dealt with neither as true nor as false state­
ments. This is achieved with the introduction of a third truth value of 
indeterminacy. The meaning of the term "indeterminate" must be care­
fully distinguished from the meaning of the term "unknown". The latter 
term applies even to two-valued statements, since the truth value of a 
statement of ordinary logic can be unknown; we then know, however, 
that the statement is either true or falseo The principle of the tertiwn 
non datur, or of the excluded middle, expressed in this assertion, is one 
of the pillars of traditionallogic. If, on the other hand, we have a third 
truth value of indeterminacy, the tertiwn non datur is no longer avalid 
formula; there is a tertium, a middle value, represented by the logical 
status indeterminate. 

The quantum mechanieal significance of the truth-value indetermi­
nacy is made clear by the following consideration. Imagine a general 
physical situation s, in which we make a measurement of the entity q; 
in doing so we have once and forever renounced knowing what would 
have resulted if we had made a measurement of the entity p. It is useless 
to make a measurement of p in the new situation, since we know that 
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the measurement of q has changed the situation. It is equally useless to 
construct another system with the same situation s as before, and to 
make a measurement of p in this system. Since the result of a measure­
ment of p is determined only with a certain probability, this repetition 
of the measurement may produce a value different from that whieh we 
would have obtained in the first case. The probability character of 
quantum mechanieal predietions entails an absolutism of the individual 
case; it makes the individual occurrence unrepeatable, irretrievable. We 
express this fact by regarding the unobserved value as indeterminate, 
this word being taken in the sense of a third truth value .... 

TABLE II 

Observational language Quantum 
mechanieal 
language 

m. u U 

T T T 

T F F 

F T I 

F F I 

The introduction of the truth-value indeterminate in quantum me­
chanieal language can be formally represented by Table II, which de­
termines the truth values of quantum mechanical statements as a 
function of the truth values of statements of the observationallanguage. 
We denote truth by T, falsehood by F, indeterminacy by J. The meaning 
of the symbols mu, u, and U is the same as explained on p. 55. 1 

Let us add some remarks concerning the logical position of the 
quantum mechanical language so constructed. When we divide the ex­
haustive interpretations into a corpuscle language and a wave language, 
the language introduced by Table II may be considered as a neutral 
language, since it does not determine one of these interpretations. It is 
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true that we speak of the measured entity sometimes as the path of a 
partide, sometimes as the path of needIe radiation; or sometimes as 
the energy of a partide, sometimes as the frequeney of a wave. This 
terminology, however, is only a remainder deriving from the corpusde 
or wave language. Since the values of unobserved entities are not deter­
mined, the language of Table II leayes it open whether the measured 
entities belong to waves or eorpusdes; we shall therefore use a neutraI 
term and say that the measured entities represent parameters of quantum 
mechanicalobjects. The differenee between ealling such a parameter an 
energy or a frequeney then is only a difference with respeet to a factor 
h in the numerical value of the parameter. This ambiguity in the inter­
pretation of unobserved entities is made possible through the use of the 
category indeterminate. Since it is indeterminate whether the unmea­
sured entity has the value Ul> or U2' or etc., it is also indeterminate 
whether it has the values Ul> and U2, and etc., at the same time; i.e., it 
is indeterminate whether the quantum mechanieal object is a partide 
or a wave. 

The name neutral language, however, cannot be applied to the lan­
guage of Table I, p. 55. This language does not indude statements 
about unobserved entities, since it calls them meaningless; it is there­
fore not equivalent to the exhaustive languages, but only to a part of 
them. The language of Table II, on the contrary, is equivalent to these 
languages to their full extent; to statements about unmeasured entities 
of these languages it coordinates indeterminate statements. 

Constructions of multi valu ed logics were first given, independently, 
by E. L. Post 2 and by J. Lucasiewicz and A. Tarski. 3 Since that time, 
such logics have been much discussed, and fields of applications have 
been sought for; the original publications left th,e question of appliea­
tion open and the writers restricted themselves to the form al construc­
tion of a caleulus. The construction of a logic of probability, in whieh 
a eontinuous scale of truth valu es is introduced, has been given by the 
author.4 This logie eorresponds more to dassieal physies than to quan­
tum mechanies. Since, in it, every proposition has a determinate prob­
ability, it has no room for a truth value' of indeterminacy; a probability 
of t is not what is meant by the category indeterminate of quantum me­
chanieal statements. Probability logic is a generalization of two-valued 
logic for the case of a kind of truth possessing a continuous gradation. 
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Quantum mechanics is interested in such a logic only so far as a gener­
alization of its categories true and false is intended, which is necessary 
in this domain in the same sense as in dassieal physies; the use of the 
"sharp" categories true and false must be considered in both cases as 
an idealization applicable only in the sense of an approximation. The 
quantum mechanieal truth-value indeterminate, however, represents a 
topologically different category. The applieation of a three-valued logic 
to quantum mechanics has been frequently envisaged; thus, Paulette 
Fevrier 5 has published the outlines of such a logic. The construction 
which we shall present here is different, and is determined by the episte­
mological considerations presented in the preceding sections. 

[Omitted here is a brief discussion oftwo-valued logic -label/ed §31, Ed.] 

§32. THE RULES OF THREE-vALUED LOGIC 

The method of constructing a three-valued logie is determined by the 
idea that the metalanguage of the language considered can be conceived 
as belonging to a two-valued logic. We thus consider statements of the 
form "A has the truth value T" as two-valued statements. The truth 
tables of three-valued logic then can be constructed in a way analgous 
to the construction of the tables of two-valued logic. The only differ­
ence is that in the vertical columns to the left of the double line we must 
as sume all possible combinations of the three values T, I, F. 

The number of definable operations is much greater in three-valued 
tables than in two-valued ones. The operations defined can be con­
sidered as generalizations of the operations of two-valued logic; we then 
however, shall have various generalizations of each operation of two­
valued logic. We thus shall obtain various forms of negations, implica­
tions, etc. We confine ourselYes to the definition of the operations pre­
sented in truth Tables IVA and IVB. 1 As before, three-valued proposi­
tions will be written with capitalletters. 

The negation is an operation which applies to one proposition; there­
fore onlyone negation exists in two-valued logic. In three-valued logic 
several operations applying to one proposition can be constructed. We 
call all of them negations because they change the truth value of a prop­
osition. It is expedient to consider the truth values, in the order T, I, 
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F, as running from the highest value T to the lowest value F. U sing this 
terminology, we may say that the cyclical negation shifts a truth value 
to the next lower one, except for the case of the lowest, which is shifted 
to the highest value. We therefore read the expression '" A in the form 
next-A. The diametrical negation reverses T and F, but leayes I un-

TABLEIVA 

Cyclical Diametrical Complete 
negation negation negation 

A -A -A A 

T I F I 

I F I T 

F T T T 

changed. This corresponds to the function of the arithmetical minus 
sign when the value I is interpreted as the number 0; and we therefore 
call the expression - A the negative of A, reading it as minus-A. The com­
plete negation shifts a truth value to the higher one of the other two. 
We read A as non-A. The use of this negation will become clear pres­
ently. 

Disjunction and conjunction correspond to the homonymous oper­
ations of two-valued logic. The truth value of the disjunction is given 
by the higher one of the truth values of the elementary propositions; 
that of the conjunction, by the lower one. 

There are many ways of constructing implications. We shall use only 
the three implications defined in Table IVB. Our first implication is a 
three-three operation, i.e., it leads from three truth values of the elem en­
tary propositions to three truth values of the operation. We call it stan­
dard implication. Our second implication is a three-two operation, since 
it has only the values T and F in its column; we therefore call it alter­
native implication. Our third implication is called quasi implication be­
cause it does not satisfy all the requirements which are usually made 
for implications. 

What we demand in the first place of an implication is that it makes 
possible the procedure of iriference, which is represented by the rule: If 
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A is true, and A implies B is true, then B is true. In symbols: 

A 
A=>B 

B 
(1) 

All our three implications satisfy this rule; so will every operation which 
has a T in the first line and no T in the second and third line of its truth 
table. In the second place, we shall demand that if A is true and B is false, 
the implication is falsified; this requires an F in the third line - a con­
dition also satisfied by our implications. These two conditions are 
equally satisfied by the "and", and we can indeed replace the implica­
tion in (1) by the conjunction. If we do not consider the "and" as an 
implication, this is owing to the fact that the "and" says too much. If 
the second line of (I) is A. B, the first line can be dropped, and the infer­
ence remains valid. We thus demand that the implication be so defined 
that without the first line in (1) the inference does not hold; this requires 
that there are some 1"s in the lines below the third line. This require­
ment is satisfied by the first and second implication, thou gh not by the 
quasi implication. A further condition for an implication is that a im­
plies a is always true. Whereas the first and second implication satisfy 
this condition, the quasi implication does not. The reason for consider­
ing this operation, in spite of these discrepancies, as some kind of im­
plication will appear later (ef. § 34). 

It is usually required that A implies B does not necessarily entail B 
implies A, i.e., that the implication is nonsymmetrical. Our three impli­
cations fulfill this requirement. The latter condition distinguishes an 
implication from an equivalence (and is also a further distinction from 
the "and"). The equivalence is an operation which states equality of 
truth values of A and B; it therefore must have a Tin the first, the middle, 
and the last line. Furthermore, it is required to be symmetrical in A and 
B, such that with A equivalent B we also have B equivalent A. These con­
ditions are satisfied by our two equivalences. Since these conditions leave 
the definition of equivalence open within a certain frame, further equiv­
alenees could be defined; we need, however, only the two given in the 
tables. 

To simplify our notation we use the following rule of binding force for 
our symbols : 
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eomplete negation I 
cyc1ieal negation I equal foree 
diametrical negation 
eonjunetion 
disjunetion 
quasi implication 
standard irnplieation 
alternative implieation 
standard equivalenee 
alternative equivalence 

strongest binding foree 

v 

weakest binding foree 

If several negations of the diametrical or eyc1ieal form preeede a letter 
A, we convene that the one irnmediately preceding A has the strongest 
eonneetion with A, and so on in the same order. The line of the eomplete 
negation extended over eornpound expressions will be used like paren­
theses. 

Our truth values are so defined that only a staternent having the truth 
value T ean be asserted. When we wish to state that a staternent has a 
truth value other than T, this ean be done by means of the negations. 
Thus the assertion 

(2) 

states that A is indeterminate. Similarly, either one of the assertions 

-A (3) 

states that A is falseo 
This use of the negations enables us to eliminate statements in the 

rnetalanguage about truth values. Thus the staternent of the objeet lan­
guage next-next-A takes the plaee of the sernantical staternent "A is in­
determinate". Similarly, the statement of the rnetalanguage "A is false" 
is translated into one of the statements (3) of the objeet language, and 
then is pronouneed, respeetively, "next-A", or "minus-A". We thus ean 
earry through the prineiple that what we wish to say is said in a true 
statement of the object language. 

As in two-valued logie, a formula is ealled tautological ir' it has only 
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T's in its column; contradictory, if it has only F's; and synthetic, if it 
has at least one T in its column, but also at least one other truth value. 
Whereas the statements oftwo-valued logic divide into these three dasses, 
we have a more complicated division in three-valued logic. The three 
dasses mentioned exist also in the three-valued logic, but between syn­
thetic and contradictory statements we have a dass of statements which 
are never true, but not contradictory; they have only I's and F's in their 
column, or even only I's, and may be called asynthetic statements. The 
dass of synthetic statements subdivides into three categories. The first 
consists of statements which can have all three truth values; we shall call 
them fully synthetic statements. The second contains statements which 
can be only true or false; they may be called true-false statements, or 
plain-synthetic statements. They are synthetic in the simple sense of two­
valued logic. The use of these statements in quantum mechanics will be 
indicated on p. 73. The third category contains statements which can 
be only true or indeterminate. Of the two properties of the synthetic 
statements of two-valued logic, the properties of being sometimes true 
and sometimes false, these statements possess only the first; they will 
therefore be called semisynthetic statements. 

The cydical or the diametrical negation of a contradiction is a tau­
tology; similarly, the complete negation of an asynthetic statement is a 
tautology. A synthetic statement cannot be made a tautology simply by 
the addition of a negation. 

All quantum mechanieal statements are synthetic in the sense defined. 
They assert something about the physical world. Conversely, if a state­
ment is to be asserted, it must have at least one value T in its column 
determined by the truth tables. Asserting a statement means stating that 
one of its T-cases holds. Contradictory and asynthetic statements are 
therefore unassertable. On the other hand, tautologies and semisynthetic 
statements are indisprovable; they cannot be falseo But whereas tau­
tologies must be true, the same does not follow for semisynthetic state­
ments. When a semisynthetic statement is asserted, this assertion has 
therefore a content, Le., is not empty as in the case of a tautology. For 
this reason we indude semisynthetic statements in the synthetic state­
ments; all synthetic statements, and only these, have a content. 

The unique position of the truth value T confers to tautologies of the 
three-valued logic the same rank which is held by these formulae in two-
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valued logic. Such formulae are always true, since they have the value 
T for every combination of the truth values of the elementary proposi­
tions. As before, the proof of tautological character can be given by case 
analysis on the base of the truth tables; this analysis will indude com­
binations in which the elementary propositions have the truth value J. 
We now shall present some of the more important tautologies of three­
valued logic, following the order used in the presentation of the two­
valued tautologies (1)-(12), §31. 

The rule of identity holds, of course : 

A=A (4) 

The rule of double negation holds for the diametrical negation: 

A=--A (5) 

For the cydical negation we have a rule of triple negation: 

(6) 

For the complete negation the rule of double negation holds in the form 

(7) 

It should be noticed that from (7) the formula A =1 cannot be deduced, 
since it is not permissible to substitute A for Ä; and this formula, in fact, 
is not a tautology. We shall therefore say that the rule of double nega­
tion does not hold directly. A permissible substitution is given by sub­
stituting Ä for A; in this way we can increase the number of negation 
signs in (7) correspondingly on both sides. This peculiarity of the com­
plete negation is explained by the fact that a statement above which the 
line of this negation is drawn is thus reduced to a semisynthetic state­
ment; further addition of such lines will make the truth value alternate 
only between truth and indeterminacy. 

Between the cyclical and the complete negation the following relation 
holds: 

(8) 

The tertium non datur does not hold for the diametrical negation, since 
Av -A is synthetic. For the cydical negation we have a quantum non 
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OOtur: 

(9) 

The last two terms of this formula can be replaced by Ä, according to 
(8); we therefore have for the complete negation a formula whieh we call 
a pseudo tertium non OOtur: 

AvÄ 
(10) 

This formula justifies the name "complete negation" and, at the same 
time, reveals the reason why we introduce this kind of negation; the 
relation (8), whieh makes (10) possible, may be considered as the defini­
tion of the comp1ete negation. The name which we give to this formula 
is chosen in order to indieate that the formula (10) does not have the 
properties of the tertium non datur of two-valued Iogic. The reason is 
that the complete negation does not have the properties of an ordinary 
negation: It does not enable us to infer the truth value of A if we know 
that Ä is true. This is clear from (8); ifwe know Ä, we know only that A 
is either faIse or indeterminate. This ambiguity finds a further expression 
in the fact that for the complete negation no converse operation can be 
defined, i.e., no operation Ieading from.Ä to A. Such an operation is im­
possible, because its truth tables would coordinate to the value T of Ä, 
sometimes the value I of A, and sometimes the value F of A. 

The rule of contradiction holds in the following forms: 

A.Ä 

A.-A 

The rules of De Morgan hold only for the diametricaI negation: 

-(A.B)=-A v-B 
-(AvB)=-A.-B 

(Il) 

(12) 

(13) 

(14) 
(15) 

The two distributive rules hold in the same form as in two-valued logie: 

A.(Bv C)=A.Bv A.C 
Av B. C=(A v B).(A v C) 

(16) 
(17) 
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The rule of contraposition holds in two forms 

-A-;:)B=-B-;:)A 
Ä--+B=B--+A 

(18) 
(19) 

Since for the diametrical negation the rule of double negation (5) holds, 
(18) can also be written in the form 

A-;:)B=-B-;:)-A (20) 

This follows by substituting -A for A in (18~ For (19), however, a similar 
form does not exist, since for the complete negation the rule of double 
negation does not hold directly. 

The dissolution of equivalence holds in its usual form only for the stan­
dard implication in combination with the standard equivalence: 

(A =B)=(A -;:)B).(B-;:)A) (21) 

The corresponding relation between alternative implication and alter­
native equivalence is of a more complicated kind: 

(A§B)§(A pB).(-A p-B) (22) 

By the double arrow implication we mean implications in both direc­
tions. This double implication does not have the character of an equiv­
alenee, since it has values T in its column aside from the first, the middle, 
and the last line. By the addition of the second term these T's are elimi­
nated, and the column of the alternative equivalence is reached. For a 
double standard implication, and similarly for two-valued implication, 
a second term of the form occurring on the right hand side of (22) is dis­
pensable, because such a term follows from the first by means of the rule 
of contraposition (20). For the double alternative implication this is not 
the case. This relation states only that B is true if A is true, and that A 
is true if B is true; but it states nothing about what happens when A and 
B have one of the other truth values. A corresponding addition is given 
by the second term on the right hand side of (22). 

The dissolution of implication holds for the alternative implication in 
theform 

A--+B= '" -(Ä v B) (23) 
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The reductio ad absurdum holds in the two form s : 

(A:::lA):::lA 
(A--+A)--+A 

(24) 
(25) 

Next to the tautologies, those formulae offer a special interest which 
can only have two truth values. Arnong these the true-false staternents, 
or plain-synthetie staternents, are of particular importanee. An example 
is given by the forrnula 

(26) 

which assumes only the truth values T and F when A runs through all 
three truth values. The existence of such staternents shows that the state­
rnents of three-valued logic contain a subc1ass of staternents which have 
the two-valued character of ordinary logic. For the formulae of this sub­
c1ass the tertium non datur holds with the diametrieal negatian. Thus, 
if D is a true-false formula, for instance the formula (26), the formula 

Dv-D (27) 

is a tautology. 
The other two-valued formulae can easily be transformed into true­

false formulae by the following device. An asynthetic formula A, which 
has the two values I and F in its truth table, can be transformed into the 
true-false formula - A. A sernisynthetic formula A, which has the two 
values I and T, can be transformed into the true-false formula - - A. 

We now turn to the formulatian of cornplernentarity. We call two 
staternents complementary if they satisfy the relation 

(28) 

The left hand side is true when A is true and when A is false; in both 
these cases, therefore, the right hand side must be true. This is the case 
only if B is indeterminate. When A is indeterminate the left hand side 
is indeterminate; then we have no restriction for the right hand side, 
according to the definition of the alternative irnplication. Therefore (28) 
can be read: If A is true or false, B is indeterminate. 

Substituting in (8) '" -A for A, and using (6), we derive 

(29) 
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We therefore can write (28) also in the form 

(30) 

Applying (19) we see that (30) is tautologically equivalent to 

(31) 

Substituting B for A in (29) we can transform (31) into 

(32) 

It follows that (32) is tautologically equivalent to (28).2 The condition 
of complementarity is therefore symmetrical in A and B; if A is comple­
mentary to B, then B is complementary to A. 

The relation of complementarity, opposing the truth value of inde­
terminacy to the two values of truth and falsehood, is a unique feature 
of three-valued logic, which has no analogue in two-valued logic. Since 
this relation determines a column in the truth tables of A and B, it can 
be considered as establishing a logical operation of complementarity be­
tween A and B, for which we could introduce a speeial sign. It appears, 
however, to be more convenient to dispense with such a speeial sign 
and to express the operation in terms of other operations, in accordance 
with the corresponding procedure used for certain operations of two­
valued logic. 

The rule of complementarity of quantum mechanics can now be stated 
as follows: If u and vare noncommutative entities, then 

(33) 

Here U is an abbreviation for the statement, "The first entity has the 
value u"; and V for, "The second entity has the value v". Because of 
the symmetry of the complementarity relation, (33) can also be written 

(34) 

Furthermore, the two forms (30) and (31) can be used. 
With (33) and (34) we have succeeded in formulating the rule of com­

plementarity in the object language. This rule is therefore stated as a 
physical law having the same form as all other physical laws. To show 
this let us consider as an example the law: If a physical system is closed 
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(staternent a), its energy does not change (staternent lj). This law, which 
belongs to two-valued logic, is written symbolically: 3 

(35) 

This is a staternent of the sarne type as (33) or (34). It is therefore not 
necessary to read (33) in the semantical form: "If U is true or false, V is 
indeterminate." Instead, we can read (33) in the object language: "U or 
next-U irnplies next-next- V". 

The law (33) of cornplernentarity can be extended to propositional 
funetions. Our staternent U can be written in the functional form 

Vl(el' t)=u (36) 

rneaning: "The value of the entity el at the time t is u". The symbol 
"Vl( )" used here is afunctor, rneaning "the value of...",4 and will be 
sirnilarly applied to other entities. Then the law of cornplernentarity can 
be expressed in the form : 

(u) (v) (t) {[Vl(e l , t)=u] v "'[Vl(el' t)=ulOoO~ 
'" '" [VI(e2' t)=v]} (37) 

The symbols (u), (v), (t), represent all-operators and are read, as in two­
valued logic: "for all u" ... "for all t". 

The relation of cornplernentarity is not restricted to two entities; it 
may hold between three or rnore entities. Thus the three cornponents of 
the angular rnornentum are noncommutative, i.e., each is cornplernen­
tary to each of the two others. In order to express this relation for the 
three entities u, v, W, we add to (33) the two relations: 

Vv",V-+",,,,W Wv",W-+",,,,U (38) 

Each of these relations can be reversed, as has been shown above. The 
three relations (33) and (38) then state that, if one of the three state­
rnents is true or false, the other two are indeterminate. 

Since the alternative irnplication is the major operation in (33) and 
(34),5 it follows that these formulae can only be true or false, but not 
indeterminate. The rule of cornplernentarity, although it concerns all 
three truth values, is therefore, in itself, a true-false formula. Since the 
rule is maintained by quantum rnechanics as true, it has the truth of a 
two-valued synthetic staternent. We see that this interpretation of the rule 
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of complementarity, which is implicitly contained in the usual concep­
tion of quantum mechanies, appears as a logical consequence of our 
three-valued interpretation.6 

This result shows that the introduction of a third truth value does not 
make all statements of quantum mechanics three-valued. As pointed out 
above, the frame of three-valued logic is wide enough to include a class 
of true-false formulae. When we wish to incorporate all quantum me­
chanical statements into three-valued logic, it will be the leading idea to 
put into the true-false class those statements which we call 'quantum 
mechanicallaws. Furthermore, statements about the form of the t/I-func­
tion, and therefore about the probabilities of observable numerical values, 
will appear in this class. Only statements about these numerical values 
themselves have a three-valued character, determined by Table II. 

§33. SUPPRESSION OF CAUSAL ANOMALIES THROUGH 

A THREE-VALUED LOGIC 

In the given formulae we have outlined the interpretation of quantum 
mechanics through a three-valued logic. We see that this interpretation 
satisfies the desires that can be justifiably expressed with respeet to the 
logical form of a scientific theory, and at the same time remains within 
the limitations of knowledge drawn by the Bohr-Heisenberg interpreta­
tion. The term "meaningless statement" of the latter interpretation is re­
placed, in our interpretation, by the term "indeterminate statement". 
This has the advantage that such statements can be incorporated into 
the object language of physics, and that they can be combined with other 
statements by logical operations. Such combinations are "without 
danger", because they cannot be used for the derivation of undesired 
consequences. 

Thus, the and-combination of two complementary statements can 
never be true. This follows in our interpretation, because the formula 

(1) 

is a tautology. This is not an equivalence; therefore the condition of 
complementarity cannot be replaced by the condition A . B. But the im­
plication (1) guarantees that two complementary statements cannot be 
both true. Such a combination can be false; but only if the statement 
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about the measured entity is falseo Now if a measurement of q has re­
sulted in the value ql' it will certainly be permissible to say that the 
statement "the value of q is q2' and the value of P is Pl", is falseo Similarly, 
it is without danger when we consider the or-combination, "the value of 
q is ql or the value of P is Pl", as true after a measurement of q has fur­
nished the value ql. With such a statement nothing is said about the 
value of p. 

Furthermore, the reductio ad absurdum (24), §32, or (25), §32, cannot 
be used for the construction of indirect proofs. If we have proved by 
means of the reductio. ad absurdum that Ä is true, we cannot infer that 
A is false; A can also be indeterminate. Similarly, we cannot construct 
a disjunctive derivation of a statement e by showing that e is true both 
when B is true and when B is false; we then have proved only the relation 

Bv-B~C (2) 

Since the implicans need not be true, we cannot generally infer that e 
must be true. 

This shows clearly the difference between two-valued and three-valued 
logic. In two-valued logic a statement c is proved when the relation 

bv5~c (3) 

has been demonstrated, since here the implicans is a tautology. The an­
alogue of (3) in three-valued logic is the relation 

which according to (8), § 32, is the same as 

Bv -Bv --B~C 

(4) 

(5) 

If (5) is demonstrated, e is proved, since here the implicans is a tautology. 
But this means that in order to prove e we must prove that e is true 
in the three cases that B is true, false, or indeterminate. An analysis of 
quantum mechanics shows that such a proof cannot be given if e for­
muiates a causal anomaly; we then can prove, not (5), but only the rela­
tion (2), or a generalization of the latter relation which we shall study 
presently. 

For this purpose we must inquire into some properties of disjunctions. 
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Let us introduce the following notation, which applies both to the two­
valued and the three-valued case. 

A disjunction of n terms is called closed if, in case n-I terms are false, 
the n-th term must be true. 

A disjunction is called exclusive if, in case one term is true, all the 
others must be falseo 

A disjunction is called complete if one of its terms must be true; or 
what is the same, if the disjunction is true. 

For the two-valued case the first two properties are expressed by the 
following relations: 

b1 =D2 ·D3 ,,·Dn 

b2 =D1 ·D3 ,,·Dn 

bn =b1 'D2 oo. Dn -1 

(6) 

That a disjunction for which these relations hold, is closed, follows 
when we read the equivalence in (6) as an implication from right to left; 
that it is exclusive follows when we read the equivalence as an implica­
tion from left to right. Now it can easily be shown that if relations (6) 
hold, the disjunction 

(7) 

must be true. This result can even be derived if we consider in (6) only 
tl:1e implications running from right to left. In other words: A two-valued 
disjunction which is closed is al so complete, and vice versa. This is the 
reason that in two-valued logic the terms "closed" and "complete" need 
not be distinguished. Furthermore, it can be shown that one of the rela­
tions (6) can be dispensed with, since it is a consequence of the others. 

For the three-valued case a closed and exclusive disjunction is given 
by the following relations: 

B1~-B2·-B3,,·-Bn 

B2~ -B1·-B3···-Bn (8) 

As before, the closed character of the disjunction follows when we use 
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the implications from right to left; and the exclusive character follows 
when we use the implications from left to right. 

We now meet with an important difference from the two-valued case. 
From the relations (8) we cannot derive the consequence that the dis­
junction 

(9) 

must be true. This disjunction can be indeterminate. This will be the case 
if some of the Bi are indeterminate and the others are falseo All that 
follows from (8) is that not all B i can be false simultaneously; the dis­
junction (9) therefore cannot be falseo But since it can be indeterminate, 
we cannot derive that the disjunction is complete. In three-valued logic 
we must therefore distinguish between the two properties closed and 
complete; a closed disjunction need not be complete. A further difference 
from the two-valued case is given by the fact that the conditions (8) are 
independent of each other, i.e., that none is dispensable. This is clear, 
because, if the last line in (8) is omitted, the remaining conditions would 
be satisfied if the B 1'" Bn -1 are false and Bn is indeterminate, a solution 
excluded by the last line of (8). 

The disjunction B v - B is a special case of a closed and exclusive dis­
junction. Corresponding to (2), the pro of of the re1ation 

(10) 

does not represent a proof of e if the B 1'" Bn constitute a closed and 
exclusive disjunction, since the implicans can be indeterminate. Only a 
complete disjunction in the implicans would lead to a proof of C. 

We now shall illustrate, by an example, that the distinction of closed 
and complete disjunctions enables us to eliminate certain causal anom­
alies in quantum mechanies. 

Let us consider the interference experiment of § 7 in a generalized form 
in which n slits B1 ••• Bn are used. Let Bi be the statement: "The particle 
passes through slit Bt. After a particle has been observed on the screen 
we know that the disjunction B1 v B2 ... v Bn is closed and exclusive; 
namely, we know that if the particle did not go through n -1 of the slits, 
it went through the n-th siit, and that if it went through one of the slits, 
it did not go through the others. In other words, the observation of a 
particle on the screen implies that relations (8) hold. But since from these 
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relations the disjunction (9) is not derivable, we cannot maintain that 
this disjunction is eomplete, or true: all we can say is that it is not Jalse. 
It can be indeterminate. This will be the case if no observation of the 
partide at one of the slits has been made. 

The disjunction will also be indetermin~te if an observation is made 
at the n-th sIit with the result that the partide did not go through this 
sIit. Such observations will, of course, disturb the interference pattem 
on the screen. But we are concemed so far only with the question of the 
truth character of the disjunction The fact that, if observations with neg­
ative result are made in less than n -1 sIits, the remaining slits will still 
produce a common interference pattem finds its expression in the logical 
fact that in such a case the remaining disjunction is indeterminate. Only 
when an observation with negative result is made at n - 1 slits, do we 
know that the partide went through the n-th sIit; the n the disjunction 
will be true. On the other hand, if the partide has been observed at one 
sIit, we know that the partide did not go through the others; the dis­
junction then is also true. 

Although the disjunction (9) may be indeterminate, our knowledge 
about the relations holding between the statements B 1 ... Bn will not be 
indeterminate, but true or falseo This follows because relations (8), whose 
major operation is the altemative implication, represent true-false for­
mulae. 1 

For the case n=2, relations (8) are simplified. We then have 

B1 +:t-B2 } 

B2 +:t -B1 

(11) 

Using relations (22), §32, and (5), §32, we can write this in the form: 

(12) 

This means that B1 is equivalent to the negative, or the diametrical neg­
ation of B2• This relation, which we shall call a diametrieal disjunetion, 
can be considered as a three-valued generaIization of the exdusive "or" 
of two-valued logic. In the case of a diametrical disjunction we know 
that B1 is true if B2 is false, that B1 is false if B2 is true, and that B 1 is 
indeterminate if B2 is indeterminate. This expresses precisely the phys­
ical situation of such a case. If an observation at one sIit is made, the 
statement about the passage of the partide at the other sIit is no longer 
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indeterminate, whether the result of the observation at the first sIit is 
positive or negative. We see that this particular form of the disjunction 
results automatically from the general conditions (8) if we put n = 2. 2 

Now let us regard the bearing of this result on probability relations. 
Using the notation introduced in §7, we can determine the probability 
that a partide leaving the source A of radiation and passi ng through sIit 
B 1 or sIit B2 or ... or sIit Bn will arrive at e by the formula 3 

n 

L P(A, Bi)' P(A. Bi , C} 

P(A.[B1 V B2 v ... V Bn], C}=-i=-l--n-----

L P(A,Bi) 
i= 1 

(13) 

This formula is the mathematical expression of the principle of corpus­
cular superposition; it states that the statistical pattem occurring on the 
screen, when all slits are open simultaneously, is a superposition of the 
individual pattems resulting when onlyone sIit is open. Formula (13), 
however, can only be applied when the two statements A and B1 V B2 V 

... v Bn are true. Now A is true, sinee it states that the partide came 
from the souree A ofradiation But we saw that B 1 v B2 v ... V Bn cannot 
be proved as true. Therefore (13) is not applicable for the case that all 
slits are open The probability holding for this case must be calculated 
otherwise, and is not determined by the principle of corpuscular super­
position. We see that no causal anomaly is derivable. 

We can interpret this elimination of the anomaly as given by the im­
possibility of an inferenee based on the implication (10) when we regard 
the e of this relation as meaning: The probability holding for the partide 
has the value (13). The inferenee then breaks down because our knowl­
edge, formulated by (8), does not prove the implicans of (10) to be true. 

In the example of the grating we applied the relations (8) to a case 
where the localization of the partide is given in terms of discrete posi­
tions. The same relations can also be applied to the case of a continuous 
sequenee of possible positions, such as will result when we make an un­
precise determination of position We then usually say: The partide is 
localized inside the interval Llq, but it is unknown at which point of this 
interval it is. The latter addition represents the use of an exhaustive in­
terpretation. Within a restrictive interpretation we shall also say that the 
partide is localized inside the interval Llq. But we shall not use the ad-
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ditional statement because we cannot say that the partide is at a specific 
point of the interval. Rather, we shall define: The phrase "inside the in­
terval Llq" means that when we divide this interval into n small intervals 
(5ql ... (5qn adjacent to each other, the relations (8) will hold for the state­
ments B i made in the form "the partide is situated in (5q;". We see that 
the statement "the position of the partide is measured to the exactness 
Llq" is thus given an interpretation in terms of three-valued logic. The 
statement itself is true or false, since the relations (8) are so. But since 
we can infer from (8) only that the disjunction is dosed, although it need 
not be complete, the statement is not translatable into the assertion "the 
partide is at one and onlyone point of the interval Llq". The fact that 
the latter consequence cannot be derived makes it impossible to assert 
causal anomalies. 

In a similar way other anomalies are ruled out. Let us consider, as a 
further example, the anomaly connected with potential barrierso A po­
tential barrier is a potential field so oriented that partides running in a 
given direction are slowed down, as the electrons emitted from the fila­
ment of a radio tube are slowed down by a negative potential of the grid 
In dassical physies a partide cannot pass a potential barrier unIess its 
kinetic energy is at least equal to the additional potential energy Ho 
which the partide would have acquired in running up to the maximum 
of the barrier. In quantum mechanies it can be shown that partides 
which, if measured inside the barrier, possess a kinetic energy smaller 
than Ho can later be found with a certain probability outside the barrier. 
This result is not only a consequence of the mathematics of quantum 
mechanies, derivable even in so simple a case as a linear oscillator, but 
its validity is, according to Gamow, proved by the rules of radioactive 
disintegration. It is important to realize that the paradox cannot be 
eliminated by a suitable assumption about a disturbance through the 
measurement. Let us consider a swarm of partides having the same 
energy H, with H < Ho. That each of these partides has this energy can 
be shown by an energy measurement applied to each, or by taking fair 
samples out of a swarm originating in sufficiently homogeneous condi­
tions. According to the considerations given on p. 54, we must consider 
the measured value H as the value of the energy after the measurement. 
After passing through the zone of measurement the partides enter the 
field of the potential barrier. Beyond the barrier, even at a great distance 
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from it, measurements of position are made whieh localize partides at 
that place. Because of the distance, the latter measurements cannot have 
introduced an additional energy into the partide before it reached the 
barrier; this means we cannot as sume that the measurement of position 
pushes the partide across the barrier, since such an assumption would 
itselfrepresent a causal anomaly, an action at a distance. We must rather 
say that the paradox constitutes an intrinsie difficulty of the corpusde 
interpretation; it is one of the cases in which the corpusde interpretation 
cannot be carried through without anomalies. The anomaly in this case 
represents a violation of the principle of the conservation of energy, since 
we cannot say that in passing the barrier the partide possesses a negative 
kinetie energyo In view of the fact that the kinetie energy is determined 
by the square of the velocity, such an assumption would lead to an imag­
inary velocity of the partide, a consequence incompatible with the spatio­
temporaI nature of partides. 

If, however, we use the restrictive interpretation by a three-valued 
logic, this causal anomaly cannot be stated The principle requiring that 
the sum of kinetic and potential energy be constant connects simultane­
ous values of momentum and position. If one of the two is measured, a 
statement about the other entity must be indeterminate, and therefore 
a statement about the sum of the two values will also be indeterminate. 
It follows that the principle of conservation of energy is eliminated, by 
the restrictive interpretation, from the domain of true statements, without 
being transformed into a false statement; it is an indeterminate state­
ment. 

What makes the paradox appear strange is this: It seems that we need 
not make a measurement of velocity in order to know that in passing 
the barrier the partide violates the principle of energy. If only w~ know 
that the velocity at this point is any real number, zero induded, it follows 
that the principle of energy is violated. The mistake in this inference 
originates from the assumption, discarded by the restrictive interpreta­
tion, that an unmeasured velocity must at least have one determinate 
real number as its value. It is true that we know the velocity cannot be 
an imaginary number; but from this we can only infer that the statement, 
"the velocity has one real number as its value", is not falseo The statement, 
however, will be indeterminate if the velocity is not measured. This is 
dear when we consider the statement as given by the dosed and exclusive 
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disjunction, "the value of the velocity is Vi or V2 or ... ",4 whieh is inde­
terminate for the reasons explained in the preceding example. 

We see that a three-valued logic is the adequate form of a system of 
quantum mechanies in which no causal anomalies can be derived. 

§34. INDETERMINACY IN THE OBJECT LANGUAGE 

We said above that the observationallanguage of quantum mechanics 
is two-valued Although this is valid on the whole, it needs some corree­
tion. We shall see this when we consider a question concerning a test of 
predictions based on probabilities, such as raised in §30. For such ques­
tions the relation of complementarity introduces an indeterminacy even 
into the observationallanguage. 

Let us consider the two statements of observational language: "If a 
measurement mq is made, the indieator will show the value qi", and "if 
a measurement mp is made, the indicator will show the value Pi". We 
know that it is not possible to verify both these statements for simulta­
neous values. The case is different from the example given in § 30 con­
cerning a throw of the die by Peter or by John; we said that in the latter 
case the statement about a throw of Peter's can be verified in principle 
even if Peter does not throw the die, by means of physical observations 
of another kind For the combination of the two observational statements 
about measurements, however, a verification is not even possible in prin­
ciple. We must therefore admit that we have in the observational lan­
guage complementary statements. 

Now the complementary statements of the observationallanguage are 
not given by the two statements, "the indicator will show the value qi", 
and "the indieator will show the value Pi". These statements are both 
verifiable, since the indicator will, or will not, show the said value even 
if the measurement is not made. It is rather the implications mq implies 
qi and mp implies Pi which are complementary. We therefore have here 
in the observationallanguage an implication whieh is three-valued and 
can have the truth-value indeterminate. 

What is the nature of this implication? It is certainly not the material 
implication of the two-valued truth table, since this implication is true 
when the implicans is falseo Thus, the statement 

(1) 
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conceived as written in terms of the material implication, will be true if 
a measurement mq is made, since, then, the statement mp is falseo This 
difficulty cannot be eliminated by the attempt to interpret the implica­
tion (1) as a tautologieal implication or as a nomologieal implication, i.e., 
the implication of physical laws. l Although such an interpretation has 
turned out satisfactory for other cases in which the material implication 
appears unreasonable, it cannot be used with respeet to (1), since the 
implication of this formula carries no necessity with it. 

Now if we try to interpret the implication of (1) by the standard or 
the alternative implication of three-valued logic, the same difficulties as 
in the case of the two-valued material implication obtain. Since both mp 

and Pl are two-valued statements, we can use in the three-valued truth 
table (Table IVB, p. 64) only those lines which do not contain the value 
I in the first two columns; but for these lines both the first and second 
implication coincide with the material implication of the two-valued 
truth table (Table IVB). There remains therefore only the quasi implica­
tion, and we find that we must write instead of (1) the relation 

(2) 

This implication has the desired properties, since by canceling all lines 
containing an I in the first two columns of the table, we obtain the im­
plication noted in Table V. Therefore, (2) corresponds to what we want 

TABLE V 

Quasi implication 
a b a--3--

T T T 

T F F 

F T I 

F F I 

to say, since we consider the statement mp implies Pl as verified or falsified 
only if mp is true, whereas we consider it as indeterminate if mp is falseo 

This shows that the observational language of quantum mechanics is 
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not two-valued throughout Although the elementary statements are 
two-valued, this language contains combinations of such statements 
which are three-valued, namely, the combinations established by the 
quasi implication The truth-table of two-valued logic must therefore be 
complemented by the three-valued truth table (Table V) of quasi im­
plication 2 

We see that the three-valued logical structure of quantum mechanics 
penetrates to a small extent even into the observational language. AI­
though the observationallanguage of quantum mechanics is statistically 
complete, it is incomplete with respeet to strict determinations. It con­
tains a three-valued implication. If there were no relation of indetermi­
nacy in the microcosm, this three-valued implication could be eliminated; 
the implication in "mq implies q 1" then could be interpreted as a nomo­
logical implication which, in principle, could be verified or falsified. In 
observational relations of the kind considered, however, the uncertainty 
of the microcosm penetrates into the macrocosm. The same holds for all 
other arrangements in which an atomic occurrence releases macrocosmic 
processes. Such arrangements need not be measurements; they may con­
sist as weIl in the lighting of lamps, or the throwing of bombs. The fact 
that no strict predictions can be made in microcosmic dimensions th us 
leads to arevision of the logical structure of the macrocosm. 

§35. THE LIMIT A TION OF MEASURABILITY 

Our considerations concerning exhaustive and restrictive interpretations 
lead to arevision of the formulation given to the principle of indetermi­
nacy. We stated this principle as a limitation holding for the measure­
ment of simultaneous values of parameters; this corresponds to the form 
in which the principle has been stated by Heisenberg. We now must 
discuss the question whether the principle, in this formulation, is based 
on an exhaustive or a restrictive interpretation. 

If we start from a general situation s, and consider the two probability 
distributions d(q) and d(p) belonging to s, these distributions refer to the 
results of measurements made in systems of the type s. Therefore, if we 
apply Definition 4, §29, i.e., if we regard the measured values as holding 
only after the measurement, the obtained values do not mean values 
existing in the situation s, and thus the two distributions are not referred 
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to numerical values belonging to the same situation. The values q and 
p, to which these distributions refer, rather pertain, respectively, to the 
two different situations mq and mp • We therefore cannot say that the in­
verse correlation holding for the distributions d(q) and d(P) states a lim­
itation of simultaneous values; instead, the relation of uncertainty then 
must be formulated as a limitation holding for values obtainable in two 
different situations. It follows that the usual interpretation of Heisen­
berg's principle as a limitation holding for the measurement of simulta­
neous values presupposes, not Definition 4, §29, but Definition 1, §25, 
since only the use of this definition enables us to interpret the results of 
measurements mq and mp as holding before the operation of measurement 
and thus as holding for the situation s. Therefore, if Heisenberg's in­
equality (2), §3, is to be regarded as a cross-section law limiting the mea­
surability of simultaneous values of parameters, this interpretation is 
based on the exhaustive interpretation expressed in Definition 1, §25. 

Now we saw in §25 that ifthe latter definition is assumed, we can speak 
of an exact ascertainment of simultaneous values when we consider a 
situation between two measurements and add the restriction that the 
situation to which the obtained combination of values belongs no longer 
exists at the moment when the values are known. For such values, there­
fore, Heisenberg's principle does not hold. It follows that the principle 
of uncertainty must be formulated with a qualification: The principle 
states a limitation holding for the measurability of simultaneous values 
existing at the time when we have knowledge ofthem. There is no limitation 
for the measurement of past values; only present values cannot be mea­
sured exactly, but are bound to Heisenberg's inequality (2), § 3. The lim­
itation so qualified is, of course, sufficient to limit the predictability of 
future states; for the knowledge of past values cannot be used for pre­
dictions. 

These considerations show that the conception of Heisenberg's prin­
ciple as a limitation of measurability must be incorporated into an ex­
haustive interpretation. Within a restrictive interpretation we cannot 
speak of a limitation of exactness, since then the standard deviations Llq 
and Llp, used in the inequality (2), § 3, are not referred to the same situa­
tion. Within such an interpretation we must say that, if we regard a sit­
uation for which q is known to a smaller or greater degree of exactness 
Llq, p is completely unknown for this situation and cannot even be said 
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to be at least within the interval Ap coordinated to Aq by the Heisenberg 
inequality. The corresponding statement holds for the reversed case. By 
completely unknown we mean here, either the category indeterminate of 
our three-valued interpretation, or the category meaningless ofthe Bohr­
Heisenberg interpretation. We see that for a restrictive interpretation 
Heisenberg's principle, in its usual meaning, must be abandoned. 

§36. CORRELATED SYSTEMS 

In an interesting paper A. Einstein, B. Podolsky, and N. Rosen 1 have 
attempted to show that if some apparently plausible assumptions con­
cerning the meaning of the term "physical reality" are made, comple­
mentary entities must have reality at the same time, although not both 
their values can be knowq. This paper has raised a stimulating contro­
versy about the philosophical interpretation of quantum mechanies. N. 
Bohr 2 has presented his views on the subject on the basis of his principle 
of complementarity with the intension of showing that the argument of 
the paper is not conelusiveo E. Schrödinger 3 has been induced to present 
his own rather skeptical views on the interpretation of the formalism of 
quantum mechanies. Other authors have made further contributions to 
the discussion 

In the present section we intend to show that the issues of this contro­
versy can be elearly stated without any metaphysical assumptions, when 
we use the conceptions developed in this inquiry; it then is easy to give 
an answer to the questions raised. 

In their paper Einstein, Podolsky, and Rosen construct a special kind 
of physical systems which may be called correlated systems. These are 
given by systems which for some time have been in physical interaction, 
but are separated later. They then remain correlated in such a way that 
the measurement of an entity u in one system determines the value of 
an entity v in the other system, although the latter system is not phys­
ically influenced by the act of measurement. The authors believe that this 
fact proyes an independent reality of the entity u considered. This result 
appears even more plausible by a proof, given in the paper, stating that 
an equal correlation holds for entities other than u in the same systems, 
ineluding noncommutative entities. 

Translating these statements into our terminology, we can interpret 
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the thesis of the paper as meaning that by means of correlated systems 
a proof can be given for the necessity of Definition 1, §25, which states 
that the measured value holds before and after the measurement. If we 
refuse to consider the measured value as holding before the measure­
ment, such as does the Bohr-Heisenberg interpretation with Definition 4, 
§29, we are led to causal anomalies, since, then, a measurement in one 
system would physically produce the value of an entity in another system 
which is physically not affected by the measuring operations. This is what 
is daimed to be proved in the paper. 

In order to analyze this argument, let us first consider the mathematical 
form in which it is presented Let us assume two partides which for some 
time enter into an interaction; their "'-function will then be a function 
"'(q1 ... q6) of six coordinates, which indude the 3-position coordinates 
of each partide. When, after the interaction, the partides separate, the 
"'-function will be given by a product of "'-funetions of the individual 
partides (cf. (12), §27). Let us expand the individual "'-functions in eigen­
functions (fJj of the same entity u; we then have 

(1) 

Here the UjA: determine the probability d(Uj, Uk) that the value Uj is mea­
sured in the first system and the value Uk is measured in the second system: 

(2) 

We have, of course, 

(3) 

Now let us assume that a measurement of U is made in the first system, 
and furnishes the value U1• The subscript 1 is not meant here to denote 
the first or "lowest" eigen-value, but the value obtained in the measure­
ment. We then shall have a new "'-function such that 

2 {I for i=1 
~ IUjkl = 0 for i:;l: 1 (4) 

Since the second system is not involved in the measurement, its part in 
(1) remains unchanged; therefore the new "'-function results from (1) 
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simply by canceling all terms possessing a CTik with i =I: 1. Thus, the new 
"'-function will have the form 

with 

Let us put 

"'(ql'" q6)= I CTlkIPl (qh q2' q3) IPk(q4' qs, q6) 
k 

=IPl (qh q2' q3)' I CT 1kIPk(q4, qs, q6) 
k 

Then (5) assumes the form 

"'(ql'" q6)= 7: 12IPdql' q2' q3) X2 (q4' qs, q6) 

(5) 

(6) 

(7) 

(8) 

This introduction of a new "'-function is sometimes called the reduction 
of the wave packet. Now the physical conditions of the systems, and of 
the measurement ofu in the first system, can be so chosen that X2(q4, qs. q6) 
represents an eigen-function of an entity v. Then (8) represents a situation 
which is determined both in u and v. This means that the situation de­
picted by (8) corresponds to a situation which would result from mea­
surements of both u and v, although only a measurement of u has been 
made. We therefore know: Ifwe were to measure v in the second system, 
we would obtain the value V2' 

We can simplify the consideration by choosing the entity v identical 
with the entity u. It can be proved that this is physically possible. This 
means that it is possible to construct physical conditions such that, after 
a measurement of u in the first system, a "'-function results for which all 
coeffieients CTik of (1) vanish except for the value CT12' We then have 

"'(ql'" q6)= CT12IPl (ql' q2' q3) IP2 (q4' qs, q6) ICT d 2 = 1 (9) 

Here the measurement of u in the first system, resulting in Ut> has made 
the second system definite in u, for the value U2; i.e., if we were to mea­
sure u in the second system we would obtain the value U2' 

We now see the way the conclusion of Einstein, Podolsky, and Rosen 
is introduced: We must assume that the value u2 exists in the second 
system before a measurement of u is made in this system; otherwise we 
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are led to the consequence that a measurement of u in the first system 
produces, not only the value Ul in the first system, but also the value u2 

in the second system. This would represent a causal anomaly, an action 
at a distance, since the measurement in the first system does not phys­
ically affect the second system. 

With this inferenee the main thesis of the paper is derived. It then goes 
on to show that similar results can be obtained for an entity w which 
is complementary to u. Let co be the eigen-functions of w; then it is pos­
sible to make, instead of a measurement of u, a measurement of w in the 
first system which results in the production of an eigen-function 

(10) 

We therefore have a free choice, either to measure u in the first system 
and th us to make the second system definite in u, or to measure w in 
the first system and to make the second system definite in w. This is 
considered as further evidence for the assumption that the value of an 
entity must exist before the measurement. 

In his reply to the Einstein-Podolsky-Rosen paper, Nils Bohr sets forth 
the opinion that an assumption of this kind is illegitimate. Within this 
exposition he gives a physical interpretation of the formalism deve10ped 
for correlated systems, i.e., of the above formulae (1)-(10). Let us con­
sider this illustration before we turn to a logical analysis of the problem. 

Bohr assumes that the systems considered consist of two partides, each 
of which passes through a sIit in the same diaphragm. If we indude mea­
surements concerning the diaphragm, he continues, it is possible to de­
termine momentum or position of the second partide by measurements 
of the first partide after the partides have passed through the slits. For 
the determination of the momentum of the second partide, we would 
have to measure: 

(1) the momentum of each partide before the partides hit the dia-
phragm 

(2) the momentum of the diaphragm before the partides hit 
(3) the momentum of the diaphragm after the partides hit 
(4) the momentum of the first partide after the partide hit the dia­

phragm. 
The momentum of the second partide is then determined by subtract­

ing the change in the momentum of the first partide from the change in 
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the momentum of the diaphragm, and adding this result to the initial 
momentum of the second partide. 

In order to determine the position of the second partide, we would 
measure: 

(1) the distance between the slits in the diaphragm 
(2) the position of the first partide immediately after passing the sIit. 
From the second result we here would infer the position of the dia-

phragm, which is determined because the position of the partide tells us 
the position of the sIit through which it went (we consider here the posi­
tion of the plane of the diaphragm as known, and allow only a shifting 
of the diaphragm within its plane, caused by the impact of the partides). 
Since the distance between the slits is known, the position of the second 
sIit and with this the position of the second partide in passing, or im­
mediately after passi ng the sIit, is determined. 

It is interesting to see that Nils Bohr in these derivations uses the very 
definition which Einstein, Podolsky, and Rosen want to prove as ·nec­
essary, namely, our Definition 1, §25. This definition, although not as­
sumed for the measurements 1 and 2 of our first list, is assumed for 3 
and 4, and likewise for the measurement 2 of our second list. Otherwise, 
for instanee, the differenee between the measurements 2 and 3 of the 
momentum of the diaphragm could not be interpreted as equal to the 
amount of momentum which the diaphragm has received through the 
impacts of both partides. If the measurement 3 changes the momentum 
of the diaphragm, the latter inference could not be made. Bohr does not 
mention his use of a definition whieh considers the measured value as 
holding before the measurement.4 Fortunately, the use of this definition 
does not make Bohr's argument contradictory, as can be seen when we 
incorporate his answer into an analysis given in terms of our conception. 

Using this conception, we shall answer the criticism of Einstein, Po­
dolsky, and Rosen in a way different from Bohr's consideration. We shall 
not maintain that the use of Definition 1, §25, is impermissible; we shall 
say, instead, that this definition is not necessary. It may be used; thereby 
the corpusde interpretation is introduced, and in the case of correlated 
systems of the kind considered it is this interpretation which is free from 
causal anomalies. Thus, even Bohr uses this exhaustive interpretation 
which makes his inferences plausible; he follows here the well-estabIished 
habit of the physicist of switching over to the interpretation which is free 
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from anomalies. What ean be derived in sueh an interpretation must 
hold for all interpretations; this is the prineiple at the base of Bohr's 
inferences. 

It would be wrong, however, to infer that because Definition 1, §25, 
furnishes here an interpretation free from anomalies, this definition must 
be chosen. We should be glad ifwe could identify this view of the problem, 
resulting from our inquiries, with Bohr's opinions. The latter do not seem 
to us to be stated sufficiently c1early to admit of an unambiguous inter­
pretation; in particular, we should prefer to disregard Bohr's ideas about 
the arbitrariness of the separation into subject and object, which do not 
appear to us relevant for the logical problems of quantum mechanics. 
Let us therefore continue the analysis by the use of our own notation, 
applying the three-valued logic developed in § 32. 

What is proved by the existence of correlated systems is that it is not 
permissible to say that the value of an entity before the measurement is 
different from the value resulting in the measurement. Such a statement 
would lead to causal anomalies, since it would involve the consequence 
that a measurement on one system produces the value of an entity in a 
system which is in no physical interaction with the measuring operation. 
In the paper of Einstein, Podolsky, and Rosen, the inference is now made 
that we must say that the entity before the measurement has the same 
value as that found in the measurement. It is this inference whieh is in­
valid. 

The inferenee under consideration would hold only in a two-valued 
logic; in a three-valued logic, however, it cannot be made. Let us denote 
by A the statement "the value of the entity before the measurement is 
different from the value resulting in the measurement"; then what the 
existence of correlated systems proyes is that, if causal anomalies are to 
be avoided, the statement .4 must hold. This statement .4, which states 
that A is not true, does not mean, however, that A is false; A can also 
be indeterminate. The statement, "the value of the entity before the mea­
surement is equal to the value resulting in the measurement", is to be 
denoted by - A, Le., by means of the diametrieal negation, since this 
statement is true when A is falseo If we could infer from the existence of 
correlated systems the statement - A, the restrictive interpretation would 
indeed be shown to be contradictory. But this is not the case; all that 
can be inferred is .4, and such a statement is compatible with the re-
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strictive interpretation, since it leayes open the possibility that A is in­
determinate. 

We see that the paper of Einstein, Podolsky, and Rosen leads to an 
important elarification of the nature of restrictive interpretations. It is 
not permissible to understand the restrictive Definition 4, § 29, as meaning 
that the value of the entity before the measurement is different from the 
results of the measurement; such a statement leads to the same difficulties 
as a statement about this value being equal to the result of the measure­
ment. Every statement determining the value of the entity before the 
measurement willlead to causal anomalies, though these anomalies will 
appear in different places according as the determination of the value 
before the measurement is given. The anomalies appearing if equality 
of the values is stated are deseribed in the interference experiment of 
§ 7; 5 the anomalies resulting if difference of the values is stated are given 
in the case of correlated systems. 

The given considerations constitute an instructive example for the 
nature of interpretations. They show the working of an exhaustive inter­
pretation, and make it elear that restrictive interpretations are intro­
duced for the purpose of avoiding causal anomalies; they prove, on the 
other hand, that the restrictive interpretation is consistent if all state­
ments involved are dealt with by the rules of a three-valued logic. 

Within the frame of the restrictive interpretation it is even possible to 
express the condition of correlation holding between the two systems 
after their interaction has been terminated. Using the functor YlO in­
troduced on p. 73 and indicating the system I or II within the parentheses 
of this symbol we can write: 

(u) {[Vl(el' J)=u] § [Vl(el' II) = f(u)]} (11) 

where the function J is known. Similarly we can write for a noncommu­
tative entity v: 

(v) {[VI(e2' J)=v]§[VI(e2' II)=g(v)]} (12) 

where the function g is known Both relations hold so long as no mea­
surement is made in one of the systems. After a measurement has been 
made in one of them only that relation continues to hold which concerns 
the measured entity. For instance, if u has been measured in system J, 
only (11) continues to hold. 
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It would be a mistake to infer from (11) or (12) that there exists a de­
terminate value of u, or v, in one of the systems so long as no measure­
ment is made. This would mean that the expressions in the brackets must 
be true or false; but the equivalence will hold also if these expressions 
are indeterminate. In (11) and (12) we thus have ameans of expressing 
the correlations of the systems without stating that determinate values 
ofthe respective entities exist. 6 This represents an advantage of the inter­
pretation by a three-valued logic over the Bohr-Heisenberg interpreta­
tion. For the latter interpretation the statements (11)-(12) would be 
meaningless. Only the three-valued logic gives us the means to state the 
correlation of the systems as a condition holding even before a measure­
ment is made, and thus to eliminate all causal anomaHes. We need not 
say that the measurement of u in system I produces the value of u in the 
distant system Il. The predictability of the value U2 in the system II, 
after u has been measured in the system I, appears as a consequence of 
condition (11), which in its turn is a consequence of the common history 
of the systems. 

§37. CONCLUSION 

We can summarize the results of our inquiry as follows. The relation of 
indeterminacy is a fundamental physical law; it holds for all possible 
physical situations and therefore involves a disturbance of the object by 
the measurement. Since the relation of indeterminacy makes it impos­
sible to verify statements about the simultaneous values of complemen­
tary entities, such statements can be introduced only by means of defini­
tions. The physical world therefore subdivides into the world of phe­
nomena, which are inferable from observations in a rather simple way 
and therefore can be called observable in a wider sense; and the world 
of interphenomena, which can be introduced only by an interpolation 
based on definitions. It turns out that such a supplementation of the 
world of phenomena cannot be constructed free from anomalies. This 
result is not a consequence of the principle of indeterminacy; it must be 
considered as a second fundamentallaw of the physical world, which we 
call the principle of anomaly. Both these principles are derivable from 
the basic principles of quantum mechanies. 

Instead of speaking of the structure of the physical world, we may 
consider the structure of the languages in which this world can be de-
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scribed; such analysis expresses the structure of the world indirectly, but 
in a more precise way. We then distinguish between observationallan­
guage and quantum mechanicallanguage. The first shows practically no 
anomalies with the exception of unverifiable implications occurring in 
some places. Quantum mechanieal language can be formulated in dif­
ferent versions; we use in particular three versions: the corpusele lan­
guage, the wave language, and a neutral language. All three of these 
languages coneero phenomena and interphenomena, but each of them 
shows a characteristic deficiency. Both the corpusele language and the 
wave language show a deficiency so far as they inelude statements of 
causal anomalies, which occur in places not corresponding to each other 
and therefore can be transformed away, for every physical problem, by 
choosing the suitable one of the two languages. The neutrallanguage is 
neither a corpusele language nor a wave language, and thus does not 
inelude statements expressing causal anomalies. The deficiency reappears 
here, however, through the fact that the neutrallanguage is three-valued; 
statements about interphenomena obtain the truth-value indeterminate. 

The stated deficiencies are not due to an inappropriate choice of these 
languages; on the contrary, these three languages represent optima with 
respeet to the elass of all possible languages of quantum mechanies. The 
deficiencies must rather be regarded as the linguistic expression of the 
structure of the atomic world, which th us is recognized as intrinsically 
different from the macro-world, and likewise from the atomic world 
which elassical physics had imagined. 

NOTES 

§29 

1 A means of indieating the transition from object language to metalanguage is in the 
use of quotes; similarly, italies can be used. We shall use, for our presentation of logic, 
italics instead of quotes for symbols denoting propositions, in combination with the rule 
that symbols of operations standing between symbols of propositions are understood to 
apply to the propositions, not to their names (Le., autonomous usage of operations, in 
the terminology of R. Carnap). Thus, we shall write "a is true", not '''a' is true", and 
"a. b is true", not" 'a. b' is true". All formulae given by us are therefore, strietly speaking, 
not formulae of the object language, but descriptions of such formulae. For most practieal 
purposes, however, it is permissible to forget about this distinction. 
2 This distinction has been carried through by C. W. Morris, 'Foundations of the Theory 
of Signs', International Encyclopedia of United Science, Vol. I, No. 2 (Chicago, 1938). 
3 More preciseIy: "irnmediately after the time for which the truth value of the statement 
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m. is considered". If m. is true, this means the same as "immediate1y after the measure­
ment"; and if mu is false, we thus equally coordinate to U a time at which its stipulated 
truth value holds. (The expression "after the measurement" then would be inapplicable.) 
.. M. Strau", 'Lur Hegründung der statistischen Transformationstheorie der Quanten­
physik', Ber. d. Berliner Akad., Phys.-Math. Kl. 27 (1936), and 'Formai Problems of 
Probability Theory in the Light of QuantUID Mechanies', Unity of Seience Forum, Synthese 
(The Hague, Holland, 1938), p. 35; (1939), pp. 49, 65. In these writings Strauss also develops 
a form of probability theory in which my rule of existence for probabilities is changed 
with respeet to complementary statements. Such a change is necessary, however, only 
if an incomplete notation is used, such as is done by us in the beginning of §22. In a notation 
which uses the term mu in the first place of probability expressions, such as introduced in 
(13), §22, a change of the rule of existence can be avoided. 
s Mr. Strauss informs me that he is planning to publish a newand somewhat modified 
presentation of his conceptions. 

§30 

1 As to the use of the functor, "the value of the entity," ef. fn. 4 of §32 (see below - ed.) 
2 E. L. Post, 'Introduction to a General Theory of Elementary Propositions', Am. Journ. 
of Math. 43 (1921), 163. 
3 J. Lucasiewicz, Comptes rendus Soe. d. Sciences Varsovie, 23 (1930), CI. III, p. 51; 
J. Lucasiewiez and A. Tarski, op. eit., p. I. The first publication by Lueasiewicz of his ideas 
was made in the Polish journal Ruch Filozojiczny, S (Lwow, 1920), pp. 169-170. 
4 H. Reichenbach, 'Wahrscheinlichkeitslogik', Ber. d. Preuss. Akad., Phys.-Math. Kl. 
(Berlin, 1932). 

§32 

1 Most of these operations have been defined by Post, with the exception of the complete 
negation, the alternative implication, the quasi implication, and the alternative equivalence, 
which we introduce here for quantUID mechanieal purposes. Post defines some further 
implications which we do not use. Our standard implication is Post's implieation =>::' with 
m=3 and Jl= I, i.e., for a three-valued logic and t.=t 1 =truth. 
2 This result could not be derived if we were to use the standard implication, instead of the 
alternative implication, in (28) and (3~). 
3 We simplify this example. A complete notation would require the use of propositional 
funetions. 
4 The use of functors in three-valued logic differs from that in two-valued logic in that the 
existence of a determinate value designated by the functor can be asserted only when the 
statement (36) is true or false, whereas the indeterminacy of(36) indudes the indeterminacy 
of a statement about the existence of a value. We shall not give here the formalization of 
this rule. 
s l.e., the operation which divides these formulae into two major parts. 
6 It can be shown that the true-false character of (28) and (32) is not bound to the par­
ticular form whieh we gave to the arrow implieation, but ensues ifthe following postulates 
are introdueed: one, the relation of complementarity is symmetrical in A and B, i.e., (28) 
is equivalent to (32); two, if A in (28) is indeterminate, B can have any one of the three 
truth values; three, the implication used in (28) is verified if both implicans and implicate 
are true, and is falsified if the implieans is true and the implicate is falseo We shall only 
indieate the proof here. Postulate two requires that the arrow implication have a T in 
the three cases where A is indeterminate; postulate three requires a T in the first value 
of the column of the arrow implication, and an F in the third. It turns out that with this 
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result, seven of the nine cases of (28) are deterrnined, and contain only T's and Fs. The 
missing case T, F of (28) then must be equal to the case F, T, according to the first postu­
late, and is thus deterrnined as F. It then can be shown that in order to furnish this result, 
the arrow implieation must have an F in the second value from the top. With this, the last 
case of (28), the F, F-case is deterrnined as F. The arrow implication is not fully deter­
mined by the given postulates; its last three values can be arbitrarily chosen. 

§33 

I As before, the true-false character of these forrnulae is not introduced by us deliberately, 
but results from other reasons. If we were to use in (8) a double standard implica­
tion, this would represent a standard equivalence according to (21), §32; then the only 
case in which the disjunction (9) is indeterrninate is the case that all Bi are indeterrninate. 
But we need also cases in which some Bi are false and the others indeterrninate, for the 
reasons explained above. 
2 Dr. A. Tarski, to whom I communicated these results, has drawn my attention to the fact 
that it is possible also to define a similar generalization of the inclusive "or". We then 
replace in the column of the disjunction in Table IVB the "I" of the middle row by a 
"T", leaving all other cases unchanged. This "almost or", as it may be called, thus means 
that at least one of two propositions is true or both are indeterrninate. This opera­
tion can be shown to be commutative and associative, while it is not distributive or reflexive 
(the latter terrn meaning that "almost A or A" is not the same as "A"). Applied to more 
than two propositions, the "almost or" means: "At least one proposition is true or at least 
two are indeterminate". A disjunction in terrns of the "almost or", therefore, represents 
what we called above a closed disjunction. It can be shown that if relations (8) hold, the 
B I . .. Bn will constitute a disjunction of this kind. The latter statement, of course, is not 
equivalent to the relations (8), but merely a consequence of the latter. 
3 Cf. the author's Wahrscheinlichkeitslehre (Leiden, 1935), (4), §22. 
4 It would be more correet to speak here of an existential statement instead of a disjunction 
of an infinite number of terrns. It is clear, however, that the considerations given can be 
equally carried through for existential statements. 

§34 

I A complete definition of nomological implication will be given in a later publication by 
the author. 
2 The quasi implication of the latter table is identical with an operation which has been 
introduced by the author, by the use of the same symbol, in the frame of probability logic 
(ef. Wahrscheinlichkeitslehre (Leiden, 1935), p. 381, table Ile). It can be considered as the 
limiting case of a probability implication resulting when only the probabilities I and 0 
can be assumed. It can also be considered as the individual operation coordinated to 
probability implication as a general operation; the probability then is deterrnined by 
counting only the T-cases and F-cases of the quasi implication, the I-cases being omitted. 
In this sense the quasi implieation has been used, under the name of comma-operation, 
or operation of selection, in my paper 'Ueber die semantische und die Objectauffassung 
von Wahrscheinliehkeitsausdrücken', Journ. of Unified Science, Erkenntnis 8 (1939),61-62. 

§36 

I A. Einstein, N. Podolsky, N. Rosen, 'Can Quantum Mechanieal Description ofPhysical 
Reality Be Considered Complete?', Phys. Rev. 47 (1935), 777. 
2 N. Bohr, 'Can Quantum Mechanieal Description of Physical Reality Be Considered 
Complete?', Phys. Rev. 48 (1935),696. 
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3 E. Schrödinger, 'Die gegenwärtige Situation in der Quantenrnechanik', Naturwissen­
schaften 23 (1935),807,823,844. We shall use the terrn "correlated systems" as a transla­
tion of Schrödinger's "verschränkte Systeme". 
4 Once this definition is chosen, the correlated systems can even be used for a measure­
ment of simultaneous values of noncommutative entities. We then measure u in the first 
system, and w in the second; then the obtained values Ui and wk represent simultaneous 
values in the second system. But the possibility of measuring such simultaneous values 
has been pointed out already in §25 as bei ng a consequence of Definition I, §25. If only 
Definition 4, §29, is used, the two measurements on correlated systems would not fumish 
simultaneous values. 
s This is to be understood as follows. When we put a Geiger counter at the place of each 
of the two slits Rl and R2 we shall always locate the particle either in one or in the other 
of these two counters. (This measurement, of course, disturbs the interference pattem on 
the screen.) The assumption that the partide was at that place before it hits the counter 
leads to the consequence that the particle would have been there also when no measure­
ment was made. This result implies that, when no observation at the slits is made, the 
partide will go either through one or the other siit. We showed in §7 that this assump­
tion leads to causal anomalies. 
6 ef. fn. 4 of §32 (see above, ed.). 
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THREE-VALUED LOGIC 

Let us make up a logie in whieh there are three truth-values, T, F, and 
"M," instead of the two truth-values T and F. And, instead of the usual 
rules, let us adopt the following: 

(a) If either component in a disjunetion is true ("T"), the disjunetion 
is true; if both eomponents are false, the disjunetion is false ("F"); and 
in all other cases (both eomponents middle, or one component middle 
and one false) the disjunetion is middle ("M"). 

(b) If either component in a eonjunetion is false ("F"), the eonjune­
tion is false; if both eomponents are true, the eonjunetion is true ("T"); 
and in all other cases (both eomponents middle, or one component 
middle and one true) the eonjunetion is middle ("M"). 

(e) A eonditional with true anteeedent has the same truth-value as its 
eonsequent; one with false eonsequent has the same truth-value as the 
denial of its anteeedent; one with true eonsequent or false anteeedent is 
true; and one with both eomponents middle ("M") is true. 

(d) The denial of a true statement is false; of a false one true; of a 
middle one middle. 

These rules are eonsistent with all the usual rules with respeet to the 
values T and F. But someone who aeeepts three truth values, and who 
aeeepts a notion of tautology based on a system of truth-rules like that 
just outlined, will end up with a different stock of tautologies than some 
one who reckons with just two truth values. 

Many philosophers will, however, want to ask: what could the inter­
pretation of a third truth-value possibly be? The aim of this paper will 
be to investigate this question. It will be argued that the words "true" 
and "false" have a eertain "core" meaning which is independent of tertium 
non datur, and whieh is eapable of precise deHneation. 

To begin with, let us suppose that the word 'true' retains at least this 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantlon Mechanies, 99-107. 
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much of its usual force: if one ever says of a (tenseless) statement that it 
is true, then one is committed to saying that it was always true and will 
always be true in the future. For example, if I say that the statement 
'Columbus crosses 1 the ocean blue in fourteen hundred and ninety-two' 
is true, then I am committed to the view that it was true, e.g., in 1300, 
and will be true in SOOO (A.D.). Thus 'true' cannot be identified with 
verified, for a statement may be verified at one time and not at another. 
But if a statement is ever accepted as verified, then at that time it must 
be said to have been true also at times when it was not verified. 

Similarly with 'false' and 'middle'; we will suppose that if a statement 
is ever called 'false,' then it is also said never to have been true or middle; 
and if a statement is ever said to be middle, it will be asserted that it was 
middle even at times when it may have been incorrectly called 'true' or 
'false.' In other words, we suppose that 'true' and 'false' have, as they 
ordinarily do have, a tenseless character; and that 'middle' shares this 
characteristic with the usual truth-values. 

This stiil does not teil one the "cash value" of calling a statement 
'middle.' But it does determine a portion of the syntax of 'middle,' as 
weil as telling one that the words 'true' and 'false' retain a certain spec­
ified part of their usual syntax. To give these words more content, we 
may suppose al so that, as is usually the case, statements that are ac­
cepted 2 as verified are called 'true,' and statements that are rejected, 
that is whose denials are accepted, are called 'false.' This does not de­
termine that any particular statements must be called 'middle'; and, in­
deed, someone could maintain that there are some statements which 
have the truth-value middle, or some statements which could have the 
truth-value middle, without ever specifying that any particular state­
ment has this truth-value. But certain limitations have now been im­
posed on the use of the word 'middle.' 

In particular, statements I call 'middle' must be ones I do not accept 
or reject at the present time. However, it is not the case that 'middle' 
means "neither verified nor falsified at the present time." As we have 
seen, 'verified' and 'falsified' are epistemic predicates - that is to say, 
they are relative to the evidence at a particular time - whereas 'middle,' 
like 'true' and 'false' is not relative to the evidence. It makes sense to 
say that 'Columbus crosses the ocean blue in fourteen hundred and 
ninety-two' was verified in 1600 and not verified in 1300, but not that 
it was true in 1600 and false in 1300. 
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Thus 'middle' cannot be defined in terms of 'verified,' 'falsified,' etc. 
What difference does it make, then, if we say that some statements - in 
particular some statements not now known to be true or known to be 
false - may not be either true or false because they are, in fact, middle? 
The effect is simply this: that one will, as remarked above, end up with 
a different stock of tautologies than the usual. 

Someone who accepts the three-valued logic we have just described 
will accept a disjunction when he accepts either component, and he will 
reject if when he rejects both components. Similarly, he will accept a 
conjunction when he accepts both components, and he will reject it when 
he rejects either component. This is to say that the behavior of the man 
who uses the partieular three-valued logic we have outlined is not dis­
tinguishable from the behavior of the man who uses the dassieal two­
valued logic in cases wherein they know the truth or falsity of all the 
components of the particular molecular sentences they are considering. 

However, they will behave differently when they deal with molecular 
sentences some of whose components have an unknown truth-value.3 

If it is known that snow is white, then the sentence 'snow is white v '" 
snow is white' will be accepted whether one uses dassieal two-valued 
logic or the particular three-valued logic we have described. But if one 
does not know whether or not there are mountains on the other side of 
the moon, then one will accept tlie sentence 'there are mountains on the 
other side of the moon v '" there are mountains on the other side of the 
moon' if one uses the dassieal two-valued logic, but one will say 'I don't 
know whether that's true or not' if one uses three-valued logic, or cer­
tain other nonstandard logics, e.g., "Intuitionist" logic.4 

II 

At this point the objection may be raised: "But then does this notion of 
a 'middle' truth-value make sense? If having a middle truth-value does 
not mean having what is ordinarily called an unknown truth value; if, 
indeed, you can't teIl us what it does mean, then does it make sense at 
all ?" 

Analytie philosophers today normally reject the demand that concepts 
be translatable into some kind of "basie" vocabulary in order to be mean­
ingful. Yet philosophers often reject the possibility of a three-valued logic 
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(except, of course, as a mere formal scheme, devoid of interesting inter­
pretations), just on the ground that no satisfactory translation can be 
offered for the notion of having a "middle" truth-value. Indeed, if the 
notion of being a statement with a middle truth-value is defined explic­
itly in terms of a two-valued logic or metalogic, then one usually obtains 
a trivial interpretation of three-valued logic. 

Does a middle truth-value, within the context of a system of three­
valued logic of the kind we have described, have a use? The answer is 
that it does, or rather that it belongs to a system of uses. In other words, 
to use three-valued logic makes sense in the following way: to use a three­
valued logic means to adopt a different way of using logical words. More 
exactly, it corresponds to the ordinary way in the case of molecular sen­
tences in which the truth-value of all the components is known (Le., we 
"two-valued" speakers say it is known); but a man reveals that he is 
using three-valued logic and not the ordinary two-valued logic (or par­
tially reveals this) by the way he handIes sentences which contain com­
ponents whose truth-value is not known. 

There is one way of using logical words which constitutes the ordinary 
two-valued logic. If we are using three-valued logic, 5 we will behave in 
exactly the same way except that we will employ the three-value rules 
and the three-valued definition of 'tautology.' Thus 'using three-valued 
logic' means adopting a systematic way of using the logical words which 
agrees in certain respects with the usual way of using them, but which 
also disagrees in certain cases, in particular the cases in which truth­
values are unknown. 

III 

Of course one might say: "Granted that there is a consistent and com­
plete way of using logical words that might be described as 'employing 
a three-valued logic.' But this alternative way of using logical words -
alternative to the usual way - doesn't have any point." 

And perhaps this is what is meant when it is said that three-valued 
logic does not constitute a real alternative to the standard variety: it 
exists as a calculus, and perhaps as a nonstandard way of using logical 
words, but there is no point to this use. This objection, however, cannot 
impress anyone who recalls the manner in which non-Euclidean geom­
etries were first regarded as absurd; later as mere mathematical games; 
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and are todayaccepted as portions of fully interpreted physieal hypoth­
eses. In exactly the same way, three-valued logic and other nonstandard 
logics had first to be shown to exist as consistent formal structures; sec­
ondly, uses have been found for some of them - it is clear that the In­
tuitionist school in mathematics, for example, is, in fact, systematically 
using logical words in a nonstandard way, and it has just been pointed 
out here that one might use logical words in still another nonstandard 
way, corresponding to three-valued logic (that is, that this would be a 
form of linguistie behavior reasonably represented by the formal struc­
ture called 'three-valued logic'). The only remaining question is whether 
one can describe a physieal situation in which this use of logical words 
would have a point. 

Such a physical situation (in the microcosm) has indeed been described 
by Reiehenbach.6 And we can imagine worlds such that even in maero­
eosmie experience it would be physically impossible to either verify or 
falsify certain empirical statements. For example, if we have verified (by 
using a speedometer) that the velocity of a motor car is such and such, 
it might be impossible in such a world to verify or falsify certain state­
ments concerning its position at that moment. If we know by reference 
to a physical law together with certain observational data that a state­
ment as to the position of a motor car can never be falsified or verified, 
then there may be some point to not regarding the statement as true or 
false, but regarding it as "middle." It is only because, in macrocosmic 
experience, everything that we regard as an empirically meaningful state­
ment seems to be at least potentially verifiable or falsifiable that we prefer 
the convention according to which we say that every such statement is 
either true or false, but in many cases we don't know which. 

Moreover, as Reichenbach shows, adopting a three-valued logic per­
mits one to preserve both the laws of quantum mechanics and the prin­
ciple that no causal signal travels with infinite speed - "no action at a 
distance." On the other hand; the laws of quantum mechanics are logic­
ally incompatible with this principle if ordinary two-valued logic is 
used. 7 This inconsistency is not usually noticed, because in quantum 
mechanics no causal signal is ever deteeted traveling faster than light. 
Nevertheless it can be shown - as Einstein and others have also remark­
ed 8 - that the mathematics of quantum mechanies entails that in certain 
situations a causal signal must have traveled faster than light. 
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A working physicist can dismiss this as "just an anomaly" - and ga on 
to aceept both quantum mechanics and the "no action" principle. But a 
logician cannot have so cheerful an attitude toward lagieal inconsis­
tency. And the suggestion advanced by Bahr, that one should classify the 
traubIemaking sentences as "meaningless" (complementarity) involves its 
own complications. Thus the suggestion of using a three-valued logic 
makes sense in this case, as a move in the direction of simpIifying a whole 
system of laws. 

To retum to the macrocosmic case (i.e., the "speedometer" example), 
Bohr's proposal amounts to saying that a syntactically well-formed 
sentence (e.g., 'my car is between 30 and 31 miles from New York') is in 
certain cases meaningless (depending on whether or not one uses a speed­
ometer). Reichenbach's suggestion amounts to saying that it is meaning­
ful, but neither true nor false (hence, "middle"). There seems little doubt 
that it would be simpler in practiee to adopt Reichenbach's suggestion. 
And I suspect that beings living in a world of the kind we have been de­
scribing would, in fact, regard such statements as neither true nor Jalse, 
even if no consideration of preserving simple physicallaws ("no action 
at a distanee") happened to be involved. This "suspicion" is based on 
two eonsiderations: (a) The sentenees admittedly have a very clear eog­
nitive use; hence it is unnatural to regard them as "meaningless." (b) 
There is no reasan why, in such a world, one should even consider adop­
ting the rule that every statement is either true or falseo 

On the other hand, in our world (or in any world in which Planck's 
constant h has a small value) it would be very unnatural to adopt three­
valued logic for describing ordinary macrocosmic situations. Suppase 
we did. Then there would be two possibilities: (a) We maintain that cer­
tain sentences are "middle," but we never say which ones. This seems 
disturbingly "metaphysical." (b) We say that some particular sentenee 
S is middle. 

This last course is, however, fraught with danger. For, although "S is 
middle" does not mean "S will never be either verified or falsified," it 
entails "S will never be either verified or falsified." And the prediction 
that a particular sentenee will never be either verified or falsified is a 
strong empirical prediction (attentian is confined to synthetic sentences 
for the sake of simplicity); and one that is itself always potentially fal­
sifiable in a world where no physicallaw prohibits the verification of the 
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sentenee S, regardless of what measurements may have anteeedently 
been made. 

Thus, the reason that it is safe to use three-valued logie in the Reiehen­
bachian world (the mieroeosm) but not in the "aetual" world (the maero­
eosm) is simply that in the Reichenbaehian world one ean, and in the 
"aetual" world one eannot, know in advanee that a particular sentenee 
will never be verified or falsified. It is not that in a "Reiehenbaehian" 
world one must eall sentenees that will never be verified or falsified 
"middle," but, rather, that in any world only (but not neeessarilyall) 
such sentenees must be classified as "middle." This follows from the 
faet that sentenees that are said to be verified are also said to be true; 
sentenees that are said to be falsified are also said to be false; and the 
truth values are "tenseless." Thus it would be a eontradiction to say that 
a sentenee is middle, but may someday be verified. 

These features of the use of "true" and "false" seem indeed to be eon­
stitutive of the meaning of these words. Tertium non datur might al so be 
said to be "true from the meaning of the words 'true' and 'false'" - but 
it would then have to be added that these words have a eertain eore 
meaning that ean be preserved even if tertium non datur is given up. One 
ean abandon two-valued logie without changing the meaning of 'true' 
and 'false' in a silly way. 

IV 

Analytie philosophers - both in the "eonstruetivist" camp and in the 
camp that studies "the ordinary use of words" - are disturbingly unani­
mous in regarding two-valued logie as having a privileged position: priv­
ileged, not just in the sense of eorresponding to the way we do speak, but 
in the sense of having no serious rival for logieal reasons. If the foregoing 
analysis is eorreet, this is a prejudice of the same kind as the famous pre­
judice in favor of a privileged status for Euelidean geometry (a prejudice 
that survives in the tendeney to eite "space has three dimensions" as 
some kind of "neeessary" truth). One ean go over from a two-valued to 
a three-valued logic without totally changing the meaning of 'true' and 
'false'; and not just in silly ways, like the ones usually cited (e.g., equating 
truth with high probability, falsity with low probability, and middlehood 
with "in between" probability). 

Indeed, so many strange things have been said about two- and three-
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valued logic by philosophie analysts who are otherwise of the first rank 
that it would be hopeless to attempt to discuss them all in one short paper. 
But two of these deserve special mention: 

(a) It has often been said that "even if one uses a three-valued object 
language, one must use two-valued logic in the metalanguage." In the 
light of the foregoing, this can hardly be regarded as a necessary state of 
affairs. Three-valued logie eorresponds to a eertain way of speaking; 
there is no diffieulty in speaking in that way about any partieular subject 
matter. In particular, one may assign truth-values to molecular sentenees 
in the way we have diseussed, whether one is talking about rabbits or 
languages or metalanguages. 

(Of eourse, if one is explaining three-valued logic to someone who only 
uses two-valued logie one will employ a two-valued language as a medium 
of communication. This is like remarking that one uses Freneh to teaeh 
Latin to French schoolboys.) 

(b) It has been argued 9 that the meaning of 'true' has been made clear 
by Tarski for the usual two-valued system, but that no analogous clari­
fieation is available for 'true' in three-valued systems. The obvious reply 
is that the famous biconditional 'snow is white' is true if and only if snow 
is white is perfectly acceptable even if one uses three-valued logic. Tarski's 
eriterion has as a eonsequence that one must accept 'snow is white' is true 
if one aecepts snow is white and rejeet 'snow is white' is true if one rejeets 
snow is white. But these (along with the "tenseless" eharaeter of the truth­
values) are just the features of the use of 'true' and 'false' that we have 
preserved in our three-valued 10gie.1t is, for instance,just beeause tertium 
non datur is independent of these features that it is possible for Intuitionist 
logicians to abandon it without feeling that they are changing the 
"meaning" of 'true' and 'false.' 

Princeton University 

NOTES 

1 'Crosses' is used here "tenselessly" - i.e., in the sense of "crossed, is crossing, or will 
cross." 
2 More precisely, S is accepted if and only if 'S is true' is accepted. 
3 The distinction between sentences and statements will be ignored, because we have passed 
over to consideration of a formalized language in which it is supposed that a given sentence 
can be used to make onlyone statement. 
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4 Cf. Alonzo Church's Introduction to Mathematical Logic, Princeton University Press, 
Princeton, N.J., 1956, p. 141. Intuitionist logic is not a truth-functionallogic (with any 
finite number of truth-values). However, the rules given above hold (except when both 
components are "middle" in the case of rules (b) and (c)) provided truth is identified with 
intuitionist "truth," falsity with "absurdity," and middlehood with being neither "true" 
nor "absurd." 
5 In this paper, 'three-valued logic' means the system presented at the beginning. Of course, 
there are other systems, some of which represent a more radical change in our way of 
speaking. 
6 Philosophie Foundations of Quantum Mechanies, University of California, 1944. 
7 Ibid., pp. 29-34. 
8 A. Einstein, B. Podolsky, and N. Rosen, 'Can Quantum Mechanieal Description of 
Reality Be Considered Complete?', Physical Review 47 (1935),777. 
9 For example, Hempel writes in his review of the previously cited work by Reichenbach 
(Journal of Symbolie Logie 10, 99): "But the truth-table provides a (semantical) inter­
pretation only because the concept of truth andfalsity, in terms of which it is formulated, 
are already understood: they have the eustomary meaning which can be stated in complete 
precision by means of the semantieal definition of truth." (Italics mine.) 
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REICHENBACH'S INTERPRET ATION OF 

QUANTUM-MECHANICS 

In Section III of his paper H. Putnam 1 deals with Reiehenbach's attempt 
to interpret quantum mechanics on the basis of a three-valued logic, and 
he uses some arguments of his own in order to show that this attempt is 
"a move in the direction of simplifying the whole system of laws" (104~ 
I believe that the Reiehenbach-Putnam procedure cannot be defended 
and that it leads to undesirable consequences. These are the reasons for 
my belief: 

I. THREE-VALUED LOGIC AND CONTACT-ACTION 

Putnam asserts (a) that "the laws of quantum mechanies ... are logically 
incompatible with" the principle of contact-action "if ordinary two­
valued logic is used"; and (b) that "adopting a three-valued logic permits 
one to preserve both the laws of quantum mechanics and the principle 
that no causal signal travels with infinite speed" (104). Assuming for a 
moment that (a) and (b) give a correet statement of Reichenbach's posi­
tion (which they do not - see Section III) and that (a) is true we can at 
once say that adopting the procedure suggested in (b) would violate one 
of the most fundamental principles of scientific methodology, namely, 
the principle to take refutations seriously. The statement that there is no 
velocity greater than the velocity of light is a well-corroborated state­
ment of physics. If, as is asserted in (a), quantum mechanies implies the ne­
gation of that statement, we should consider it as refuted and look for a 
better theory. This is what has in fact happened. Ever since the invention 
of elementary quantum mechanies (whieh is not relativistieally invariant) 
physicists have tried to design a two-valued relativistic theory. These at­
tempts, although by no means completely successful, have yet led to some 
promising results such as, for example, Dirac's theory of the electron and 
the prediction of the existence of the positron. 

Now consider the alternative suggested in (b). This alternative removes 
the need to modify either quantum mechanies or the principle of contact-

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantwn Mechanies, 109-121. 
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action as it devises a language in which the statement that both are in­
compatible cannot be asserted. It thereby presents a defective theory 
(quantum mechanies) in such a way that its defects (it is not Lorentz­
invariant) do not become apparent and that no need is felt to look for a 
better theory. 

It is evident that this sly procedure is onlyone (the most "modem" 
one) of the many devices which have been invented for the purpose of 
saving an incorrect theory in the face of refuting evidence and that, con­
sistently applied, it must lead to the arrest of scientific progress and to 
stagnation. In a private communication H. Putnam has evoked the exam­
ple ofnon-Eudidian geometry as a case where it was suggested to change 
the formal structure of physical theories and he has said that it is 
analogous to the present case. But this comparison is altogether mis­
leadingo The application of non-Eudidean geometry to physics led to fruit­
ful new theories; it suggested new experiments and enabled physicists to 
explain phenomena which so far had defied any attempt at explanation 
(the advance of the perihelion of Mercury is one ofthem). Nothing of that 
kind results from the application of a three-valued logic to quantum 
mechanies. On the contrary, important problems (how to relativize ele­
mentary quantum mechanics?) are covered up, objectionable theories 
(elementary quantum mechanies) are preserved, fruitfullines of research 
(attempts to find a general relativistic theory of micro-objects) are 
blocked. Hence, no physicist in his senses would adopt procedure (b). 

II. EXHA USTlVE INTERPRET A TlONS AND THEIR ANOMALIES 

Reichenbach's main problem is the interpretation of the unobservables 
of quantum mechanies. In this connection he considers what he calls 
'exhaustive interpretations.' At least two nonsynonymous explanations 
are given for interpretations of that kind. According to the first explana­
tion an exhaustive interpretation is an interpretation which "indudes a 
complete description of interphenomena," Le., of quantum-mechanieal 
entities (PF 33).2 An exhaustive interpretation in this sense does not 
employ any special assumption about the nature of the things to be inter­
preted. The only conditions to be satisfied are that the interpretation be 
consistent as weIl as compatible with the theory used. According to 
another explanation, an exhaustive interpretation is an interpretation 
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which "attributes definite values to the unobservables" (PA 342; 
ef. PF 139). An exhaustive interpretation in this more specific sense 
(silently) employs an assumption (we shall call it assumption C) which 
may be expressed as follows: (a) Divide the elass of all the properties 
which the entities in question may possess at some time into subelasses 
comprising only those properties which exelude each other. These sub­
elasses will be called the categories belonging to the entities in question. 
Then each entity possesses always one property out of each category. 
(b) The categories to be used are the elassical categories.3 Applied to the 
case of an electron C asserts that the electron always possesses a well­
defined position and a well-defined momentumo 

It is evident that an exhaustive interpretation of the first kind (an Ed 
i.e., an attempt to state what the nature of quantum-mechanical entities 
is, need not be an exhaustive interpretation of the second kind (an E2), 

i.e., it need not be an attempt to represent quantum-mechanical systems 
as things which always possess some property out of each elassical cate­
gory relevant to them. An El need not even comply with assumption Ca: 
It is not the case that water has always a well-defined surface tension 
(it possesses a surface tension only if it is in its fluid state); nor is it the case 
that it has always a well-defined value on the Mohs-scale (it possesses 
such a value only if it is in its solid state). Yet one can explain what kind of 
entity water is. 

Reichenbach shows that all E2 lead to causal anomaIies.4 Those anom­
alies are not unusual physical processes although Reichenbach's wording 
sometimes suggests that they are.5 Assume, for example, that we try to 
interpret the behavior of electrons by waves. As soon as an electron is 
localized (at P) the wave collapses (into a narrow bundIe around P). This 
sudden collapse cannot be understood on the basis of the wave equation 
which means that electrons are not (elassical) waves. 

On the other hand, consider the partiele picture. If we want to explain 
interference (in the two-siit experiment) on the basis of the partic1e pic­
ture we must assume that the partic1e can 'know' what happens at distant 
points (cf. the discussion in 7 ofPF). This 'knowledge' cannot be provided 
by any physical means (e.g., by a signal traveling with infinite speed) 
since (a) there is no independent evidenee of the existence of such signals 
(henee the hypothesis that they exist would be an ad hoc hypothesis) and 
sinee (b) in the case of the existenee of such signals the wave picture 
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(which does not assume their existence) would lead to incorreet results 
even in those situations where it has been found to be correet. One may, 
of course, say that the wave picture provides us with a description of the 
dependences, existing between the state of a particle and some distant 
event (such as the event 'opening of the second siit') - but this amounts 
to saying that the particle picture is incorrect. Result: the so-called 
'anomalies' are nothing but facts which show that quantum mechanies, 
interpreted in aecordanee with an E2, leads to incorreet predietions. And 
the 'principle of anomaly' (in its second interpretation; see note 5) must 
be read as saying that for any theory which consists of the mathematical 
formalism of quantum mechanics together with some E2 there exist re­
futing instances. 

Reichenbach discusses four methods to solve this difficulty: Method 1 
suggests that we should "become aecustomed" to the anomalies (PF 37), 
i.e., it expects us not to be worried by the fact that the interpretation used 
tums quantum mechanies into a false theory. Method2 advises us to use 
a certain interpretation only for describing those parts of the world where 
it works and to switch over to another interpretation as soon as a difficulty 
arises. The only differenee between this method and method 1 is that the 
former uses altemativeIy two or more anomaIous interpretations where 
the Iatter uses onlyone. It also leads to a renunciation of the idea that na­
ture is uniform in the sense that the same laws apply to both observables 
and unobservables (PF 39, bottom paragraph). Method3 suggests that we 
stop interpreting altogether and that we regard the statements of the 
theory as cognitively meaningless instruments of prediction (PF 40). 
Method 4., which is the one adopted by Reichenbach, suggests that we 
change the laws of logic in such a way that the statements which show the 
inadequacy of one of the chosen interpretations "can never be asserted as 
true" (PF 42). Reichenbach seems to assume that the principle of anom­
aly forees us to adopt one of those four methods. 

This wild conclusion is completely unjustified. The principle of anom­
aly appIies to E2 onlyand shows that they are untenable. There is no 
reason to as sume that they should be tenable being based as they are upon 
the (classieaI) principle C. ClassieaI theory is incorrect. Therefore, it is to 
be expected that also the more general notions of classieal thought such as 
are incorporated in C (which is not even correet in all classieal cases - see 
above) will tum out to be true only in a restricted number of cases. 
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It is only when one does not realize that this assumption is part and parcel 
of dassieal thinking (rather than an a priori principle to be satisfied by any 
interpretation, whether El or E2) that one will be indined to sense a 
breakdown of realism, of logic, or of the simple idea that theories are not 
only instruments of predietion but also descriptions of the world. 
Reichenbach is one of those thinkers who are prepared to give up realism 
and even dassicallogic because they cannot adjust themselves to the fact 
that a familiar and well-understood theory has turned out to be false (that 
not all interpretations are E2). 6 

But the methods suggestoo by Reiehenbach can be criticized also in­
dependently of these more general remarks. The criticism of I and 2 is 
evident. Method 4 was critieized already in Section II. Some further criti­
cism will be developed in Section IV. 

III. ANOMALIES AND THE PRINCIPLE OF 

CONTACT-ACTION 

The above discussion (especially note 6) shows that the difficulty of the 
E 2 cannot be describOO by saying that "the laws of quantum mechanies ... 
are logically incompatible with" contact-action (ef. the beginning of the 
first paragraph of Section I). The reason is first that those difficulties arise 
only if we use the laws of quantum mechanics together with assumption e 
(which is not a law of quantum mechanies). Second, it would even be 
incorrect to assume that the conjunction of the laws of quantum me­
chanies with e is incompatible with contact-action. The principle of con­
tact-action applies to fields which can be used for the transmission of sig­
naIs. Neither the collapse of a wave (in the wave interpretation) nor the 
telepathie information conveyed to partides (in the partide interpreta­
tion) can be used in this way. Neither of these phenomena contradiets con­
tact-action (as should be seen from the discussion in Section II and es­
pecially from note 5). It follows that the above description of Reichen­
bach's point of departure (due to H. Putnam) is incorrect. 

IV. THE POSITION OF LAWS IN THE SUGGESTED INTERPRETATION 

A criterion of adequacy of the interpretation by means of a three-valued 
logic is this: (a) every statement expressing an 'anomaly' should have the 
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truth-value 'indeterminate' (PF 42); (b) every law of quantum me­
chanics should have either the truth-value 'true' or the truth-value 
'false,' but never the truth-value 'indeterminate' (PF 160; FL 105). It 
turns out (PF IS8f) that in the special system of three-valued logic used, 
formulas can be constructed which satisfy (b). The question arises 
whether every law of quantum mechanies satisfies (b). 

Consider for that purpose the law of conservation of energy and assume 
that it is formulated as saying that the sum of the potential energy and 
the kinetic energy (both taken in their elassieal sense) is a constant. Now 
according to (a) 7 either the statement that the first part of the sum has 
a definite value is indeterminate, or the statement that the second part has 
a definite value is indeterminate, or both statements are indeterminate 
from whence it foUows that of the conversation of energy will itself 
be a statement which has always the value 'indeterminate.' The same 
results ifwe use the statement in the form in which it appears in quantum 
mechanies. In this form the statement asserts that the sum of various 
operators, not all of them commuting, will disappear. According to (a) the 
statement that an operator has a certain value is indeterminate unIess the 
operator is diagonal. As the only statements admitted to E2 are state­
ments to the dIeet that an operator has a certain value it follows again that 
the law of conservation of energy can only possess the truth-value 
'indeterminate. ' 

The last argument admits of generalization: Every quantum-mechan­
ieal statement containing noncommuting operators can only possess the 
truth-value 'indeterminate.' This implies that the commutation rules 
which range among the basic laws of quantum mechanics as weil as the 
equations of motion (consider them in their Heisenberg form) will be in­
determinate and hence "neither verifiable nor falsifiable" (PF 42). We have 
to conelude that Reichenbach's interpretation does not satisfy his own 
criterion of adequacy since it violates (b).8 

v. THE COPENHAGEN INTERPRETATION 

Reichenbach considers his interpretation as superior to what he thinks 
is the Copenhagen interpretation. According to him this interpretation 
admits statements about (elassicaUy describable) phenomena onlyand 
calls meaningless all statements about unmeasured entities (PF 40). 
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Although this view is supported by many more or less vague pronounce­
ments made by members of the Copenhagen eirele, it is yet somewhat 
misleadingo The correet aceount of the matter seems to be somewhat like 
this: In his earlier writings Bohr aseribed the ehange of the state of a 
system due to measurement to the interaetion between the measuring 
device and the system measured. However, later on 9 he made a dis­
tinction between physieal ehanges ("mechanical disturbanees") of the 
state of a system which are eaused by physical fields of foree, and changes 
of "the very eonditions which define the possible types of predictions 
regarding the future behavior of the system."lO The faet that as an exam­
ple of conditions of this latter kind Bohr mentions the referenee systems 
introduced by the theory of relativity seems to indicate that what is meant 
here is a logieal property of the state function and henee of any state­
ment whieh aseribes a eertain value to some variable of a quantum­
mechanieal system. on measurement the state S of a system s changes, 
not only beeause forees are acting upon the system, but also beeause it is 
a relation between the system and a eertain kind of physieal preparation. 
The analogues of elassieal properties are defined for a restricted elass of 
states only, i.e., properties of a (elassically explained) eategory are ap­
plieable to a system only ifthe system has been prepared in a certain way. 
If this interpretation is carried through eonsistently,· that is, if it is sepa­
rated from the instrumentalistie philosophy which is an altogether in­
dependent (though never elearly separated) element of the Copenhagen 
view, it may be used as an El, though not as an E2 (sinee it contradiets C). 
In this interpretation statements about 'interphenomena' are meaningful 
(henee it is an El) but statements such as 'the position of the eleetron at 
time t is x' ('P(s, t)=x') are oceasionally meaningless (henee it is not an 
E2). It is mainly for the latter reason that Reiehenbach finds the Copen­
hagen interpretation unsatisfaetory. In the next seetion we shall consider 
some of his (and Putnam's) arguments which are intended to show that 
their interpretation is better than the Copenhagen interpretation. 

VI. ARGUMENTS AGAINST IT CONSIDERED 

Three arguments are used in FL to show that "three-valued logic, and it 
alone, provides an adequate interpretation of quantum physics." They 
seem to be the only arguments which Reichenbaeh has at his disposal. The 
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first argument may be formulated thus: The statement that 'P(s, t)=x' is 
meaningful only if certain conditions are realized amounts to saying that 
a statement is meaningless at the time t ifno observer is testing it at time t. 
"The whole domain of unknown truth would thus be eliminated from 
physicaIlanguage" (PA 347). H. Putnam uses a simiIar argument: the 
Copenhagen interpretation is unsatisfactory since it allows us to call a 
statement meaningful only if we actually look at some measuring appa­
ratus used for the testing of the statement. 

Two points must be distinguished in this argument, namely (a) the 
(correet) point that predications belonging to dassical categories can be 
applied to a physicaI system only if certain conditions are fulfilled; and 
(b) the (incorrect) assertion that these conditions indude an observation 
by a conscious observer. To deaI with (b) first it must be pointed out 
that actual observation is by no means necessary in order to enable one 
to say that a certain predicate (like 'position') applies to a physical system. 
If the system is in such (physically definable) conditions that its state may 
be represented as a superposition of spatially well-defined bundIes with 
negligible interference between them, then we may say that it possesses 
some position. If on the other hand the physicaI conditions are such that 
narrow trains with approximately the same frequency are fairly weB iso­
lated, then we may say that the system possesses some (perhaps un­
known) momentumo Hence, whether or not a system possesses momen­
tum or position depends on the existence of physicaI conditions (which 
may have been realized by ameasuring instrument: every measuring in­
strument is devised to provide a separation of wave trains such that 
predicates of a given dassicaI category become applicable to the system) 
and not on the presence of an observer. But is the fact that such a depen­
dence exists in itselfunsatisfactory (point al? Reichenbach's and Putnam's 
answer to this question is that sentences like 's has the position x at time t' 
"admittedly have a very dear cognitive use; hence it is unnatural to re­
gard them as 'meaningless'" (Putnam 78; cf. also Reichenbach FL 105). 
This answer smells dangerously of apriorism. It also overlooks that in our 
search for better theories we frequently discover that situations we thought 
would obtain universaIly do in fact exist only under special conditions, 
which implies that the properties of these situations are applicable in 
those conditions only. Within the theory this new dependence is then 
expressed by introducing a relation for something which was so far 
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described by a property. The theory of relativity is a familiar example of 
this procedure which in the above argument is described as 'unnatural.' 11 

Is it perhaps more 'natural' to stick to the notions of an overthrown 
theory at the expense of epistemology (transition to idealism) and even 
of dassicallogic? 

Reichenbach's second argument runs as follows: If it is meaningless to 
say, in the case of the two-siit experiment, that an electron has passed 
through, say siit one, then it is also meaningless to say that it passed 
through one of the two siits. Yet we would Iike to assert the latter state­
ment. In Reichenbach's interpretation such an assertion is possible since 
the disjunctive statement 'the electron passed through siit one or it passed 
through siit two' may be true (PF 41, 163f; FL 104). Hence this inter­
pretation is preferable to the usual interpretation. Here it must be pointed 
out that the statement that every electron which arrives at the photo­
graphic plate has passed either through siit one or through siit two ,is of 
course exduded by quantum mechanics since it would imply that there 
is no interrelation between the situation at siit one and the situation at 
siit two. But it does not follow, as Reichenbach seems to assume (FL 104) 
that on that aecount we are unable to say that what has arrived at the pho­
tographic plate has passed through the slits and not through the wall in 
between; for it is not true that only partides can pass through slits and 
be intercepted by walls. The correct description consists in saying that 
within a certain interval of time (to be determined by the latitude of 
knowledge of energy) interfering parts of the electron passed through the 
(not simply connected) opening 'sIit-one-plus-slit-two.' 

Reichenbach's third argument consists in pointing out (FL 105) that 
in this interpretation all the laws of quantum mechanics are statements 
which are either true or false, but never indeterminate (whereas within 
the Copenhagen interpretation they may be meaningless). We have shown 
above that this statement is incorrect. 

We may summarize this section by saying that none of Reichenbach's 
arguments in favor of his own position and against the Copenhagen inter­
pretation are tenable. 

VII. FORMALIZA TION 

The arguments of the above sections have mainly been formulated in the 
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'material mode of speech' to use an apt expression of Carnap's, i.e., they 
have been formulated as arguments about the properties of quantum­
mechanieal systems. These arguments may also be expressed in the formal 
mode of speech, i.e., as arguments "coneerning the structure of the lan­
guage in which this world can be deseribed" (PF 177) and, more especial­
ly, as arguments concerning the structure of the language of quantum me­
chanics. Both kinds of arguments may be found in Reichenbach's book. 
It is H. Putnam's merit to have separated them more dearly by describing 
the· problem at issue as the problem to find an adequate formalization of 
quantum mechanies. 

Now one must realize that by using the formal mode of speech the 
problem at issue has not been removed from the domain of physical 
argument. Assume that we use a formalization in which (a) the logie is 
two-valued and (b) for every s some atomic sentences are of the form 
'P(s, t)=x.' Any theory which has been formalized in this way is com­
mitted to the assertion that a system with a single degree of freedom has 
always a well-defined position, i.e., it is committed to the partide inter­
pretation. Similar remarks apply to other types of E2 • Hence, all our 
arguments against E2 can be repeated against the corresponding for­
malizations and they show that a theory formulated in aeeordanee with 
some such rule as (a) and (b) above will lead to 'anomalies.' Quantum 
mechanics prior to any formalization does not lead into anomalies. 
Henee, the formalizations considered are inadequate (here I have used the 
principle T' is an adequate formalization ofT only ifthere is no empirical 
statement whieh follows from T and does not follow from T' and vice 
versa). And Reichenbach's interpretation may now be described as an 
interpretation which shows that even an inadequately formalized quan­
tum mechanics can be made compatible with some very distressing facts, 
if a three-valued logic is used. However, it would obviously be more "na­
tural" to use an adequate formalization. 

As against this argument Putnam has asserted (in a private communica­
tion) that we cannot say what 'follows' from a theory unIess we are al­
ready using some formalization. And that what I have done above 
amounts to nothing else but to comparing the results of one formalization 
with the results of another formalization. Now even if this were the case 
I would stilI maintain that my arguments are good arguments and show 
that my (alleged) formalization is preferable to Reichenbach's and 
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Putnam's. But a brief consideration of the arguments used in Section II 
will, I think, convince everybody that the point at issue here does not 
presuppose any specific formalization (although it may be possible to 
present it formaUy in a more satisfactory way). 

I must conelude, then, that in spite of H. Putnam's arguments, in his 
paper and also in private discussion, I still feel that Reichenbach's sug­
gestions cannot be regarded as a step toward a better understanding of 
the 'logic' (in a not strictly formal sense) of quantum mechanies. 

Universily oJ Bristol 

NOTES 

1 'Three-Valued Logie', this volume, p. 99-107. 
2 The following abbreviations will be used: PF for Philosophie Foundations of Quantwn 
Mechanies; PA for 'The Prineiple of Anomaly in Quantum Mechanies', Dialeetiea 7/8 
(1948) 337; FL for 'Les fondements logiques de la theorie des quanta', in App/ieations Scien­
tifiques de la Logique Mathematique, Paris, 1954, pp. 103ft'. 
3 This omits spin. 
4 This is expressed by Reiehenbaeh's Prineiple of Anomaly (whieh he assumes to be in­
dependent of the uneertainty prineiple PF 44). It is worthwhile considering the trans­
formations this prineiple undergoes in Reiehenbaeh's book. It is introdueed as saying that 
"the c1ass of deseriptions of interphenomena eontains no normal system" (PF 33) whieh 
means, when decoded, that the laws for quantum-meehanieal objeets eannot beformulated 
in such a way that they eoineide with the laws governing the behavior of observable objeets, 
viz. the c1assicallaws (ef. PF 19). As it stands the prineiple is obviously refuted by the faet 
that formulations of quantum meehanics and of c1assical physies exist whieh are identieal. 
We may, however, interpret the principle as saying that the laws (not their formulations) 
for quantum-meehanieal objeets are not the same as the laws governing the behavior of 
observed objects or, to use Reiehenbach's terminology (which is supposed to express 
"the quantum meehanical analogue of the distinetion between observed and unobserved 
objeets" (PF 21), that the laws of interphenomena are not the same as the laws of 

_phenomena. In this case the truth of the prineiple follows from the definitions of 'phe­
nomenon' and 'interphenomenon' provided by Reichenbaeh whieh say that the "phe­
nomena are determinate in the same sense as the unobserved objects of c1assical physics" 
(PF 21) whereas the introduction "of interphenomena can only be given within the frame 
of quantum mechanicallaws" (PF 21). For aecording to these definitions the principle of 
anomaly asserts that the laws of c1assieal physics are dift'erent from the laws of quantum 
mechanies, whieh is of course true but does not justify the introduction of the prineiple as 
an independent assumption (see the beginning of this note). However, this is not the sense 
in whieh the principle is used at other places of the book where it is meant to say that 
"every exhaustive interpretation" (in the second sense) "leads to eausal anomalies" 
(\36 PF). Having introdueed this latter sense of the prineiple and having announeed that 
it will be proved later on the basis of the principles of quantum mechanies, Reiehenbaeh 
swiftly returns to the first interpretation (in whieh, as we have seen, the principle follows 
trivially from the definitions given for its two main terms together with the faet that 
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elassical physics is not quantum mechanics) and derives from it that the idea of the uni­
forrnity of nature (same laws for observables and unobservables) must be given up 
(PF 39). These are only some of the confusions found in a book which demands that "the 
philosophy of physics should be as neat and clear as physics itself" (PF vii). 
5 Reiehenbach realizes that his 'anomalies' are not simply physical phenomena which 
exist in addition to the phenomena implied by some E2 ; he calls them "pseudoanomalies" 
which are of a "ghostlike character ... They can always be banished from the part of the 
world in whieh we happen to be interested although they cannot be banished from the 
world as a whole" (PF 40). This means that they are not physical phenomena (physical 
phenomena cannot be 'banished' from the part of the world in which they happen to occur) 
but are due to a deficiency of the picture chosen (which, of course, can be explained away). 
More especially the existence of anomalies is not the same as the existence of signaIs with 
over-light velocity as may be seen from the fact that Reichenbach counts among the 
anomalies of the theory of the pilot wave that "this wave field possesses no energy" 
(PF 32) and that he refers to the "anomaly connected with potential barriers" (PF 165) 
which simply consists in the violation of the principle of conservation of energy. 
6 It appears that the principle of complementarity owes its existence to the same reluctance 
to part with elassieal ideas. 
7 In applications to concrete cases, such as the one under review, Reichenbach uses the 
stronger condition that statements about unobserved values should be indeterrninate 
(PF 145). The following arguments will be based upon this stronger condition. 
8 Reiehenbach admits that in his interpretation "the principle of the conservation of 
energy is eliminated ... from the domain of true statements" (PF 166). Six pages earlier 
he asserts that "it will be the leading idea" (of the interpretation used) "to put into the 
true-false elass those statements which we call quantum mechanieal laws" (his italics). 
From this I can only conelude either that on page 166 Reichenbach has already forgotten 
what he said on page 160, or that for him the princip1e of conservation of energy (and, we 
shall have to add, the quantum conditions as weil as the equations of motion) are not 
quantum mechanieallaws. It seems that the latter is the case; for Reichenbach mentions 
as a case where (b) is satisfied the "law of complementarity" (FL 105; PF 159; my italics), 
which has certainly never been listed as a physieal law. In his artiele H. Putnam asserts 
that in the case of quantum mechanics "the suggestion of using a three-valued logic makes 
sense ... as a move in the direction of simplijying" (my italics) "the whole system of laws" 
(104). This statement is of course true, but it is true in an unexpected sense. Quantum me­
chanies is 'simplified' indeed as all important laws are "eliminated ... from the domain of 
true statements." 
9 ef. especially Phys. Rev. 48 (1935),696, and here especially the last paragraph, as weil as 
Albert Einstein, Philosopher-Scientist, Evanston, 1949, especially pp. 231ft". 
10 Albert Einstein, p. 234. 
11 Reiehenbach and Putnam express in the 'forrnal mode of speech' a type of argument 
which has frequently been used by 'traditional' philosophers against the conceptions in­
troduced through new theories: it was regarded as 'unnatural' to let simultaneity depend on 
the coordinate system chosen (and to assume that 'Sim(xy)' is not weil forrned and hence, 
meaningless); yet it had to be admitted that special relativity was more successful than 
prerelativistic physics. In order to solve this difficulty traditional philosophers usually 
adopted what we have called method 3 (Section II above; cf. Philipp Frank, Relativity, 
a Richer Truth). That is, they regarded relativity proper as aset of cognitively meaningless 
sentences which nevertheless could be used as parts (cogwheels, so to speak) of a good 
prediction machine. However objectionable this method may be, traditional philosophers 
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took contradictions seriously and tried to remove them. It was left to Reichenbach (who 
argued against "speculative philosophy which must appear outmoded in the age of 
empiricism," PF vii) to provide the above approach with two further methods, viz. the 
'method' to call contradictions 'anomaHes' and "to become accustomed to thern" (his 
methods I and 2) and the 'method' to drop two-valued logic. 



ANDREW M. GLEASON* 

MEASURES ON THE CLOSED SUBSPACES 

OF A HILBERT SPACE 

1. INTRODUCTION 

In his investigations of the mathematical foundations of quantum mech­
anics, Mackey 1 has proposed the following problem: Determine all mea­
sures on the c10sed subspaces of a Hilbert space. A measure on the c10sed 
subspaces means a function p. which assigns to every c10sed subspace a 
non-negative real number such that if {Ai} is a countable collection of 
mutually orthogonal subspaces having c10sed linear span B, then 

It is easy to see that such a measure can be obtained by selecting a 
vector v and, for each closed subspace A, taking p.(A) as the square of 
the norm of the projection of v on A. Positive linear combinations of such 
measures lead to more examples and, passi ng to the limit, one finds that, 
for every positive semi-definite self-adjoint operator T of the trace class, 

where PA denotes the orthogonal projection on A, defines a measure on 
the c10sed subspaces. It is the purpose of this paper to show that, in a 
separable Hilbert space of dimension at least three, whether real or com­
plex, every measure on the closed subspaces is derived in this fashion. 

If we regard the measure as being defined, not on the closed subspaces, 
but on the orthogonal projections corresponding, then the problem can 
be significantly generalized as follows: Determine all measures on the 
projections in a factor. We solve this problem for factors of type I, but 
our methods are not applicable to factors of types II and III. 

For factors of type I the problem is simplified by the existence of 
minimal subspaces. In view of the complete additivity demanded in the 
definition, it is quite obvious that a measure on the closed subspaces of 
a separable Hilbert space is determined by its values on the one-dimen-

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantwn Mechanies, 123-133. 



124 ANDREW M. GLEASON 

sionaI subspaces. This leads us to the study of what we shall call frarne 
functions. 

DEFINITJON. A Jrame Junction oJ weight W Jor a separable Hilbert space 
Jt' is a real-valued Junction J defined on the ( surJace oJ the) unit sphere oJ Jt' 
such that if {Xi} is an orthonormal basis oJ Jt' then 

I J (Xi) = W. 

While we are ultirnately interested in non-negative frarne functions, it 
is convenient to consider those with negative values, particularly in the 
finite-dirnensional case. Here no convergence questions can arise since 
the sum in the definition is finite. 

If S is a elosed subspace of Jt', then any frarne function for Jt' becornes 
one for S by restriction, the weight being probably changed. A one­
dirnensional S leads us irnrnediately to the following observation: If J 
is any frarne function and lAI = 1, then J (Ax) = J (x). 

DEFINITJON. A Jrame Junction J is regular if and only if there exists a self­
adjoint operator T defined on Jt' such that 

J(x}=(Tx, x} Jor all unit vectors x. 

Our objective is to prove that all frarne funetions are regular, at least 
with suitable additional hypotheses. In dirnension one it is obvious that 
every frarne function is regularo In dirnension two a frarne function can 
be defined arbitrarily on a elosed quadrant of the unit cirele in the real 
case, and sirnilarly in the cornplex case. In higher dirnensions the ortho­
norrnaI sets are intertwined and there is rnore to be said. However, if J 
is a finite-dirnensional frarne function and 9 is a discontinuous endo­
rnorphisrn of the real nurnbers as an additive group, 9 0 J is also a frarne 
function. This construction produces a great elass of wildly discontinu­
ous frarne functions, all of which are unbounded. This suggests the ad­
ditional hypothesis bounded. Slightly stronger, and eloser to our goals, 
is the hypothesis non-negative. In the finite-dirnensional case these are 
essentially equivalent since a constant function is a frarne function and 
the frarne funetions form a linear set. We shall show that every non­
negative frarne function in three or rnore dirnensions is regularo 
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2. FRAME FUNCTIONS IN THREE- DIMENSION AL REAL HILBER T 

SPACES 

2.1. LEMMA. In a jinite-dimensional real Hilbert space a frame function is 
regular if and only if it is the restriction to the unit sphere of a quadratic 
form. 

Proof Obvious. 

2.2. LEMMA. Consider the funetions on the unit eirele in R 2 given in the 
usual angular eoordinate by cosnO, n an integer. Sueh afunetion is aframe 
function if and only ifn=O or n=2 (mod4). 

Proof. If the weight is W we must have 

cosno+cosn(O+~)=(l+cosn~) eos nO-

n 
sin n "2 sin nO = W 

for all O. This is true if and only if n = 0 or 1 + eos tnn = O. 

2.3. THEOREM. Every eontinuousframefunction on the unit sphere in R 3 is 
regularo 

Proof. Let c(] denote the space of continuous funetions on the unit 
sphere S of R 3 endowed with the usual norm. The rotation group G of 
R 3 is represented as a group of linear operators on c(] if we define 

U"h=h o a- 1 where aEG, hEC(]. 

Let Qn denote the space of surface harmonics of degree n; these funetions 
may be characterized as the restrictions to S of the homogeneous poly­
nomial funetions of degree n which satisfy Laplace's equation in R 3. 

These spaces are irreducible G-invariant subspaces ofc(] and furthermore 
they are the only irreducible G-invariant subspaces. 

Let F be the space of continuous frame funetions on S. It is readily 
seen that F is a c10sed G-invariant linear subspace ofc(]. From the general 
theory of representations of compact groups (or the older theory of con­
tinuous funetions on S) it follows that F is the c10sed linear span of certain 
of the Qn. Now Qo consists of constant functions, so Qo eF. Since Ql is 
made up of linear funetions on R 3 restricted to S, Q 1 cj: F (these functions 
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ehange sign on passing to antipodes, frame funetions do not). The space 
Q2 eontains the restrietions to S of quadratie forms of traee 0; these are 
all frame funetions of weight 0, so Q2 eF. Suppose n> 2; then, using the 
eharaeterlzation given in the previous paragraph, we may eheek that Qn 
eontains the restrletions to S of the explieit funetions on R3 given in 
cylindrical eoordinates by 

If Qn e F, then both of these funetions would restriet to be frame funetions 
not only on S but on the unit eirele in the x-y plane. This contradiets 
lemma 2.2, so Qn et: F. This proyes that F is the elosed linear span of Qo 
and Q2. Sinee these spaees have finite dimension F = Qo + Q2. The fune­
tions of Qo, although eonstant, are nonetheless restrletions of quadratie 
forms beeause x 2 + l + Z2 = 1 on S. This proyes that every eontinuous 
frame funetion is the restrietion of a quadratie form, whieh is a paraphrase 
of the theorem. 

2.4. It is eonvenient to deserlbe eonstruetions on the sphere in terms of 
the ordinary latitude-Iongitude eoordinates. When such a system has 
been selected we designate by N the elosed northem hemisphere. Through 
every point q of N other than the north pole there is a unique great 
eirele tangent to the eirele of latitude through q; we shall eall it the EW 
great eirele through q. 

If f is a real-valued funetion defined on the set X we write ose (f, X) 
for sup{f(x) I XEX} -inf {f(x) I XEX}. 

2.5. LEMMA. Suppose z is a point of N other than the north pole. Consider 
the set X of all points xEN such that for some y 

(a) y is on the EW great cirele through x, 
(b) z is on the EW great cirele through y. 

Then X has a non-empty interior. 
Proo! This is very easily seen geometrically. AnalytiealIy we may take 

the point z to have orthonormal eoordinates (eos e, 0, sin e) where 
o<e<tn, and then we verify that the loeus L of points y=(~,,.,, 0 sat­
isfying (b) is given by 

'" =(~2 + ,.,2) sin e -~, eos e=o. 
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Now if x is any point at whieh the form'" is negative, then the EW eirele 
through x must eross the loeus L, sinee on the equator '" > O. Thus X 
eontains at least the open set of points at whieh '" is negative, whieh is 
not empty beeause <eos eP, 0, sin eP> is in it if e < eP < !1t. 

2.6. LEMMA. Suppose that f is a frame funetion on the unit sphere S in R 3 

and that, for a eertain neighborhood U of p, ose (f, U) = 0(. Then every point 
of the great eircle with pole p has a neighborhood V for whieh ose (j, V) ~ 20(. 

Proof. We take latitude-longitude eoordinates with p as north pole. 
Suppose U eontains all points in latitudes above !1t - e. Let qo be any 
point on the equator and let r be the point in latitude -te due south 
of qo. Let Co be the great eirele eonneeting rand qo and let r~ and q~ 
be orthogonal to rand qo respeetively in Co n N. Both of these points 
fall in U; furthermore, the same will be true if qo is replaeed by any point 
q in a eertain neighborhood V of qo, keeping r fixed. 

If now ql and q2 are in V, let Ci be the great eirele eonneeting rand 
qi and take ri and qi on Ci n N so that ri..l r, qi ..l qi (i = 1, 2). Then we will 
have 

f(r) +f(ri) =f(qi) +f(qi), i=1,2. 

Subtraeting these equations 

If(ql)- f(q2)1 = If(r1)- f(r;) + f(q;)- f(q1)1 ~20( 

since r~, rl' q~, q;EU. This shows that ose(j, V)~20(. 

2.7. LEMMA. Suppose that f is a frame funetion on the unit sphere S in R 3 

and that ,for a eertain non-empty open set U, osc (f, U) = 0(. Then every point 
of S has a neighborhood W sueh that osc(f, W)~4tX. 

Proo! From any point p of U we ean reaeh any point of S in two steps 
of are length !tr; hence this lemma follows from the preceding. 

2.8. THEOREM. Every non-negativeframefunetion on the-unit sphere S in 
R 3 is regularo 

Proo! Letfbe a non-negative frame function of weight Won S. We 
may subtraet a eonstant fromf and it will remain a frame function; hence 
it is no loss of generality to suppose that inf f(x) = O. The proof would be 
considerably shortened ifwe knew thatfaehieved the value 0, but wecon­
sider the general case. 
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Let e be a positive number and put '1 = e/88. We can find a point p such 
thatf(p) ~ '1. Take latitude-Iongitude coordinates with p at the north pole. 
Let a be the polar rotation through angle Pr, and set 

g(x) =f(x) + f(ax). 

Evidently g is a non-negative frame function of weight 2 W. For any point 
q on the equator, p, q, and aq form an orthonormaI set so g(q)=f(q)+ 
f(aq) = W-f(P); thus g is constant on the equator. 

Consider any point r E N - {p}. Let C be the EW great eirele through r; 
it meets the equator at a point q orthogonaI to r; therefore 2 W~ g (r) + 
g(q)=g(r)+ W-f(P), whence 

(1) g(x)~ W + f(P)~ W +'1 for all XEN - {p}. 

Containing, consider any point sECnN and an orthogonal point 
tECnN. We have g(r)+ W-f(p)=g(s)+g(t)~g(s)+ W+'1 giving 

(2) g(r)~g(s)+2'1 

for any point rEN - {p} and any point s on the EW eirele through r. 
Let p=inf{g(x) I xEN-{p}} and take a point zEN-{p} for which 

g(z)~P+'1. IfxeN-{p} is a point such that for somey 
(a) y is on the EW great cirele through x, 
(b) Z is on the EW great eirele through y, 

then 
g(x)~g(y)+2'1, 
g(y)~g(z)+2'1 

and therefore 

P~g(x) ~g(z)+4'1 ~P + 5'1. 

The set of points x satisfying the condition has a non-void interior U by 
Lemma 2.5 and the last display shows osc(g, U)~ 5'1. By Lemma 2.7 there 
is a neighborhood Vofp such that osc(g, V)~20'1. Sinceg(p)=2f(P)~2'1, 
sup{g(x) I xEV}~22'1. Since f is non-negative and f~g pointwise, 
osc (J, V)~22'1. Applying 2.7 once again, any point UES has a neigh­
borhood Wsuch that osc(J, W)~88'1=e. Since e can be arbitrarily small 
this proyes that f is continuous and the theorem now follows from 
Theorem 2.3. 
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3. HIGHER DIMENSIONS AND COMPLEX HILBERT SPACES 

3.1. We shall say that a real-linear subspace $' of a Hilbert space $' is 
completely real if the inner product takes only real values on $' x $'. 

A elosed completely real subspace is itself a real Hilbert space with 
respeet to the restriction of the inner product of ff. It is elear that if 
every pair of vectors in aset X has real inner product, then the real­
linear subspace spanned by X is completely real and so is its elosure. In 
particular, an orthonormal set of vectors spans a completely real sub­
space. Conversely, an orthonormal subset of a completely real subspace 
is an orthonormal subset of ff. It follows from these remarks that a 
frame function for ff becomes a frame function when restricted to a 
completely real subspace. 

3.2. LEMMA.2 If f is a non-negative regular frame function of weight Won a 
real Hilbert space, then for any uni! vectors x and y 

If(x)-f(y)1~2Wllx-YII. 

Proof Since f is regular there is a symmetric operator T such that 
f(x) = (Tx, x). Because f is non-negative we have 0 ~ (Tx, x) ~ W for all 
unit vectors x and therefore II TII ~ W. 

Now, for any unit vectors x and y, (Tx, y)=(Ty, x), so f(x)-f(y)= 
(T(x+ y), x- y) and therefore 

If(x)-f(y)I~ IITII IIx+yll Ilx-yll ~2Wllx-yll. 

3.3. LEMMA. Suppose that f is a non-negative frame function on a two­
dimensional complex Hilbert space which is regular on every completely 
real subspace. Then f is regular. 

Proof. Suppose W is the weight of f and M is its least upper bound. 
We can choose unit vectors xn so thatf(xn)-+M and we can arrange that 
xn -+ y, because the unit sphere is compact. Let An = (y, xn)/l(y, xn)l; we 
have An-+ 1 and AnXn-+ y. Since lAni = 1, f(AnXn)= f(xJ Moreover, (AnXm y) 
is real, so AnXn and y are in a completely real subspace. By Lemma 3.2 
we have 

If(Y) - MI ~ If(Y) - f(AnXn)1 + If(xn) - MI 
~2W IIY-AnXnll +If(xn)-MI, 

from which we see thatf(y)=M. 
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Define F on H by 

F(v)= IIvl1 2 f C~II) if v,cO, 

F(O)=O. 

The hypotheses concerning f imply that F becomes a quadratic form 
when restricted to any completely real subspace. Furthermore, since 
f(AV) = f(v) wheneverl,ll = 1, F(AV)=1,l12 F(v) for all sealars A and vectors v. 

Let z be any unit vector orthogonal to y. Then F(y)=J(y)=M and 
F(z)=f(z)=W-f(y)=W-M. On the completely real subspace deter­
mined by y and z, F is a quadratic form whose maximum value on the 
unit cirele is attained at y; therefore the matrix for F relative to the basis 
y, z is diagonal. Hence 

F(ay+ pz) = a2F(y) + P2F(z)=Ma2 +(W -M) p2 

if a and P are real. 
If A and JJ. are non-zero complex numbers and Z' = (JJ./IJJ.I) (1..1:1/ A) z, then 

Z' is also a unit vector orthogonal to y; therefore 

F(AY+ JJ.z) = F{(IAI/A) (AY + JJ.z» 
=F(I,l1 y+IJJ.1 z/)=MI,W+(W-M)1JJ.12. 

The exceptional cases, A or JJ. zero, present no difficulty, so we see that 

F(x)=(Tx, x) 

for any vector x, where T is the self-adjoint operator whose matrix, rel­
ative to y, z, is 

This shows that f is regularo 

3.4. LEMMA. 3 Suppose that J is a non-negative Jrame Junction Jor a Hilbert 
space.1l' (either real or complex) and that J is regular when restricted to 
any two-dimensional subspace oJ .1l'. Then J is regular. 

Proof. We give the proof in a form which covers both the real and 
complex cases simultaneously. Define F as in Lemma 3.3. On each two-
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dimensional subspaee S of Yf, there is a form As (either bilinear or 
Hermitian) such that F{x)=As{x, x) for XES. We define A on all of 
YfxYf by 

A{x, y)=As{x, y) if XES, YES. 

(Usually there will only be one two-dimensional subspaee S containing 
both x and y, but if say x = AY, then As{x, y) = AAs{y, y) = AF{y) which is 
independent ofthe choice of S.) Beeause only two-dimensional subspaees 
of yf are involved we derive the following relations from the forms As: 

(I) A{ccx, y)=ccA{x, y) 
(2) A{x,y)=A{y, x) 
(3) 4 Re A {x, y)=F{x+ y)-F{x- y) 
(4) 2F{x)+2F(y)=F(x+ y)+F(x- y) 

for all veetors x, y and sealars cc. 
Now 

8 ReA(x,z)+8 ReA(y,z) 
=2F(x+ z)- 2F(x- z)+ 2F(y+ z)- 2F(y- z) 
=F(x+ y+2z)+F(x- y)-F(x+ y-2z)-F(x- y) 
=4 ReA(x+ y, 2z) 
= 8 Re A(x+ y, z}. 

Replaeing x and y by ix and iy and using (1) we find also 

Im A(x, z)+Im A{y, z)=Im A{x+ y, z) 

giving 

(5) A(x, z)+A(y, z)=A{x+ y, z) 

whieh, together with (1) and (2), shows that A is bilinear or Hermitian 
on all of yf x Yf. 

Take veetors x and y with Ilxll ~ 1, Ilyll ~ 1; with a proper choice of 
w, where Iwl = 1, we have 

4IA(x, y)1 =4A(wx, y)=4 ReA(wx, y) 
=F(wx+ y)-F(wx- y)~M(llwx+ yl12 

+ Ilwx- yI12)=2M(llwxI1 2+ IlyI12)~4M 

where M=sup{lf(u)llllull=I}. Thus A is bounded and there exists a 
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bounded self-adjoint operator T such that 

A(x,y)=(Tx,y) forall x,yeJt'. 

Finally, J(x) = F(x) = A(x, x)=(Tx, x) for all unit vectors x which con­
eludes the proof. 

3.5. THEOREM. Every non-negativeframefunction on either a real or com­
plex Hilbert space of dimension at least three is regular. 

Proof A frarne function for Jt' becomes a frarne function for any 
completely real subspace of Jt' by restriction. Every completely real 
two-dimensional subspace of Jt' can be embedded in a completely real 
three-dimensional subspace, since dimJt'~3. Therefore Theorem 2.8 
shows that any non-negative frame function J is regular on every com­
pletely real two-dimensional subspace of Jt'. Lemma 3.3 shows thatfis 
regular on every two-dimensional subspace; hence J is regular by the 
lastlemma. 

4. THE MAI N RESUL T 

4.1. THEOREM. Let J1 be a measure on the closed subspaces of a separable 
(realor complex) Hilbert space Jt' of dimension at [east three. There exists 
a positive semi-definite self-adjoint operator 1 of the trace class such that 
for all closed subspaces A of Jt' 

where PA is the orthogonal projection oJ Jt' onto A. 
Proof. If B", is the one-dimensional subspace spanned by the unit 

vector x, then J (x) = J1(B",) defines a non-negative frame function f There 
is a self-adjoint operator T such that J1(B",) = (Tx, x), for all unit vectors 
x. Since (Tx, x)~O for all unit vectors x, T is positive semi-definite. If 
{x;} is an orthonormal basis for Jt', 

Since the latter sum converges, T is in the trace elass, indeed trace 
T=J1(Jt'). 

If A is an arbitrary elosed subspace, we can choose an orthonormal 
basis {y;} for A and adjoin further vectors {Zj} so that {yi' Zj} is an ortho-
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norma} basis for Jt. Then PAYi= Yi for all i and PAzj=O for all j so 

Jl(A) = L Jl(By/) = L (TYi. Yi) 
i 

= L (TPAYi. Yi)+ L (TPAzj• Zj) = trace (TPA). 
i j 

The theorem is proved 
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E. P. SPECKER 

(Translated by Allen Stairs *) 

THE LOGIC OF PROPOSITIONS WHICH ARE NOT 

SIMULTANEOUSLY DECIDABLE** 

La logique est d'abord une science naturelle. 
F. GoNSEll{ 

The prefacing motto of this essay is the subtitle of the chapter 'La phy­
sique de l'objet quelconque' from the work Les Mathematiques et la 
Realite. This physics shows itself essentially to be a form of classical 
propositionallogic, which on the one hand receives a typical interpreta­
tion, and which on the other hand divests itself in an almost obvious 
manner of the claim to absoluteness with which it was occasionally as­
sociated The following paper associates itself with this point of view and 
should be understood in the same empirical sense. 

To begin with, let us consider the problem of investigating the struc­
ture of a domain B of propositions. Such a structural description is pos­
sible if, among the elements of B, certain relations or operations are 
defined. The simplest relation seems to be the relation of implication 
a--+b (a, b in B), and will he taken as the basis for what follows. We do 
not assume that the proposition a--+b is itself a memher of B, but this 
is not excluded either. Let us consider the following example: the domain 
B consists of the ten propositions, It is warm, It is cold, It is raining, It 
is snowing, The sun is shining, It is not warm, It is not cold, It is not 
raining, It is not snowing, The sun is not shining. For certain a, b the 
implication a--+b holds, for certain pairs it does not hold, and for others 
it is uncertain whether or not it holds. Examples are: If it is warm then 
it is not cold, If it is cold then it snows, and If it rains, the n it does not 
snow. We will ignore the third case, i.e. the case where it is uncertain 
whether or not the implication obtains: for any a, b in B it is certain 
whether a--+b does or does not hold. Special reference should be made 
to the second example, If it is cold then it is snowing. This is not a valid 
implication. Of course, this does not mean that it could not be cold and 
snowing, but only that it is not always snowing when it is cold. It should 
also be understood that the propositions It is cold, etc. are not meant 
as abbreviations for It is cold at 11:50 A.M. May 1, 1960 at the garden 
gate of Liegenschaft, Gelderstrasse 60 in Zurich (with whatever else might 
be necessary for a completely precise specification), rather the propo-

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantwn Mechanies, 135-140. 
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sitions are general, like propositions which enter into the formull;ltion of 
naturallaws (ie. they are propositional forms). 

On the basis of the relation of implication, it is possible to state when 
a proposition e may be treated as a conjunction of the propositions a, 
b in B. First it is required that the implications e-+a and e-+b hold (if 
a and b then a, and if a and b then b); and secondly that the following 
condition be met: for any e' such that e'-+a and e'-+b hold, e'-+e also 
holds (if e' implies a and e' implies b then e' implies a and b). It is not 
obvious that every domain of propositions con tai ns an element with 
these characteristics. For example, B does not contain conjunctions of 
distinct elements. But this does not exelude the possibility that there is 
a domain B' which ineludes B and satisfies the conditions just defined. 
This is basically all that is required by the statement that for any two 
propositions there exists a proposition which is their conjunction. Before 
pursuing this question, it is necessary to determine whether the con­
junction of two propositions is unique. If el and e2 are both conjunctions 
of a and b, then, as we have seen, the implications el -+e2 and e2-+el are 
valid (in this case we write el +-+e2 and say that el and e2 are equivalent). 
Now, equivalent propositions need not be identical (e.g. There is lightning 
and thunder and There is thunder and lightning), so the conjunction of 
two propositions is not unique. For this reas on we shall consider equiv­
alence elasses of propositions, instead of the propositions themselves. 
[One shows that the equivalence elass of the conjunction of two prop­
ositions depends on the equivalence elasses· of the conjoined proposi­
tions]. In the case of elassicallogic one thus arrives at a Boolean lattice. 
However, an analogous procedure is possible in all other logical calculi 
(e.g. intuitionist, modal, and many-valued logic). The possibility of sub­
stituting equivalence elasses of propositions for propositions requires 
that the relation e+-+d is an equivalence relation, ie., it is reflexive (e+-+e), 
symmetric (if e+-+d, then d+-+e), and transitive (if e+-+d and d+-+e, then 
e +-+ e). Of these properties, that of symmetry is satisfied on the basis of 
the definition of +-+ in terms of implication -+, reflexiveness follows from 
the holding of the implication e-+e. Since we have placed no restrictions 
on implication, it is obvious that e-+e cannot be proved; but our sub­
sequent analysis of implication provides no reas on for rejecting e-+e. 
The transitivity of the relation +-+ is usually inferred from the transitivity 
of implication: if e-+d and d-+e, then also e-+e. It may very weIl seem 
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that transitivity is so intimately bound up with the concept of implication 
that it would be senseless to call a non-transitive relation "implication". 
That this is not entirely so may be shown by the following story, which 
in any case took place long ago and in a far-off land. 

At the Assyrian School of Prophets in Arba'ilu in the time of King 
Asarhaddon, there taught a seer from Nineva He was a distinguished 
representative of his faculty (eclipses of the sun and moon) and aside 
from the heavenly bodies, his interest was almost exclusively in his 
daughter. His teaching success was limited, the subject proved to be dry, 
and required a previous knowledge of mathematics which was scarcely 
available. If he didn't find the student interest which he desired in class, 
he did find it elsewhere in overwhelming measure. His daughter had 
hardly reached a marriageable age when he was flooded with requests 
for her hand from students and young graduates. And though he didn't 
believe that he would always have her by his side, she was in any case 
stilI too young and her suitors in no way worthy. In order that they 
might convince themselves of their worthiness, he promised her to the 
one who could solve a "prediction problem" which he set The suitor was 
taken before a table on which three little boxes stood in a row and was 
asked to say which boxes contained a gem and which didn't But no 
matter how many tried the task seemed impossible. In accordance with 
his prediction, each of the suitors was requested by the father to open 
two boxes which he had marked as both empty or both full. But it always 
turned out that one contained a gem and the other one didn't, and 
furthermore the stone was sometimes in the first box and sometimes in 
the second. But how should it be possible, given three boxes, neither to 
mark two as empty nor two as full? The daughter would have remained 
single until her father's death had she not followed the advice of a proph­
et's son and quickly opened two boxes, one of which was marked full 
and the other empty. Following the weak protest of her father that he 
had wanted two other boxes opened, she tried to open the third. But this 
proved impossible whereupon the father grudgingly admitted that the 
prediction was correct. 

To give a logical analysis of the prediction-problem consider the fol­
lowing six propositions: Ai' AT (i= 1,2,3) where Ai means that the ith 
box is full, A~ that it is empty. From the attempts of the suitors it is clear 
that the following implications hold in the domain of these propositions: 
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Ai~ Aj (for each pair of distinet i and j (1 ~ i, j ~ 3); also the implieations 
Al ~A!, A!~A3 hold while Al ~A3 does not hold, but rather Al ~A~ 
holds. It is elear that of these three implications none can be refuted be­
cause it is impossible to open all three boxes. We have found a necessary 
condition for inferöng the implication a~c from the implications a~b 
and b~c: the three propositions must be co-testable. (The implication 
a~b should be understood as follows: a and b are co-testable and when­
ever a holds, so does b). 

The difficulties .that arise with propositions which are not co-decidable 
appear especially elearly with propositions concerning a quantum mech­
anical system In accordance with the customary terminology, we will 
refer to such colleetions of propositions as not simultaneously decidable. 
The logic of quantum mechanics was first investigated by Birkhoff and 
von Neumann in [1]. (We will return to their results.) In a certain sense, 
however, these issues were anticipated by scholastic speculations con­
cerning "infuturabilien", [future contingencies - Transl.], i.e. the question 
ofwhether God's omniscience ineludes events whieh would occur if some­
thing were to happen which in fact does not happen. (ef. [3], vol. 3, p. 363). 

If not all propositions of B are simultaneously decidable, then, besides 
speeifying the strueture of the implieation relation the deseription of B 
requires that we specify the set r of subsets of propositions of B which 
are simultaneously decidable. If for two elements a, b of B, a~b holds, 
then {a, b} is in r. In particular, if we assume that for each a in B a~a 
then {a} is in r; i.e., B contains no undecidable propositions. We shall 
assume further that implication is transitive and that B is partitioned 
into elasses of propositions whieh are equivalent with respect to +-+. 

However, to go from B to the set B' of equivalence elasses, we need the 
additional assumption that r is compatible with this partition; this 
means that if {a, b} is in rand a+-+a', then ra', b} is in r. Making this 
assumption, we obtain a domain B' which is partially ordered by a re­
lation ~, together with aset r of subsets of B', such that r contains 
all unit sets, the subsets of each set it contains, and if a~b, the set {a, b}. 
Birkhoff and von Neumann have shown that for a quantum mechanieal 
system the set B', over whieh B is interpreted, is isomorphic to the set 
of alllinear subspaces of a complex Hilbert space (which in certain cases 
can be a unitary space); where implication corresponds to the subspace 
relation. A maximal set e of subspaces corresponds exactly to a maximal 
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subset of F' if it forms a unitary basis for the space and includes a basis 
for each of its subspaces. It can be shown that this is the case if such a 
basis exists for every two subspaces of C. This condition is satisfied when 
the subspaces are mutually orthogonal in the sense of e1ementary geom­
etry; Le., when the orthogonal compIement of the intersection of the sub­
spaces separates them into orthogonal spaces. A collection of proposi­
tions about a quantum mechanical system is simultaneously decidable 
exactly when every two propositions of the collection are simultaneously 
decidable. Further, it can easily be shown that every such collection of 
propositions is contained in a Boolean lattice, Le., for these propositions, 
classicallogic holds. With each proposition there is associated a negation 
'" a; '" a and b are simultaneously decidable exactly when a and b are 
simultaneously decidable. With each pair of simultaneously decidable 
propositions, there is associated a proposition which is their conjunction 
and a proposition which is their disjunction; moreover, all of these prop­
ositions are simultaneously decidable. In this characterization, conjunc­
tions, and anaIogously, disjunctions, are not defined for propositions 
which are not simultaneously decidable. In the set of all subspaces of 
Hilbert space, these operations correspond, respectively, to the inter­
section and span of the associated subspaces. In contradistinction to the 
work of Birkhoff and von Neumann, the fOllowing problem requires 
only that these operations be defined for simultaneously decidable prop­
ositions: To determine whether it is possible to imbed the set of(closed) 
subspaces of a Hilbert space into a Boolean lattice so that the operations 
of negation, conjunction and disjunction are preserved. CIearly, this may 
be formulated as follows: if, for simultaneously decidable propositions, 
negation, conjunction and disjunction retain their standard meaning, 
can the description of a quantum mechanieal system be enlarged by 
means of additional propositions in such a way that classical proposi­
tionallogic is valid in the enlarged domain? 

The answer to this question is negative except in the case of Hilbert 
(i.e. unitary) spaces of dimensions 1 and 2. In the l-dimensional case the 
lattice of subspaces is just the Boolean lattice of two elements. In the 
2-dimensional case, the lattice of subspaces may be represented as follows: 
there are subspaces H (the whole space), 0 (the null space), Arx, and Brx, 
(where rx ranges over aset of the power of the continuum). Hand 0 are 
orthogonal to all subspaces; Arx and Brx exactly to H, 0, Arx and Brx. The 
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complement (the negation) of Aa is Ba and conversely; the negation of 
H is 0, and conversely. The conjunction of Aa and Ba is 0, their disjunc­
tion is H. Hand 0 are unit and null-elements of the sub-lattices: 0 v e = e, 
0" e = 0, H v e = H, H" e = e (e an arbitrary subspace). It is easy to 
see that this structure can be imbedded into a Boolean lattice. The im­
possibility of such an imbedding for spaces of more than three dimen­
sions follows from the fact that there is no imbedding for the 3-dimen­
sional case. For the sake of simplicity, we shall restrict ourselyes to the 
reilI orthogonal space contained in the unitary space. For this case the 
imbedding requires the existence of a one-to-one mapping from the set 
of all linear subspaces of a 3-dimensional orthogonal vector space into 
a Boolean lattice such that for each pair a, b of orthogonal subspaces: 
f(a" b)= f(a) "f(b) (b),J(a v b)= f(a) v f(b), and the image of the null 
space is the zero, while the image of the whole space is the unit, of the 
Boolean lattice. Because the two-element Boolean lattice is the homo­
morphic image of every Boolean lattiee, the solution to the following "pre­
diction problem" follows from the existence of an imbedding. For a three 
dimensional orthogonal vector space, exactly one of the values t(rue) and 
f(alse) is assigned to each linear subspace so that the following conditions 
are satisfied: t is assigned to the whole space, and f to the null space; 
if a and b are orthogonal subspaces, then the value t is assigned to their 
intersection a" b exactly when the value t is assigned to hoth of them; 
and the value t is assigned to their span av b, if the value t is assigned 
to at least one of the subspaces a, b. 

An elementary geometrical argument shows that such an assignment is 
impossible, and that therefore (aside from the exceptions noted above) no 
consistent prediction conceminga quantummechanieal system is possible. 

Zurich 
NOTES 
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DA VID 1. FOULIS 

BAER *-SEMIGROUPST 

I. INTRODUCTION 

Modem mathematies is replete with instanees of semigroups S whieh are 
equipped with involutory antiautomorphisms *: S --+ S, two noteworthy 
examples being multiplieative groups on the one hand, and the multipli­
eative semigroups of Baer *-rings [1, Chapter III, Definition 2] on the 
other. In this paper we take the seeond example cited above as our point 
of departure, setting forth eertain postulates whieh determine what we 
will eall a Baer *-semigroup, and showing that sueh semigroups provide 
a more or less natural "eoordinatization" of the orthoeomplemented 
weakly modular lattiees employed by Loomis [2] in his version of the 
dimension theory of operator algebras. 

The author would like to express his indebtedness to Professor F. B. 
Wright for his eneouragement during the writing of this paper. 

II. BAER *-SEMIGROUPS 

By an involution semigroup we mean a multiplieatively written semigroup 
S equipped with a mapping *: S--+S, (ealled the involution), sueh that for 
x, YES, (xy)* = y*x* and (x*)* =x** =x. An element eES with the prop­
erty that e = e2 = e* will be ealled a projection. 

If K is a two sided ideal in the involution semigroup S, i.e., if SK e K 
and KS e K, then we will eall K a focal ideal in ease it is so that for eaeh 
element XES, the set {y I YES and xYEK} is a prineipal right ideal gen­
erated by a projeetion. A Baer *-semigroup is a pair (S, K) eonsisting of 
an involution semigroup S and a foeal ideal K in S. Whenever no eon­
fusion ean result, we will refer to S itself as being the Baer *-semigroup, 
rather than using the more eumbersome expression (S, K). 

Heneeforth, we will regard the symbol S as representing a Baer *-semi­
group with foeal ideal K. We denote by P = P(S) the set of all projeetions 
in S, and we partially order P by deereeing that for e, fE P, e ~f means 
that ef = e, (or, what is the same thing, that fe= e). 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 141-148. 
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It is clear that if a principa! right ideal J in S is generated by a pro­
jection e, then this projection e is uniquely determined by J. Consequent­
ly, each element xeS deterrnines a unique projection x' such that {y I yeS 

.and xyeK} =x'S. We call the mapping ':S-+P the jocal mapping induced 
by the focal idea! K. One easily verifies that the focal mapping has the 
following properties: (i) For e, jeP, e;?jimplies that f';?' e', (ii) for eeP, 
e;? e", (iii) for eeP, e'=e"', and (iv) for a, beS, ab=a implies that a";?b". 
Moreover, we remark that for each element aeS, a=aa". 

Say that a projection e e P is K -closed if e = e", and denote the set of 
all K -closed projections in S by P' = P' (S~ Notice that P' is exactly the 
range of the focal mapping ': S -+ P. Furthermore, for each projection 
jeP, f" is the smallest K-closed projection containing f 

One noteworthy feature of the focal ideal K is that if aeS and aa*eK, 
then aeK. In fact, if aa*eK, then a*=a'a*, so a=aa'eK. One conse­
quence of the fact just proved is that K = K*; for if ae K, then certainly 
a*a=a*(a*)*eK, hence a*eK. 

A question which arises naturally from time to time in the develop­
ment of our theory is whether a given projection does or does not com­
mute with various elements of S. This question can frequently be settled 
by an appeal to the fact that if the projection eeP commutes with the 
element aeS, then the projection e' will also commute with a. Indeed, 
if ae = ea, then eae' = aee' e K, so ae' = e' ae'. Also, if ae = ea, then a* e = ea*, 
and the above argument gives a*e' = e' a*e', whence, e' a = e' ae', so ae' = e' a. 

We remark that the necessary and sufficient condition that every ele­
ment of P' commutes with everyelement of S is that K is a radical ideal, 
i.e., if y is any element of S some positive integral power of which belongs 
to K, then y belongs to K. 

In the following theorem it will come to light that S must contain a 
multiplicative unit. In general, of course, it is possible for a semigroup 
to admit more than one right (or more than one left) unit, but this cannot 
occur in an involution semigroup. Actually, if u is a right (or left) unit 
in an involution semigroup, then u is a two-sided unit and u=u*. An 
analogous assertion can be made for right (or left) zeros in an involution 
semigroup. 

THEOREM 1. If (S, K) is a Baer *-semigroup, then S has a unit L and I 
is the Jargest projection in P'(S). Moreover, I' is the smallest projection 
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in P', I' is a central projectian in S, and K = I' S = Sl'. Consequently, the 
focal ideal in a Raer *-semigroup is a principal ideal generated by a central 
projectian. 

Prao! Let k be any element of K, so that for any element ee P', 
keeK, and henee, e~k'. It follows that k' is a right unit, henee a unit for 
S, so we write k' = 1. The remainder of the theorem is cIear as soon as we 
observe that I' = l·l'eK .. 

The following lemma is an easy generalization of an analogous resuIt 
in the standard theory of Baer *-rings, so its pro of is omitted: 

LEMMA 2. Let M be a nonempty subset of S. Then, the set {y I yeS and 
My e K} is a principal right ideal generated by a projectian if and only if 
{m' I meM} has an injimum in P. Moreover, if f=infp{m' I meM}, 
thenfeP' and {y I YES and MycK} =fS. 

Let us agree to eall the foeal ideal K camplete in ease for eaeh nonempty 
subset M of S, the set {y I YES and MycK} is a prineipal right ideal 
generated by a projeetion. If K is a eomplete foeal ideal, we will eall the 
Baer *-semigroup (S, K) a camplete Baer *-semigroup. 

We are now ready to eome to grips with the question of the existence 
of the infimum in P' of two elements e, J E P'. In the speeial ease in whieh 
e eommutes with J, it is clear that infr {e, f} exists and equals ef The 
general ease is easily settled as follows: Since I' ee' eK, then e' ~(J' e)', so 
e', henee al so e=e", eommutes with (J'e)'. Consequently, infr{(f'e)"e} 
exists and equals (J'e}'e. Sinee 1'(J'e)'e= l'e(J'e)'EK, then (J'e)'e~J, 
and (J' e)' e is a lower bound in P' for {e, f}. We assert that (J' e)' e is, in 
faet, the infimum in P' of e and f Indeed, if q E P' and if q ~ e, f, then 
I' eq = I' q = I'JqE K, i.e., q ~ (J' e)'. Consequently, q ~ (I' e)' e, and we have 
proved that infr {e,f} exists and equals (J' e)' e. 

Heneeforth, we will use the notation e 1\ J = (J' e)' e for the infimum in 
P' of the elements e, JeP'. It is immediate that for e, fEP', the proj ee­
tion (e' 1\1')' = [(Je')' eT is the supremum in P' of e and J, and we will 
aeeordingly write this supremum as e v J =(e' 1\1')'. It follows from these 
eonsiderations that P' is a lattice with greatest element 1 and smallest 
element I', and that the mapping e-+e' from P' onto P' provides the 
lattice P' with an orthoeomplementation. 

In [2], Loomis ealls an orthoeomplemented lattice L weakly modular 
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in case e,fEL with e~Jimplies that J =e v(f!\ e'). We observe that our 
lattice P' is automatieally weakly modular. In fact, for e, JEP' with e~f, 
we have J = [(fe')' eT = [(fe')' !\ e']' = (fe')" v e. Since J commutes with e, 
it also commutes with e', hence, Je' = J !\ e' = (fe')", proving that J = 
(f!\ e') v e. 

We observe in passing that a subset N of P' has an infimum in P if 
and only if it has an infimum in P', and that the two infima, if they exist, 
must coincide. An analogous assertion cannot be made for suprema. 

The following theorem constitutes a summary of the most important 
results obtained so far: 

THEOREM 3. Let (S, K) be a Baer *-semigroup with inducedJocal mapping 
x--+x'. Then, S has a unit I, l' is a central projection, and theJocal ideal K is 
aprincipal two-sided ideal generated by the projection 1'. Moreover, the set 
p' oJ K-c/osed projections in S Jorms an orthocomplemented weakly 
modular lattice with e--+e' as orthocomplementation. The lattice P' is com­
plete if and only ifK is a completeJocal ideal, i.e., if and only if(S, K) is a 
complete Baer *-semigroup. 
In the following section we will show that given any orthocomplemented 
weakly modular lattice L, we can always find a Baer *-semigroup (S, K) 
whose lattice of K-dosed projeetions is isomorphic to L. Thus, it turns out 
that the orthocomplemented weakly modular lattiees can be characterized 
as those lattiees which arise as lattiees of K-dosed projeetions in Baer 
*-semigroups. 

III. ORTHOCOMPLEMENTEO WEAKLY MOOULAR LATTICES 

In the present section, the symbol L will always represent an orthocom­
plemented weakly modular lattice with orthocomplementarion e--+e'. A 
mapping cjJ:L--+L will be said to be monotone in case e, JEL with e~J 
implies that ecjJ ~JcjJ. We will denote by M(L) the semigroup (under 
function composition) of all monotone maps on L. Borrowing some 
nomendature from Halmos [3, p. 231], we will call a mapping cjJ:L--+L 
a hemimorphism of L in case (e v J) CjJ = ecjJ v J CjJ for e, J E L and OcjJ = O. 
We remark that a hemimorphism CjJ of L is automatieally monotone and 
that it is also submultiplicative, Le., (e!\ J) CjJ ~ ecjJ !\ JcjJ for e, J EL. 

Given two elements CjJ, cjJ* of M(L), we will say that CjJ and cjJ* are 
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mutually adjoint in case the inequalities (e' (p)' ep* ~ e and (e' ep*)' ep ~ e hold 
for everyelement eE L. We c1aim that if ep, ep*, ep + E M(L), and if both 
ep and ep*, as well as ep and ep +, are mutually adjoint, then ep* = ep +. In 
fact, let e be any element of L and putf=eep*. Then,f'ep=(eep*)'ep~e', 
i.e., e ~ (f' ep)" hence eep + ~ (f' ep)' ep + ~f = eep*. Similady, eep* ~ eep +, so 
eep* = eep +. It follows that ep* = ep +. 

Denote by S(L) the subset of M(L) consisting of all those monotone 
maps ep such that there exists at least one, hence exactly one, monotone 
map ep* with the property that ep and ep* are mutually adjoint. It is c1ear 
that if epES(L), then ep*ES(L) and ep**=ep. 

THEOREM 4. S(L) is an involution semigroup (under Junetion eomposition) 
with involution ep~ep*. S(L) has a zero element and everyelement epES(L) 
is a hemimorphism oJ the lattice L. 

Proof Let ep, tjJ E S (L), and let eEL. Then, (eeptjJ)'tjJ*ep*~(eep)'ep*~e' 
and (etjJ*ep*)'eptjJ~(etjJ*)'tjJ~e', proving that (eptjJ)* = tjJ*ep*. The constant 
mapping e~O, (henceforth denoted by the symbol 0), serves as a zero 
element for S (L). Finally, let e, f be arbitrary elements in L and put 
g=ev f If epES(L), then, since ep is monotone, eep~gep, fep~gep. But, if 
hEL is such that eep, fep~h, then, h'~(eep)', (fep)' and h'ep*~(eep)'ep*, 
(fep)'ep*. It follows that h'ep*~e',f', i.e., that e,f~(h'ep*)'. Consequently, 
9 ~ (h' ep*)', so gep ~ (h' ep*)' ep ~ h. This proyes that (e v f) ep = eep v fep. Fi­
naIly, let us prove that for eEL, eep=Ü if and only if e~(lep*)'. Indeed, 
if eep=O, then lep*=(eep)'ep*~e', so e~(lep*)'. Conversely, e~(lep*)' im­
plies eep~(lep*)'ep~l'=O, hence eep=O. In particular, then, Oep=O, so ep 
is a hemimorphism. 

LEMMA 5. Let ep, tjJES(L). Then, eptjJ=O if and only if I ep ~(ltjJ*)'. 
Proof If 1ep ~ (ltjJ*)', then eE L implies eeptjJ~ leptjJ = 0, so eptjJ = 0. Con­

versely, if eptjJ=O, then (lep) tjJ=O, so 1ep~(ltjJ*)'. 
For each element gEL, we now define a mapping epgEM(L) in accor­

dance with the prescription eepg =(e v g') 1\ 9 for eEL. We will prove that 
epg is a projection in the involution semigroup S(L). To this end, we first 
notice that for h, gEL, h~g implies that h=hepg, because h~g implies 
g' ~ h', and the weak modularity of L gives h = (h' 1\ g) v g', i.e., h = (h v g') 1\ 

9 = hepg. It follows immediately that epg= ep;. Moreover, for eE L, (eepg)' epg= 
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[(e v g') 1\ gJ' 4>g= [(e' 1\ g) V g'J 4>g = [(e' 1\ g) V g'J 1\ g = (e' 1\ g) 4>g = e' 1\ g ~ 
e'; hence, 4>; exists and equals 4>g. 

We have now assembled all the information needed to prove the fol­
lowing theorem, which is the main theorem of the paper: 

THEOREM 6. Jj L is any orthocomplemented weakly modular lattiee, then 
(S(L), {O}), is a Baer *-semigroup, and the correspondence g+-+4>g between L 
and P' (S(L)) is an orthocomplementation preserving lattice isomorphism. 

Proof. Let 4>ES(L), and put g=(l4>),. By Lemma 5, 4>4>g=O. On the 
other hand, suppose that ift E S (L) is such that 4>ift = O. Again by Lemma 
5, we have lift*~g, hence for eEL, eift*~g, so eift*4>g=eift*, and conse­
quently, ift*4>g=ift*, i.e., ift=4>;ift=4>gift· It follows that {ift l4>ift=O} is a 
principal right ideal in S(L) generated by the projection 4>g, i.e., that {O} 
is a foca! ideal in S(L). It is evident that for e, fEL, e~f if and only if 
4>e4>t=4>e, so that the correspondence g+-+4>g between L and P'(S(L)) is 
a lattice isomorphism. Furthermore, (4) g)' = 4> g" so that this lattice iso­
morphism preserves orthocomplementation. 

In [4J, von Neumann has shown that if L is an orthocomplemented 
modular lattice with four or more independent perspective elements, then 
there exists a *-regular ring R (uniquely determined up to an isomorph­
ism), called the coordinate ring for R, such that L is isomorphic to the 
lattice of all projections of R. Note that if S represents the multiplicative 
semigroup of R, then (S, {O}) is a Baer *-semigroup, and the lattice P'(S) 
is the lattice of all projections of R; hence P'(S) is isomorphic to the 
lattice L. 

We are thus led to define a coordinate Baer *-semigroup for an ortho­
complemented weakly modular lattice L to be a Baer *-semigroup (S, {O}) 
with the property that the lattice P'(S) is isomorphic to L and the iso­
morphism in question preserves orthocomplementation. The content of 
Theorem 6, then, is that any orthocomplemented weakly modular lattice 
L possesses at least one coordinate Baer *-semigroup, name ly (S(L), {O}). 
The coordinate Baer *-semigroup S(L) is a weak substitute for the co­
ordinate ring of von Neumann in the case in which L is not modular, 
but only weakly modular. 

Ineidentally, no use was made of the weak modularity of L up te;> and 
including Lemma 5 in the present section, hence the involution semigroup 
S(L) is available whenever L is any orthocomplemented lattice. It is not 
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difficult to prove that {O} is a focal ideal in S(L) if and only if L is a weakly 
modular lattice, but we will not give the "only if" proof in this paper. 

IV. THE NATURAL HOMOMORPHISM FROM S INTO S(P'(S)) 

If L is an orthocomplemented modular lattice, its coordinate ring is de­
termined up to an isomorphism, but this is manifestly not the case for 
the coordinate Baer *-semigroups of a weakly modular L. Thus, if S is 
a Baer *-semigroup and L=P'(S), the coordinate Baer *-semigroup S(L) 
for L need not be isomorphic to S; however, there does exist - as we will 
demonstrate in the present section - a natural involution preserving 
homomorphism <p from S into S(L). 

For each element xeS, define a mapping <Px:L-+L in accordance with 
the prescription e<Px=(ex)" for eeL. We will see that if g is a projection 
in P' (S), the mapping <Pg as just defined coincides with the hemimorphism 
<pgeS(L) defined in the previous section, so there will be no notational 
conflict. It is easy to verify that l'<px= l' and that e<px~x" for every xeS, 
eeL. The following lemma shows that <Px is a hemimorphism of L: 

LEMMA 7. Let {eo,} eL and suppose that e= V {e~} exists in L. Then,for 
any element xeS, V k,<Px} exists in L and is equal to e<px· 

Proo! Let K be the focal idealfor S. For any IX, ellx(ex)' = ellex(ex)' eK, 
so (ex)'~(e",x)' and ell<Px~e<Px. On the other hand, if qeL is such that 
ell<Px~ q for every IX, then for every IX, e",xq' eK, q'x*eeK, hence e",~(q'x*)'. 
It follows that e~(q'x*)', q'x*eeK, exq'eK, q'~(ex)', and consequently, 

e<Px~q· 
Now, let xeS, eeL. Note that since (ex)'x*eeK, then e~ [(ex)'x*]', i.e., 

(e<PxY<px.~e'. The latter inequality shows that <PxeS(L), in fact, that 
(<Px)* = <Px*. 

THEOREM 8. For x, yeS, <PXy=<Px<py, hence, the mapping <p:S-+S(L) 
defined by <p(x) = <pxjor xeS is an involution preserving semigroup homo­
morphismjrom S into S(L). Moreover,for e, geL, e<pg = (eg)" =(e v g') /\ g. 

Proo! Let x, yeS, eeL, and put ex=a. Then, ay (a"y)' =aa"y(a"y)'eK, 
so (ay)" ~(a"y)". Also, a [a"y(ay)'] = ay (ay)' eK, hence a"y(ay)' = a'a"y(ay)' e 
K, and so (a"y)" ~(ay)", proving that e<pXY = (e<px) <PY. Finally, the map­
pings e-+(eg)" and e-+(e v g') /\ g are both now known to be projections 
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in the Baer *-semigroup S (L), and elementary calculation reveals that 
each majorizes the other. 

Notice that if the homomorphism ep of the previous theorem is re­
strieted to the subset L of S, one obtains an isomorphism of the lattiee 
L onto the lattice of all {O}-closed projections in S(L). One consequence 
of this fact is that if e, f are projections in P' (S), then one can decide 
whether or not e and f commute in S by checking to see whether or not 
the hemimorphisms epe and ep, commute in S(L); hence, if L is any ortho­
complemented weakly modular lattiee, the commutativity of two ele­
ments of L in any coordinate Baer *-semigroup for L implies their com­
mutativity in any other coordinate Baer *-semigroup for L. This suggests 
a natural way in whieh von Neumann's notion of the center of a com­
plemented modular lattice [4] can be carried over to the case of an ortho­
complemented weakly modular lattiee. It turns out that the center of 
such an L is a Boolean algebra, complete if L is complete, and hence 
that L itself is a Boolean algebra if and only if it is a subsemigroup of 
everyone of its coordinate Baer *-semigroups. 

Lehigh Universityand 
Wayne State University 
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t This paper contains part of the author's doctoral dissertation (Tulane, 1958), written 
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NEAL ZIERLER 

AXIOMS FOR NON-RELATIVISTIC 

QUANTUM MECHANICS* 

INTRODUCTION 

In the approach to the axiomatization of quantum mechanies of George 
W. Mackey [7], a series ofplausible axioms is completed by a final axiom 
that is more or less ad hoc. This axiom states that a certain partially 
ordered set - the set P of all two-valued observables - is isomorphic to 
the lattice of all elosed subspaces of Hilbert space. The question arises 
as to whether this axiom can be deduced from others of a more a priori 
nature, or, more generally, whether the lattice of elosed subspaces of 
Hilbert space can be characterized in a physically meaningful way. Our 
central result is a characterization of this lattice which may serve as a 
step in the indicated direction, although there is not nowa precise sense 
in which our axioms are more plausible than his. Its principal features 
may be described as follows. 

Suppose that P is an atomic lattiee, define an element to be finite if 
it is the join of a finite number of points, and suppose that the unit ele­
ment is not finite, but is the join of a countable set of points. Suppose 
for the moment that 

(F) The lattice under every finite element of P is a real (or complex) 
projective geometry. 

Then one additional axiom, which appears to be particularly mild from 
an operational viewpoint, is sufficient and necessary for us to show that 
P is isomorphic to the lattiee of elosed subspaces of a separable, infinite 
dimensional real (or complex) Hilbert space. 

Of course, (F) is not taken as an axiom, but is deduced from more 
primitive assumptions. This part ofthe development follows well-known 
lines, but the structure of P (and its set S of states) permits us to give it 
a rather simple form. For example, in order to conelude that the lattiee 
under every finite element of P is a projective geometry, we need make, 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantron Mechanies, 149-170. 
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in addition to the atomicity of P, only the following three assumptions: 
P is not a Boolean algebra; the lattiees under any pair of finite elements 
of the same dimension are isomorphic; a certain weak (and rather in­
tuitive) form of the modular law holds under finite elements (Theorem 
21). 

In a preliminary chapter we examine the interrelation of a number of 
regularity properties which a pair P, S satisfying a slight refinement of 
Mackey's basic axioms might have, and show that a few of the more 
plausible properties imply all the others (Theorem 1.1). 

This work is a modification of part of a thesis submitted to the Depart­
ment of Mathematics of Harvard University in partial fulfillment of the 
requirements for the degree of Doctor of Philosophy. 

1. EVENTS AND STATES: PRELlMINARIES 

Let P be a part ly ordered set with least and greatest elements 0 and 1 
respectively. If the greatest lower bound or least upper bound of element s 
a and b of P exists in P it is denoted ab or av b respectively. Let a-+a' 
be an orthocomplementation in P; that is, for each aeP, a'eP and 

(1) (a')' = a, 
(2) a < b if and only if b' < a', 
(3) a' is a complement of a; i.e., a' a and ava' exist and equal 0 

and 1 respectively. 

Two elements a and b of P are said to be orthogonal, a -L b, if and only 
if a ~ b'. Clearly a -L b is equivalent to b -L a. If Q is aset of pairwise or­
thogonal elements of P we shall say, for short, that Q is orthogonal. It 
is easy to see that De Morgan's law holds in P: (ab)' = a' v b' in the sense 
that if either ab or a' v b' exists, so does the other and the equality holds. 

We assume that P satisfies 

(LI) If {al> az, ... } is orthogonal, then V ai exists in P. 

It follows readily that a variety of sups and infs exists in P: e.g., b' e', 
ba' and ba'va if b-Le and a~b; if bl~bz~ ... then V bi=b1 vbzb~ v 
b3b~ v .... 

Consider the following three properties for P. 
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(W) a ~ b implies b = ba' v a, 
(Wl) a~bandba'=Oimplya=b, 

(W2) a ~ e and b 1- e imply (a v b) e = a. 1 

LEMMA 1.1. If(W) holds then a 1- b implies b = (a v b) a'. 
Proo! a~b' so b'=b'a' va by (W) and b=(b'a' va)' =(a v b) a' 

LEMMA 1.2. If (W) holds and a, b and e are pairwise orthogonal, then 
(av b) (a v e)=a and(av b) (a v c)'=b. 

Proo! b~a', b~e' imply b~a'e' so a'e'=a'e'b'vb. Then a=a(av 
evb)=(avb)b'(avevb) by Lemma 1.1 

=(a v b) (a'e'b' v b)' =(a v b) (a'e')' =(a v b) (a v e). 

Since b=(avb)a' by Lemma 1.1 and b~e', b=be'=(avb)a'e'= 
=(a v b) (a v e)'. 

LEMMA 1.3. (W), (Wl) and (W2) are equivalent. 
(Wl) implies (W). Suppose a~b. Then a v ba' ~b holds triviallyand 

b(a v ba')' =b(a'(ba')')=ba'(ba')'=O so b=a v ba'by(Wl). 
(W) implies (W2). If a~e and b1-e, then ca', a and b are orthogonaI 

so a=(a v b) (a v ca') Lemma 1.2 (sinee (W) holds)=(a v b) e by (W). 
(W2) implies (Wl). Suppose a~b and ba'=O. Then b1-b' so, by 

(W2), a=(a v b') b=(ba')'b=O'b= lb=b. 
P is said to be weak/y modu/ar (relative to the given orthocomple­

mentation) if it satisfies any and hence all of (W), (Wl) and (W2). We 
assume now that P is weakly modular and, borrowing a traditional term 
from the theory of probability, we call its members events. 

Two events al' a2 are said to eommute or to be simu/taneous/y mea­
surable if there exist pairwise orthogonal events bl , b2 and e such that 
ai = bi v e. The set of all events which commute with all other events is 
called the center ~ of P. If ~ = P, P is said to be eommutative or deter­
ministie. It is an easy consequence of Lemma 1.2 that a and b commute if 
and only if ab, ab' and a' b exist, a = ab v ab' and b = ab va' b, and hence 
that P is deterministic if and only if it is a Boolean algebra. 

LEMMA 1.4. Suppose ab and ab' exist and a = ab v ab'. Then a and b eom­
mute. 
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Proo! a' =(ab vab')' = (ab)' (ab')' = (ab)'(b v a')~(ab)'b while b~(ab)'b 
holds trivially. On the other hand, if a'~c and b~c then (ab)'~a'~c 
so (ab)'b~c. Hence (ab)'b=a'b and so b=(ab)'b v ab=a'b vab. 

COROLLARY. lf a and b commule, so do a and b'. 
Proo! The statement of the lemma is symmetric in b and b'. 

LEMMA 1.5. Suppose P is a lattice. Then P is a Boolean algebra if and only 
if ab = 0 implies a .1 b. 

Proof. If P is a Boolean algebra and ab=O, the n al=a=a(bvb')= 
ab v ab' = ab' so a~b'. Conversely, for any a and b, a(ab)'b=O so 
a(ab)' ~b' by hypotheses. Then a=ab v a(ab)' =ab v a(ab)'b' =ab vab' 
since b' ~ (ab)'. 

If we interpret the weakly modular lattice P as the logic of an abstract 
physical system,2 a ~ b means "a implies b" and a' is the event "not ,a". 
If a.l b, it is natural to say that a and b are "mutually exclusive" - a 
implies not b and b implies not a - and in this case the question of the 
simultaneous occurrence of a and b is completely settIed. If, however, 
ab = 0 but a and b are not orthogonal, no experiment exists for the system 
whose outcome can indicate that a and b have both occurred even though 
a and b are not mutually exclusive. According to Lemma 1.5, the absence 
of this uncertainty is equivalent to the commutativity of P. 

Digression. It may be shown that the notion of determinacy is further 
characterized in the following three ways (the statements depend on 
definitions which appear below). We suppose given a system of states 
and events !/, P. 

(i) Let X denote the real linear space of signed measures on P gen­
erated by !/. P is deterministic if and only if X is a pre-Irspace in a cer­
tain natural sense (see [4]). 

(ii) Define an observable, as in [7], to be a function A from the Borel 
subsets of the realiine R to P such that AI/> = 0, AR = 1, AE.l AE if E n F = <P 
and AUEi=LAEi if EinEj=<p for i=l:j; A is bounded if AE=1 for some 
bounded Borel set E. Given XEX (see (i) above) and a bounded observ­
abi e A, let Ilx,A denote the Borel measure on the line: Ilx,A(E)=x(AE) 
and let LA denote the functional on X: LA (X) = J~C() A.dllx,A(A). The set 
Y ofaU such LA is partially ordered as a subset of the dual of the partially 
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ordered linear space X. P is deterministk if and only if Y is a lattke. 
(iii) Suppose P has a unit. Then P is deterministic if and only if every 

pair A, B of observables is simultaneously measurable in the following 
intuitive sense: there exist an observable C and Borel functions IX and f3 
from R to R (depending on A and B) such that A=IX(C) and B=f3(C) 
(where, by definition, 1X(C)E=C .. -I(E»). 

A function f from the weakly modular partially ordered set P to the 
closed real unit interval is said to be a state for P ir f(I)= 1 and f is 
countably additive in the sense that whenever {aJ is orthogonal, f (V ai)= 
= Lf(ai). It is easy to see that ir f is a state and {bi} is an increasing 
(decreasing) sequence of events with sup (inf) b, then f(b i)-+ f(b). 

Now suppose there exists aset [/' of states such that 

(0) a~b if and only ir f(a)~f(b) for all f in!/. 

Of course, if a~ b and f is any state, f(a) = f(b)- f(ba')~f(b). We ob­
serve that 

EL If f(a)= f(b) for allfin [/', a=b, 
E2. For each aEP there exists bEP such that f(b)= 1- f(a) for 

all f in [/'; there exists CEP such that f(c)=O for all f in [/', 
E3. Let {al> a2' ... } be a sequence of elements of P such that i =1= j 

and fE[/' imply f(ai) + f(aj)~ 1. Then there exists aEP such 
that f(a)= L f(ai) for all fE[/'. 

Indeed, El is immediate from (0) and in E2 we need only set b=a', 
c=O. In E3, f(ai)~ 1- f(aJ= f(aj) implies ai~aj by (0) so the {aJ are 
mutually orthogonal and we may set a= Vai. 

Suppose, on the other hand, that we are given aset P (without any 
a priori structure) and aset [/' of functions from P to the closed unit 
interval satisfying El-E3. The elements b and C of E2 are unique by El 
and are denoted a' and 0 respectively and we let 1 = 0'; the element a of 
E3 is also unique by El and is denoted Lai. Let a partial ordering be 
defined in P by (0); evidently 0 and 1 are the least and greatest elements 
of P and a-+a' is an orthocomplementation. We shall show that the 
orthocomplemented partly ordered set P is weakly modular and [/' is a 
collection of states for P (which trivially satisfies (0)). 

Let {aJ be orthogonal, let Il' 12, •.. be a partition of the positive in­
tegers and let bi= LjEI, aj where L denotes the sum of the aj in the sense 
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of E3. It follows at once from the fact that the sum of a convergent series 
of nonnegative numbers is unaffected by a rearrangement of its terms 
that the bi are pairwise orthogonal and L bi = L ai' As a partieular case 
we have, 

LEMMA 1.6. If al' a2' ... are pairwise orthogonal and b 1. ai for every 
i, then b 1. Lai' 

LEMMA 1.7. If al' a2' ... are pairwise orthogonal, then L ai= Vai' 
Proof Clearly a= L ai~aj for all j. If b~aj for all j, aj 1. b' so a 1. b' 

by Lemma 1.6; i.e., b~a. 
Now suppose a ~ b. Then a 1. b' so a + b' exists by E3 and equals av b' 

by Lemma 1. 7; hence ba' = (a v b')' exists. Since ba' 1. a, ba' v a exists by 
E3 and Lemma 1.7. Then if fE [Il, 

f(ba' v a)= f(ba') + f(a) = 1- f((ba')') + f(a) = 1-f(b' va)+ 
f(a) = 1- f(b')- f(a) + f(a)= 1-f(b') = f(b) 

and it follows from El that b = ba' v a, i.e., (W) holds and P is weakly 
modular. If {a;} is orthogonal, f(V ai)= f(L ai) by Lemma 1.7= Lf(ai) 
and so f is a state for P. 

Let P be a weakly modular partially ordered set and let [Il be a family 
of states for P whieh determines the order relation in P (as in (D)). The 
pair [Il, P will be called a system of state and events, or simply a system, 
if it has the following five properties. 

E4. (Axiom of separability) Every orthogonal subset of P con­
tai ns at most countably many non-zero elements. 

E5. P is a lattiee. 
Sl. [Il is closed under countable convex combination; i.e., if 

fl' f2"" are in [Il and Ab A2"" are nonnegative real numbers 
with L Ai= 1, then L AJ;E!7. 

S2. If a is a non-zero event, there exists fE [Il such that f(a) = 1. 
S3. If f(a)=O and f(b)=O, then f(a v b)=O. 

The following series of lemmas, culminating in Theorem 1.1, develop 
a number of regularity properties that systems enjoy; interrelations 
among the properties are exhibited in accompanying remarks. 



AXIOMS FOR NON-RELATIVISTIC QUANTUM MECHANICS 155 

LEMMA 1.8. Suppose P is separable (i.e., satisfies E4). Then if Q is a 
nonempty chain in P, a sequence {a l' a2' ... } of elements of Q may be found 
sueh that V ai = sup Q; in partieular, sup Q exists in P. 

Proo! Let Q be a nonempty chain in P and let T be the set of all 
events of the form ab' where aE Q and b < a. Let {e;} be a maximal set 
of pairwise orthogonal non-zero element s of T which exists by Zorn's 
lemma and is countable by E4. Say ci=aib; where aiEQ, al <a2 < ... and 
bi<ai and let a= Vai. Suppose there exists bEQ such that bia. Then 
since b {: ai' ai < b holds for all i since Q is achain. Hence a < b and the 
non-zero event ba' belongs to T and is orthogonal to all the ei contrary 
to the maximality of {e;}. 

A eut in P is a subset of P which contains alllower bounds of the set 
of its upper bounds. If Q ~ P, we denote by Q the smallest cut containing 
Q. Thus, for aEP, ä={bEP:b~a} and for Q~P, Q=n ä:Q~ä. The 
mapping Q-+Q is evidently a elosure operation in the power elass Lf(P) 
of P (see [lJ); hence the set P of all cuts in P is a complete lattice under 
inelusion. 

LEMMA 1.9. If P is a lattice and every ehain in P has a sup in P, then 
P is a complete lattiee. 

Remark. If P is a lattice and {bi}~P, Vbi=V(b 1 v.·.vbi), Le., P is 
u-complete. 

Proo! Suppose Q~P, let Ql be achain in Q and let b=SUpQl. If 
aEP such that Q~ä, then Ql ~ä so b~a, Le., bEQ. It follows now from 
Zorn's lemma that Q contains a maximal element b. The assumption 
that P is a lattice elearly implies that Q is asublattice of P and so if 
aE Q, a v b E Q. Then by the maximality of b in Q, a v b = b so a ~ b; thus, 
Q~5 and b=supQ. Dually, infQ=(supa':aEQ)'. 

For Q~ P let QO= {fEY':j(a)=O for all aEQ} and if T~Y' let T O = 
{aEY':f(a)=O for all jET}. Clearly Q=Qoo and if Ql~Q2' then 
Q~ ~ Q~, and similarly for the subsets of Y'. The first relation implies 
QO ~ QOoo and the second applied to the first yields QOoo ~ QO; thus 
QO = QOoo and similarly, TO = TOoo. A subset H of P or of Y' such that 
H = HOO is called an annihilator, and the mapping H -+ H O is a one-to-one 
inelusion inverting correspondence between the annihilators in Lf(P) and 
those in Lf(Y'). In this notation, S3 is: aO 

() bO =(a v W. It is easy to see 
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that if Y, P has any one of the following three properties, it has the 
others. 

(4) aOo ~ bOO implies a ~ b, 
(5) bO ~ aO implies a ~ b, 
(6) if J{a) = 1 whenever J{b)= 1, then b~a. 

LEMMA 1.10. IfE5, S2 and S3 holdJor y, P, so do (4H6). 
Proof. Suppose bO ~ aa. Then bO = bO n aO = (a v b)O by S3. If a v b # h. 

then (a v b) b' #0 by (Wl) so, by S2, there exists JeY such thatJ{{a v b)b') 
= 1. Then Jebo so Jeao and J{a v b)=O by S3. ButJ{a v b)~J{{a v b)b') 
=1, so avb=b, a~b must hold. 

LEMMA 1.11. Suppose P is a separable lattiee. Then P is a complete lattice 
and Q ~ P implies there exists Q I ~ Q with at most countably many 
elements such that sup Q I = sup Q. 

Proof. P is a complete lattice by Lemmas 1.8 and 1.9. Let Q be a non­
empty subset of P and let a = sup Q. Let T denote the set of all joins of 
countable subsets of Q. If TI is achain in T, its join is obtainable as the 
join of a countable subsets of TI by Lemma 1.8 and hence belongs to 
T. Hence, we may use Zorn's lemma to extract a maximal element a from 
T, and then, clearly, a = sup Q. 

Remark. The converse is also true. Indeed, suppose {(Xa} is orthogonal 
and a is its join; by hypothesis a= V aa, for appropriate (Xi' If (X~{(X;}, 
then aa.l a by Lemma 1.6. Since aa ~ a by definition of a, aa = O. 

We consider now the general form of S3: 

(7) If a is the sup of the subset Q of P and J(b)=O for all beQ, 
then J{a)=O (equivalently: QO =aO). 

It is easy to see that if E5 and S3 hold, so does (7) whenever Q has count­
ably many elements. 

LEMMA 1.12. IfE4, E5 and S3 holdJor Y, P, so does (7). 
Proof. Let Q~P, a=supQ and let JeQo. By Lemma 1.11 we may 

choose a sequence {a;} ~ Q such that a = V ai; let bn = al v ... van' Then 
bl ~b2~ .. ·,f{bi)=O imply J{V b;)= J{a)=O. 
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An event a is said to be a carrier of the statef on P if f(b)=O is equi­
valent to b-La; if a carrier exists for f it is clearly unique and is denoted 
af' Evidently, if f is a state with a carrier, f(b) = 1 if and only if af ~ b, 
and r = dr = al' 

LEMMA 1.13. Suppose P is a complete lattiee. Then if [/', P satisfies (7), 
it also satisfies 

(8) Every fE[/' has a carrier in P. 

Proof. af = (s up r)'. 

Remark 1. Conversely, if P is a complete lattice and [/', P satisfies (8), 
then (7) holds. Indeed, if Q ~ P and a = sup Q, let fE QO. Then b ~ al for 
all bEQ so a~al and hence fEao, Le., QO~ao. 

Remark 2. (8) is equivalent to the following: Q ~ P, fEQo, f(a) = 1 imply 
there exists b ~ a such that f(b) = 1 and b -L Q. For if (8) holds, we may 
take b=af while, conversely, given f, observe that since f(1)= 1, the hy­
pothesis implies the existence of b such that f(b)= 1 and b-Lr; clearly 

b=af' 

LEMMA 1.14. Suppose [/', P satisfies (4}-{6) and (8). Then it also satisfies 

(9) Q = QOo for every subset Q of P. 

Proof. QOo = n al: fE QO by definition and (8). But Q ~ al for all fE QO 
so Q= {n ä:Q~ä)~(n al:fEQO} =Qoo. On the other hand, bEQoO im­
plies QO=Qooo~bo while Q~ä implies aO~Qo. Hence aO~bo so b~a 
by (5). Thus, QOo ~ Q so QOo = Q. 

Remark. If [/', P satisfies (9), it also satisfies (4)-(6) and (7). Indeed, (4)-(6) 
are immediate. To prove (7), suppose aEP is the sup of the subset Q of 
P. Then ä=Q=QoO by (9) so Qooo=Qo=ao. 

LEMMA 1.15. Suppose [/" P satisfies E4, E5, Sl, S2 and (8). Then (10) 
Every non-zero event is the carrier of some fE[/'. 

Proof. We may use the conclusion of Lemma 1.11. Assuming a#O, it 
follows from S2 that a'0 # 4>; let b= V af: fEdo. Since af~ a for all fEa'°, 
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b~a. If ab' #0, choose gE9' with g(ab') = 1; then O=g((ab')')=g(a' v b)~ 
g(a') so gEa'° and ag~b by definition of b. On the other hand, g(b')~ 
g (ab') = 1 implies ag ~ b' so ag = O. Since 0 cannot be the carrier of a 
state, ab'=O must hold and so a=b by (Wl). Choose {fl,f2,oo.r~a'0 
such that a=Vafl; fo =fd2+f2/22 + oo. belongs to 9' by Sl. Then 
fo(a) = 1 so afo ~ a; but, clearly, /;(afo) = 1 so afl ~afo for i= 1, 2, oo. and 
a = afl ~ afo' Hence a = afo and the proof is complete. 

Remark. If 9', P satisfies (10), it also satisfies (4)-(6), for suppose aOO ~ bOo. 
Now a~b holds trivially if b= 1 so suppose b# 1 and choose fE9' in 
accordance with (10) such that af=b'. Then ä~aoo~boo=a'r=af=5 
so a~b. 

A state f on P such that f(a)=O implies a=O is said to be a unit for 
P. It is easy to see that if P has a unit, it is separable. 

LEMMA 1.16. If 9', P satisfies (10), 9' contains a unit. 
Proo! fE9' such that af= 1 is a un it. 
We have proved, in particular: 

THEOREM 1.1. Let [/I, P be a system of states and events. Then P is a 
complete lattice and the sup of any infinite family of its elements is ob­
tainable as the sup of a countable subfamily. Furthermore, [/I contains a 
un it for P, and the pair 9', P has the following properties. 

(6) Iff(a) = 1 whenever f(b) = 1, then b~a. 
(7) IfQ~P andf(b) =0 for all bEQ, thenf(supQ)=O. 
(8) Every fE 9' has a carrier in P. 
(9) Q = QOo for every Q ~ P. 
(10) Every non-zero event is the carrier of some fE 9'. 

2. THE MODEL FOR NON-RELATIVISTIC QUANTUM MECHANICS 

Weshall show that certain further constraints on a system 9', P imply 
that P is isomorphic to the lattice of closed subspaces of a separable 
infinite dimensional Hilbert space. 

We recalI that a covers b means that a>b and a~c>b implies a=c. 
A point is an element which covers 0 and P is atomic if each of its ele-
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ments is the join of points. We shall eall an event finite if it is the join 
of a finite number of points and let P, denote the set of all finite events. 
Suppose now that!f, P is a system satisfying 

(A) P is atomie; lrtP,. 

Let (a) denote the lattice under a; clearly (a) is weakly modular relative 
to the orthoeomplementation b-+ab'. We assume 

(M) Let aeP, and suppose b, e and d are elements of (a) with 
d~e and be=O. Then (dv b)e=d.3 

LEMMA 2.1. If a is finite, (a) is modular. 
Proo! Let d, b and c be elements of(a) with d~c. Then dv bc~c and 

b(bc)'c=O so writing b=bc v b(bc)' (by weak modularity) and letting 
d v bc, b(bc)' and c play the roles of d, b and c of (M) respectively in the 
last of the following equalities, (dv b) c=(dv (bc v b(bc)')) c=((dv bc) v 
b(bc)') c=dv bc. 

Remark. This re sult is valid for an arbitrary orthocomplemented lattice 
L; that is, if L has the property attributed to (a) in (M), it obviously 
satisfies (W2) of Seetion 1, hence is weakly modular (see Lemma 1.3), so 
the proof applies, and L is modular. 

LEMMA 2.2. Suppose a> b. Then a covers b if and only if ab' is a point. 
Proo! Suppose ab' is a point and a~o>b. Then O<cb' by (Wl) so 

eb' ~ ab' implies cb' = ab'. Hence c = cb' v b = ab' v b = a, Le., a eovers b. 
If ab' is not a point, ab',>o>O for some ceP and then a=bvab'= 
bvab'e'v.o>bvo>b so a does not eover b. 

CoROLLARY. Let aeP. The ehain O=ao<a1 <a2<'" is maximai in (a) if 
and only if ajai-l isapointfor i= 1,2, ... and V aj=a. 

LEMMA 2.3. ([1, pp. 66, 67]) Let aeP, and suppose every orthogonal set 
of points in (a) is finite. Then if b~a and {ah : .. , an} and {b1, ... , bm} are 
two maximal orthogonal sets ofpoints in (b), m=n. 

LEMMA 2.4. ([1, p. 66]) Let aeP, and suppose b, c and d are elements of 
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(a) such that b covers d, b and c are not comparab/e and d < c. Then b v c 
covers c. 

For aePf 1et dima= -l+min{n:a is the join of n points} and let 
Pi={aePf:dima=i}, i= -1,0, 1, .... Clearly, P-1 ={0}, PO is the set of 
points and Pf = U ~. 

Suppose there exists aePf such that (a) contains an infinite orthogona1 
set {bi};x,:, 0 of points, and assume that n = dim a is a minimum for a with 
this property; clearly n> O. Let ao, ... , an be points with join a. Since 
dim ao v ... v an -1 = n-I, Lemma 2.3 implies the existence of orthogonal 
points co, ... , cn -1 such that Co v ... v Cn -1 = aO v ... Van -1. Then an covers 
o and is not comparable with ao v··· Van-l so a=ao v··· v an-l van 
covers ao v··· Van-l by Lemma 2.4 and hence cn =a(ao v··· Van-l)' is 
a point by Lemma 2.2; clearly a= Co v··· V Cn and the Ci are orthogonal. 
Now co#bo, for otherwise Cl v··· V cn=b1 v b2 v··· contrary to the 
choice of a with minimum dimension. Hence Co v bo covers Co, so do = 
(co v bo) c~ is a point For i = 1,2, ... let di=(co v bo v··· v bJ (co v bo v 
... v bi- 1)'. If bi~CO v bo v··· V bi-l> di=O while if not, Co v bo v··· V bi 
covers Co v bo v··· V bi- 1 by Lemma 2.4 so di is a point. Since all the di 
are orthogonal and lie under aco, all but a finite number must be 0, 
since dim aco = n -1 < dim a. Since V dj = aco, exactly n of the di are 
points by Lemma 2.3 and we assume without essentialloss of generality 
that do, ... , dn- 1 are points. But then a=aco v Co =do v··· v dn - 1 v Co = 
bo v··· V bn - 1 v Co. Since Co is a point not comparable with bo v··· V 

bn- 1, a covers bo v ... v bn- 1 and so e = a (bo ... bn- 1)' is a point. But 
bi ~ e for i ~ n and so all but one of these bi must be zero. This contra­
diction comp1etes the proof of 

LEMMA 2.5. If a is finite, every orthogonal set of points in (a) is finite. 

COROLLARY. If a isfinite and {aJ?=o is an orthogonal set ofpoints in (a) 
withjoin a then n=dima. 

We call the elements of P1 /ines, of Pz, planes, and use the following 
notation: if aeP, (a}i= {b~a:dimb=i}, i= -1, 0, 1, .... 

We make the following assumption of homogeneity: 

(H) If a and b are finite e1ements of the same dimension, then (a) 
and (b) are isomorphic. 
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LEMMA 2.6. Suppose P contains a pair of distinct points ao. bo such that 
the line ao v bo contains no third point. Then P is deterministic. 

Proo! (ao v bo) b~ is a point distinct from bo so is equal to ao by hyp~ 
thesis and hence ao.l bo. It follows now from (H) that if al and b1 are 
any two distinct points, then a1.lb1. Hence if a and b are events with 
ab=O, a=Val:alE(a)o~/\b~:blE(b)o=(V bl:b1E(b)0)'=b' so a.lb 
and P is deterministic by Lemma 1.5. 

Weassume 

(ND) P is not deterministic. 

CoROLLARY. Every /ine contains at least three distinct points. 

LEMMA 2.7. ~={O, I}. 
Proo! Suppose aE~ with O<a< 1. Then there exist points b1 and b2 

such that b1 ~a and b2 ~ a'. Let c be a point in b1 v b2 distinctfrom b1 and 
b2 • Then c=cavca' so either c~a or c~a' since c is a point. But the 
former implies that b2 <a since then b1 v b2 =b1 v c~a and similarly 
the latter implies that b1 < a'; hence the assumption 0 < a < I is untenable. 

We have shown that for aEPj , (a) is an orthocomplemented, modular 
lattice of finite dimension with trivia! center and at least three points on 
each line. Thus, we have (see e.g., [I, Theorem 6, p. l20]): 

THEoREM 2.1. Let ff, P be a system satisfying (A), (M), (H) and (ND). 
Then the lattice under every finite element of P is a projective geometry. 

It follows from (H) that there exists adivision ring D such that a 
coordinatizing division ring4 for any finite (a) is isomorphic to D. We 
shall make use of the natural metric p for P:p(a, b)=suplf(a)-f(b)l: 
fEff'. 

LEMMA 2.8. Orthocomplementation is continuous in (a)for any aEP. That 
is, if {bn} e (a). bE(a) and bn-+b. then ab~-+ab'. 

Proof. Given e>O choose N so that n>N implies that p(bn, b)<e. 
Then if fEff and n>N, 

e> If(bn)- f(b)1 =1(1- f(b»-(I- f(bn»1 
=If(b')-f(b~)I=lf(b'a v a')-f(b~a va')1 
= If(b'a) + f(a')- f(b~a)- f(a')I=lf(b'a)- f(b~a)l. 

Thus, p(ab~, ab')<e and the result follows. 
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We assume now 

(C') If a is finite and O~i~dima, (a)j is eompaet. 

Remark. It seems reasonable to suppose that there exists e> 0 so small 
that if the probabilities of oeeurrence of two events b and c differ in every 
state by less than e, then b = c, Le., b and c are operationally identieal. 
The eompleteness of (a)j is clearly weaker than this operational assump­
tion. The assumption that (a)j, in addition to being complete, is totally 
bounded, may be paraphrased as follows: for eaeh e> 0 there exists a 
finite set {b l , ... , bm} of elements of (a)j such that given any b in (a)j and 
fE[/ the probability of oeeurrenee of the event b in the state f differs 
from the probability of oeeurrenee of one of the bj in f by an amount 
less than e. 

LEMMA 2.9. Let a be a finite event of dimension at least two. Let 0 ~ i, 
j<dima, let {bn}c(a), {cn}c(a) with dimbn=i and dimcn=j for all n. 
Suppose that bn-+b and cn-+c where b and c are in "general positio,!, " Le., 
dimb v c=min(dima, i+ j+ 1). Then bn v cn-+b V c and, dually, bncn-+bc. 

Proof {bn v cn} c1usters at some d~a by (C'); as sume for convenience 
that bn v cn-+d. Let 8>0 and ehoose N so that n>N implies p(bn, b)<eI2 
and p (bn v cn' d) < e12. Then if f(b) = 1 and n> N, f(d) + e/2 > f(bn v cn) ~ 
f(bn»1-e/2 so f(d»l-e. Hence f(d)=l and so b~d by (6) of 
Theorem 1.1. Similarly c~d so b v c~d. Since dimd~maxn dimbn v cn 
dimbv c, bv c=dmust hold. The dual follows from Lemma 2.8. 

COROLLARY. Let aEP f. Then, in (a), the lattice operations are continu­
ous in both variables simu/taneously. 

We have therefore 

LEMMA 2.10. 5 D is a locally compact division ring. 
We now assume 

(Co) For some bEPf and real interval I there exists a eontinuous 
non-eonstant funetion t-+at from I to (b). 

Remark. Postulate (Co) may be obtained from the following "intuitive" 
assumptions. There exist a one-parameter family Lt of mappings of [/ 
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on !/' (describing how the states change with time (regarded as a real 
parameter) - corresponding to certain assumptions concerning the dy­
namies of the system (see [6, 7])) and a state f such that, letting at denote 
the carrier of Lt (f), at is continuous, non-constant and remains in some 
finite (b) for all t in an interval 1. 

For convenience assume I = [0,1], let n=dim b, m=dimao. It follows 
at once from the continuity of clr and the compactness of (b)m that dim at= m 
for all tEI. Suppose m>O. Without essentialloss of generality we assume 
that llr#;ao for t>O and choose a point e<ao such that eiat for (again, 
for convenience) t > O. Let d = e v ao. Choose (j> 0 such that 0 ~ t < (j im­
plies p(ao,llr)<!. Then for such t, atao=O, for otherwise there exists 
fE!/' such that f(atao) = 1 so f(at) = f(ao) = 1. But then If(ao)- f(at)1 = 
I f (ao) -11 < t implies f (ao) > t, a contradiction Hence, taking (j = 1 
for convenience, dat = dt is a point for all t (for dt #; 0 by a count of di­
mension while aoat = 0 implies dim dllr ~ 0). Since do = e and dt #; e for 
t>O, dt is not constant, while it follows from Lemma 2.9 that dt is a con­
tinuous function of t; in case m = 0 we set dt = llr. Again by continuity and 
without essentialloss of generality, we can find a point e(l) disjoint from 
{dt}teI and hyperplane h(l) such that (e(l) v dt) h(l)=dP), which is auto­
matically continuous, is not constant. Similarly, if dim h(l) = n -1> 1, we 
can find e(2)eh(1) disjoint from {dP)} and h(2)=h(1) with dimh(2)=n-2 
such that tIl2) = (e(2) v dP») h(2) is non-constant in some subinterval of 1. 
Continuing in this way, we arrive finally at a continuous non-constant 
function dln) from some subinterval of I to a line h(n) in (b). Then for a 
sub-interval J of I, {dln)}teJ omits a point p of h(n). But D is homomorphic 
to h(n) with p removed and hence contains a connected set, the image of 
{tIln)}teJ under such a homomorphism. Since a locally compact division 
ring is readily seen to be either connected or totally disconnected we 
have 

LEMMA 2.11. D is connected. 
It follows now from Pontrjagin's theorem that D is the real, complex 

or quaternion division ring.6 We assume henceforward that the real or 
complex case has been singled out, e.g., by the assumption of simple 
ordering on the one hand or algebraic closure on the other, the quater­
nions having been set aside by postulating commutativity for D, i.e., that 
Pappus's theorem holds under finite elements. Turning now to the rep-
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resentation of P itself, we shall need the final postulate 

(C) For each i=O, 1, ... , Pi is complete. 7 

LEMMA 2.12. Let L and A be complete weakly modular lattices and let 
Lo(Ao) be a subset of L(A) such that everyelement of L(A) is a join of 
elements of Lo(Ao). Suppose further that ep is a mapping of Lo onto Ao 
such that 

(1) a.l b if and only if ep(a).l ep (b). 

Then ep can be extended to an isomorphism of L onto A. 
Define e:L-+A by e(a)=Vep(c);ce[a] where [a]={b~a:beLo}. 

Clearly e preserves order and e I Lo = ep. The lemma is proved in the fol­
lowing ste ps : 

(2) e(a')~e(a)'. 
(3) a<b implies e(a) < e (b). 
(4) Let A be a subset of Ea] such that a=supA. Then e(a)= 

sup ep(b):beA. 
(5) e(a v b) = e(a) v e(b). 
(6) e is one-to-one. 
(7) e- l preserves order. 
(8) e is onto. 
The proofs are as follows. 
(2) If be[a'] and ce[a], ep(b)~ep(c)' by (1) so e(a') = V ep(b): 

bE[a']~;\ ep(c)':ce[a]=(V ep(C))':cE[a] = e (a)'. 
(3) If a<b, there exists c#Oe[ba']. Then ep(c).lep(al ) for all 

al e [a] by (1) so ep(c).l e (a). Clearly ep(c) ~ e(b) and e(a) ~ e(b) 
so e(a) < e(b). 

(4) Let a=supep(b):beA; c1early a~e(a). If ceLo with ep(c)e 
[e(a) a'] then c.l b for every beA by (1) so c.l a. Hence ep(c)~ 
e(a')~e(a)' by (2~ Since ep(c)~e(a), c=O and hence e(a)=a 
by weak modularity. 

(5) Let A=[a]u[b]. Then supA=avb so e(avb)=supep(c): 
ceA by (4). Now if ceA, ep(c)~e(a) or ep(c)~e(b) so ep(c)~ 
e(a) v e(b); the opposite inequality is immediate. 

(6) and (7). If ai b then b <a v b so e(b) < e(a v b) by (3) = e(a) v e(b) 
by (5) and hence e(a)ie(b). 
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(8) Let (XEA and let A = {IP- 1(P):PE [(X]}. Then, by (4), O(supA)= 
V P:PE[(X] = (X. 

For each aEPJ we choose a distinct Eudidean space Ha over D of di­
mension 1 +dim a and an isomorphism IPa of(a) onto La' the lattice of 
subspaces of Ha. Assuming n=dima>O, we wish to choose a scalar 
product for Ha so that the orthocomplementation IPab-IPaab' which is 
induced in La by that in (a) coincides with the one induced by the scalar 
product. First of all, there exists an involution (1 of D and non-zero 
numbers (i.e., element s of D) Yo,···, Yn such that yf = Yi' Li'= ° xiYixf = 0 
implies all xi=O, and if bE(a)o and IPab=[(xo, ... ,xn)] then IPaab'= 
= {(Yo, ... , Yn): LYiYiXf =O}. 8 In the real case, (1= 1 is the only auto­
morphism; we shall show that (1 is continuous, hence is either 1 or con­
jugation in the complex case, and the value 1 is exduded, for otherwise 
(Yo 1/ 2, (_Yi I/2 ), 0, ... , 0) would be self-orthogonal. Then all the Yi must 
be positive real numbers and the desired scalar product is (y, z) = L YiYiZi' 

Let b and c be orthogonal points in (a), and choose x, Y in Ha such 
that IPab= [x], IPac= [y]. Let Am be a sequence of numbers with Am-O 
and let bm=IP;I[x+Amy]. Then bm-b so (bvc)b;"-(bvc)b'=c by 
Lemma 2.8 and we may assume that (b v c) b;" #- b holds for all m. Then 
a sequence Ilm of numbers with Ilm-O is determined by: IPa(b V c)b;"= 
[llmX+Y]. Since b1..c, L(llmXi+Yi)Yi(Xi+AmY;)"=O so O=llmLXiYiXI+ 
A:' L YiYiYiyf and it follows from the fact that Ilm -0 and L YiYiyf #- 0 that 
A.:.-O. Thus, (1 is continuous at 0 and hence, by its additivity, is con­
tinuous everywhere, and the proof is complete. 

We assume now, in accordance with the foregoing, that each Ha has 
been provided with a scalar product such that IPab 1.. IPaC for b, c in (a) 
if and only if b 1.. c. If a ~ bE PJ, IPIHJ = IPbIP; I is dearly an orthogonality 
preserving isomorphism of La in Lb. It is weIl known that there then 
exists an isometric transformation 1/100 of Ha in Hb, unique· up to multi­
plication by a number of absolute value one, such that if VE Ha' IPIHJ [V] = 
[I/IbaV J. We shall show that the I/I's may be chosen consistently, i.e., so 
that 

(1S) a~b~c implies I/Ica = I/Icbl/lba' 

We establish a one-to-one correspondence (X+-+aa between the elements 
of PJ and the ordinaI numbers Iess than an ordinaI , such that (X < P im-
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plies dima .. ~dima/l' Thus, in particular, ao=O; it is understood that all 
ordinals IX, p,... which occur lie under , and, where no confusion can 
result, we shall write "a" for "a .. ". In particular, we let ap represent (the 
index of) a .. a/l' Let "I <, and suppose that 1/1 has already been defined so 
that (15) holds for c=a .. with a<"I. Now choose a such that a .. <ay and 
dim ay - dim a .. = 1; we call such an a "maxirnai". Fix 1/1 y," arbitrarily; 
then if a" < a .. , 1/1 y,,, is defined as 1/1 y, .. 1/1 .. ,,,. If P is a second maximal element, 
and assuming dimay> 1 (i.e., dim Hy > 2), for otherwise there is nothlng 
to prove, ap '" 0 and we define I/Iy,/I by l/Iy'''/I=l/Iy,/lI/I/I'''/I' Now let" be any 
ordinal with a" < ay and let p, e both be maximal such that a" ~ a/l and 
a" ~ a •. Assuming that dim ay ~ 3, we shall show 

(16) l/Iy,/lI/I/I," = l/Iy,.I/I.,,, (p, e maximal, a" ~a/l.' dim ay ~ 3). 

But if (16) holds for" = pe then, by the inductive hypothesis, it will hold 
for arbitrary", for then 1/1 y, /11/1/1,,, = 1/1 y, /11/1/1, /1.1/1/1.,,, = 1/1 y, .1/1., /1.1/1/1.,,, =1/1 y, .1/1.,,,. 
To prove (16) in the case" = pe observe that l/Iy, .. I/I"'''/I. = l/Iy, .. I/I"'''/lI/I''/I'''/I.= 
1/1 y, ,,/11/1,,/1, .. /I. = 1/1 y, /11/1/1, cz/ll/l"/I, .. /I. = 1/1 y, /11/1/1, .. /I. = 1/1 y, /11/1/1, /1.1/1/1., .. /I.' Similarly 
- interchanging p and e-I/I Y • .. 1/1 .. , .. /I. = 1/1 y, .1/1 •. /1.1/1/1., .. /I.' In other words, 
1/1 y, .1/1., Il. = 1/1 y, Il 1/1 Il, Il. on 1/1/1., .. /I.H .. /I. and since ape '" 0 (byour assumption 
that dim ay ~ 3), this equality holds on all of HIl8 and (16) is proved. Thus, 
if p is maximal and a,,<all' I/Iy,,, is unambiguously defined by: I/Iy,,,= 
1/1 y, Il 1/1 Il,,,, If a" < a" < ay, choose p maximal with a" < all and then 1/1 y," = 
l/Iy,IlI/lIl," = l/Iy,IlI/lIl,,,I/I,,,,,=l/Iy,,,I/I,,,,,, completing the proof that 1/1 as ex­
tended to all "I," with a,,<ay satisfies (15) providing that dimay~3. We 
begin the induction and complete the proof by "constructing" all 1/1 e, b 

with dim c ~ 2 in the following way. Let Al denote the set of all a < , for 
which dima .. =i, i=O, 1, .... Let PleAl> let B1 ={peA1:p<Pl} and make 
the inductive assumption that I/Iy,/I and 1/I1l," (and consequently I/Iy, .. ) have 
already been consistently defined whenever PeBl> "IeA2' aeAo and 
a .. <a/l<ay. For all "IeA2 such that a/ll <ay, define l/Iy,/l1 arbitrarilyand 
then, choosing aeAo with a .. < aili' define 1/I1l1o" by I/Iy, .. = l/Iy,/lII/I/lIo" if I/Iy, .. 
has already been defined for some reA2 with a .. <ay - i.e., if a .. < a/l <ay 
for some peB1; otherwise define 1/1/110" arbitrarily and set I/Iy, .. = l/Iy,/lII/IIlIo" 
for all "le A 2 with a/ll < ay. This procedure evidently extends 1/1 consistently 
to all "I, Pl; Pl' a and "I, a such that "IeA2' aeAo and a .. <a/l l <ay. It then 
follows inductively - beginning with B1 = 4> - that 1/1 may be consistently 
defined for alll/le,a such that a~c and dimc~2 
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Now let H be a separable, infinite dimensional Hilbert space over D, 
let L be its lattice of closed subspaces and let {vJ be a complete ortho­
normal set in H. Let {a;} be a maximal orthogonal subset of PO which 
exists by Zorn's lemma and is countable by E4 and (A), and for each i 

let ui be a fixed unit vector in Ha,. Let aePo, let ueHa and define 

Ai(U)=(iftava,.aU, iftavai.a,ui), 
~u= I Ai(U) Vi' 

O(a)=gu:ueHa}. 

Thus, the domain of Ai and ~ is UaePo Ha' that of 0 is PO and their ranges 
are in D, H, and the set Lo of one dimensional subspaces of H respec­
tively.9 We shall show that 0 is one-to-one, onto and that 0 and 0- 1 

preserve orthogonality. Hence by Lemma 2.12, 0 can be extended to an 
isomorphism lJ of P on L. Then J{J- 1 will be a state for L and the char­
acterization of [Il is given by the 10 

Theorem of Gleason. ([5]) Let J.L be a state on the lattice L of closed sub­
spaces of the separable real or complex Hilbert space H of dimension 
at least three. Then there exists an orthonormal basis {xJ for Hand 
nonnegative real numbers Ai with I Ai = 1 such that if Q is the projection 
on MeL, J.L(M)= I Ai(QXi, x;). 

Each La for a e Pf becomes a metric space under the definition: distance 
(Mi> M2 )=sup{lw(M1)-w(M2 )I:w a state for La}. An immediate con­
sequence of Gleason's theorem is that ({Ja is an isometry of (a) on La. 

LEMMA 2.13. Le! aePo• ueHa. Then II~ull = Iluli. 
Proof. For n= 1, 2, ... let bn=a v al v ... van' Then if 1 ~i~n, 

Ai(U)=(ifta v a,.au, ifta va,.ap;) 
= (1/1 bnt a v D,I/I a v ah aU, ifJ bnt a vait/! a vat, D,Ui) 

n 

= (iftbn. aU, iftbn.a,Ui) SO IIAi(UW~ Iliftbn.aul1 2 

i= 1 

= IIuI1 2 since the iftbn.a,Ui are orthonormal in Hbn and 
iftbn.a is an isometry. 

Since ~ is linear, we assume without essential loss of generality that 
Ilull = 1 and suppose that, contrary to the assertion of the lemma, II~ull = 
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(Lr;1IAi(u)j2)1/2=!5<1. Then, in particular, (t/lbn,a,UiYt=1 must fail to 
be a basis in all but a finite number of the Hbn, so, for convenience, we 
assume bn>a1 v ... v an for all n and let cn=bna; ... a~; evidently, cnE(bn)o. 
Let Wn= L7=1 Ai(U) t/lbn, al' let OCn= lI t/lbn,aU-Wn II and let Yn=(t/I~n,au-wn) OC;;1. 
Clearly 0Cn -. J 1 - !52 and Y n E CPbnen' Then if n> m, 

Thus, given e> 0, we may choose N so that n> m > N implies e> 1-
(Yn, t/lbn,bmYm)=distance ([ynJ, [t/lbn,bmYmJ)=p(c", cm~ Then, in virtue 
of (C), there exists a point C in P such that cn-.c. We shall complete the 
proof by showing that c.l ai for all i contrary to the maximality of {ai}' 
Indeed, if ! E!/ with !(a;) = 1 and n> i, then cn.l ai' and if n is chosen 
so large that p(cn, c) is less than a preassigned e>O, !(c)<!(cn)+e=e, 
i.e.,f(c) = 0 so c.l ai by (6) of Theorem 1.1 and the proof of Lemma 2.13 
is complete. 

CoROLLARY 1. Let a and b be points. Then (Ja.l (Jb if and only if a.l b. 
Proof For uEHavb let ",u=L(t/lavbval,avbu,t/lavbval,a,U;}Vi' Clearly,., 

is linear and if C=CP;;b[UJ and 

W= t/I;}a"eu,,,,u = L (t/la vbva"e va,t/le val,ew, t/la vb val,e val X 

X t/le va"alUi) Vi = L (t/leva"eW, t/leval,aIUi) Vi = ~W; 

clearly (JC = [,.,U J. Hence II,.,u II = II ~W II = II W II = II U II SO ,., is an isometry and 
then letting 0#= UECPa vbai; 0 #= VECPa vbb, a.l b if and only if u.l V if and 
only if ,.,U .l,.,v if and only if (Ja.l (Jb. 

COROLLARY 2. (J is one-to-one. 
Proof If (Ja = (Jb and cE(b')o, c.lb so (Jc.l (Jb by Corollary I, (Jc.l (Ja 

by our assumption and then a~c' by Corollary 1. Hence a~1\ C':CE 
(b')o=(V C: cE(b')o)' =b by postulate (A). Similarly b~a, so a=b. 
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eOROLLARY 3. Let b l <b2 < ... be achain of finite elements and suppose 
YnEHb,. with IIYnl1 = 1 such that given 8>0 thereexists N such that n>m>N 
impfies IIYn- !/Ibn , b...Ym II <e. Let cn=<p;;,1 [Yn]. Then the sequence of points 
{cn} converges to a point c in P. 

LEMMA 2.14. (J is onto. 
Proof. Let ME Lo, v = L fliVi a unit vector in M. Let bn = al v ... van, 

wn= Li=l fli!/lbn,atUi' Yn=wJllwnll when wn,eO and cn=qJb..t [Yn]' It follows 
at once from eorollary 3 above that there exists CEPo with Cn-+C. Let 
dn=c v bn and let Y be a unit vector in He· Now (!/Idn,bnYm !/Idn,eY) tends to 
alimit 11 with 1111 = 1 and II!/Idn ,bnYn-I1!/1dn ,eyll-+O. Hence, by Lemma 2.13 
eYn-+el1Y. Since eYn-+v is obvious, el1Y=v, (Jc=M and the proofis com­
plete. 

(J is one-to-one from PO onto Lo by eorollary 2 of Lemma 2.13 and 
the preceding lemma. Furthermore, (Ja.l (Jb if and only if a.l b by eor­
ollary 1 of Lemma 2.13 and so we may apply Lemma 2.12 to obtain 

THEOREM 2.2. Suppose the system !/, P satisfies the following eight pos­
tulates: 

(A) 
(M) 

(H) 

(ND) 
(e') 
(eo) 

P is atomic; 1 rfPf . 

If a is finite and b, c and d are elements of (a) such d1? c and 
bc=O, then (dv b) c=d. 
If a and b are finite elements of the same dimension, then (a) 
and (b) are isomorphic. 
P is not deterministic. 
If a isfinite and 01?i1?dima, (a)i is compact. 
There exists a continuous, non-constantfunctionfrom an inter­
val of the realfine to the lattice under a finite event. 

(P) If a is finite, Pappus 's theorem holds in (a). 
(C) For each i=O, I, ... , Pi is complele. 
Then P is isomorphic to the lattice L of closed subspaces of a separable, 

infinite dimensional Hilbert space over either the real or the complex 
field in such a way that the orthocomplementations in P and L corre­
spond. 
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NOTES 

• The work reported in this paper was performed while the author was a member of the 
staff of Lincoln Laboratory, Massachusetts Institute of Technology. He is now with the 
Arcon Corporation, Lexington, Massachusetts. 
1 That is, (a v b) e exists and is equal to a. In general, when x exists a priori but y may not, 
the assertion y = x is understood to indude the assertion that y exists. 
2 Cf. [2]. 
3 If d;'i,c and b.lc, (dv b) c=d by weak modularity (ef. Lemma 1.3); thus, (M) asserts that, 
under finite elements, bc=O bears a eertain resemblanee to b.lc. 
4 [1, Theorem 15, p. 131]. 
5 See Kolrnogorov [5]. 
6 See [8] for a unified derivation of the dassifieation of loeally eompact division rings. 
7 Cf. the remark following the statement of postulate (C'). 
s [2, Appendix]. [(xo, ... , x.)] denotes the I-dimensional subspaee of Ha generated by the 
element (xo, ... , x.). 
9 For the convergenee of ~u, see the pro of of Lemma 2.13. 
10 It follows then from Sl and S2 that g eontains all states for P. 
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V. S. VARADARAJAN 

PROBABILITY IN PHYSICS AND A THEOREM ON 

Sl MUL TANEOUS OBSERV ABILITY 

I. INTRODUCTION 

It is neady thirty years since A. N. Kolmogorov explicitly wrote down 
the axioms of modern probabHity theory in his celebrated monograph 
[10]. During the intervening decades this theory has seen remarkable 
development, both in its theoretical and practical aspects. The diverse 
theories of mathematieal statistics, the rapidly developing field of infor­
mation theory, the applications to thermodynamics and statistical mech­
anics are only some of a long list of fields which are dominated to asub­
stantial degree by probability theory. Moreover, many of the mathe­
matical questions raised and answered by this theory have given deep 
and subtle insights into some difficult problems of analysis. One has only 
to mention the modern theory of Markov processes which has given 
new insights into such classical problems as boundary values and po­
tential theory. 

The Kolmogorov axioms combine generality with simplicity. Prob­
ability becomes a part of measure theory, with its own special emphasis. 
In his basic monograph Kolmogorov himself proved many theorems 
indicating cleady the scope of this new discipline: the extension theorem 
which proyes the existence of random variables with preassigned joint 
distributions, conditional probabilities and expectations, sequences of 
independent random variables - one can multiply these examples almost 
indefinitely. The subsequent work of Kolmogorov, Doob, Feller and 
others in the modern theory of stochastic processes convinces one of the 
enormous richness of this subject. 

During this vigorous development, the basic notions themselves have 
however barely changed The Kolmogorov axioms are precise, concise 
and lead to an extensive theory; the pure mathematician asks for nothing 
more. However there remains the problem of understanding the phe­
nomenological background to these axioms. Kolmogorov himself was 
aware of this problem and in any event one possesses nowasound ex-

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 171-203. 
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planation of the motivation behind these axioms. This explanation con­
sists essentially in observing that the set of events associated with an 
experiment is an abstract Boolean u-algebra and may be roughly thought 
of, via the Loomis representation theorem, as a Boolean u-algebra of 
subsets of some space - indeed the space Q which hovers in the back­
ground in all investigations in probability theory. This is a convincing 
demonstration that there is very little that is ad hoc in the Kolmogorov 
axioms. A sparkling account of this cirele ofideas is given by Halmos [8J. 

In spite of this it is found that when thus formulated, the theory of 
probability does not inelude the situations that arise in quantum physics. 
For example there is nothing in this theory that corresponds to the 
Heisenberg Uncertainty Principle; and yet we are told that the Heisen­
berg principle simply displays pairs of observables the product of whose 
variances always remains above a positive constant no matter what 
original probability distribution is assigned to the basic events. Exposi­
tions in physics always stress the fact that the intervention of probability 
in quantum theory is fundamentally different from its role in statistical 
mechanies. An interesting account of some of the differences that arise 
when probability is applied to the domain of quantum physics has been 
given by Feynman [4]. Feynman however does not examine too elosely 
the precise mathematical reasons that cause these profound differences 
and the overall impression, to an orthodox probabilist at least, is one 
of bewilderment. 

It is obvious that since the Kolmogorov axioms are rooted in empirical 
experience, any change in the theory, if by such change one wants to 
extend its applications to the physical world, should spring directly from 
some phenomenological considerations. Anticipating our discussions in 
the subsequent sections one might say that the point of departure for the 
contemplated change in the model can be traced to the remarkable dis­
covery that the physical systems arising in quantum physics are of such 
nature that one is no longer entitled to make the assumption that the 
associated experimental propositions constitute a Boolean u-algebra. As 
a consequence the conventional i.e. the Kolmogorov formalism of prob­
ability theory is inadequate for a precise description of these systems. As 
a spectacular instance of such a failure we may mention the facts that 
the notion of disjoint events is at a somewhat deeper level and that the 
identity P(A + B) = P(A) + P(B) - P(AB) is not always true (the examples 
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of Feynman are concerned with this failure among other things). In his 
elassie treatise [17] and even more incisively, in an interesting paper 
writtenjointly with Birkhoff [3], J. von Neumann has elearly emphasized 
the fundamental fact that the experimental propositions associated with 
a physieal system do not form a Boolean u-algebra but only "some sort 
of projective geometry" (this description is von Neumann's). It is the view 
of the present writer that there is a need for an exposition of some of 
these ideas, in a language elose to that of the probabilist. 

In reeent years there has been some interest in the mathematical fea­
tures which such a "generalized probability theory" is likely to exhibit. 
Especially significant is a paper of Segal [20]. Segal takes the view that 
the algebra of all bounded random variables on a probability space Q is 
mathematically a more cogent object than the u-algebra of subsets of Q 

and is equivalent to it so far as the theory is concerned. This algebra 
comes equipped with a distinguished linear functional, namely the ex­
pectation. The transition to the probabilistic schemes of quantum physics 
is now made by replacing this commutative algebra by a noncommutative 
one, in fact by an algebra of linear operators on a Hilbert space. Segal 
however does not link up these noncommutative algebras with the "pro­
jective geometries" of Birkhoff and von Neumann. The point is that the 
relation between probability of events and expected values of random 
variables is at a somewhat deeper technieallevel in the noncommutative 
theory. In partieular it is not at all an easy matter to prove, in a suitably 
general context, that the additivity of the expectation as a functional on 
the set of observables is a consequence of the additivity properties of the 
probability measure on the events. In a reeent paper, A. M. Gleason [5] 
has proved this in a very important special case and the argument s used 
to attain the proof are by no means trivial. Inasmuch as Segal straight­
away assumes the expectation to be additive he is not concerned with 
this question of relating probabilities to expectations. 

In his paper [12] and subsequently in his Harvard notes [13], G. W. 
Mackey has taken the decisive step towards a systematie exposition of 
these ideas. However there are two features of the present discussion 
which make it somewhat more complete than Mackey's. The first is that 
the results dealing with simultaneous observability, which Mackey (as 
does von Neumann) establishes in the special Hilbert space context of 
quantum physics, are established here in their appropriately general 
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context. The second is that the present discussion emphasizes more 
strongly the implications of these ideas toward a more general formula­
tion of the basic concepts of probability theory. 

It is not the daim of this writer that the detailed examination of a 
model more general than the orthodox one is either easy or certain to 
lead to significant results. What is pointed out rather is that there is a 
more general way of formulating the fundamental axioms which sub­
sumes the probabilistic aspects of quantum physics under its fold and 
that there arise some interesting mathematical problems in this context 
whose counterparts in the orthodox model are either trivial or non­
existent. 

II. MOTIV A TION 

The center of the stage of the present discussion is occupied by a physical 
system S and the experimental propositions that are associated with S. 
We shall take for granted the idea of a physical system. The hydrogen 
atom, partides of matter executing Brownian motion in a medium and 
so on are examples of physical systems. Probability theory deals with 
such systems and makes statistical assertions concerning numerical vari­
ables which are associated with the system. These assertions are gener­
ally of the following type: the probability that the value of the variable 
x lies between two real numbers a and b is p. 

The conventional analysis of this situation, in fact the one which leads 
rather naturally to the Kolmogorov formalism, begins by first noting 
that there is a dass S of meaningful propositions associated with the 
system S, and that it is the aim of the theory to assign anumerieal prob­
ability for each one ofthese propositions being true or falseo S is equipped 
with an intrinsie algebraic structure. Of certain pairs a, b of propositions 
one can say that a implies b - we then write a ~ b. The properties of the 
relation ofimplication are: (1) a~a, (2) if a~b and b~a, then a=b, (3) 
if a ~ b and b ~ C, then a ~ C. Mathematically, ~ is a partial ordering on 
S. One singles out two propositions 0 and 1 such that 0 implies every 
proposition while 1 is implied by every proposition. Further to any 
proposition a there is the contrary proposition a' - the negation of a; 
the process which associates with any proposition a its negation a' has 
the properties: (1) (a')'=a for any a, (2) if a~b, then b'~a', (3) 0'=1, 
l' =0. One may observe that the idea of mutually disjoint or mutually 
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exclusive propositions now lies near at hand; a and b are exclusive if 
a ~ b' (or b ~ a'). Given any two propositions a and b which are disjoint 
there is another proposition e, called the sum of a and b. This corresponds 
to the proposition "a or b" and is defined entirely by means of ~; a and 
b both imply e and e implies every proposition implied by both a and b. 
In symbols, e = a -t b. It is natural to assume a -t a' = 1 and that if a im­
plies b, there exists a proposition e disjoint from a such that b is the sum 
of a and e. 

The point of departure that leads to the Kolmogorov formalism comes 
now. One's own built-in notions on the general structure of the set of 
experimental propositions lead one to postulate the following (crucial) 
assumption: 

(1) Given any two propositions a and b, one can "split" them into dis­
joint propositions, i.e. there exist propositions al' b l and e, any two of 
which are disjoint, such that a=al -te and b=bl -te. 

It will turn out later (Section III) that this assumption is equivalent 
to assuming that 8 is a Boolean algebra with ~ as its inclusion and' as 
its complementation operations. As a technical concession one also adds 
the following assumption: 

(2) Given a sequence of mutually exclusive propositions ab a2' ... ' one 
can find their sum, i.e. there is a proposition a such that each aj implies 
a and a implies any other proposition with this property. With this the 
class 8 of propositions becomes a Boolean a-algebra 

By a probability we then mean an assignment which associates with 
each proposition its probability. Mathematically it is a measure on 8, 
i.e. a real-valued function p:a-+p(a) on 8 such that (1) O~p(a)~ 1 for all 
a, p(O)=O, p(l)= 1, (2) if al' a2, ... are mutually disjoint with sum a, p(a) = 
=p(al)+p(a2)+···. In this fashion we see that a crucial part is played 
by assumption I and that one is led inevitably to the fact that the prop­
ositions form a Boolean a-algebra. It turns out that this assumption can­
not be given convincing operationaI significance in quantum physics. 
The critiques of Heisenberg [9] and von Neumann [17, 3] are conclusive 
on this point. Even though individual experimental propositions associ­
ated with ei can be given operational significance, when several arbitrary 
propositions are involved, it is in general not possible to give any ex­
perimental meaning to the operation of "splitting" these up. In other 
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words, propositions associated with a physical system in quantum theory 
are related, but not as the elements in a Boolean u-algebra 

From our point of view an appropriately general model for probability 
theory would start with a class tf of propositions of which however much 
less is assumed than the structure of a Boolean u-algebra. In Section III 
we shall give a precise description of what is assumed of tf. In the mean­
time we proceed to examine, at an intuitive level, several questions which 
naturally arise concerning the caleulus of this more general theory. We 
shall discuss these in greater detail in Section III and Section IV but 
some remarks might be worthwhile here. 

Any probability theory must deal with random variables or observ­
ables 1 and their probability distributions. In the conventional model 
where tf is taken to be a u-algebra of subsets of a space Q, we define a 
random variable as a real valued function j on Q such that j-l(E)Etf 
for all Borel sets E on the line. Given any probability measure p on tS 
we can then obtain the distribution a.J of j under p; a.J(E)=p(J-l(E)). 

In our general context where tf is not assumed to be a u-algebra (let 
alone a u-algebra of subsets of a space) we cannot use any such defini­
tion. It turns out that we can give a precise meaning to the notion of an 
observable which reduces to the customary one in the conventional setup. 
Notice that observables have numerical values and hence they give rise 
to propositions which state whether these values lie in preassigned sets. 
Indeed, if x is an observable, to each Borel set E of the line is associated 
the proposition which states that the value of x lies in E. Calling this 
proposition x (E) we thus see that there is a fundamental mapping E~ x(E) 
associated with any observable which sends Borel subsets of the line into 
certain propositions. Moreover the fact that x(E) is the proposition that 
the value ofx lies in E enables us to conclude that the assignment E~x(E) 
must send disjoint sets into disjoint propositions of tf and their unions 
into the corresponding sums in tf. In view of this it is natural to define 
an observable to be this mapping of the Borel sets into propositions. 
These mappings are usually known as u-homomorphisms. 

Thus while general arguments lead to the conclusion that observables 
are u-homomorphisms of the class of Borel sets of the line - aJ(R1) - into 
tf, in the Kolmogorov model we define them to be real valued funetions 
on Q. It is clear that if j is a measurable function on Q, then, for any 
Borel set E, j-l(E) is a measurable set and E~j-l(E) is a u-homo-
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morphism. It is urgent to verify at this stage that the most general u­

homomorphism of aJ(R l ) into the class of measurable subsets of Q can 
arise only in this manner. Actually it is necessary to be a little more 
general. According to the Loomis representation theorem, if 8 is a 
Boolean u-algebra, there is a space Q, a u-algebra ,S;I of subsets of Q and 
a u-homomorphism h of,s;l onto 8; in general h is not an isomorphism. 
Weshall prove in Section III that even in this general setup, every u­
homomorphism of aJ(R l ) into 8 arises naturally from an essentially 
unique point function (of course measurable) on Q. 

There is no difficulty in seeing howone ought to define a probability 
measure p in 8. To each ae8, p(a) must be a number between 0 and 1 
with p(O)=O, p(l)= 1. Moreover if al' a2"" is a sequence of mutually 
disjoint propositions with sum a, we must require that p(a) = p(al) + 
+ p(a2)+ .... Ifthen x(E-+x(E)) is an arbitrary observable and pa prob­
ability measure on 8, 1X~:E-+p(x(E)) will be a probability measure on the 
line. It is the distribution of x under p. In the conventional theory this 
reduces to the weIl known concept of the distribution of a random vari­
able. 

We have th us described, along with 8, the set of all observables. To 
every observable x and to a given probability measure p on tff we have 
a distribution on the line - that of x under p. The calculus of probability 
to which these definitions lead is in many ways very remarkable. One 
of the most remarkable features is that in general two given observables 
need not have a joint distribution and that very special circumstances 
are needed to ensure that joint distributions exist. A number of examples 
are presented in Section IV which indicate clearly the various newand 
subtle features that are characteristic of this generalization. Especially 
noteworthy from the present point of view is an example given there 
which is the counterpart of a probability space having exactly n points. 
It must be emphasized that unlike the conventional theory, where the 
Boolean u-algebra 8 is always replaced by a u-algebra of subsets of Q, 

there is no such "unique" concrete representation of the more general 
algebraic construct tff. In modern quantum physics one assumes that the 
partially ordered set of propositions is isomorphic with the class of closed 
linear subspaces of a complex Hilbert space~ with negation in tff corre­
sponding to orthogonal complementation in~. Under this assumption 
more concrete descriptions are possible for the observables, the pro ba-
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bility measures on 8 and the entire caleulus in facto In Section IV some 
other concrete examples 8 are presented and the problems which arise 
when a complete analysis of a logic is attempted are discussed. 

III. MA THEMA TIeAL FORMULA TION 

We now proceed to obtain precise formulations. We begin with a sum­
mary of definitions and results in the theory ofpartially ordered sets. For 
details and references see Birkhoff [2]. 

Let 8 be an abstract seto Elements of 8 will be denoted by a, b, e, ... , 
etc. We say that 8 is partially ordered if there is a relation ~ between 
certain pairs of elements of 8 such that (P1) a~a for all aE8, (P2) if 
a, bE8, a~b and b~a, then a=b, (P3) if a, b, eE8, a~b and b~e, then 
a~e. The pair (8, ~) is a partially ordered set, ~ is the partial ordering. 
If a ~ b we write b ~ a. By customary abuse of language we shall speak 
of 8 itself as the partially ordered seto If 8 is a partially ordered set there 
is at most one element a such that a~b for all bE8, we denote it by 0 
whenever it exists. Similarly 1 denotes the unique element ~ b for all 
bE8, whenever it exists. A partially ordered set 8 is said to be eomple­
mented if(C1) 0 and 1 exist, (C2) there exists a mapping y:a-+a' of 8 into 
itself which is involutory and order-inverting, ie. a ~ b implies b' ~ a' and 
(a')' = a for all a. It is easy to show that then y must be one-one and onto 
and that 0' = 1, l' =0. Y is called a eomplementation of 8. If 8 is a com­
plemented partially ordered set and a, bE8, a and b are said to be disjoint 
whenever a ~ b'; notice that a ~ b' if and only if b ~ a' so that the definition 
of disjointness is symmetric in a and b. Since a ~ a for any a, a and a' 
are always disjoint. If a and b are disjoint we write a.l b. 0.1 a for any 
aE8. If 8 is any partially ordered set and {a.,} is any indexed collection 
of elements of 8, we denote by U;. a;. any element e of 8 with the prop­
erties: (i) a;.~e for all A, (ii) if a;.~d for all A, then e~d. e need not exist; 
but if it does, it is unique. If the collection is {al' ... ' an} we also denote 
e by al u a2 u ... u an. U;. a;. is called the sum of the a;.. Replacing ~ by 
~ in the above we obtain the definition of n;. a;., theproduet of the a;.. 
If au b and an b exist for all pairs a, b E 8, then '8 is called a lattice. A 
lattice 8 is distributive if, whenever a, b, eE8, an(bue)=(anb)u(ane) 
and au(bn e)=(au b)n(au e). If 8 is a complemented partially ordered 
set and {a;.} is an indexed collection of elements of 8, then (U a;.)' = n a~ 
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in the sense that if either side exists so does the other and the' two are' 
equal. A complemented lattice for which an (b u e) = (a n b) u (a n e) is 
easily seen to be distributive. A lattice t! is called modular if a n (b u e) = 
(anb)u(ane)=(anb)ue holds for all a, b, eet! with a~e. 

Among distributive lattiees a very important place is occupied by 
Boolean algebras and Boolean eT-algebras. A complemented distributive 
lattice is a Boolean algebra if the complementation a~a' has the prop­
erties: (i) if a ~ b, there is a e disjoint from a such that a -+ e = b, (ii) a -+ a' = 1 
for all a. A fundamental theorem of Stone asserts that any Boolean al­
gebra is isomorphie and finite over X. Moreover for any real number s, 

and hence 

Ds = J-I ((- OO, s)) = {w:J(w)<s} 

= U En' 
(n: '"<s) 

=x((-oo, s)). 

If we now notice that the elass of all Borel sets E on the line for which 
h(J- 1(E))=x(E) is a eT-algebra ineluding all intervals (-oo, s), we can 
conelude that h(J-l(E))=x(E) for all Borel sets E on the line. Define 
now f to be 0 outside X and J inside it. It is a trivial computation to 
check that h(f-l(E))=h(J-l(E)) for all E and hence h(f-l(E))=x(E) 
for all E. 

Suppose f' is another d-measurable function such that h(f'-1 (E)) = 
x(E) for all E. Write An=f- 1((-00, rn)) and Bn=f'-l((-OO, rn)). Since 
for any n, h(An) = h(Bn), 

h(An-Bnu Bn- An)=O. 

Write 

n 

Clearly h(No) =0. We elaim that f=f' on D-No. If weD-No and 
f(w)# f'(w), then there will be an integer n such that rn Iies stricdy be­
tweenf(w) and f'(w). This shows that we(An-Bn)u(Bn-An), i.e. weNo, 
a contradiction. The proposition is proved. 
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Given a generallogic 8 it is not at onee obvious how to construct all 
the observables associated with 8. At this stage we shall be content to 
describe simple examples. Indeed let U be aset, i1It a u-algebra of subsets 
of U and tl' t2, ... distinct elements of U. If al' a2"" are pairwise disjoint 
elements of8 such that 1=al+a2+"', then there exists a unique 8-
valued measure x based on i1It such that x(E)=Uj:tjEEaj for all EEi1It. 
If {tj}Ei1It, x({tj})=aj. The straightforward proofis omitted. The reader 
should natiee that the construction given above, when U = Rl and 
i1It=.?l(R 1), defines what one might call the discrete observables of the 
theory. In fact, let x be an observable abtained as above from t l , . .. , tk> .... 

If p is any probability measure on 8, then ct~ has mass concentrated at 
th t2, •••• It is in this sense that x is the analogue of a discrete observable 
of the conventional model. We might call th t 2, ... the values of x. One 
can discuss these ideas at a somewhat more general level. Given any 
observable x, aset E (Borel) on the line is called x-null if, for every prob­
ability measure p on 8, ct~(E) = O. Routine arguments show that the union 
of all open subsets of Rl which are x-null is once again x-null and is the 
largest x-null open set. The complement of this set is called the speetrum 
of x. x is called a bounded observable if the spectrum is a compact subset 
of Rl. It is easy to prove that if S is a u-algebra of subsets of a space Q 

and if all single point sets are in 8, the spectrum of an observable x is 
the elosure of the set of points which are the values of the unique 8 -mea­
surable function corresponding to x. In general if x is a bounded observ­
able and A its spectrum, we define Ilxll =sup{IAI:AEA}. 

Given a logic 8 one can associate with it the set of all observables. Our 
chief aim in the present section is to examine the principal features of 
this set and to compare them with the set of all observables in the Kol­
mogorov model. We begin with the notian of a funetional ea/eulus. In­
tuitively, given any physical quantity x and a Borel function u (= a real 
valued Borel measurable function on the realline Rl), there is an oper­
ational definition of the quantity u(x); in fact if x has value ~, u(x) has 
value u(~). It is easy to translate this into a precise definition if we notice 
that u(~)EE ifand only if ~EU-l (E~ Thus given any observable x(E-+x(E)) 
and any Borel function u, we define the observable u(x) by the assignment 
u(x):E-+x(u-l(E)). It is easily verified that u(x) is an 8-valued measure 
based on .?l(Rl) so that u(x) is in fact an observable. Standard juggling 
with compositian mappings yields. 
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PROPOSITION 3.4. Let x be an observable, Ul' U2 Borel funetions and 
U=U 1 OU2' Then U(X)=Ul (U2(X)). If x has distribution IX under p, then u(x) 
has distribution p under p, where P(E)=IX(U- 1 (E)) for all E. 

In other words the rules of ealculations of funetions and distributions 
of funetions of a given observable are the same as in the eonventional 
formalism. However funetions of more than one observable ean in gen­
eral only be formed under speeial eireumstanees. A eonsequenee of the 
theorems of this seetion is a preeise eharaeterization of these cireum­
stanees. 

Given an observable x and sets E, FEt?4(R 1), one ean write 

x(E)=x(E-F)+x(E nF) and x(F)=x(F -E)+x(EnF). 

Clearly x(E - F), x(E n F) and x(F - E) are pairwise disjoint. Aeeording 
to the motivating remarks made in Seetion II the propositions x(E) and 
x(F) ean be "split". (This is also natural in an intuitive sense sinee after 
all x(E) (and x(F)) are propositions whieh state that the value of the 
"quantity" x lies in E (and F) and to these propositions the eonventional 
rules of reduetion should apply.) What is more interesting is that the 
eonverse is true. Given a, bEtf we write a+-+b if there are pairwise dis­
joint elements al' b1 and e sueh that a=al +e and b=b 1 +e. 

PROPOSITION 3.5. Let tf be a logie and a, bEt!. Then a necessary and 
sufficient eondition that a+-+b is that there should exist an observable x 
and Borel sets E and F sueh that a=x(E) and b=x(F). 

Proof We have already settled the suffieieney. For the necessity write 
a = al + e, b = b 1 + e. Cleariy there exists an 0 bserva ble x sueh that 
x({O})=al' x({1})=b1, x({2})=e and x({3})=(al +b1 +e)'. Then 
x({O, 2})=a and x({l, 2})=b. 

This proposition motivates the following definition. Elements a, bEt! 
are ealled simultaneously verifiable if a+-+b. Proposition 3.5 shows also 

that if a+-+b, then any two of a, b, a', b' are simultaneously verifiable. 

PROPOSITION 3.6. Lett! be a logie, a, bEtf and a+-+b. Then aub andanb 
exist. If al' b1 and e arepairwise disjoint sueh thata=a1 + e andb=b1 + e, 
thena1 =a-anb,b1 =b-anbande=anb. Moreovera'=(b-anb)+ 
+(aub)', b' =(a-anb)+(aub)'. 

Proof Write a=a1+ e and b=b1 + e, where al' b1 and e are pairwise 
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disjoint. Write d=al -+-b l -+-c. Now, d~a and d~b; moreover if ais any 
element of S with a~a and a~b, then a~al -+-bl -+-c and hence a~d. 
This shows that au b exists and is = d. Apply this to a' and b' to deduce 
that a' ub' and hence anb exists. Further a' =bl -+-d' and b' =al -+-d' so 
that the above argument yields d u b' = al-+- b I -+- d' = c' and hence that 
c = an b. The rest of the proposition is now obvious. 

A useful technique of verifying simultaneous verifiability is contained 
in 

PRoposmoN 3.7. In order that a+-+b it is necessary and sufficient that 
there should exist some ceS such that (i) c~a and c~b, (ii) (b-c).la. In 
this case c=anb. 

Proof Necessity is opvious if we take c=anb. Sufficiency follows 
at once from the definition ifwe write a=(a-c)-+-c, b=(b-c)-+-c. 

PRoposmoN 3.8. (1) If al> a2' ... eS, if a+-+aj for eachj and if U j aj and 
Uj(anaj) both exist, then a+-+Upj; moreover, one has an(Up)= 
= U j (a naJ In particular, if al' a2, ... are pairwise disjoint and a+-+aj 
for allj, then a+-+(al -+-a2 -+- ... ) and one has 

an(al -+-a2 -+- ... )=(anal)-+-(ana2)-+- ....• 

(2) If bl ,b2eS, bl~b2 and a+-+bl and a+-+b2, then a+-+(b2-b1); 

moreover, one has 

Proof. Write c= UAana) Clearly c~a and c~ U j aj. Thus, to prove 
(1) it is enough to prove that (a - c).l U a j. It will then follow that a U ja j 
and an(Uj a)=c. Now, for any fixedj, a-(anaJ .laj since a+-+aj, and 

* ERRATUM, Comm. Pure Appi. Math. 15 (1962), 189-217: 
It has been pointed out by Dr. S. P. Gudder of the University of Illinois that Proposi­

tion 3.8 in this paper is incorrect, thus vitiating the conelusions of the main theorems of 
Section III. 

We wish to remark that Propositions 3.8 and 3.9 of this artiele, and hence all subsequent 
theorems are true if we add to the assumptions that 8 is actuaIly a lattice. In other words, 
if the fundamentaI logic is assumed to be a lattice, then the proofs go through without any 
further changes. The main theorems of Section III are therefore valid for alllogics 8 which 
are lattiees. 
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a-c~a-(anaJ since C~anaj' Therefore (a-c).1aj. Since j is arbi­
trary we deduce that (a-c).1 Ujaj. 

To prove the second part note that a+-+bl and a+-+b2 and hence 
a+-+bl +b2 from which we can conelude that a+-+(bl +b2)' =b2 -bl . Since 
b l +(b2 -bl)=b2, we deduce from (1) that (anb l)+an(b2 -bl)=anb2 

from which the formula for an (b2 - b l ) follows. 
We have hinted at various stages of the present discussion that it is 

the features centering around the mutual relations subsisting between 
several observables that indieate sharply the real significance of the 
present generalization of the Kolmogorov formalism. If x and y are two 
observables, x(E) and y(F) are element s of 8. But we have seen that 
x(E) and y(F) need not be simultaneously verifiable. It is natural to call 
x and y simultaneously observable if for any pair of Borel sets E and F, 
x(E) and y(F) are simultaneously verifiable. More generally, if {x).; A.ELI} 
is an indexed set of observables, it is said to be simultaneously observable 
if x). and x).. are simultaneously observable for all ..1., A.' E LI. Intuitively, if 
x and y are simultaneously observable physical quantities, one can assign 
operational significance to numerical statements that involve x and y 
simultaneously and hence joint probabilities such as the probability of 
x lying between 0 and 1 and y lying between 3 and 4 can be computed. 

Suppose now x is an observable and {u).:A.ELI} is an indexed set of 
Borel functions. Ifwe set x).=u).(x) and notiee that x).(E)=X(U';:-l(E)), it 
is elear that the x). are simuhaneously observable. If p is any probability 
measure on 8, and Al, ..1.2"", AkELI, the definition p)., ..... ).k (C) = p(x(F)), 
where F= {t: tE Rl , (u)., (t), ... , u).k(t))EC}, gives us a probability measure 
on the Borel sets e of Rk. It is natural to define p)." ... ,).k to be the joint 
distribution of {x)." ... ,x).J. 

It was proved by von Neumann (see [17], p. 173 and the references 
cited there) that, when 8 is the logic of elosed linear subspaces of a com­
plex separable Hilbert space, then simultaneous observability can be 
secured only in the above manner. More precisely, for such a logic, if 
{x).:A.ELI} is an indexed set of observables, and these are simultaneously 
observable, then there exists an observable x and Borel functions u). for 
each A.ELI such that x). =u).(x) for all ..1.. The question naturally arises as 
to whether such a theorem can be proved in our general context. In his 
Harvard lecture notes Mackey raises this question also but limits him­
self to stating the von Neumann theorem. Clearly if such a theorem is 
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proved, then the way is open for the elucidation of the circumstances 
under which joint distributions and funetions of several observables can 
be introduced. The main theorem (Theorem 3.3) of this paper is in fact 
the generalization of the von Neumann theorem to our general context 
of an arbitrary logic. Since an observation on a physical quantity yields 
at once observations on all of its funetions (by computation) this theorem 
gives a justification of the term "simultaneously observable". 

To proceed with our aim of obtaining our abstract version of von 
Neumann's theorem we introduce a few definitions. A subset BeS is 
called a Boolean subalgebra of S if there exists a space U, a Boolean 
algebra i1It of subsets of U and a mapping u(C-u(C)) of sets in i1It into 
S such that (i) u(c/»=O, u(U)=l, (ii) if C, DEi1It and CnD=c/>, then 
u(C).lu(D) and u(CuD)=u(C)-i-u(D). If we demand in the above def­
inition that i1It be a u-algebra and that in addition to (i) and (ii) the equa­
tion u(Un Cn)=u(Cl )-i-U(C2)-i- ... hold for all Cl , C2, ••• Ei1It such that 
CinCj=c/> for i#j, then we have the notion ofa Boolean sub u-algebra 
of S. Concisely, a Boolean sub u-algebra of S is the range of an S-valued 
measure u based on a u-algebra i1It of subsets of some space U. 

PROPOSITION 3.9. A subset BeS is a Boolean subalgebra of S ifand only 
if it has the following properties: (i) 0, 1 EB, (ii) if a, bEB, then a-b and 
further aub, anb both 2 belong to B, (iii) if aEB, then a'EB. 

ProoI. The only if part is trivial. Suppose now B has the properties 
(i)-(iii). ~, when restricted to B, converts B into a complemented lattiee. 
We claim that it is even distributive, i.e. a n(b u e)=(an b) u (an e), when­
ever a, b, eEB. Notice that, since the lattice B is complemented, the equa­
tions a n(b u e)=(a n b)u (an e) imply the equations a u(b n e)=(au b)n 
(a u e) for all a, b, eEB. Proposition 3.8 implies at onee that a n(b u e)= 
(anb)u(ane). This proyes that B is distributive. Since, if a, bEB and 
a~b, one can write b=a-i-(a-i-b')', it follows that B is a Boolean algebra 
By Stone's theorem there exists a space U, a Boolean algebra .91 of sub­
sets of U and a map u:.9I-B such that u has the appropriate properties 
and B is the range of u. This proyes the proposition. 

An analogous reasoning which uses the Loomis theorem instead of 
Stone's leads to 

PROPOSITION 3.10. A subset SeS is a Boolean sub u-algebra of S ifand 
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only ifit has the following properties: (i) 0, I eS, (ii) if a, beS, then a~b 
and aub, anb both eS, (iii) if aeS, then a'eS, (iv) if al' a2' ... eS and 
ai-Laj whenever i-:fj, then (al -t-a2 -t- ···)eS. 

Propositions 3.9 and 3.10 teil us that if {A).} is an indexed family of 
Boolean subalgebras (sub a-algebras) of $, then Il). A). is a Boolean sub­
algebra (sub a-algebra) of $. From this it follows that if A is any subset 
of $, then, as soon as there exists one Boolean subalgebra (sub a-algebra) 
of $ containing A, there will be a smallest such subalgebra. Given a 
family {A).:AeLl} of subsets of $, the smallest Boolean subalgebra of $ 

containing all the A)., provided it exists, is denoted by [A).:AeLl]. If 
LI = {Ab ... ' Ak}, we denote this by [A)." ... , A).J. The following technical 
preliminary is needed first. 

PROPOSITION 3.11. Let A be a Boolean subalgebra of $ and ReA a subset 
such that A is the smallest Boolean subalgebra of $ which ineludes R. 
If aoe$ is such that ao~b for all beR, then ao~a for all aeA. 

Proo! Let Al = {a:aeA, ao~a}. Clearly 0, 1 eAl and if aeA l, then 
a' eAl. Moreover from Proposition 3.8 it follows, on noting that lattice 
sums exist for pairs of element s of Al' that if al' a2eAI, then al u a2eAI 
and hence al n a2 =(a~ u a~)' eAl. This proyes that Al is a Boolean sub­
algebra of $. Since BeAI eA it follows that Al =A. 

To formulate the subsequent propositions concisely we need a nota­
tion. If A and B are two subsets of $ we write A ~ B whenever the rela­
tion a~b holds for arbitrary aeA and beR. 

PROPOSITION 3.12. Let Al' A 2 , •.. , Ak be any Boolean subalgebras of $. 

In order that there should exist a Boolean subalgebra of $ containing all 
the A j it is necessary and sufficient that Ai~Aj for all i andj. 

Proo! Since the necessity of the condition is trivial we confine our at­
tention to the sufficiency. We first use induction to reduce the theorem 
to k = 2. Indeed if we have proved the sufficiency of the condition for 
k=2, 3, ... , m-l, then wecan form [Al' A 2, ... , Am-I] and, observingthat 
[Ai' .. . ,Am- l] is the smallest Boolean subalgebra of $ containing Ui=-ll Ai' 
conelude from Proposition 3.11 and the assumption Am~Ui=-/ Ai that 
Am~[AI, ... ,Am-l]. The case k=2 now shows that there is a Boolean 
subalgebra of $ containing Am and [Al' ... ' Am-l]. It thus remains only 
to settle the case k = 2. In other words we shall show that if A I ~ A z, there 
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exists a Boolean subalgebra of 1 which contains both Al and A2• 

Consider finite Boolean subalgebras Bl and B2 of I, with Bl e Al and 
B l eA2. Since B l and B2 are finite, there are finite sets U = {th ... , tp} and 
V= {Sl' ... , Sq} and I-valued measures u and v based, respectively, on the 
subsets of U and V such that B l is the range ofu and B2 that ofv. Write 
aj=u({tj}) and bj=v({sj})' Clearly the aj (and the bj) are pairwise disjoint 
and 

al -i- ... -i-ap=b l -i- ···-i-bq= 1. 

Since aj+-+bj for all iandj, cjj=ajnbj exists. If(i,j)#:(i',j'), then either 
i#: i' orj#:j'. Ifi#: i', cjj~aj and cj'j,~aj" while ifj#:j', cjj~bj and Cj'}, ~b}'. 
This shows that the cij are pairwise disjoint. Moreover, we obtain from 
Proposition 3.8 the equations 

Cit -i- ... -i-ciq=(ajnbl)-i- ... -i-(ajnbq) 

=ajn(bl -i- ... -i-bq) 

=aj 

for each fixed i = 1, 2, ... , p and the equations 

Clj-i-···-i-cpj=bj 

for each fixed j = 1, 2, ... , q. Finally, adding all these up we have also 

U cij= 1. 
j,j 

If we now write W = U x V, then the last equation shows that there exists 
an I-valued measure w based on subsets of w such that w({tj, Sj})=Cjj 

for all i, j. The preceding equations then teIl us that w(U x {sj})=bj for 
j = 1, 2, ... , q and w({ tj} x V) = ai for i = 1, 2, ... , p. Ifthe range of w is C, 
then it is clear that B 1 and B2 e C and that C is a finite Boolean sub­
algebra of I. In fact C= [B l , B2]. 

What we have proved so far is that, if B l and B2 are arbitrary but 
finite Boolean subalgebras of 1 such that B l eAl and B2 eA2 , then 
[B h B2 ] exists and is finite. Let us now form the set union A = U [B l , B2 ], 

where B l and B2 run over all finite Boolean subalgebras of 1 with Bl e Al 
and B2 e A2• We complete the proof by showing that A is a Boolean 
subalgebra of 1 containing both Al and A2. If al eAl and a2eA2, then 
Bl = {O, 1, ah aD and B2 = {O, 1, a2' a2} are Boolean subalgebras of 1 and 
clearly [B l , B2] eA so that in particular ah a2eA. This proyes that A 
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contains both Al and A 2• To prove that A is a Boolean subalgebra of 
tS, we notice first that if aE A, d EA trivially. Further suppose a, bE A. 
Then aE [B l, B2] and bE [B~, B2], where B h B~, B2, B2 are finite Boolean 
subalgebras of tS with Bl, B~ cAl and B2, B2cA2• If we now write 
B~ = [B b B~] and B~ = [B2, B2], then it is easy to verify that a and b 
both belong to [B~, B~] and hence au b and an b E [B~, B~] c A. This 
proves, in view of Proposition 3.9 that A is a Boolean subalgebra of tS. 
The proof is thus completed. 

THEOREM 3.1. Let tS be a logic and {A).:AEA} bean indexed set of Boolean 
subalgebras of tS. Then, in order that there be a Boolean subalgebra of tS 
including all the A)., it is necessary and sufficient that A). +--+ A ~ for all 
A, kEA. 

Proof Necessity is trivial. For sufficiency note that for each finite 
subset A'cA, [A).:AEA'] exists in view ofProposition 3.1l. Denote this 
by B(A'}. If aE B(A;} and bE B(A2}, then au b and an b exist and in fact 
both belong to B(A~ u A2}. This shows that U .1'c.1 B(A'}= B is a Boolean 

.1' finil. 

subalgebra of tS. Obviously A). cB for each A. 
Our aim is to extend Theorem 3.1 to eT-algebras. To do this we need 

to introduce one more concept. A Boolean subalgebra A of d is said to 
be maximal if A is properly contained in no other Boolean subalgebra 
of tS. 

PROPOSITION 3.13. Any Boolean subalgebra of tS is contained in a maxi­
malone. A maximal Boolean subalgebra of t! is necessarily a Boolean 
sub eT-algebra of tS. 

Proof The first statement follows easily from Proposition 3.9 and 
Zorn's lemma. To prove the second, let M be a maximal Boolean sub­
algebra of tS. In order to prove that M is a Boolean sub eT-algebra of t! 
it is enough if we show that for any sequence al' a2"" of pairwise dis­
joint elements of M, al -t a2 -t ... is in M. Suppose ab a2' oo. E M with 
aj.laj whenever ii=j. Write a=al -ta2-t .... Clearly aj+--+b for any bEM 
so that from Proposition 3.8 we concIude that a+--+b for all bEM. This 
shows that M +--+ Ba, where Ba is the Boolean subalgebra of t! consisting 
ofO, 1, a and d. Then [M, Ba] exists and since M is maximal, M = [M, Ba]. 
In particular, aEM. 
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THEOREM 3.2. Let {A;.:Ae.::1} be an indexed set of Roolean sub a-algebras 
of S. In order that there should exist a Roolean sub a-algebra of S including 
all the A;., it is necessary and sufficient that A;. -A;.for all A, A' e.::1. 

Proo! The neeessity is trivial. For suffieieney we ean, in view ofTheo­
rem 3.1, find a Boolean subalgebra of S induding all the Ak By Propo­
sition 3.12 this in turn is eontained in a Boolean sub a-algebra of S. 

Reeall that we launehed on these detaile d diseussions with a view to 
examining the simultaneous observability of a given eolleetion of ob­
servabIes. Intuitively, if x is any physieal quantity and {u;.:Ae.::1} is a 
eolleetion of Borel funetions, the eolleetion {x;.} of observables, where 
X;. =u;.(x), is simultaneously observable. (Indeed, if x has a value ~, X;. 

has the value u;.(~), A being an arbitrary element of .::1.) We shall now 
proeeed to prove that this is the only way to secure simultaneous oh­
servability. We need eertain definitions. A Boolean a-algebra d is said 
to be separable if there exists a eountable set !?) e d such that the smallest 
sub a-algebra of d containing!?) is d itself. !?) is said to generate d. 
A logie tS is said to be separable if every Boolean sub a-algebra of tS is 
separable. 

PROPOSITION 3.14. Let U be a space and 'YI a separable a-algebra of 
subsets of U. Then there exists a real valued 'YI-measurable funetionf on 
Usueh that 

'YI = {f- 1 (E): EefJI(R I)}. 

Proo! Let Dh D2, oo. generate lJIt and let rjJDn be theeharaeteristie 
funetion of Dn . Then y: u--+(rjJ DI (u), rjJ D2 (u), oo.) is a 'YI-measurable map of 
U into the eartesian product X of a eountable number of eopies of the 
unit interval. If fJI(X) is the dass of Borel subsets of X, it is obvious that 
1JIt=(y-l(E):EefJI(X)}. Since there is an isomorphism between X and 
Rl, say p: X --+ [0, 1] whieh preserves the Borel struetures on the two 
spaees [14, Seetion III], it follows that f = P 0 y is a real valued CI/t-mea­
surable funetion on U such that CI/t={J-l(E):EefJI(R1)}. 

PROPOSITION 3.15. A Boolean a-algebra d is separable if and only if there 
exists a a-homomorphism of fJI(R 1) onto d. 

Proo! Let h:fJI(R1)--+d be a a-homomorphism of fJI(R 1) onto d and 
let !?)= {h((-oo, r)):r rational}. Suppose .910 is the sub a-algebra of d 
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generated by f!). d o is separable. Moreover since {E:h(E)Edo} is a a­
algebra of Borel subsets of Rl induding all intervals (-oo, r), it indudes 
all Borel sets and hence d 0 is the range of h. This proyes that d = d 0 

and hence is separable. 
Conversely let d be separable and f!)Ed any countable set generating 

d. By the theorem of Loomis there is a space U, a a-algebra õit ofsubsets 
of U and a a-homomorphism u of õit onto d. Let C l, C 2, ..• be subsets 
of U such that f!)={u(Cj):j= 1, 2, ... } and let õlto be the a-algebra ofsub­
sets of U generated by the Cj . õlto is separable and hence (Proposition 
3.13) there exists a real valued õlto-measurable function j such that õlto = 
{j-l(E):EEf!)(R 1)}. If now h(E)=u(f-l(E)) for all EE[JI(R l), then 
h is obviously a a-homomorphism of ,qj(R l ) into d. Since the range of 
h indudes all the u(Cj ), h is onto d. 

PROPOSITION 3.16. Let d, d' be separable a-algebras with d' ed, and 
let., .' be a-homomorphisms of ,qj(R') onto d and d', respectively. Then 
there exists a Borel function u such that .'(E)=.(u-l(E)) for all Borel 
sets E on the line. 

Proo! Let r 10 r2, ••• be any distinct enumeration of the rationals of the 
line and let bn=.'((-oo, rn)~ By using an inductive argument similar to 
the one employed in Proposition 3.3, we construct Borel sets El' E2 ••• 

on the line with the properties: (1) bn = • (En), n = 1, 2, ... , (2) Ei e E j when­
ever ri<r j , (3) nn En=c/>. Put X o= Un En and define for any tEXo, ü(t)= 
inf{rn:tEEn}. ü is finite and weIl defined over X o. Moreover, for any S, 

{t:ü(t)<s}= U En, 
n: r" <s 

so that ü is a Borel function on X o. If we now notice that 

n:r,,<s n:r"<s 

= U .'((-00, rn))=.'((-oo, s)) 

for any real number s, we can easily condude that .(ü-l(E))=.'(E) for 
all Borel sets E. There remains a small difficulty in that ü is defined only 
over X o. This however is not serious. Define u to be 0 outside the set X 0 

and üinside. From thefact that .(Xo)= 1, it follows easily that .(u- l (E)) = 
.' (E) for all Borel sets E. 
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THEOREM 3.3. Suppose {X).:A.EL1} to be an indexed set of observables. 
Suppose further that either L1 is denumerable or that 8 is a separable logic. 
Then a necessary and sufficient condition that the x). be simultaneously ob­
servable is that there should exist an observable x and aset {U).:A.EL1} of 
Borelfunctions such that x). = u). (x) for all A.. 

Proof. Suppose x is an observable, u). are Borel functions and x). = u).(x), 
then for any two Borel sets E and F and any A., XEL1, x). (E) = x(u,;: I (E)) 
and x)..(F)=x(ui I (F)) so that x).(E)x).,(F). This proyes that x). and x)., 
are simultaneously observable. Conversely let us assume that x). and x)., 

are simultaneously observable for all A., XEL1. Ifwe write A).={x).(E):E 
a Borel set on the lines, then A). is a Boolean sub u-algebra of 8 for each 
A.. Moreover by our assumption on the x)., A). ..... A)., for all A., A.' and hence 
by Theorem 3.2 there exists a Boolean sub u-algebra of 8 containing all 
the A).. Let B denote the smallest such u-algebra. We claim that, under 
our hypotheses, B is separable. In fact if 8 is separable, Bis automatically 
separable. On the other hand, if L1 is denumerable and for each A.EL1D .. 
is a countable subset of A). generating A .. , the countable set D = U "E.d D .. 
clearly generates B, showing that B is separable. By Proposition 3.15 we 
can find an observable x such that B={x(E):E a Borel set}. By Propo­
sition 3.16 we can find for each.A. a Borel function u .. such that x;. = u;.(x). 
This proyes the theorem. 

We next proceed to a discussion of the circumstances under which 
joint distributions exist and the definitions of funetions of several ob­
servabIes. Suppose x and y are two observables. We may then say that 
x and y have a joint distribution if there exists a u-homomorphism z of 
the Borel sets of the plane R2 into 8 such that z(E x RI)=x(E) and 
z(R I x E)= y(E) for all Borel sets E. That such a z exists when we operate 
in the conventional framework is obvious. More generally let {X .. :A.EL1} 
be an indexed set of observables. Following Kolmogorov [10], we define 
the Borel sets in the space R.d of all real valued functions on L1 to be the 
sets of the smallest u-algebra containing all the cylinder sets. We denote 
this u-algebra by ~(R.d). For any A.EL1 we define n .. as the "projection" 
f-+f(A.) of R.d into Rl. We then say that the x). have ajoint distribution 
whenever there exists a u-homomorphism z of ~(R.d) into 8 such that 
z(n;l(E))=x .. (E) for all A. and all real line Borel sets E. If z exists, it 
follows easily that it is unique. If p is any probability measure on 8 and 
we define cx~(C)=p(z(C)) for all CE~(R.d), it is obvious that cx~ is a prob-
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ability measure on ~(R.d). We shall call it the joint distribution oJ the x). 
under p. 

THEOREM 3.4. Let 8 be any logic and {x).: A E,1} an indexed set of observa­
bles. Then the following statements are equivalent: 

(1) the x). are simultaneously observable; 
(2) the x). have a joint distribution; 
(3) there exists a space Q, a a-algebra .91 of subsets of Q, a a-homo­

morphism 0 of.91 into 8 and .9I-measurable real valuedfunctionsf)., AE,1, 
such that x). (E) = O(f).-l (E)) for all Ae,1 and realfine Borel sets E. 

Proo! We shaIl first prove that (1) implies (3). Suppose the x). to be 
simultaneously observable. The range of each x). is a Boolean sub a­
algebra S). of 8 and hence by Theorem 3.2 there exists a Boolean sub 
a-algebra S of 8 such that S). e S for all A. By the theorem of Loomis 
there exists a space Q, a a-algebra .91 of subsets of Q and a a-homo­
morphism 0 of .91 onto S. For any fixed A, x).(E-+x).(E)) is a a-homo­
morphism of ~ (R 1) into S and hence, by Proposition 3.3, there exists an 
.9I-measurable real-valued function J). such that O(f).-l (E)) = x). (E) for all 
EE~(R1). This is just the assertion (3). 

Next we show that (3) implies (2). If we define q,:w-+q,(w) as the map­
ping of Q into R.d which sends weQ into the function q,(w) on ,1 whose 
value at Ae,1 is J).(w), it is obvious that for any Ce~(R.d), q,-l(C)e.91 
and that J).-l (E) = q, (n): 1 (E)) for all A and all realline Borel sets E. If we 
now define z by setting z (c) = O( q, -1 (C))' then z is a a-homomorphism 
of ~(R.d) into 8 such that z(n):l(E))=x;.(E) for all AE,1 and realline 
Borel sets E. This proyes that the x). have a joint distribution. 

The implication (2)-+(1) follows trivially and completes the proof of 
the theorem. 

Roughly speaking Theorem 3.4 tells us that joint distributions of 
several observables may be defined only when the observables in ques­
tion are simultaneously observabIe. The reader may compare Theorem 
3.4 with the remarks of von Neumann [17, pp. 211-230]. 

The precise characterization of simultaneous observability that we 
have obtained enables us to give definitions of funetions of severaI ob­
servabIes. Let Xl' X2' ... ' xn be observables which are simuItaneously ob­
servable. Then by Theorem 3.4 there is a (unique) a-homomorphism z 
of ~(Rk) into 8 such that z(nj1(E))=xAE) for all E andj= 1, 2, ... , n. If 
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</J is any Borel function on Rk, we define <jJ (Xl' X2' ... ' Xn) as the observ­
abi e E-+Z(<jJ-l(E)). We leave it to the reader to check that this definition 
leads to the natural properties which any functional calculus may be 
reasonably expected to have. 

IV. EXAMPLES AND REMARKS 

The entire discussion which has preceded has been very abstract. In par­
ticular we have given no examples. The purpose of this section is to give 
a few examples and also to make a few remarks on a number of questions 
of significant interest which naturally arise. For example, are there anal­
ogues of the Loomis theorem which describe the most general type of a 
logic? What is the logic in the formulation of quantum physics? Are any 
two logics isomorphic? And so on Complete answers to these questions 
are not known in many instances. We shall confine ourselyes to brief 
remarks. 

First we examine the question of concrete representations. In the con­
ventional formalism the theorem of Loomis asserts that every a-algebra 
arises as a a-homomorphic image of a a-algebra of subsets of some space. 
IT a probability measure is also given over a a-algebra converting it into 
a measure algebra, then there is the theorem ofvon Neumann and Halmos 
which asserts that a nonatomic separable measure algebra is isomorphic 
to the standard measure algebra ofthe un it interval [7, p. 173]. Moreover, 
there are theorems which assert [14, Section III] that under certain con­
ditions a a-algebra d of subsets of a space D is a-isomorphic to the a­

algebra of Borel subsets of a complete separable metric space and that 
two such a-algebras .911 and .912 (in Dl and D2) are a-isomorphic if and 
only if D l and D2 have the same cardinality. 

No such general results are known concerning arbitrary logics. Unlike 
the a-algebra situation there is an interesting reduction problem to be 
solved before the known concrete representations can be formuiated. 
Notice that, given a logic S, we mayask which ones of its elements are 
simultaneously verifiable with all the elements of S. Let c(i be the set of 
all such elements; C(i={a:a+-+b for all bES}. We shall call c(i the center 

of S. 

PROPOSITION 4.1. c(i is a Boolean sub a-algebra of S. 
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Proo! Clearly 0, 1 ECC and a' ECC whenever aECC. From Proposition 3.8 
we see that if al' a2'''' ECC and ai 1- aj whenever i=f: j, then al + a2 +Oo' ECC. 
Moreover, if a, bES, then a-b in particular, so that aub and anb 
exist. Since a-e and b-e for all eES, Proposition 3.8 implies that 
aub-e and a'ub'-e for all eES. This proyes that aub, anb both 
belong to C. Hence, by Proposition 3.10, CC is a Boolean sub a-algebra 
of S. If S is a a-algebra, one has CC=S. Observables x(E~x(E)) such that 
X(E)ECC for all E are simultaneously observable with any other observ­
able. 

A logic S is called simple if its center consists only of 0 and 1. Clearly 
a logic is simple if and only if only the constants are simultaneously ob­
servable with all the observables. In this sense the simple logics are anti­
thetical to the a-algebras that arise in the conventional mode!. The 
problem of reduction is that of "decomposing", in some natural sense, 
any logic into simple ones. In its general context no solution to this 
problem is known. In special cases solutions exist. A more or less trivial 
case may be settled at once. Suppose CC is separable and atomistic, i.e. 
there is a sequence of pairwise disjoint elements al' a2'''' of CC such that 
CC is precisely the set of all elements of the form ait + ai, + "', il < i2 < ... 
being a sequence of integers. Then given any bES we can write b=bl + 
b2 + Oo', where bj~aj and the bj are uniquely determined (in fact bj= 
bnaJ If we define Sj= {b:bES, b~aJ, then the Sj are simple logics 
(aj is the "unit" of SJ The logic S may th us be thought of as adireet 
sum of the simple logics Sj. In the general case, when CC is nonatomic, it 
is natural to look for "integral-like" decompositions. 

Much more is known about simple logics. However all the known 
results assume that the simple logic S is in fact a lattice. The first such 
theorem which characterized an extensive dass of logics by intrinsie al­
gebraic properties was obtained by Birkhoff and von Neumann [3J. We 
now describe this result. Let D be a field (not necessarily commutative) 
and Van n-dimensional vector space over D (n <oo). Let Ln(V, D) denote 
the lattice of linear subspaces of V. By an involutory anti-automorphism 
of D is meant a map O(s~s~ of D onto itself such that (i) 0 is one-one, 
(ii) (Sl +S2)8=S~ +s~ and (SIS2)8=~S~ for all Sl> S2ED, (iii) (S8)8=S for all 
SE D. Bya O-semilinear form on V is meant a map t: V x V ~ D such that 
(i) y(., .) is additive in each variable when the other is fixed, (ii) Y(SI U, S2V) = 
SIY(U, v)s~ for all u, VEV and Sl' S2ED, (iii) y(v, u)=(y(u, v)t A O-semi-
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linear form y is called definite if y (u, u) = 0 implies U = O. If y is any definite 
O-semilinear form we define, for any linear subspace S of V, 

S'={V:VEV and y(v,u)=O foralluES}. 

It is then easy to prove that S-+S' is a complementation in Ln{V, D) and 
that' converts Ln(V, D) into a logic. We shall denote it by Ln{V, D; y, 0). 
Suppose 8 is a simple logic. Achain in 8 is any sequence a 1> a2, ... , aN-1 
of elements of 8 with 0 < al < a2 < ... < aN -1 < 1. N is called the length 
of the chain and we denote by v(8) the upper bound of the lengths of 
chains in 8; v(8) can be infinite. Birkhoff and von Neumann prove that 
if the simple logic 8 is a modular lattice with 3~v(8)<CX), then there 
exists an isomorphism of 8 with some Ln{V, D, y, 0) (where the comple­
mentation in 8 goes over to the complementation in Ln); moreover, D 
and 0 are unique up to isomorphism and y is unique up to a multipli­
cative constant. A very elegant proof of this result is given in Baer's book 
on projective geometry [1, p. 102]. 

It may be noted that the anti-automorphism 0 may be quite compli­
cated. If D = C, the complex field 0 can be wildly discontinuous. If we 
demand in this case that 0 be continuous, then 0 is simply the conjuga­
tion (*):z-+z* which sends z to its complex conjugate. The logics that 
arise are the logics of linear subspaces of complex vector spaces equipped 
with positive definite Hermitian forms, complementation being the usual 
orthogonal complementation. If D is the real or quaternionic field, 0 is 
continuous and in the real case it is the identity. For generalizations 
when the chain conditions are dropped and for other relevant literature 
the reader may be referred to von Neumann's book on continuous ge­
ometry [18]. We now give a few examples. 

Logic of Quantum Mechanies. In almost all of quantum physics the prob­
abilistic formalism is in terms of a logic of a very special type. Let Jf 
be a complex, separable, infinite dimensional Hilbert space (hereafter 
simply Hilbert space). The set ~(Jf) of all its c10sed linear subspaces 
is c1early partially ordered under e and is even a lattice. To any c10sed 
linear subspace S of Jf one can associate its orthogonal complement Sl.. 
It is an elementary fact of Hilbert space theory (see [17] and [6] for all 
detail s concerning Hilbert spaces) that S-+Sl. is a complementation in 
~(Jf) and that ~(Jf) becomes a logic under this complementation. 
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Notice that by the fundamental theorem of projective geometry [1, p. 44] 
the field (in this case, C) over which Jt is taken is already determined up 
to an isomorphism by the structure of !t'(Jt) as a partially ordered set. 
The fundamental assumption in quantum physics is then that the ex­
perimental propositions associated with a physical system IS form a 
logic which is isomorphic with !t'(Jt) for some Hilbert space Jt. 

We shall now describe briefty the special case when the logic 8=!t'(Jt) 
for some Hilbert space Jt. To start with there is a natural one-one corre­
spondence S--+ps between elosed linear subspaces of Jt and the projec­
tion operators that project orthogonally on these. If x(E--+x(E)) is any 
observable, it gives rise to the projection valued measure PX(E--+PX(E») 
and conversely every projection valued measure based on the Borel sets 
of the line so arises from a unique observable. By the spectral theorem 
the projection valued measures are in one-one correspondence with the 
(not necessarily bounded) self-adjoint operators in Jt; to the operator 
A corresponds the projection valued measure E--+P1 which gives the 
"spectrai resolution" of A. We may thus conelude that the observables 
are in one-one correspondence with the self-adjoint operators in Jt. If 
x(E--+x(E)) is an observable, then the self-adjoint operator Ax that corre­
sponds to x is the unique one having E--+PX(E) as its spectral resolution 

The description of the probability measures on !t'(Jt) is somewhat 
less trivial. First of all, if </>EJt is a unit vector, i.e. 11</>11 = 1, the assign­
ment p",:S--+(ps</>, </»= II PS</> 11 2 is a probability measure on !t'(Jt). If 
</>1' </>2'''' are unit vectors and Yl> Y2'''' constants ~O with Yl +Y2 + ... = 1, 
YlO P",. +Y2' P"'2 + ... is also a probability measure on !t'(Jt). Gleason [5] 
has proved that every probability measure on !t'(Jt) is of the form 
Yl . P"" + Y2 . P"'2 + ... for a suitable choice of </>1' </>2'''' and Yl' Y2' .... 

We are in a position to describe the calculus of observables and their 
distributions. If x(E--+x(E)) is any observable and Ax the associated 
operator, the distribution of x under Pq, (</> bei ng a unit vector in Jt) is 
the measure E--+pq,(x(E)) on the line. Now Pq, (x (E)) = (PX(E)</>, </», and 
hence we reach the first proposition in our calculus that, ifAx is the 
operator corresponding to x and E--+P1x its spectral resolution, then the 
distribution of x under P", is given by E--+(P1 x </>, </». As another proposi­
tion in this calculus we may mention the characterization of bounded 
observables. From our point ofview an observable x (E--+ x (E)) is bounded 
if and only if, for some compact set K, p(x(K)) = 1 for all probability 
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measures p on 2(.Jr). It follows at once from Gleason's theorem that 
x is bounded if and only if there is a compact set K such that x(K) =.Jr; 
this can happen if and only if the operator Ax corresponding to x is 
bounded. Easy caleulations then show that if x is bounded, the spectrum 
of x coincides with the spectrum of the operator Ax and Ilxll coincides 
with the norm IIAxii of the operator. The special case of an observable 
x for which Ax has a pure point spectrum is especially illuminating. If 
Al' A2"" are the eigenvalues ofAx, then the distribution of x under any 
probability measure p on 2 (.Jr) is concentrated on the Aj . If the Xs are 
distinct and have all multiplicity one, the n the distribution of x under 
p~ has masses 1(4),1/11)12, 1(4),1/12)12, ... , respectively, at Ab A2"'" where 
1/1 1, 1/12"" are unit vectors with Axl/l j = Ajl/l j for j = 1, 2, ... , i.e. unit eigen­
vectors ofAx corresponding to its eigenvalues. 

The notions of functional caleulus and simultaneous observability can 
also be neatly described. Standard argument s in spectral theory show 
that if x is an observable, Ax the corresponding operator and U any Borel 
function, the observable u(x) has u(Ax) as its corresponding operator. 
Secondly, if S and Tare elements of 2 (.Jr), it can be easily shown that 
S and Tare simultaneously verifiable if and only if the corresponding 
projection operators PS and pT commute. Ifwe now recall the well-known 
result that two bounded self-adjoint operators A and B with respective 
spectral resolutions E-+P~ and E-+P~ commute if and only if P1P:= 
p:p1 for all E and F, we may conelude that the bounded observables 
x and y are simultaneously observable if and only ifAxAy = AyAx- Theo­
rem 3.3 then yields a well-known theorem of Hilbert space theory [17, 
p.173J. 

In the case when tS' = 2 (.Jr), or even when tS' ~ 2 (.Jr), it is possible to 
examine somewhat more c10sely the circumstances under which observ­
ables have joint distributions. Let X b ... , Xk be bounded observables and 
Axl , ••• , AXk the corresponding bounded self-adjoint operators. For any 
ordered k-tuple (Ub"" Uk) of real number s let n(u l , ... , Uk) be the map 
(Zb ... , Zk)-+UlZl + ... +UkZk of Rk into Rl and for any probability measure 
Il on EJI(Rk) and any (u l , ... , Uk) let 1l"(UI ••••• Uk) be the probability measure 
on the Borel sets of the line defined by Il" (UI .... Uk) (E) = Il(n(u l , ... , uktl(E)). 
We shall now say that xb ... , Xk have ajoint distribution in the weak sense 
if for each probability measure p on tS' there exists a probability measure 
IIp on EJI(R l ) such that for each (u l , ... , Uk)' the distribution of the observ-
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able whose operator is Ul Ax, + ... + ukAxk is given by Il;<u' ..... Uk). (We de-
note this observable by U1X l + ... +ukxd An indexed family {X;.:AEA} 
of bounded observables will be said to have a joint distribution in the 
weak sense iffor any k and Al' ... , AkEA, X;'I"'" X;'k have a joint distribu­
tion in the weak sense. 

PROPOSITION 4.2. 3 If G~.P(Jf') and {X;.:AEA} is an indexed family of 
bounded observables, then a necessary and sufficient condition that they 
have a joint distribution in the weak sense is that they have a joint dis­
tribution (in .the sense described in Section III). 

Proof. The sufficiency is an obvious consequence of the remarks made 
just before Theorem 3.4. We now prove the necessity. It is enough to 
prove that if Ab A2EA, then X;'I and X;'2 are simultaneously observable. 
Since any subfamily of the family {X;.:AEA} also has ajoint distribution 
in the weak sense, we may (and do) as sume that A = {l, 2}. Writing 
Al =Ax" A2 = AX2 and denoting by E-+P~U"U2) the projection-valued mea­
sure associated with ulA l +U2A2, we shall prove that for any two Borel 
sets E and E on the line pp. 0) and p,0. 1) commute 1 2 , EI E2 • 

For any </>EJf' we define a measure Iltl> on 9J(R2) as follows: If </>=0, 
we set Iltl> = ° and if </>:;6 0, then we set Iltl> = II</> 11 2 . IIp </>, , where </>' = (I/II</> li)' </> 
and ilN' is the measure on the plane that corresponds to the measure 
PtI>' on G. From the definition of the distribution of ul Xl + U2X2 under PtI>' 

it follows at once that 

(*) (11U, • U2 )</>, </»= Iltl>(n(ul' U2t 2(E)) 

for all </>EJf' and all Borel sets E on the line. Define now, for </>, t/lEJf', 
ilti>. 0/1 = t {Iltl> + 0/1 -'- Iltl>- 0/1 + illtl> + io/l - illtl>- io/l} • 

Clearly Iltl>.o/I is a complex measure on 9J(R2) for fixed </>, t/I and it follows 
from H that 

(**) (11U, • U2 )</>, t/I)=lltl>.o/I(n(u l , U2t l (E)) 

for all </>, t/lEJf' and Borel sets E on the line. We c1aim that the map 
</>, t/I-+ ilti>. 0/1 is linear in </> and conjugate-linear in t/I and that Illtl>. 0/1 (F)I ~ 
2· 11</>11' 11t/l11 for all </>, t/lEJf' and FE9J(R2). Indeed, if ab a2' b l , b2 are 
complex constants, it follows from (**) that the complex measures 

{Jl = Ila,tl>,. blo/ll +b2o/12 - al bi Iltl>,. 0/11 - al b!lltl>,. 0/12 
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and 

vanish for all sets of the form n(u1, U2t1(E) and hence, by a well-known 
theorem in measure theory, for all FE~(R2). This proyes that the map 
ep, I/I-+fJq"I/I is linear in ep and conjugate-linear in 1/1. For the second as­
sertion it is enough to consider the case where II ep II = 111/111 = 1; then it 
follows easily since O~fJ~(F)~ 11~112 for all F and ~E.1l'. 

It follows that there exists a bounded linear operator PF with IIPFII ~2 
such that fJq"I/I(F) = (PFep, 1/1) for all ep, I/IE.1l'. Clearly 

(PFep, ep) = fJq"q,(F) = fJq,(F)~O 

for all epE.1l' and hence PF is a self-adjoint non-negative operator for each 
F. The additivity of fJq"I/I implies that if F1 and F2 are disjoint Borel sets 
in the plane and F=F1 u F2, then PF=PFI +PF2 . Clearly PF=I1U"U2) if 
F=n(ul> U2t1(E). We would be finished ifwe knew at this stage that PF 
is a projection for all F. This we do not. But notice that if F1 ~ F 2' then 
PFI ~ PF2 (in the sense that PF2 - PFI is a ~on-negative operator). 

We shall now complete the proof by showing that I1~' 0) and I1~' 1) 

commute for arbitrary Borel sets El' E2 of the line. Now, El X E2 ~ El X Rl 
and also ~ Rl X E so that P < p(o. 1) and < p,0, 1) This implies that 2 EI x E2 = EI = E2 . 
P < p(1 0) nlO 1) Q (d I" ') S' EI x E2 = EI' /\ rE; = l' say /\ enotes attlce mtersectlOn. lm-
ilarly we deduce that PE,xR'-E2~plll,0)/\Pko .. ~k2=Q2' Now the non­
negativity of the operators PF for all FE~(R2~ the equation 

PEI xRI =I1~,O)=PEI xE2 + PEI xRI-E2' 

and the facts that Q1 and Q2 are orthogonal and ~I1~'0), imply that 
PElxE2=Q1 and PElxRI-E2=Q2' In other words we have shown that 

I1~' 0) =(I1~' 0) /\ I1~' 1») + I1~' 0) /\ (1- I1~' 1») 

which enables us to conelude that I1~' 0) and I1~' 1) commute. This com­
plete the proof. 

Remark 1. It also follows now that F -+ PF is the unique projection­
valued measure on ~(R2) such that PElxRI=I1~'O) and PRIXE2=I1~,1) 
for all Borel sets El' E2 of the line. 

Remark 2. It may be noted that our overall assumption that .1l' is a 
complex, separable, infinite-dimensional Hilbert space has played es­
sentially no role in the above proof. Indeed the dimension of .1l' is ir-
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relevant to the above discussion and only trivial modifications are needed 
to take care of the case when yt' is a real Hilbert space. 

Finally if Al and A2 are bounded self-adjoint operators so is Al +A2 ; 

if Al = A"I and A2 = AX2 and Al + A 2 = Az , it is natural to define z to be 
the "sum" of Xl and X2. Notice that Xl and X2 need not be simultaneously 
observable. Nowa typical property of the sum of two random variables 
in the conventional theory is that the expected value of the sum is the 
sum of the expected values of the summands. For any probability mea­
sure p on y(Yt') and any bounded observable X, one may define the ex­
pected value ep(x) of X under p (it definitely exists) as S~ oo t dcx~(t), where 
cx~ is the distribution of X under p. We might now ask whether ep(z) = 
ep (x 1)+ep (x2 ) for all p. This is obvious if P=P", for a unit vector 4J and 
hence by Gleason's theorem it is valid for all p. In other words the passage 
from the probability measure on the closed linear subspaces to the ex­
pectation functionaI on the bounded operators of yt' leads us to a linear 
functionaI. It is this aspect which constitutes one of the major sources 
of difficulties of our present theory. In this example for instance, the 
natural functional (the integral) on the bounded self-adjoint operators of 
yt' which one obtains starti ng from a probability measure on Y(Yt') is 
in fact linear; but the pro of of this fact leans heavily on the theorem of 
Gleason and is nontriviaI. The reader may contrast this situation with 
the conventional one where the linearity of the integral is a matter of 
routine verification. 

A "Finite" Mode/. A simpler example than the Y(Yt') of the preceding 
discussion is provided by what one might describe as the analogue of a 
finite probability space. The discussion is valid for both the real and 
complex fields; we give only the complex case. Briefly, we take IS as the 
lattice of linear subspaces of en, the n-dimensional complex space with 
inner product 

(a, b)=albf+ ... +anb:, 

where a=(al' ... , an) and b=(bb ... , bn)ECn. Orthocomplementation in 
IS is the customary orthogonal complementation in the lattice of linear 
subspaces. The observables are in one-one correspondence with the n x n 
Hermitian matrices. If 4J is a un it vector in cn, the assignment p",:S-+ 

Il ps4J11 2 =(pS4J,4J) is a probability measure on IS. Every probability 



200 V. S. VARADARAJAN 

measure on rl can be expressed as a convex combination of a finite 
number of the p",. If x is an observable and Ax is the corresponding 
matrix with eigen values Ah A2'"'' Ak' then k ~ n and the distribution of 
x under every probability measure p on rl is concentrated on the Aj ; x 
has thus {Al"'" Ak} as its spectrum. The probability measure p which 
assigns to each linear subspace S the number p(S) = dimension (S)/n is 
especially noteworthy. IT x is an observable such that Ax has n distinct 
eigenvalues Ab ... , An, then the distribution of x under p has masses I/n 
at each of the n points Ab"" and An' Clearly this is the analogue of the 
conventional mode1, where Q has exactly n points; p is the generalization 
of the "uniform distribution" on Q. 

Projeetions in a Faetor. Familiarity with Hilbert space theory enables 
one to generalize the first example considerably. We stilI keep to a Hilbert 
space .yf but take a weakly c10sed self-adjoint operator algebra W and 
take rl to be the lattice &'(W) of all projections in W. It is easil~ proved 
that rl is a logic. If we want a simple logic, then we must choose W to 
be a factor in the sense of Murray and von Neumann [15]. The algebra 
of all operators in .yf is a factor and it is this choice of W that leads to 
the example of quantum theory. Murray and von Neumann have cIas­
sified factors into various types I, II, III. If W is a factor, it follows as 
in the first example that to every observable corresponds a self-adjoint 
operator in ff However, not all se1f-adjoint operators correspond to 
observables, only those the projections in whose spectral resolutions lie 
in W. These are precisely those operators that are left invariant by every 
unitary operator which commutes with all members of W. (These are 
the se1f-adjoint operators affiliated to W; see [15].) When Wis of type II 
or type III, the problem of describing all probability measures on rl = 
&'(W) is stiIl open. So is the c10sely related problem of proving that 
the integral is a linear functional. More precisely, for any bounded self­
adjoint AEW and any probability measure p on &'(W), define 

oo 

ep(A)= f tdaP(t), 
-oo 

where aP is the measure E--+p(P:). It seems plausible that A--+ep(A) is a 
reallinear functional on the self-adjoint element s of W. 
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It may be noted that the results of Section III imply easily that if W 
is a ring of operators in a separable Hilbert space and {A ... :AEL1} is a 
family of self-adjoint operators in W such that any two of them com­
mute, then there exists a self-adjoint operator C in the ring W and Borel 
funetions u ... , AEL1, such that A ... =u ... (C) for all AEL1. The characterization 
of abelian operator rings to which this leads was first obtained by von 
Neumann (see the remarks of R. V. Kadison on p. 63 of the Rull. A.M.S. 
64, No. 3, Pt. 2, May, 1958). 

In generalizing conventional probability theory so that descriptions 
such as those of quantum physics would be handled by the generaliza­
tion, Segal [20] takes roughly the view that the probability theory should 
be described by a pair (A, e), where A is a complex algebra with a unit 
and a distinguished involution (*) and e a positive definite linear func­
tional on A. An important special case arises if one takes A to be a C*­
algebra with e as a linear functional on A for which e(aa*)~O for any 
aEA and with e(l)= 1. The bounded observables would then be the self­
adjoint elements of A and for any bounded observable x, e(x) will be its 
expectation value. Several remarks are now in order concerning the rela­
tion of these ideas with ours. First, in view of a well-known theorem of 
Gelfand and Neumark, we may (and do) as sume that A is a uniformly 
elosed self-adjoint algebra of bounded operators on a not necessarily 
separable Hilbert space. Since A need not be weakly elosed, it need not 
contain any nontrivial projeetion. Secondly, even if A is weakly elosed, 
the expectations need not give rise to countab1y additive probability 
distributions for all bounded observables. More precisely, let x be a 
bounded observable. The map g--+e(g(x)) is then a positive linear func­
tional on the algebra of bounded continuous funetions on the spectrum 
of x and hence we can find a unique measure JJ. such that e(g(x)) = J g dJJ. 
for all continuous g. If x were to have a eountably additive distribution, 
then elearly JJ. must be it and e(g(x}}= J g dJJ. for all bounded Borel mea­
surable g. But this need not always happen. Segal gives in his paper [21] 
the relevant counter-examples. As a final remark we mention the fact that 
in the case, where A is an arbitrary weakly elosed self-adjoint algebra, it 
is not known whether every (countably additive) probability measure on 
the projeetions of A leads to a positive linear functional on the self-adjoint 
elements of A. 

We make two coneluding remarks. In their paper [16] Murray and 
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von Neumann have singled out a class of type H1-factors (the "approx­
imately finite" ones) which are all mutually isomorphic so that the logics 
of the projeetions in these factors are mutually isomorphic. Secondly the 
reduction problem (mentioned in this section) of decomposing an arbi­
trary logic S into simple ones was solved by von Neumann by means of 
his direet integral theory [19] when S is the logic of projeetions in a 
weakly closed self-adjoint algebra of operators in a Hilbert space. 

The writer would like to express his warm appreciation to Professor 
Warren Hirsch, of the Courant Institute of Mathematical Sciences, for 
his suggestions which have been responsible for many improvements in 
presentation and for his careful reading of the manuscript. He would 
also like to express his indebtedness to Professor Allan Birnbaum, also 
of the Courant Institute of Mathematical Sciences, for many conversa­
tions on the general subjects of the structure of science and the logic of 
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NOTES 

• This paper represents results obtained as a Temporary Member of the Courant Institute 
of Mathematieal Sciences, under the sponsorship of the National Scienee Foundation, 
Contract No. NSF-G-14520. Reproduction in whole or in part permitted for any purpose 
of the United States Government. 
I Throughout this paper the terms "observable" and "random variabIe" are used inter­
ehangeably. 
2 sinee a ..... b, a ub and a nb exist (ef. Proposition 3.6). 
3 Added in proof. In the speeial ease when the operators A XA have purely discrete speetra, 
Proposition 4.2 has been reeently proved by K. Urbanik, Studia Mathematica, 21 (1962), 
117-133 (see in particular Theorem 2). 
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SEMANTIC REPRESENT ATION OF THE 

PROBABILITY OF FORMULAS IN FORMALIZED 

THEORIES 

In probabitity theory, or rather in its foundations, there has long been 
a trend in favour of identifying events, Le., objects to which probability 
is ascribed, with formulas of certain theories. Without adducing argu­
ments in favour of that idea I shall confine myself to mentioning its prin­
cipal representatives, namely J. M. Keynes, J. Nicod, H. Jeffreys, H. 
Reichenbach, R. Carnap, and in Poland J. Lukasiewicz and K. Ajdu­
kiewicz 

It is, of course, formally possible to ascribe probability to formulas, 
since formulas form a Boolean algebra (the term "sentences" is some­
times used instead of "formulas", but I shall not use it since I want to 
make a distinct difference between sentences and sentential functions). 
But it does not seem that the interpretation of formulas of a language 
as events is always the same. Moreover, it seems that at lea st two inter­
pretations can be distinguished, the confusion of which occasionally 
leads to errors. One such error has been discovered when Nicod's works 
were studied in my seminar in the Polish Academy of Sciences' Institute 
of Philosophy and Sociology in the academic year 1958/9. Roughly 
speaking, it consists in that Nicod confuses the probability of appear­
ance of a causal relationship between two phenomena with the pro ba­
bility of existence of such a relationship. It seems that we have to do 
here with two quite different probabilities. In the first case we are con­
cerned with a kind of a sentential function in the form of the implication: 
A(x)--'B(x), the question of what is the probability of that relationship 
being the question of what is the probability (or frequency) of drawing 
by lot (or obtaining) such an individual (object, moment, point in space 
- according to interpretation) which would satisfy that sentential func­
tion. In the second case we are concerned with the probability of the 
world we live in possessing a certain characteristic (namely that A is the 
cause of B). It would be difficult to say in what sense the term "prob­
ability" might be used here, since we in no case draw at random the 
world we live in, but that is not the point. The point is that we face the 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 205-219. 
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necessity of making a distinction between the probability of a sentential 
function, understood as the probability of its being satisfied by elements 
chosen in a certain way, and the probability of a sentence whose truth 
depends not on such and such elements, but on the whole of the relation­
ships among those objects which form the universe of discourse, in a 
word, on the model in question. 

In less general considerations than those which refer to the principle 
of causality the issue loses its metaphysical aspect of "drawing a world 
at random". Let us consider the following example. Suppose we inves­
tigate the theories of the orderi ng of aset by the relation <. Let us reflect, 
how to interpret the statement that the sentential function Xl < X2 has 
the probability 1/2:P(XI <X2)= 1/2. Apparently this means (in the fre­
quency interpretation) that by drawing, in a given way, the elements Xl 

and X2 from a given ordered set we obtain elements which in one half 
of the cases will satisfy the sentential function in question. 

But it is obvious that although P(XI <X2)= 1/2, nevertheless p(nxI 
nX2 Xl <x2)=0, and that because the formula with the probability of 
which we are now concerned is a sentence, and moreover a sentence that 
is false in any ordered set. 

But what about the probability of the sentence LXI nX2 Xl ~ X2? 

If the ordered set in question has been determined then that sentence, 
which expresses the existence of the lea st element in that set, will be true 
or false in that set, and hence will have the probability 1 or 0. 

It seems possible for that sentence to have a probability other than 
1 or 0, e.g., P(LxI nX 2 Xl ~X2)= 1/2. But in such a case we must imagine 
that there is a given class of ordered sets and a given way of drawing its 
elements. The probability of the sentence LXI nX2 Xl ~X2 is the proba­
bility of drawing from that class such an ordered set in which the least 
element exists. 

In this way we have as it were two probabilities, one for sentential 
function, when - given a certain model - we draw element s and inquire 
whether they satisfy that function, and the other for sentences, when we 
drawa model (in the example above: an ordered set) and inquire whether 
the sentence is true in that model. 

Of course, nothing prevents us from applying the first case to sentences 
or the second case to sentential functions. But then in the first case all 
the sentences will have probabilities equal to 1 or 0, and in the second 
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eas e the sentential funetions will have the same probabilities as their 
generalizations (covering of all variables by universal quantifiers). Thus, 
we shall have for instance P(x l <x2)=P(TIXl TIX2 Xl <X2)=0. 

What an interpretation is then to be given to formulas if these two 
extreme cases are to be avoided? It seems that there is a middle courseo 
We may interpret the probability of a formula as the probability of its 
being satisfied by a certain sequence of elements obtained by double 
drawing: first we draw amodel in accordance with a probability given 
for the dass of models, and next from that model,· also in accordance 
with a probabiIity given in that model, we draw a sequence of elements. 

For that procedure we must have a dass of models {.At}te T and a 
probability, to be symbolized J.l, in that dass, or rather in the set T, for 
the models belonging to the dass concerned are indexed by elements of 
that set. Finally, we must have a probabiIity in the dass of sequences of 
every model .At; Iet that probability be symbolized Vt. Then every for­
mula 0(, whether a sentence or a sentential funetion, has its probability 
vt(O() in the mode1 .At. By fixing 0( and changing t in the set T we obtain 
changing values of vt(O() (if 0( is a sentence, these values will be only 0 
and 1), and thus we have to do with a function in the set T in which 
the probability J.l is defined. 

This is a random variable (certain conditions of measurability must 
be satisfied here) for which we can compute the expected value EIl(vt(O()). 
That expected value is a number which depends only on 0(. 

Let us put 

In this way we define a certain probability in the set of all formulas 0(. 

In order to explain certain detaiIs of this way of defining the proba­
bility of formulas, and at the same time to impart precision to the con­
cepts involved, we shall refer to a simplified example. 

Let the dass ofmodels consist exactly offour models: {.A;}, i = 1, 2, 3,4. 
Every model, as usual, consists of the set Ai and the relations Rji) which 
are interpretations for the primitive signs of the theory: .Ai = <Ai' R~), 
R~>, ... ). Let the symbol S stand for the set of the formulas belonging to 
our theory, and Aro for the set of sequences of the element s of the set 
Ai' i.e., an element X of Aro is an infinite sequence x= <Xl> X2' ... ), where 
all X j are elements of Ai. 
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For every oc belonging to S, let O"i(OC) stand for the set of those sequences 
from Aro which satisfy oc; let it further be supposed that in every set Aro 
there is given the probability Vi' which is anyhow defined for all the sets 
O"i(OC). 

Let us put Vi(OC) = Vi (O"i(oc)). In this way the probabilities in S are defined 
It can easily be verified by the formula 

(1) O"i(OCV 13)= O"i(OC) + O"i (13) , 

where v symbolizes disjunction, and + the addition of sets. If the con­
junction oc /\ 13 is contradictory then the sets O"i(OC) and O"i(f3) are disjoint, 
and the assumption that Vi is a probability function leads to additivity: 

(2) Vi (oc v 13) = Vi (oc) + Vi (13)· 

Other conditions required of probability (that vi(oc) should range be­
tween 0 and 1, and that vi(oc) should be 1 for tautologies) result directly 
from the assumption that Vi is a probability. 

Let it now be supposed that the probability Jl is defined in the set of 
the indiees of models, i.e., in our case, in the set of the numbers 1, 2, 3, 4. 
In this case, since the set is finite (it consists of four elements), this means 
simply that the numbers from 1 to 4 are correlated with four non-negative 
numbers Jl(1), Jl(2), Jl(3) and Jl(4) whose sum is 1. Hence every Vi(OC) be­
comes a random variable of the parameter i. The expected value of that 
random variable is computed by taking the average of its values, weighted 
by the values of probability: 

(3) E" (Vi (oc)) = Jl(1) VI (oc) +Jl(2) V2 (oc) + Jl(3) V3 (oc) + Jl(4) V 4 (oc). 

The expected value - not only in this case, but in general - is additive, 
which means that the expected value of a sum is the sum of the expected 
values. Hence if we take two expressions, oc and 13, belonging to S, and 
on the strength of(3) compute the expected value of the function vi(oc) + 
Vi(f3), we abtain 

(4) E,,(vi(oc) + Vi (13)) = E,,(vi(oc)) + E,,(vi(f3))· 

From this and from (2) it follows that when the conjunction oc /\ 13 is 
contradictory we have 
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The expected value of (3) no longer depends on i, as can be seen from 
the right side of that formula For fixed probabilities Jl, Vl, V2, V3' V4 it 
depends only on 0(, so that we may put 

The function of a formula, when so defined, is, as can easily be verified, 
a probability. In particular, if IX 1\ P is contradictory, then 

P(IXV P}= P(IX} + P(P} 

results from (5). 
In order to give more precision to the example in question let us as­

sume that we consider theories of a densely ordered set, and let the 
models .lti be: (I) the open segment Al =[0,1]; (2) the c10sed segment 
A2 = [0, 1]; (3) the segment A3 = (0, 1], open on the left and c10sed on 
the right; (4) the segment A4 = [0, I), c10sed on the left and open on the 
right. All those segments are ordered by the ordinary relation "lesser 
than". (Sinee we consider theories with one primitive concept, the models 
inc1ude onlyone relation which interprets thern). Let it further be as­
sumed that Jl(I}=1/8, Jl(2} = 3/8, Jl(3}=2/8, Jl(4}=2/8, and finally that 
the probabilities Vi' defined in the sets of sequences of numbers from the 
corresponding segment Ai are probabilities connected with such a choice: 
there is such a way of drawing numbers from a segment that the prob­
ability of drawing a point from every subsegment is equal to the length 
of that subsegment, and in order to draw a sequence we perform in­
finitely many independent draws with replacement. This way of defining 
probability may appear inexact, but in fact it is quite precise. In mathe­
matics probability thus defined is called product probability of Lebes­
gue's measure in the product Aro. It can easily be demonstrated that for 
every probability Vi there is Vi(O"i(Xl ~X2}}=Vi(Xl ~X2}= 1/2, whence 

P(x l ~ X2} = Ell (Vi(Xl ~ X2)} = 1/8· 1/2 + 3/8' 1/2 + 
+ 2/8 . 1/2 + 2/8 . 1/2 = 1/2. 

But of course O"i(Oxl OX2 Xl ~ X2} is an empty set for every i = 1, 2, 3,4, 
for OXI OX2 Xl ~ X2 is a false sentenee in every model. Hence it follows 
that 
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On the other hand, the sentence Ix. rlx2 Xl ~ X2' which states the ex­
istence of a least element, is true in the second and the fourth model, and 
false in the first and the third. Thus oAIx. rlX 2 Xl ~x2)=Aio for i=2, 4, 
and .=0 for i= 1,3. Consequently, vi(Ix. rlX2 Xl ~X2)= 1 for i=2, 4, and 
=0 for i= 1, 3. On computing the probability P we obtain 

p(I rl Xl ~X2)=0.1/8+ 1· 3/8+0· 28+ 1· 2/8=5/8. 
Xl X2 

Thus we see that both sentential funetions and sentences can have 
here probabilities other than 0 and 1. 

In the case of an infinite set T, and hence of an infinite set of models 
{Jtt}teT, the computation of the expected value E/l(vt(a)) is not so simple 
as in the formula (3). It is expressed by the abstract integral 

(6) E/l(Vt (a)) = f vt(a) Il (dt) , 

T 

and for the existence of that integral it suffices that the integrated function 
vt(a) (which is anyhow bounded) should be measurable, that is, that for 
every number I the set of those t in T for which Vt (a) < I should have a 
definite probability Il. The condition is not trivial, since probability in 
infinite sets T is usually defined not for all the subsets of T, but only for 
a certain field of such subsets. 

An additional condition for the existence of the expected value (6) is 
that the probability Il should be defined over a denumerably additive 
field of subsets of T and should itself be denumerably additive. Hence 
it must be so that if Il is defined for each of the sets Xl' X 2, ••• (ad inf.), 
then it is also defined for their sum U~l Xi' and moreover if the sets 
Xl' X 2, ... are pairwise disjoint, then 

The probabilities Vi need not satisfy these conditions; it suffices if they 
satisfy the condition of additivity for two pairwise disjoint sets. 

What has been stated above and explained by examples is a certain 
semantic method of defining probability of formulas. It is semantic for 
we start from probability in models and in sets of models and then define 



PROBABILITY OF FORMULAS IN FORMALIZED THEORIES 211 

the probability of formulas by making use of the semantical concepts. In 
order to avoid misunderstandings we shall describe that method onee 
more, this time in a purely formaI fashion. 

Let S be the set of all formulas built of given constant predicates and 
such that individual variables are the only free variabIes. Let further 
{Jt/}/e T be the class of models interpreting formulas belonging to S, and 
for every t belonging to T let VI be a probability defined in the set of in­
finite sequences of elements of the model Jtl and such that for every rx 
belonging to S the set ul(rx) of those sequences which satisfy rx has a 
definite probability. Let finally J.l be a probability in T, denumerably ad­
ditive and defined over a denumerably additive field, such that for a given 
rx from S, vl(rx)=V/(UI(rx)) as a function of t is measurable with respeet to 
J.l. With these assumptions, the function P of the formula rx, defined as 
the expected value of the function vl(rx) with respeet to the probability 
J.l: P(rx) = Ell (VI (rx)), is a probability in S. 

Let us now pass to the probabilistic intuitions connected with the 
procedure described above. "Probabilistic" means not connected with 
the fact that the events un der consideration are formulas. For that pur­
pose let us imagine that we have the bag W with cubes marked with the 
numbers 1, 2, 3, 4, each cube with onlyone number, and further four 
boxes Vl , V 2 , V 3, V4 , containing balls marked with the letters a, b, e, d, 
also each ball with onlyone letter. In this scheme, which is known as 
the "bag and boxes scheme", when we know the probabilities of drawing 
the cubes marked with numbers and the probabilities of drawing from 
the various boxes balls marked with letters, we can compute the proba­
bility of drawing a ball marked with a given letter, assuming that we first 
draw a cube from the bag W, and next a ball from that box which bears 
the number that marks the cube that has been drawn first. 

If we draw "honestly" both from the bag and from the boxes, i.e., if 
the probability of drawing a given letter or a given number depends on 
what a given box or the bag contains, then from the data pertaining to 
the experiment - just from what is contained in the bag and the boxes -
we can compute the probability of (1) that a given number will be drawn 
from the bag; let these probabilities be J.l(1), J.l(2), J.l(3), J.l(4); (2) that a 
given letter will be drawn from the box VI' where t stands for one of the 
numbers 1, 2, 3, 4; let these probabilities be vt(a), v,(b), vl(e), v,(d). These 
latter are conditional probabilities. To compute the probabilities of 
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drawing the letter x{=a, b, e, d) in the whole experiment we must resort 
to the formula 

which is analogous with the formula (3). 
The probability of drawing a or b is given by the formula: 

P{a or b)=JL{1) [vda)+vdb)]+JL{2) [V2 (a) + v2{b)] + 
JL(3) [v3 (a)+ V3 (b)] + JL(4) [v4{a) + v4{b)]. 

Let it be noted that nothing changes in these considerations if it is as­
sumed that some boxes contain only bans marked with the letters a and 
b, and the others, only bans marked with the letters e and d. In such a 
case for some boxes vi{a)+vi{b)= 1 and vi{e)+v;(d)=O, and for the others 
vi{a)+vi{b)=O and vi{e)+vi{d)= 1. The probability P{a or b) is then the 
sum of those JL{i) for which Vi{a) + vi{b) = 1. It need be neither 0 nor 1, 
although the relative probability: that of drawing a or b from a given 
box always is 0 or 1. 

We have considered the determination of the probabilities of drawing 
baUs with appropriate numbers on the basis of the knowledge of the 
principles of drawing and the knowledge of what the bag and the boxes 
contain. Let us now consider a problem which is reverse in a sense: can 
the bag and the boxes be made to contain such cubes and balls, respec­
tively, that the probabilities of drawing balls marked with the various 
letters should have the values determined in advance: P{a)=w1, P{b)= W2' 
P{e)=w3' P{d)=w4? Ofcourse, W1 +W2+W3+W4 must be 1, and Wi~O, 
for i = 1, 2, 3, 4, but if it is so, the problem can be solved without difficulty. 
It suffices so to adjust the bans contained in the boxes that the bans 
marked with the letter a should be Wl> the bans marked with the letter 
b should be W2' etc. (Wi must be rational numbers, for otherwise only an 
arbitrarily exact approximation can be obtained - this difficulty will be 
disregarded here as inessential for further considerations). 

As result we obtain what we want to have, regardless of what the bag 
contains during the first draw. 

Since the problem is easy to solve, let us make it a little more compli­
cated. Let be required that the boxes 1 and 3 contain only baUs marked 
with the letters a and b, and the boxes 2 and 4, only baUs marked with 
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the letters e and d; in other words, let vi(a)+vi(b) be 1 for i= 1,3, and 
let it be 0 for i = 2, 4. 

This ean be done, too, even so that the numbers 3 and 4 may not be 
represented at all in the bag, so that JL(3) = JL(4) =0. Let it be noted that 
under such eonditions it follows that P(I)=P(a)+P(b)=w i +W2 and 
P(2)=P(c)+P(d)=W3 +W4. From the formula (7) we obtain W i =P(a)= 
It= 1 JL(i) vi(a) = JL(I) vda)= (w i +W2) Vi (a). Hence vda)=wd(w i + W2) 
is the suffieient and neeessary eondition. Other probabilities are eom­
puted in an analogous manner. 

When eomputing probabilities of formulas we have to do with a pro­
eedure whieh is quite similar to the box seheme deseribed above, al­
though it is mueh more eomplieated. But !ike in the box seheme we have 
double drawing, first of the model - whieh eorresponds to drawing a 
eube from the bag - and then of a sequenee of element s from the model 
drawn by lot - whieh in tum eorresponds to drawing a ball from a box. 
As in the ease of the box seheme we may here pose the question: given 
the probability P for the expression S of a eertain theory, ean we so 
seleet the models {.ltt}tET' the probability JL in the set T, and the prob­
abilities Vt for sequenees of elements from the models .ltt , that the for­
mula (0) should hold, i.e., that 

P(C() = EI'(vt(C()) 

should hold for every formula C( from S? 
Note that we are in a similar situation as in the ease of the box seheme, 

when it was required that eertain boxes should contain exelusively balls 
marked with the letters a and b, and the others, only balls marked with 
the letters e and d. However the models .lti be selected, sentenees (for­
mulas without free variabIes) will be true or false in those models, so that 
for the sentenees C( we shall have either vt(C() = 1 or vt(C() = O. 

The answer to the question posed above is in the affirmative: it is 
possible so to seleet the models .ltt and the eorresponding probabilities 
JL and Vt· 

But before that answer in the affirmative is formulated as a theorem, 
let the formai properties of formulas and probability be examined. Let 
S be the set of formulas. There is no need to assume that the formulas 
belonging to S are elementary, that is, that they inelude only individual 
variabIes. It must be assumed, however, that all the formulas in S are 
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of a eertain fixed type, but only such in whieh the variables of higher 
types are quantifier-bound. 

There is no need to explain the first assumption: the point is that it 
should be permitted to eonneet formulas belonging to S by sentential 
eonneetives without going outside the set S. The second assumption 
makes us possible to confine ourselyes to drawing a sequenee of element s 
of models (the probability Vt) without the need of drawing, for instanee, 
subsets. The latter would hold if the formulas belonging to S would in­
clude variables ranging over sets. It seems that the question: what is the 
probability of the formula a(A)?, where A is aset, means the same as 
the question: what is the probability of drawing the set A whieh sat­
isfies a? 

Now let Z stand for the set of sentenees belonging to S (i.e., formulas 
without free variabies), and let Cn(X) stand for the set of eonsequenees 
that ean be dedueed from the subset X of S. Remember that (1) Both S 
and Z are closed under sentential eonneetives, in partieular alternation, 
eonjunetion and negation; (2) We eall a system such aset X for whieh 
Cn(X)=X; (3) Every system whieh includes a formula also includes all 
the substitutions of that formula; (4) For every system X holds the for­
mula Cn(X nZ)=x. 

Let now Xo be a eonsistent system (Xo =F S). By probability in S, related 
to Xo, we mean the funetion P(a), defined for a belonging to S, with 
values ranging between 0 and 1, equal to 1 for the formulas belonging 
to X o, and such that if the eonjunetion of two formulas, a and p, is eon­
tradictory in the sense that its negation belongs to Xo((a AP), EXo), then 
for their disjunetion we have P(a v P) = P(a) + P(P). 

It can be seen from the above that if P is a probability related to X o, 
and Xl is a system eontained in Xo, then P also is a probability related 

to Xl' 
Now let P be a probability related to Xo, and let F stand for the set 

of those formulas a belonging to S for which P(a)= 1. Obviously, XO is 
included in F, but although F need not be a system (for instanee, F need 
not be closed under substitutions, it may be so that P(a(xl))= 1 and 
P(a(X2)) < 1), yet there is a greatest system included in F, namely the 
system Cn(F n Z). Of eourse, P is a probability related to that system. 

As ean be seen, from the formaI point of view nearly every probability 
may be treated as related to the various systems (unIess Cn(F n Z) is the 
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system of tautologies); if it is so, what is the meaning of re1ating P to 
X o and not to some other Xl> ineluded in Xo? 

The meaning of relating it precisely in such a way will be explained 
by an example. Let Xl be ineluded in X o, which is in turn ineluded in 
F, and let 0( be a sentence that be10ngs to Xo but not to Xl. If we treat 
P as related to X o, then we think that whatever model be drawn, 0( will 
be true in it. But if we treat P as related to Xl' we do not exelude the 
falsehood of 0( in a mode1 of the elass from which we draw; the only 
provision is that the subelass of those models in which 0( is false must 
have probability equal to O. 

Thus, the relating of probability to a certain definite system Xo re­
stricts its interpretation by drawing of mode1s and from models mare 
than does the computation of that probability. 

If S{vllt) stands for the set of the true formulas in the model viit then 
if we want to interpret, in the elass of models {vllt}teT' the probability 
P related to Xo, we should require that Xo be ineluded in every S{vllt), 
but not mare, so that the intersection of all S{vllt) should give exactly 
Xo. In the case of elementary theories such a elass of models can always 
be found for a given system. This is confirmed by Gödel's theorem on 
the completeness of the first-order functional calculus, which - in a for­
muIatian that suits our purpose weIl - says that: for every consistent 
system X there is a model VII such that X e S (VII). 

Gödel's theorem does not hold for non-elementary theories and there­
fore if we want to abtain, for a given probability P related to X o, a elass 
of models in which that probability can be interpreted properly, we must 
accept the condition that there exists for Xo such a elass of models 
{vllt}teT that Xo is exactly the common part of all the S (viit). A system 
which has that property will be called w-regular. Note that a system Xo 
for which there exists no such model VII that X 0 e S (vii) certainly is not 
w-regular (such a system is called w-inconsistent), but the existence of 
one such model does not ensure w-regularity; hence w-regularity is a 
stranger property than w-consistency. 

Let now X stand for an arbitrary system ineluding X 0' to which the 
probability P is related (X m'ay inelude F or not). As we know, we have 
Cn(X n Z)= X. Let the set X n Z of all the sentences from X be arranged 
as the seq uence 'l> '2' ... ' and let Zn stand for the conjunction of the first 
n sentences of that sequence. The sequence of probabilities, P(z d, P{Z2), 
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P(Z3), ... , is certainIy non-increasing, and hence it may converge to zero 
or to some number greater than zero. In the Iatter eas e we have P(zn)~ 
e>O for all n. But at the same time we have 

oo 

U Cn(zn)=Cn(X nZ)=X. 
n=1 

It seems therefore that should we like to extend the probabiIity P so 
that it shouId cover systems as weIl, we would have to impart to the 
system X the probability e. Here the difficulty emerges for if that prob­
ability is understood as a drawing of models then this would have to 
mean that the drawing of such amodel viit in which every formula be­
Ionging to X would be true, ie., X e S (viit), has the probability e> 0; yet, 
if the given theory is not elementary, it may happen that such models 
do not exist at all, in other words, that the system X is w-inconsistent. 
We must proteet ourselyes against such a possibility by imposing upon 
P a condition which, in the case of P(zn) ~ e > 0, would guarantee the 
existence of an appropriate model. In order to avoid the formation of 
the sequence (i and the conjunctions Zn' let us formulate that condition 
as follows: 

(C) If there exists such an e> 0 that for every sentence ( beIonging 
to the system X we have pm~e, then X is not an w-incon­
sistent system. 

A probability that satisfies the condition (C) will be called continuous. 
Note again that the condition (C) is essential only in the case of non­
eIementary theories. In eIementary theories there are no w-inconsistent 
systems, and hence every probability is continuous. 

These introductory considerations may now be followed by the final 
formulation of the theorem on the semantic representation of pro ba­
bility 1. 

THEOREM. For every continuous probability in S, related to an w-regular 
system Xo, and for every family ofmodels {vllt}tET such that for every 
system Y, complete and w-consistent and including Xo, there is such a t 
in T that Y = S (viit), there exist 

(1) denumerably additive probability JJ. defined for the subsets of T; 
(2) probabilities Vt, each defined for the subsets of the set Afo which 
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co ns ists of sequences of elements of the model .At such that if we sym­
bolize by aAlX) the set of those sequences from A;"O which satisfy IX we 
have for every IX from S: 

P(IX) = E/L (Vt (Ut (IX))) = f Vt (Ut (IX)) Il(dt). 

T 

The pro of of that theorem does not involve difficulties from the math­
ematical point of view. Given the family {.At}tET' we first define the 
measure for subsets so that to every sentence , from Z we ascribe the 
set T(O of those t for which , is true in .At. Next we put Il(T(())=pm 
and in this way the probability Il for the sets Tm is given. Availing our­
selves of the continuity of P and of the assumption concerning the family 
{.At}teT we extend Il as to become denumerably additive probability 
(Kolmogorov's theorem on the extension of measure). Finally, Il being 
already given, we determine Vt by means of the Radon-Nikodym theorem. 

This outline does not tantamount to a proof, but the mathematical 
apparatus to be used in this connection is unfortunately too complicated 
for a complete proof to be given here. 

Two important remarks must be made here. 
First, the probability Il is unique, the probabilities Vt are not unique, 

but the family {vt}te T is unique "almost everywhere". This means that 
if both Il, {v'}'e T and Il', {va'e T satisfy the thesis of the new theorem, then 
Il = Il', and by drawing from the set T according to the probability Il we 
have the probability 0 of drawing such a t that vt#v; (in other words: 
Il {tE T: Vt #v;} =0). 

Second, throughout all these considerations we have been making the 
tacit assumption that we have to do with an ordinary theory, in which 
the set S is denumerable. This is a very natural assumption, which was 
not questioned for many years, but in reeent times investigations have, 
for various reasons, covered theories in which the set S is non-denumer­
able. 

The reservation must be made in advance that for such theories our 
theorem cannot be demonstrated with the methods outlined above. The 
Radon-Nikodym theorem simply does not suffice to determine the prob­
abilities Vt. Still worse, I am inclined to believe that for non-denumerable 
theories the theorem given above is just not true. 
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The theorem given above amounts to what is stated in the title of the 
present paper: a semantic representation of the probability of formulas 
in formalized theories. It also enables us to make a natural transhion 
from probability defined over formulas to a probability connected with 
a random drawing of a point from aset. In that case it is sometimes said 
that we have to do with "Kolmogorov's scheme"; this refers to such an 
interpretation of probability which fall under Kolmogorov's well-known 
axiom system. 

Thus, this is a path from logical probability to Kolmogorov's scheme. 
It has long been known that that path can be covered in various ways. 
The way shown in the present paper is confined to semantics, and hence 
to the conceptual apparatus most c10sely connected with logic. This fact 
seems to indicate that this is a proper path to follow. 

NOTE 

1 The full proof of this theorem may be found in J. Los: Remarks on Foundations of 
Probability, Semantical Interpretation of the Probability of Formulas, Proceedings of the 
International Congress of Mathematicians 1962, Stockholm, 1963, pp. 225-229. 

J. LOS 

SEMANTYCZNA REPREZENTACJA PRAWDOPODOBIENSTWA 

WYRAZEN W TEORIACH SFORMALIZOWANYCH 

(Streszczenie) 

W pracy przedstawionajest og61na postae prawdopodobienstwa na ciele wyrazen (formul) 
elementarnej teorii sformalizowanej. 

Jesli S jest zbiorem wszystkich takich wyrazen, {vH'}'eT (gdzie vH,=<A" R?l, Rgl, ... ») 
kla~ modeli, ii, prawdopodobienstwem w zbiorze cil/-gow (nieskonczonych) utworzonych 
z element6w zbioru A" JJ. prawdopodobienstwem w zbiorze T, zas dia ee w S (kto re moze, 
choc nie musi zawierac zmienne indywiduowe) u,(ee) oznacza zbior tych cil/-gow (nies­
konczonych), ktore spelniajll- ee, wowczas 

10 P,(ee) = ii,(u,(ee)) 
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jest dia kaZdego t w Tprawdopodobienstwem w SwyraZaj~cym szanse spelnienia wyrazenia 
C( przez ci~g elementow modelu .It, wybrany zgodnie z prawdopodobieostwem V,. 

Jesli funkcja P,(C(), przy kaZdym C(, jako funkcja zmiennej t przebiegaj~cej zbior T, jest 
mierzalna wzglydem prawdopodobienstwa v" czyli posiada wartosc oczekiwan~ wzglydem 
tego prawdopodobienstwa, to 

2° P(C() = f P,(C() Jl(dt) = f v,(o-.(C()) Jl(dt) 
T T 

jest prawdopodobienstwem w S. 
Calka po prawej stronie wzoru 2° wyrai:a wlaSnie wartosc oczekiwan~ wzglydem Jl 

funkcji okrslonej wzorem 1°. 
Zachodzi nast~puj~ce twierdzenie (ktorego pelny dowOd moze czytelnik znalezc w 

mojej pracy cytowanej na s. 192): 
Dia kazdego prawdopodobienstwa P w S istniej~: klasa modeli {.It,heT' prawdopodo­

bienstwa v, w zbiorze ci~gow nieskonczonych, utworzonych z elementow zbiorow modeli 
.It" wreszcie prawdopodobienstwo Jl w zbiorze T takie, ze zachodzi wzor 2°. 

Twierdzenie to daje interpretacj~ semantyczn~ prawdopodobienstwa w teoriach ele­
mentarnych. Kazde takie prawdopodobienstwo P(C() wyrai:a szanse znalezienia ci~gu ele­
mentow spelniaj~cego C(, przez podwojne losowanie. Najpierw (zgodnie z Jl) losujemy jakis 
model z danego zbioru modeli, a nast~pnie z tego modelu losujemy ci~g elementow (zgodnie 
z v,). Nalei:y zauwaZYc, ze 0 P nie zakladamy niczego poza addytywnosci~ i unormowaniem 
(P(C( v P) = P(C() + P(P) dia C( i P sprzecznych, P(C() = I dia tautologii), natomiast w tezie 
mozemy stwierdzic CT-addytywnosc (przeliczal~ addytywnosc) zarowno Jl (co jest wlaS"ciwie 
konieczne dia istnienia calki we wzorze 2°), jak tez kaZdego v,. Istotnym zalozeniem jest 
przeliczalnosc zbioru S. Przy specjalnych zalozeniach co do P twierdzenie to daje si~ 

rozszerzyc na teorie nieelementarne. 
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THE STR UCTURE OF 

THE PROPOSITIONAL CALCULUS OF A 

PHYSICAL THEORY* 
(Translated by Herbert Korte··) 

INTRODUCTION 

In content this note follows the work [5]. Like the latter, this note was 
inspired by Birkhoff and von Neumann's investigations of the propo­
sitional calculus in quantum theory [2], [6]. 

Starting with postulates of measurements which are performable on 
a physical system, a propositional calculus (P, R, N, K) is imposed on the 
system under consideration (Section 6). In the physical interpretation P 
denotes the set of propositions, R the implication relation, N negation 
and K the commensurability relation These operations and relations 
suffice for the axioms of a semiboolean algebra (Sections 3.2 and 6.3). 
Two-place operations which correspond to the disjunction and conjunc­
tion of propositions are defined for commensurable pairs of propositions. 
In contrast to [2], [4], and [5] no operations on incommensurable prop­
ositions will be assumed here (Section 6.4). 

The propositional calculus (P, R, N, K) of a physical system depends 
therefore on the family of measurements performable on the system. 

The most important example for physics of such a propositional cal­
culus was already given by von Neumann in [6], Ch. III: the set of pro­
jection operators on a Hilbert Space possesses in a natural way the struc­
ture of a serni-boolean algebra (it is isornorphic to P(Cwo), cf. Section 
5.3). 

General characteristics of semiboolean algebras and related structures 
will be iilvestigated in Sections 1-3. 

Finally, a statistical description of a physical system is given through 
a semiboolean algebra P (set of propositions) and aset E of probability 
functions Il on P, which shall represent the statistical states of ensernbles 
(Section 6.5). 

The question of the existence of 'hidden pararneters' shall be discussed 
in the frarnework sketched above (Section 7). IT a physical system which 
is described by (P, E) allows the introduction of a 'hidden parameter', 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 221-245. 
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then a elassical extension belongs in a natural way to (P,17), i.e. there is 
an embedding of (P, 17) into a elassical system (B, l:"), B a booIean alge­
bra The question of the existence of the 'hidden parameters' leads there­
fore essentially to the problem of the embeddability of semiboolean al­
gebras into boolean algebras. 

Examples of systems will be given, which are important for quantum 
theory and which do not allow the introduction of 'hidden parameters' 
(Sections 5.3 and 7.2). 

For certain simple quantum theoretical systems an introduction of 
'hidden variabIes' exist In these cases nothing more can be said mathe­
matically. One can, however, ask under which conditions the correspond­
ing elassical extension is interpretable through measurements in the sense 
of Section 6. It becomes elear that the question of the interpretability of 
the elassical extension can be related to the feasability of certain experi­
ments which contradict the quantum mechanieal description of the phys­
ical system (Sections 7.3---4; also comp. [4]). 

The material dealt with is divided in the following way: In Part I 
(Sections 1-5) the necessary mathematical tools are presented. Part II 
(Sections 6-7) contains the construction of the propositional calculus and 
the discussion of the question of 'hidden variabIes'. 

I heartily thank Professor Dr B. L. van der Waerden at Zürich as well 
as Dr H. D. Dombrowski and Dr K Horneffer in Göttingen for several 
discussions and critical remarks. Furthermore, the author thanks the 
Swiss National Fund for Scientific Research for financiaI support. 

PARTI 

1. A SYSTEM OF POSTULATES FOR A PARTlAL BOOLEAN ALGEBRA 

1.1. N otations 

A relation p between two sets M and N is understood as a subset 
p<;;Mx N. For (x, y)ep we also write xp y. For M =N and n> 1, a rela­
tion p <;; M x M determines in the n-fold product M", n-place relations 
p(n-l) and P(n-l) through 

i,j=I, ... ,n}, 
i= 1, ... , n-I}. 
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For mappings we write cp:A-+B, and for a constructive mapping 
A ----+ B. Relations p ~ M x N will often be denoted by M ........ N. 

1.2. Postulates for Boolean Algebras 

The following system of postulates for a boolean algebra (BA), which may 
be found e.g. in Birkhoff [1], Chapt X, p. 157, appears to us especially 
suitable for a generalization of partial BA, since it only contains simple 
operations, with the exception of the distributive laws: 

Let aset A be given as well as 

20-place operations 0, 1 EA, 
1 I-place operations N:A-+A, 
2 2-place operations D/A x A-+A (;= 1,2). 

The axioms BA, 1-5) are then a complete system of postulates for boolean 
algebras: 

BA, 1) D2 (x, x)=x, XEA. 
BA, 2) D2 (O, x)=D2 (x, O)=x, XEA. 
BA, 3) Dd1, x)=x, XEA. 
BA,4) DdX, Nx)=O, D2 (x, Nx)=I, XEA. 
BA, 5) D;(x, DAy, z))=Dj(D;(x, y), D;(x, z)), x, y, zEA, iiI 

1.3. Postulates for Partial BA 

For a partial BA the i-place operations Dj (;= 1, 2) shall not be given 
any more on A x A, but only on a 2-place relation K ~ A x A. The system 
of postulates given in Section 1.2 is easily transferred to partial struc­
tures; every postulate demands in addition a postulate about the rela­
tion K. 

DEFINITION. A partial BA is given through (A, K, Dj, N), U= 1,2): aset 
A, a relation K~A x A, 

20-place operations 0, 1 EA, 
1 I-place operations N:A-+A, 
2 2-place operations Dj:K-+A (;= 1, 2), 

with the following axioms: 



224 FRANZ KAMBER 

PBA, 1) K is reflexive and symmetric; 
D2(x, x)=x, xeA. 

PBA,2) OKx for xeA; 
D2(0, x)=D2(x, o)=x, xeA. 

PBA, 3) 1Kx for xeA; 
D1 (1,x)=x, xeA. 

PBA, 4) xKNy for xKy; 
Ddx, Nx)=O, D2(x, Nx)=l, xeA. 

PBA,5) (x,y,z)eK(2)=>xKDAy,z), (j=1,2); 
Dj(x, Di(y, z))=Di(Dj(x, y), DAx, z)) for (x, y, z)eK(2), ii=j. 

Remark. This system of postulates implies the uniqueness of the units 
0, leA. 

A subset BcA with B x BsK, which is elosed with respeet to all oper­
ations is according to Section 1.2 a boolean algebra with respeet to the 
induced operations: B then signifies a boolean algebra in A. 

LEMMA 1.1. It fo/lows: D 1 (x, x)=x for xeA; N 2=idA • 

Proof Comp. [1], p. 156. 

THEOREM 1.2. For a non-empty set S<;:;A, with Sx S<;:;K, there exists a 
booleon algebra B in A with SsB. 

COROLLARY. (1) Ahas a covering ofBA's BsA. 
(2) For Dj and N it follows: 

Dj is commutative; Ddx, Y)=X~D2(X, y)= Y for xKy; 
N DAx, y)=Di(Nx, Ny), ii=j, xKy; 
DAx, DAy, z))=DADj(x, y), z), (x, y, z)eK(2), j= 1, 2; 
DdO, x)=O, D2(1, x)= 1, xeA. 

Proo! (1) We recursively define n-place funetions tp(n):K(n-l)~A by: 

tp(l):A~A tp(l)=N N = {N, 8= 1. 
, e' e idA, 8=0. 

'1'("-1) 
tp(n): K(n -1) ___ ~ K(n -1) ____________ ~ K(n - 2) -----t A 

n n ~.dX ... XDjX ... Xidn 

N x .•• xN An .. En) An An- 1 
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The mapping K(n-1) _____ --+K(n-2) exists because ofPBA, 4,5). 
(2) Let SsA and S x SsK. Then snsK(n-1)sAn. Let B(n)sA be the 

images of sn s K(n-1) by means of n-place functions. Then B(n)s]J<m) for 
n~m and for B=Un;H B(n) it follows that: 

B x B S K, B;;2 S and B is elosed with respeet to all operations. 
SsB,O, 1EB, N:B--+B follows directly from the postulates 
and Lemma 1.1. 

For B x BsK and D/B x B--+B it is sufficient to show that: 

B(n) X B(n) S K and B(n) X B(n) ~ B(2n) . 

This, however, follows directly from Lemma 1.3 and the inelusion 
S2n sK(2n-1). Q.E.D. 

LEMMA 1.3. Let tp(n), 4>(n) be n-place funetions [«n- 1)--+ A. Then it follows 
that: 

u U 
K(2n-1) ______ --+ K 

and Xj:K(2n-1) 'l'(n)X\I'>(n: K.!4A is a 2n-placefunction u= 1, 2). 
Proo! Induction on n. Q.E.D. 

2. THE UNIVERSAL MAPPING OF A PARTlAL BA IN A BA 

2.1. Homomorphisms of Partial BA 

A mapping ep: A --+ B of a partial BA is called a homomorphism in case 

AxA~BxB KA~KB 

t Dj tDj 
A ---..!14 B 

are commutative. With this we get the category ~ of the part BA with 
homomorphisms of partial BA According to the definition, a BA is also 
a partial BA More exactly: the category ~ of the BA with BA-homo­
morphisms is a full subcategory of ~: 
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In Section 2.2 it will be shown that a functor t: ~ -+ ~ exists with toi ~ id!ljo 
But first we need some concepts. 

DEFINITION. j<;;.A is called an ideal, in case 

(1) xKy, x, YEj=D 2 (x,Y)Ej. 
(2) xKy,xEj,YEA=Ddx,Y)Ej. 

It follows: jeA exactly when l~j or jnN(j)=0 . 

. DEFINITION. A proper idealpeA is called a prime-ideal, in case 

xKy, Ddx, y)EP=XEP or YEp . 

. LEMMA 2.1. Equivalent condilions 'are: 

(i) peA prime, 
(ii) puN(p)=A (u = union), 
(iii) 3ppEHom\jl(A, Z2) with kerpp=p . 

. Moreover, Z2 is furnished with a trivial BA structure. 
Proof. Comp. [5], (Section 3). 

2.2. The Universal Mapping A--!4BA 

We consider for AE~ the following covariant functor FA:~-+<fns (cat­
egory of sets) : 

X E~:FAX = Hom\jl(A, X), partial homomorphisms of A to 
X. 
qJ:X -+ Y: FAqJ:FAX-+FAY 

li) li) 

1 -+qJof 
THEOREM 2.2. (i) For all A E ~ there exists a 'universal pair' (BA' u) with 
respect to FA, i.e. BAE~, uEHom\jl(A, BA) with: 

for qJEHo~(A, X), X E~ 3 exactly one lP E Hofntj (BA' X) such 
that 
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is eommutative. Through this property (B,(, u) is determined up to equiva­
lenee. 

(ii) With respeet to r(A)=B,(, ~-4~ beeomes in a natural way afunetor 
with roi~ id'llo 

Proof (i) Let (A,),el beafamily of BA in A with U,el A,=A, U,el A, x 
x A, = K. Such famiHes exist aeeording to Theorem 1.2 

A homomorphism rp:A-+X for Xe~'is given through BA-homomor­
phisms rp,:A,-+X with rp,IA,nA .. =rp .. IA,nA .. for I, AeI. The direet 
sum l A=ED,eIA,#LA, is universaHor mappings rp:A,-+X: There exists 
exaetly one <jj: A -+ X with 

whieh is eommutative for 1 e I. 
If we eonsider in A the ideal j, generated from the elements of the form: 

v,(x)..:6,v .. (x), xeA,nA .. , (..:6, = symm. differenee) 

and the surjeetive homomorphism 1t:A-+A/j=B,(, then 1t ov,:A,-+B,( de­
fine, aeeording to eonstruetion, a partial homomorphism u:A-+B,( and 
by assumption <jj vanishes on j and induees therewith <jj:B,(-+X with 
ip ou=rp. 

(ii) Let Ah A2e~, rpeHom!Jl(A l , A2~ Then it follows that: 

B ,(1 __ tL--+ B ,(Z 

"I t tuz 
Al ~ A 2 

because U2 orpeHom!Jl(At> B,(z) and ip exists uniquely beeause of the uni­
versality of u 1. 

With r(A)=B,(, r(rp)=ip, r:~-+~ beeomes a eovariant funetor, which 
obviously induees an identity on ~, ie. for B e ~ c:~, (B, idB) is F B - uni­
versal. Q.E.D. 
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2.3. Characterization of BA through prime-ideals in A 

Let rt be the set of prime-ideals in A for AE~. Then the Power-set (Po­
tenzmenge) is in a natural way P(II);;; x peH Alp. 

We consider the mapping: 

P:A- x peH Alp, given by P=(Pp)peH' 
Pp:A-Z2 with ker Pp=P (Lemma 2.1). 

Then P E HomjJl (A, B J, where B Jt is a BA generated from P(A) in P{II). 

THEOREM 2.3. (BA' P) is FA-universal, i.e. there exists an isomorphism 
y:BA-BA with you=p. 

Proof (BA, u) FA-universal=y with you=P exists uniquely. If x#o, 
xEBA, then there exists a prime-ideal p'cBA with xfjp'. To that corre­
sponds uniquely, according to the universality of (BA, u) a prime-ideal 
peA, which according to the construction of BA determines a prime-

° ideal p"C BA with pp=pp"op. 
But then it follows: 

Pp,ou= Pp = Pp" ° P=(Pp" oy)o u. 

u universal =pp,=Pp"oy. 
With this we have O#Pp'(x)= Pp" (y(x)) =xfjkery, i.e. kery=O. y how­

ever is surjective since P(A) generates BA' Q.E.D. 

3. PAR TIAL-ORDERING RELA TIONS IN PAR TIAL BOOLEAN 

ALGEBRAS 

3.1. A partial ordering R S; A x Aina partial BA (A, K, Dj, N) is called 
compatible with the partial structure of an algebra, in case 

(1) 
(2) 

holds. 

Rs;K, 
xKy=D1(x,y)=xny(R) (Intinum with respeet to R in A) 

LEMMA 3.1. A compatible partial-ordering R in (A, K, Dj, N) fuljills the 
following condilions: 
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(i) 0, 1 eA are the smallest and largest elements in A with respeet 
to R, 

(ii) N is R-dual, i.e. xRy~NyRNx and xRNx~x=O, 
(iii) xKy~D2(X, y)=xu y(R) (Supremum with respeet to R in A), 
(iv) If BsA is a BA with respeet to R in A, i.e. 
(1) NxeBfor xeB, 
(2) x, yeB~xny(R) exists with respeet to R in A and 

xny(R)eB, 
(3) (B, N, n) is a Boolean-Algebra, 

then it jollows that B x B S K and that B is a BA in (A, K, D i' N). 
Proof Through computation with the help of Conditions 1, 2, about R. 
What can be said now about the existence and uniqueness of a com­

patible relation R? This question will be answered in Theorem 3.2. First 
of all the following relations can be introduced in an arbitrary partial BA: 

P1sAxA:xPly<=>xKy and Ddx,y)=x (or D2(x,y)=y). 
P2 sA x A:XP2y<=>3x=xl> ... , Xi' ... , x n= y with 

XiP1Xi+l (i=I, ... ,n-l). 

P 1 is reflexive, and it follows that P 1 S K and X P 1 y, Y P 1 X ~ X = y. P2 is 
reflexive and transitive, and therefore Pl SP2. 

THEOREM 3.2. (i) Uniqueness of R: R is a eompatible partial-ordering 
in A ~R=Pl =P2· 

(ii) Existenee of R: Pl = P2 ~ R == Pl = P2 is a eompatible partial-order-
ing in A. 

(iii) For Pl = P2 it is neeessary and sufficient: 

R) (x, y, z)epl(2)~xKz. 

Proof (i) and (iii) are simple to proveo 
(ii) Let Pl =P2· Then R=Pl =P2 is a partial-ordering in A according 

to previously determined characteristics of Pl and P2. 
Furthermore: R=Pl sK. 
We stiIl have to prove xKy~Dl (x, y)=xny(R). 
Let xKy be given. Then DdDdx,y), x)=Ddx,y) since D1 is commu­

tative, associative and D1 (x, x)=x; likewise for y. AIso: Ddx, y) Rx, y 
according to definition of Pl. 
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Given zRx, y. Then it follows because of R~K:(x, y, z)EK(2). Accord­
ing to Theorem 1.2 BA B ~ A, {x, y, z} ~ B exists. Since according to as­
sumption D1 (z,x)=z, D1 (z,y)=z, it follows that D1(z,Ddx,y))= 
=D1 (D 1 (z,x),y)=Ddz,y)=z, i.e. zRDdx,y~ From that it follows that 
Ddx,y)=xny(R). Q.E.D. 

3.2. Semi-Boolean Algebras 

A partial boolean algebra based on a partially-ordered set with an in­
volution shall be constructed in Section 6. 

The connection of such sets with partial BA shall be presented in this 
section. 

A partial-ordered set with involution (P, R, N) is given through: 0, lEP, 
partial-ordering R~P x P, involution N:P-+P, N 2 =idp with: 

HJ, 1) 
HJ,2) 
HJ, 3) 

ORx, xR 1, XEP, 
xRy~NyRNx i.e. N is R-dual, 
xRNx~x=O. 

A BA B with respeet to R in P is defined as in Lemma 3.1, iv. 
A relation K ~ P x P in a partially-ordered set (P, R, N) with involu­

tion is called a eommensurability-relation (K-R), in case the following coo­
ditions are satisfied: 

KR, 1) K symmetric, 
KR, 2) R~K, 

KR, 3) If B~P is a BA with respeet to R in P~B x B~K, 
KR, 4) S~P, S x S~K ~there exists a BA B~P with S~B. 

LEMMA 3.3. (i) If there exists in (P, R, N) a K-R, then it is unique/y 
determined and given through: K = U B x B, where B BA are in P with 
respeet to R. 

(ii) IJ there exists in (P, R, N) a K-R K ~ P x P, then the quasi-modular 
law Jollows in (P, R, N) (comp. [5], Section 2): x, y, ZEP' xRz, yRN z~ 
~zn(xu y)=x. 

Proo! (i) follows from KR 1, 3, 4). 
(ii) For x, y, z E P, with x R z, Y R N z it follows because of KR, 1, 2, 3, 4) 

that (x, y, z)EK(2). Then there exists according to KR, 4) a BA B~P with 
{x, y, z} ~ B and the quasi-modular law is satisfied in B. Q.E.D. 
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A partially-ordered set with involution (P, R, N) is ealled a semi-boolean 
algebra (SBA) in ease there exists in (P, R, N) one and aeeording to Lemma 
3.3 onlyone K-R K S P x P. 

The following theorem eompletely leads the strueture of SBA baek to 
the strueture of the partial BA with eondition R). 

THEOREM 3.4. (i) Let (P, R, N, K) be a SBA. 
Because of KR, 1-4) R determines two funetions : 

Dj:K-+P, Ddx, y)=xny(R~ D2(x, y)=xu y(R) for xKy. 

(P, K, Dj, N) is then a partial BA which satisfies condilion R) and R is 
the uniquely determined partial-ordering in P compatible with the partial 
BA-structure. 

(ii) Let (A, K, Dj, N) be a partial BA which satisfies condition R). Let 
R=Pl =P2 be the compatible partial-ordering in (A, K, Dj, N) (Comp. 
Theorem 3.2). Then (A, R, N, K) is a SBA and itfollows that: xny(R)= 
=Ddx,y), xu y(R)=D2(x, y)for xKy. 

Proof (i) is clearo 
(ii) 
HJ, 1-3) follow from Lemma 3.1, (i-ii). 
KR, 2) follows from Theorem 3.2. 
KR, 3) follows from Lemma 3.1, (iv). 
KR, 4) follows from Theorem 1.2. Q.E.D. 

COROLLARY. PBA, 1-5 and R) is a eomplete system of postulates for 
semi-boolean algebras. 

Remark. The defining eharaeteristics KR, 1-4 of a K-R are exaetly 
those whieh one would expect from a physical eommensurability-eon­
eept. 

4. REPRESENTABLE PROBABILITY FUNCTIONS OF A SBA 

4.1. We define a probability funetion (W-F) on a SBA P as a mapping 
fl:P-+R with 

W, 1) fl(XU y) = fl(X) + fl(y) for xRNy (or equivalently yRNx). 
W, 2) fl(X)~O, XEP; fl(l)= 1. 
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A W-F is a monotonically increasing function. jl'= {XEP/Jl(X)=O} is an 
ideal in P. 

2-valued W-F, i.e. Jl(x)=O, 1 for XEP, are exactly the homomorphisms 
HomjJl(P, Z2). 

On boolean-algebras this definition agrees with the usual one. 
We are interested here in especially those W-F, which can be repre­

sented as mean values by two-valued W-F. 
More exactly: A W-F on P is called representable (through prime­

ideals PEII) in case there exists on Bp a W-F v, such that Jl=p*v (comp. 
Secti on 23). 

Every normalized linear combination of 2-valued W-F is represent­
able. If L(II) is a u-setalgebra (u-Mengenalgebra) in P(II) and L(II) 2 Bp , 

va normalized measure on L(II), then 

Jl(X) = f Pp(X) dv(p) 
n 

is a representable W-F on P. 

4.2. We shall now consider whole systems (P, 1:):P SBA, 1: aset of W-F 
on P, which satisfy the following condition: 

For x#y, x, YEP there exists JlE1: with Jl(x)#Jl(Y~ A system (P,1:) is 
called representable, in case all JlE1: are representable. 

It shall be called dassical, in case P=B is a boolean-algebra A das­
sical system (i, B, 1:') is called a dassical extension of (P, 1:), in case there 
exists a mapping i:P-+B with the characteristic: 

for Jl E 1: there exists a Jl' E 1:' such that Jl = i* Jl'. On the basis of the 
condition on (P,1:), i must be one-to-one, i.e. X# Y=> i(x)# i (y). 

A representable system naturally possesses a dassicaI extension. But 
the converse also holds. 

LEMMA 4.1. If(P, 1:) possesses a c/assical extension (i, B, 1:') then (P, 1:) 
is representable. 

Proof On the basis of the universality of P (Theorem 2.3) there exists 
the mapj: 



PROPOSITIONAL CALCULUS OF A PHYSICAL THEORY 233 

o 
Bp _ j 

(J1 ---.... 8 

p~ 
Whenee for J.l. = i* J.l.', J.l.' E E' and v = j*u': f3*v = f3* (j* J.l.') = (j 0 f3)* J.l.' = i* J.l.' = J.l., 

i.e. J.l. is representable for J.l.EE. Q.E.D. 

THEOREM 4.2. Let (P, E) be given; let L(Q) be an algebra of sets, Ea set 
of W-F on L(Q) and P 5;; L(Q) x P a consistent structural (strukturtreue) 
relation between L(Q) and P with conditions: 

(1) Px= {xEL(Q)/xpx} is not empty for XEP. 
(2) For J.l.EE there exists jiEE with: 
(a) ji(xf::.ji)=O for x,jiEPx' XEP. 
(b) ji(x)=J.l.(x) for XEPx. 

To this representation of (P, E) there be10ngs then in a natural way a 
dassieal extension (i, B, E') sueh that B~L(Q)/j and 

L(Q) 'JC ~B=L(Q)1j 

~i. 
I' e I 
p 

is eommutative. n is surjeetive and i is one-to-one. 
Proof Let j be generated from elements of the form xf::.ji, X, jiEPx' 

XEP. Let B=L(Q)/j and n be the natural mapping. i(x)=n(x) for XEPx' 
is then well-defined Let jiEE and ji(x)=J.l.(x) for XEPx' XEP. Then be­
eause of 2, a) ji(xf::.ji)=O for X, jiEPx' XEP, d h.jp 2{xf::..Y}. 

Since jp. is an ideal in L(Q) it follows that jp.2kern=j and ji induees 
J.l.' on B with n*J.l.'={L Henee: J.l.(x)=ji(x)=J.l.'(n(x))=J.l.'(i(x))=i*J.l.'(x) for 
XEPx, XEP, Le. (P,E) possesses a dassical extension: (i, B, E'), E'={J.l.' 
on B,n*J.l.'=ji,jiEE}. Q.E.D. 
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5. THE EMBEDDING PROBLEM FOR PARTlAL BA 

5.1. The representability of systems (P, E) led us in a natural way to 
embeddable SBA. 

Several statements about partial BA shall be formulated here. 
A partial BA A is embeddable, in case there exists a one-to-one homo­

morphism i:A~B of A into a BA B. 
The presence of such a homomorphism i: A ~ B is called an embedding 

of Ain B in case i(A)sB generates the BA B. 

THEOREM 5.1. Every embedding of a partial BA is a quotient of the 
universai mapping u: A ~ BA: 

BA __ x 

ut ---'a 
A~ 

There exists therefore essentially at most one embedding of A into a Boolean 
algebra, which is, in case it exists, given through A ~ BA. 

Proo! 1t exists uniquely, since u is universal. i(A) generates B, u(A) 
generates BA => 1t surjective. Q.E.D. 

5.2. Finite Character of Embeddability-Property 

THEOREM 5.2. A partial BA A is embeddable in case all finite unions 
Ui= 1 B i of finite BA in Aare structurepreservingly embeddable in BA. 

Proo! This follows from the study of the universal mapping u:A~BA' 
in case one covers up A through the dass of finite BA in A. This dass 
of BA in A satisfies the condition in the proof of Theorem 2.2(i). Q.E.D. 

COROLLARY. lf A is not embeddable, then afinite union Ui'=l B i offinite 
BA Bi in A is not embeddable. 

5.3. Examples of Non-Embeddable Partial BA 

Let P(A, n-I) be the SBA of the dosed linear subspaces in the n-dimen­
sional Hilbert Space H"(A) over the field (Körper) 

A=R,C; n=3 ... wo· 
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Then there exists a corollary from a theorem by Gleason [3] which holds 
for the universal mapping: 

P(A, n-1)~BP(A.n-1)=O for n>2, 

and for n=wo 

P(A, wO)~Bp(A.wo) 

there exists no embedding. 
Moreover, if for the continuous geometry Pc(A) over a field A 

Pc(A)~BPc(A)=O, 

then Pc(A) is the metric termination (Abschluss) of the direet limit of a 
directed sequence of projective geometries: 

P(A, 1)4P(A, 3)4 ... 4p(A, 2n- l -l)4p(A, 2n -l) ....... ·, 

where LI are the injective diagonal mappings (comp. [1], Chap. VIII, p. 
125). Hence: 

THEOREM 5.3. A system (P,1:) is not representable (and hence also does 
not passess a classical extension) in case P contains a segment P(o, a) aE P 
which is isomorphic to SBA P(A, n-i), PAA), n=3, 4, ... , wo. 

If P~P(A, n-i), Pc(A), n=3 .. ·<wo then Hom'i!(P' Z2) is the empty 
set, i.e. there are no 2-valued W-F on P. 

PART II 

6. THE PROPOSITIONAL CALCULUS IN A PHYSICAL THEORY 

6.1. Let J1.1'"'' Jl.n be compatible measurements on a physical system. 
After a simultaneous performance of these measurements one gets a 
measurement result (Xl> ... , xn)ERn. 

The most general proposition, which can be made about the physical 
system under consideration with respectto the measurement J1.j U = l, ... ,n) 
is of the form: the measurement result (Xl'"'' Xn) lies in the subset e~Rn. 

We shall call the elements e, '1, ... of a suitable dass A = L(Rn) of sub­
sets in Rn which generates an algebra of sets, the experimental states of 
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affairs with respeet to the measurements /lj U= 1, ... , n) (in [2]; Seetion 2: 
experimental propositions). 

If after performing the measurements /lj we have: (Xl' ... ' Xn)E~ (re­
speetively (Xl' ... , xn)i~,) then we say: The measurements determine the 
existence (respeetively the non-existenee) of the state of affairs ~. 

6.2. We eonsider now an algebra of sets Av=L.(Rnv) belonging to all 
possible colleetions of eompatible measurements. Let the following rela-

tion R' be introdueed implieitly in A = U v Av/OV 
'" ° (disjoint union of 

lv'" 1 
Av with identifieation of all null and single elements): ~R'11 holds exaetly, 
when 11 always exists just in ease ~ exists, ~, 11 E A. Let R~ be the eorrelated 
symmetrized relation: ~ R~ 11- ~ R' 11 and 11 R'~. States of affairs ~, 11 with 
~ R~11 eannot be differentiated through measurements. 

In order to free ourselves from the implieit definition we demand that 
R' satisfies the following postulates which immediately permit a phys­
ical interpretation: 

(A) (a) R' is reflexive and transitive (R~ is therewith an equivalenee 
relation) 

(b) OR'~and~R'lfor~EA. 

(e) ~,I1EA., (EA ... , ~,I1R'(~~UI1R'(. 

(d) ~,I1EAv' ~SI1=~R'I1· 
(e) ~ R' 11 ~ 11J. R' ~J. (.1 : Complement in the A.). 
(f) ~ R' 11 ~ 3 ~', 11' EAv, ~ R~ ~', 11 R~ 11'. 

(g) ~ 1,111 EA ... , ~2' (1 E All' 112, (2 E A., ~1 R~ ~2' 111 R~112' (1 R~ (2 
~3~', 11', (' EAx with ~' R~ ~i' 11' R~I1i> (' R~(di = 1, 2). 

Aeeording to (a) R' shall possess the eharaeteristies of an implication 
relation; 

(b)-(e) eonneet R' with the algebraie strueture of Av. 
(f) says that states of affairs implied by states of affairs ean be replaeed 

through equivalent states of affairs in a boolean algebra Av. 
For the postulate (g) eomp. Seetion 6.3). 
We eonsider now the set P=AIR~ of elasses of equivalent states of 

affairs; let A4P be the natural mapping of A on P. 
We eall P the proposition set which belongs to the physical system. Let 

the propositions be designated by X, y ... , EP. 
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From the demands (A)-(a--e) the following theorem results: 

THEOREM 6.1. (i) R' induees in P a partial-ordering relation R. n(O)=O 
and n (I) = I are the smallest and the largest element of P with respeet to R. 
The eomplement-strueture l. in the Av determines an involutory R­
dualautomorphism N: P-+ P, whieh satisfies the relation 

xRNx=>x=O 

(P, R, N) is therewith a partial-ordered set with involution. 
(ii) Bv=n(Av) is a boolean algebra in (P, R, N) (eomp. Section 3.1) and 

nv ; Av-+BvsP is a surjeetive algebraic homomorphism. 
The Bv cover P since n is surjeetive. 
Remark. R and N in P can be interpreted according to construction 

as implication and negation of propositions; n and u as conjunction 
and disjunction in the boolean algebras Bv• 

6.3. Commensurability 

We call two propositions x, YEP physically commensurable, in case they 
can be represented through the states of atrairs ~, '1 which beIong to the 
same group of compatible measurements: 

The relation K is thus given by: K = U v B v x B v S P x P. The postulate 
(A)-(g) can now be fortl.lUlated as follows: 

3 pairwise commensurable propositions can be represented through 
states of atrairs which belong to the same group of compatible measure­
ments: 

xKy, yKz, xKz=>3Bv, 

THEOREM 6.2. There exist in (P, R, N) at least one (and according to 
Lemma 3.3 at most one) commensurability relation which satisfies eondi­
tions KR, 1-4). It is given by the physical commensurability K= U v B x 
x BvsP x P. (P, R, N, K) is thus a SBA. 

COROLLARY. The quasi-modular law (Lemma 3.3) holds in (P, R, N, K). 
Proo! Since Bv are boolean algebras in P, we can define the opera-
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tions Dj:K-+P through: 

Ddx,y)=xny(R) (Infinum with respect to R, 
D2 (x,y)=xuy(R) (Supremum with respeet to R) for xKy. 

(P, K, Dj, N) becomes a partial BA because of(A)-(g) and Theorem 6.l. 
R satisfies the condition R ~ K because of (A)-(f), and according to the 
definition D 1 (x, y) = x n y(R) for x K y. According to Theorem 3.2 and 
3.4, (P, R, N, K) is a SBA, i.e. K satisfies the conditions, KR 1-4). Q.E.D. 

Remarks (1) The commensurability relation in quantum theory satis­
fies conditions KR, 1-4): 

Let P be aset of projection operators on a Hilbert space with: 

(1) E, FEP, [E, F] =ü=EoFEP. 
(2) EEP= 1-EEP. 

With ERF for E~F, N E= 1-E, P is then a SBA and EKF is charae­
terized by [E, F] = ü. This ca1cul us was already presented by J. von Neu­
mann in [6], Chapter III, Section 5. 

(2) All dassieal theories presuppose that K = P x P. P must necessarily 
be a boolean algebra In dassical mechanics there even exists a B. with 
B. = P: B. belongs to the 2/ measurements of the positions qj and mo­
menta Pj U= 1 .. .f~ In quantum theory this is no longer the case. 

(3) The quasi-modular law appears here as a consequence of (A)-(f, g~ 
It was used already in [5] as a replacement for the modular law intro­
duced in [2], Section 11. In orthocomplemented lattices it extensively 
replaces the modular lawand has the advantage that it only contains 
operations on commensurable elements. 

Summing up we can say: 
On the basis of A, a-g) the proposition set P of a physical system 

possesses the structure of a semi-boolean algebra (P, R, N, K). 

6.4. In [2], Section 8, an additional postulate is demanded: 
(B) For arbitrary x, YEP there exists the infinum x n y(R) w.r.t. R. 
Thus P becomes an orthocomplemented quasi-modular lattiee, be­

cause then the supremum x u y(R) exists as weB and is given by x u Y = 

= N (N x n Ny) and N automatically becomes an orthocomplement of 
the lattice structure. 
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Such lattices were investigated in [5] and the results were applied to 
the propositional calculus of quantum theory under the presupposition 
of the above lattice-postulate (B). 

For the discussion of the question of 'hidden parameters' (Section 7) 
we shalllimit ourselves, however, to the semi-boolean structure of P for 
the following reason: 

There exist SBA P, which are embeddable in a BA B, as weIl as in a 
non-boolean orthocomplemented lattice V. Therefore the extension of 
the partial structure in P to a lattice structure is in general not uniquely 
determined. 

The giving up of postulate (B) therefore means in a certain sense that 
one understands the operations xny, xuy for (x,y)rtK not to be fixed 
Physically this means: For (x, y) rt K, x n y, x u y are dependent on the 
experimental information about the physical system under considera­
tion For example let x, y be propositions about the position and mo­
mentum of a 'partide': Then dassically: xny#O and quantum theo­
retically: xny=O. 

The operations for propositions (x, y)rtK are determined permanently 
by postulate (B), and the latter may very weIl find its justification in a 
solid theory, - e.g. quantum theory. 

For the discussion of the question of the 'hidden parameter' we shaIl 
freely admit here, that the operations of incommensurable propositions 
(in case they exist at all) can change through an eventual introduction of 
'hidden parameters'. 

This is indeed a necessary condition for quantum theoretical systems 
(comp. Section 7, 3--4). 

We shall base the following considerations only on the semi-boolean 
structure of the propositional calculus which is permitted through the 
postulates (A, a-g); 

6.5. States 

If we consider the ensemble of physical systems which are all deseribed 
through the same SBA P (in the sense of Section 6.1) then a measure­
ment of a proposition XEP on all single systems determines a proba­
bility O~J.L(x)~ 1 for the existence of XEP. 

The function J.L: P--t [0, 1] depends on the 'physical state' of the en­
semble. Two ensembles, for which J.L = J.L' holds, cannot be statistically 
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differentiated. We shall consider such ensembles as statistically equiva­
lent and represent their statistieal state through the function Jl:P-+[O, 1]. 

For example, in statistical mechanics the state of an ensemble is char­
acterized through definite values oftemperature and volume. In quantum 
mechanics the state is determined by concrete measurements of a max­
imal dass of compatible magnitudes. 

The following postulate about the states Jl of an ensemble agrees with 
the implicit definition of the relation R in P: 

(C) JlI Bv is a probability function on the BA Bv ~ P for all Bv • But 
this means exactly that Jl is a W-F on P, i.e. Jl satisfies the conditions 
W 1.2 of Section 4.1. 

With this we can say: 
A physical system is described through a pair (P, E): 
P: Proposition set, which possess the structure of a SBA and which, 

by means ofthe reIation R, is connected with the measurements performed 
on the system. 

E: Set ofW-F Jl on P which represent the states of statistical ensembles. 
A presupposition shalI finally be made about the set E of states: 
(D)-(a) For X#O, XEP, there exists a JlEE with Jl(X) = 1, 
(b) If Jl(Y) = 1 always follows from Jl(X} = 1, then xRy. 

Except in Section 7, 3--4, we only use the weaker postulate. 
(D') For x#y, x, YEP there exists a JlEE with Jl(x)#Jl(Y). 
Postulate (D) is likewise in agreement with the implicit definition of P 

and R. 

7. HIDDEN PARAMETERS 

7.1. Let us consider the standard example of a theory with 'hidden 
parameters', viz statistical mechanics: 

There is e.g. a phase space Q = Rl x Rl (Rl dualspace to Rl) given, 
and A=L(Q) (O'-algebra of L-measurable sets~ P=L(Q)/N, (N ideal of 
the L-null sets), and the states JlEE are normaIized measures on P (comp. 
[2J, Section 5). 

If n:A-+P is the canonical mapping of A on P, then the W-F 
Jl' = n*J.l, JlEE are measures on the O'-set algebra L(Q) or, what comes to the 
same: n*Jl is representable through prime ideals Pro, WEQ of the form 
Pro = {xEL(Q)/w~x}. 
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Moreover, the Pro represent exactly the deterministic two-valued states . . {l, WEX. . 
of classlcal mechamcs: Jlro(x)= , whlch are determmed by wEQ, 

0, wrtx 
i.e. by determined values of position and momentumo 

The states of statistical mechanics are thus simply average values con­
cerning the two-valued states of classical mechanics. 

Since the parameters WEQ do not occur anymore in the description 
by (P, E), one designates them as 'hidden parameters' of the system (P, E). 

IT an arbitrary physical system is now described through the pair 
(P, E), then P admits a covering by the boolean-algebras Bv : P = U v Bv• 

The Bv however, are quotients of the set algebras L.(Rftv) (comp. Sec­
tion 6) and hence what was said above can be repeated word for word 
for the subsystems (Bv, E I Bv): 'Hidden parameters' can always be intro­
duced on the boolean parts (B .. E I Bv) of (P, E). 

The main question is now: When can 'hidden parameters' be intro­
duced for the whole system (P, E)? 

We must first formulate precisely what this means. But according to 
the above, the generalization is apparent. 

DEFINITION. An introduction of 'hidden parameters' in (P, E) is given 
by aset Q, aset algebra L(Q)~P(Q), aset i of W-F on L(Q) and 
a structure-preserving relation p ~ L(Q) x P with the conditions: 

(1) Px= {xEL(Q)jxpx} is non-empty for all XEP, 
(2) for JlEE there exists pEi with: 
(a) P(x.6,ji)=O for X, jiEPx, XEP (.6,: symmetric difference in 

L(Q)). 
From this it follows that p=constant on Px for XEP. 

(b) P(x)=Jl(x) for XEPx' XEP. (For this we likewise set: Jl=P*P). 

According to Theorem 4.2 there exists a classical extension (i, B, Ef) of 
(P, E) which corresponds naturally to the presentation given above: 
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i is an embedding and n a surjection; for Jl.e~ there exists jlef and 
Jl.'er with: Jl.=i*Jl.', jl=n*Jl.', Jl.=p*jl. 

Hence an introduction of 'hidden parameters' in (P, ~) is divided into 
two steps: 

(1) a dassicaI extension (i, B, r) to (P, ~) must be constructed. 
(2) Introduction of 'hidden parameters' in (i, B, r) analogous to sta­

tistical mechanies. 
The second step is always realizable; especially every dassical system 

(B, ~) permits an introduction of 'hidden parameters'. If B is a O'-boolean 
aIgebra, then according to a theorem by Loomis, L(D) can be chosen as 
a O'-set algebra and n:L(D)--+B can be chosen as a O'-homomorphism 
([1], Chapt. X, p. 167). 

Remark. In this formulation an introduction of 'hidden parameters' 
is not necessarily uniquely determined. 

According to Lemma 4.1 and Theorem 4.2, a system (P,~) allows an 
introduction of 'hidden parameters' exactly, when (P, ~) is representable, 
i.e. in case Jl.e~ are average values oftwo-valued W-F on P. The property 
of representability thus characterizes the systems which permit the in­
troduction of 'hidden parameters'. 

7.2. Systems without 'Hidden Parameters' 

The existence of a dassicaI extension (i, B, r) of (P, ~) is aec. to Section 
7.1 necessary and sufficient for the possibility of introducing 'hidden 
parameters' in (P, ~~ Then by Theorem 5.1 the universal mapping 
u:P--+Bp is necessarily an embedding of P in Bp . If this is not the case 
then the system (P, ~) does not possess 'hidden parameters'. 

Since according to Section 5.3 no embedding exists for P=P(A, n-1), 
A=R,C, n=3, ... ,wo and for P=Pc(A)u it follows: 

THEOREM 7.1. If a physical system is described by (P, ~) and if P contains 
a sequent P(O, al, aeP, which is isomorphic to one of the SBA P(A, n-I), 
Pc(A), A=R, e n= 3, ... , wo, then no introduction of 'hidden parameters' 
exists for (P, ~). 

This is especially the case, if P is adireet produet of SBA of the above 
form. 

Remark. Such SBA do occur in a quantum theoretic description of 



PROPOSITIONAL CALCULUS OF A PHYSICAL THEORY 243 

physieal systems: E.g. P=P(C, OJo) in quantum mechanies; SBA of type 
~(A) were considered by von Neumann in [2]. 

7.3. Quantum Theoretical Systems 

A physical system deseribed through (P,1:) is ealled quantum theoretic in 
ease the following eonditions are satisfied: 

(Q) There exists propositions X, YEP such that the greatest lower and 
least upper bounds of pairs of propositions X, y, N X, N Y are given by 
the following schema: 

~{1}~ 
O~ 0/ ~Na,oo~ N0 
X~ /x~y 

{O}~ 
It follows furthermore: Jl(x)=o, l=>O<Jl(y)<l for JlE1: and conversely. 

Such propositions are characteristic of quantum theory: The propo­
sitions of the example given in [2], p. 831, as weIl as propositions about 
momentum and position of a partide or about the polarization-direetion 
of an electron satisfy this condition. 
For such systems: IT KcPxP, then (x,.Y)~K. 
There exist quantum theoretic systems which allow the introduction 
of 'hidden parameters': 

(1) The quantum theoretie description of a 1-dimensional partide by 
position and momentumo 

(2) The quantum theoretic description of the spin of an electron.2 In 
this ease P=P(C, 1~ 

In both examples the embeddability of P rests on the fact that the 
commensurability relation K has a very simple structure: 

There exists a covering of P through BA A, ~ P, 1 E I with 
U ,E1 A, x A,= K, A, n A). = {o, 1}, I#A., I, AEI. 

7.4. We now consider a quantum theoretical system (P, E) which permits 
the introduction of 'hidden parameters'. 

Let (P, E)~(B, 1:"') be the naturally related dassical extension of (P, E) 
according to Seetion 7.1. 
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On the basis of the postulates (D) and (Q) the images x=i(x), Y=i(y) 
generate a subalgebra C in B which is isomorphic to the free algebra BA 
generated by two elements: C~FB(x,Y). Further, there exists for ZEC, 
z#O a J-l'El:' with J-l'(z»O. 

The propositioos X, y therefore appear in B as independent elements. 
We therefore can say: As long as no experiments can be specified which 

allow the independent determination of propositions X, y [which satisfy 
condition (Q) in (P, l:)J, the dassical extension (B, r) of the quantum 
theoretic system (P, l:) cannot be interpreted physically. 

The existence of 'hidden parameters' [with whose help one obtains a 
refined description ofthe physical system under consideration that agrees 
with experimentJ cannot, in contrast to examples in Section 7.2, be ex­
duded here mathematically (comp. [6J, p. 108). But it can be exduded 
empirically, as long as the quantum theoretic description of a physical 
system agrees with experiment (comp. [4J). 

7.5. Closing Remarks 

In summary we can therefore say the following about the question of 
'hidden parameters': 

On the basis of the postulates (A), (C~ (D) and the definition in Section 
7.1, 'hidden parameters' can exactly then be introduced into physical 
systems described by (P, l:~ when (P, l:) is representable. 

To an introduction of 'hidden parameters' there corresponds in a 
natural way a dassical extension 

of (P, l:). 
i:(P, l:)--+(B, l:') 

P must necessarily then be embeddable in a BA B. 
Whence: 
(1) 'Hidden parameters' can always be introduced in a dassical system 

(B, l:). 
(2) IT P is not embeddable in a BA B, then an introduction of 'hidden 

parameters' is mathematically exduded (comp. the examples in Section 
7.2). 

(3) IT the system (P, l:) allows an introduction of 'hidden parameters' 
and in addition (P, l:) satisfies condition (Q) in Section 7.3, then nothing 
has as yet been said about the physical meaning of these 'hidden param­
eters'. 
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It becomes apparent however: As long as the propositions X, YEP, 
which satisfy the condition (Q) in (P, l:'), are not measurable indepen­
dently from each other, the corresponding classical statistical extension 
(B,1:") itself is not interpretable through measurements in the sense of 
Section 6.1. 

In conclusion it is to be pointed out again that no operations of in­
commensurable propositions go into the postulates (A), (C), (D). 

Institute for Theoretieal Physics at the University of Zürich 

NOTES 

* Communicated by W. Maak at the Meeting of February 21, 1964. 
** The University of Western Ontario. I should like to thank Prof. W. Demopoulos and 
Prof. C. A. Hooker for directing my attention to this paper. 
1 In the category !B there exist arbitrary direet sums. 
2 The second example which is more interesting, mathematically and physically than the 
first, I owe by way of ora! communication to Mr. Kochen. 
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NEAL ZIERLER AND MICHAEL SCHLESSINGER 

BOOLEAN EMBEDDINGS OF ORTHOMODULAR 

SETS AND QUANTUM LOGIC 

O. INTRODUCTION 

By a "quantum logie" we mean a pair F, P where P is aset and F is a 
set of funetions from P to the closed real unit interval satisfying three 
postulates whieh we deseribe in intuitive terms here. Cf. [2], [4], [7]. P 
may be interpreted as the set of events and F the set of states of a "phys­
ical system", and J(x) then beeomes the probability of oeeurrence of the 
event x in the state f Sinee the outeome of an experiment is an estimate 
for some J(x), or a eolleetion of sueh estimates, it is natural to identify 
events whieh eannot be distinguished by experiment. Thus, we assume 
first: 

El. Two events whieh have the same probability of oeeurrenee in all 
states are the same event. 

Seeond, the existene6 of the event "not x" for eaeh event x is postulated: 
E2 If x is an event, then so is its negation x': for all J in F, J(x')= 1-

- J(x). 
A (weak) implieation relation "~" is introdueed in P by defining x~y 

to mean that J(x)~J(Y) for all f The "mutual exclusiveness" of pairs of 
events may be formalized as follows: x and Y are mutually exclusive if 
x~Y'. This is symmetrie, for if x~Y', then J(x)~J(y')= 1-J(y) or 
J(y)~ 1-J(x)= J(x') for all J, so y~x' too. Note that if x~y', then in 
any state in whieh x is eertain to oeeur, y is eertain not to oeeur, and 
eonversely. The notion of simultaneous measurability (or "eommuta­
tivity") will be formalized in the next seetion, but it seems clear that 
mutually exclusive events should be simultaneously measurable. Thus, 
our third and final postulate is: 

E3. For a finite number Xl"'" xn of pairwise mutually exclusive events, 
"Xl or X2 or ... or xn" is an event denoted V Xi sueh thatJ(V Xi) = 

= I J (x;). 
Ifn=2 and X2 =x~, thenJ(V Xi) = IJ(xi)= J(Xl)+ J(X2)= J(x l)+ 1-

- J(Xl)= 1 for all f This event, eharaeterized in aeeordanee with (El) 

C. A. Hooker (ed.), The Logico-Algebraic Approach to Quantwn Mechanies, 247-262. 
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by the fact that it has probability one of occurring in all states, is given 
the name "I". Then l' is called "0", and we observe that for all x, O~x 
and x~l. 

The relation "~" is a partial orderi ng for P and, in this ordering, ° 
and 1 are the least and greatest element s of P. Further, the negation 
mapping x~x' is an orthocomplementation in P (for details, see Section 
I), and such a partially ordered set is said to be an "orthocomplemented 
set". If the greatest lower bound or least upper bound of two elements 
x and y exists in P for the partial ordering defined above, it is denoted 
xy or x v y respectively. P is said to be "weakly modular" or an "ortho­
modular set" if it satisfies 

(W). Whenever x~y, then yx' exists and y= yx' v X. 

It is shown in [7J that (W) holds automatically for the orthocomple­
mented set P of a quantum logic F, P. 

On the other hand, if P is merely an orthocomplemented set (that is, 
a partially ordered set with a least element 0, a greatest element 1 and 
an orthocomplementation x~x'), a "state" for P is a function f from P 
to the closed real unit interval such that f(O)=O, f(l)= 1 and f(V Xi) = 
= If{xJ whenever Xl' 0 0 0' xn are a finite number of element s of P such 
that Xi ~ xj for 1 ~ i<j ~ n for which the least upper bound V Xi exists 
in P. Aset F of states for P is said to be "full" if it determines the order 
in P; i.e., x~y if and only if f(x)~f(y) for all f It is shown in [7J that 
if F is a full set of states for an orthomodular set P, then the pair F, P 
is a quantum logic. Thus, the set of quantum logics coincides with the 
set of ordered pairs F, P where P is an orthomodular set and F is a full 
set of states for P. 

"Simultaneous measurability" may be defined for pairs of element s in 
an arbitrary orthomodular set P. It is shown in Section I that if x and y 
are simultaneously measurable, then x v y and xy belong to P, and that 
in the center e of P (which consists of all those elements of P which are 
simultaneously measurable with everyelement of P) the distributive law 
x(y v z)= xy v xz holds; i.e., e is a Boolean algebra. Thus, if P is deter­
ministic (every pair of elements is simultaneously measurable), then P = e, 
and e is a Boolean algebra Conversely, if P is a Boolean algebra, then 
(see [7J and below) every element is simultaneously measurable with 
every other, and P is deterministic. Accordingly, a quantum logic F, P 
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in which P is a Boolean algebra is said to be "deterministic" or "dassical". 
Indeed, such a P may be realized as the field of Borel measurable subsets 
of a phase space, and then F becomes a family of probability measures 
for this space. 

If the quantum logic F, P is not deterministic, it seems natural to ask 
if it is possible to adjoin newevents to P and define the states of F on 
them in such a way that the enlarged p~ir is a deterministic logic. (Be­
cause of the dualism between events and observables (see [4], [8]), this 
may be restated as: Do there exist additional observables which eliminate 
the indeterminacy from a given system?) This is the sam e as asking if 
there exists a deterministic logic G, Q and a mapping IX of P in Q satisfying 

(Il) if x~Y then lX(x)~IX(Y) 

(12) IX (x') = IX (x)' 

(13) if IX(X)~IX(Y), then x~y 

such that for every f in F there exists g in G with f = g 0 IX. 

In Section II, an affirmative answer is obtained for the question: "Can 
every orthomodular set P be embedded in a Boolean algebra (does there 
exist a Boolean algebra B and a mapping IX of P in B satisfying(Il)-(13))?" 
by constructing the minimal Boolean extension of P. This is a pair ({J, 
A where A is a Boolean algebra and ({J:P-.A satisfies (11)-(13) such that 
each aeA is of the form V /\ ({J (xij), xijeP, and such that whenever f is 
a homomorphism of P (i. e., a mapping satisfying (11) and (12)) in a Boolean 
algebra B, then there exists a unique homomorphism h of A in B such 
that f = h 0 ({J. This construction turns out to be a useful tool for answering 
the original question, and it is used in Section IV to show that no em­
bedding in a deterministic logic exists for a large dass of quantum logics 
which indudes the logic of non-relativistic quantum mechanics. The last 
condusion was reached by von Neumann [5; IV, 2], but for a much 
stronger definition of embedding than the one we use here. 

Section III is devoted chiefly to a study of the extent to which an em­
bedding IX of P in a Boolean algebra B can preserve the lattice operations. 
(3) Because of (12), only the preservation of joins need be considered, for 
if IX(X v y)= IX(X) V IX(Y), then lX(x'y') = IX((X V y)')= IX(X V y), = (IX (x) V IX(Y))' = 
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a(x')a(y), and eonversely. The most innoeent requirement is: 

(14) if x and y are in the center of P, then a(x v y)=a(x) v a(y). 

With obvious modifieations, the eonstruetion works just as weil with 
(14) as without. Next we eonsider the following two equivalent eondi­
tions. 

(15) if x and y eommute, then a(x v y)=a(x) v a(y), 

(15') if x and y are mutually exelusive, then a(xv y)=a(x)va(y). 

It is shown by a elass of examples whieh ineludes non-relativistie 
quantum meehanies that, in general, no embedding exists whieh satisfies 
(15). A stronger eonelusion is reaehed for 

(16) if x v y exists in P, then a(x v y)=a(x) v a(y). 

Theorem 3.1 asserts that if there exists an embedding a of P in a Boolean 
algebra that satisfies (16), then x v y exists in P only when x eommutes 
with y. 

I. PRELIMINARIES 

Let P be a partially ordered set with least and greatest elements 0, 1 re­
speetively. If the greatest lower bound or least upper bound of two ele­
ments x and y exists in P, we denote it by xy or x v y, respeetively. 

DEFINlTION 1.1. An orthocompfementation in P is a mapping x-+x' of 
P into P such that 

(i) (x')' = x 
(ii) x<y if and only if y' <x' 

(iü) x' v x and x'x exist and equal 1 and 0 respeetively. 
A partially ordered set with orthoeomplementation is ealled an ortho­

complemented set. Two elements x, y of P are ealled orthogonal (written 
x 1. y) if x:::;; y'. It is elear that De Morgan's Law holds in P in the sense 
that if either x v y or x' y exists, then so does the other, and (x v y), = x' y'. 

DEFINlTION 1.2. An orthoeomplemented set P is ealled weakfy modufar, 
or an orthomodufar set, if for any x, YEP such that x:::;;y, we have 

(i) x' y exists, 
(ii) y=x'yv x. 
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Note that by (i) the join of two orthogonal elements exists, so the right­
hand side of (ii) exists a priori. 

DEFINITION 1.3. Let P be an orthocomplemented set. For x, yeP, we say 
x commutes with y if xy and xy' exist and x is their least upper bound: 

x=xyv xy'. 

If x commutes with y, then, clearly, x commutes with y' too. 
Throughout the remainder of this note we assume that P (and some­

times Q) is an orthomodular set and refer to its members as p, q, ... , z. 
Occasional results apply to a general orthocomplemented set, and these 
are noted by referring to P as an orthocomplemented seto 

The following two lemmas may be found in [7, Section I]. 

LEMMA 1.1. IJp~r and ql.r, then (pvq) r=p. 

LEMMA 1.2. IJ x commutes with y, then y commutes with x. 

COROLLARY. If x commutes with y, then x v y, as weil as xy, exists in P. 
By virtue of Lemma 1.2, we may now say "x and y commute" instead of 

"x commutes with y" or the like. We now prove 

LEMMA 1.3. Suppose that x commutes with y and with z, and that y v z, 
xy v xz, and x'y v x'z exist. Then 

x(yv z)=xyv xz. 

Proof Apply Lemma 1.1 with p=xyvxz, q=x'yvx'z, r=x. Now 
pvq=(xyvx'y)v(xzvx'z)=yvz since x commutes with y and z, so 
that (pv q) r=(yv z) x=p=xyv xz. 

COROLLARY. x commutes with y v z. 
Proof. Since x' also commutes with y and z, x' (y v z) = x' y v x' z by 

Lemma 1.3. Thenx(yv z)v x'(yv z)=xyv xzv x'yv x'z=xyv x'yv xzv 
x'z=yv z. 

Let e be the set of all peP such that p commutes with q for all qeP. 
e is called the center of P. 



252 NEAL ZIERLER AND MICHAEL SCHLESSINGER 

PROPOSITION 1.1. e is a Boolean algebra. 
Proof Suppose x and y belong to C. Then x v y belongs to e by the 

corollary to Lemma 1.3. Since e is clearly closed to orthocomplemen­
tation, xy=(x' v y')' belongs to e too. Clearly 0 and 1 belong to e, and 
e is a complemented lattiee. Since the distributive law holds in e by 
Lemma 1.3, it is a Boolean algebra. 

If e = P, we call P deterministic. Clearly P is deterministic if and only 
if it is a Boolean algebra It is not difficult to show that if P is a lattiee, 
it is deterministic if and only if xy = 0 implies x 1- y. (See [7; Section IJ). 
By virtue of Lemma 1.3 we see that the center of a lattice may be char­
acterized as the set of all x such that x(y v z)= xy v xz for all y and z 
(Cf. [lJ). 

DEFINITION 1.4. Bya homomorphism f: P --+ Q of orthocomplemented sets 
we mean a function such that 

(i) f is isotone: x::::;y implies f(x)::::;f(y) 
(ii) f(x') = f(x)' 
(iii) If x, YE e and f(x) v f(y) exists in Q, then f(x v y) = f(x) v f(y). 

f is called an embedding if in addition 
(iv) f(x)::::;f(y) implies x::::;y. 

Note that iffis a homomorphism, thenf(O)=O andf(l)= 1, becauseO::::; 1 
implies f(O)::::;f(I)=f(O')=f(O)'. Thus /(0)::::;/(0)' so that /(0)=0, and 
/(1)= /(0)' = 1. 

DEFINITION 1.5. An ideal in P is a non-empty subset I of P such that 
(i) if XEI and y::::;x, then YEJ 
(ii) if x, YEe n J, then x v YEJ. 
An ideal J is said to be proper if x E J implies x' rl J. The kernel of a 

homomorphism is clearly a proper ideal. An ideal I is maximal if it is 
proper and if it is contained in no other proper ideal. The union of a 
chain of proper ideals is clearly a proper ideal, so, by Zorn's lemma, 
every proper ideal is contained in a maximal ideal. 

We adopt the following notation (where J, J are subsets of P): 

Jc=J n e 
(J)={XEP 13YEJ with x::::;y} 
JvJ={XEP I x=yv z, YEJ, zEJ} 
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(I, J)=ideal Generated by I, J 
= n K, where the intersection runs over all ideals K of P such that 

IcK and JcK. 

I' = {XEP I X' EI} 

(X) = the principle ideal generated by X; (X)={YEP I y~x}. 
(Xl"" Xn) = the ideal generated by Xl'" Xn • 

LEMMA 1.4. LetlandJbeidealsinP. Then(I,J)=IuJu<IevJe). 
Proof Let K=IuJu<IevJe)' Since IcK, JcK and Kc(1, J) it 

suffiees to show that K is an ideal Clearly property (i) of Definition 1.5 
is satisfied: If YEK and x~Y, then XEK. Suppose that x, YEKe; say 
x~pvq, y~rvs, with p, rEle and q, sEJe. Then xvy~pvqvrvs= 
p v r v q v S E le V le V Jc = le V Jc c K, and it follows that property (ii) of 
Definition 1.5 is satisfied. 

PROPOSITION 1.2. Let I and J be proper ideals in P. Then (I, J) is proper if 
and only if I I nJ=cjJ. 

Proof Suppose (1, J) is improper. Then there exists XEP such that 
xE(I, J) and x' E(I, J). 

Case 1. XE <le V Jc)' Then X and x' belong to (1, J)e so 1 = X V x' does 
too. Hence there exist Yl E le and Y2 E Jc such that Y 1 V Y2 = 1. By the dis­
tributive law in C we get Y2 = Y2Yl or Y2 ~ Yl. Thus 12 E I' n J # cjJ. 

Case 2. xEI, x'EJ. Then x'EI' nJ#cjJ. Thus we have shown that if 
(1, J) is improper, then l' n J # O. The converse is obvious. 

COROLLARY. A proper ideal I is maximal if and only if x~I implies x' E/. 

Proof Suppose I is a maxirna! and x ~ I. If x = 1, then 0 = x' El, so as­
sume x # 1. Then J = (x) is a proper ideal properly contained in the ideal 
(I, J) which must therefore be improper by the maximality of I. Hence 
l' n J # CjJ by Proposition 1.2, and it follows that XE 1'. 

Conversely suppose x~I implies x'El. Let K be an ideal containing I. 
If K#I, there exists xEK with x~l. Then x'ElcK, so that K is im­
proper. 

Let S denote the set of all homomorphisms of P in 2 (the two-element 
Boolean algebra) and let M denote the set of all maximal ideals. A one-
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one mapping of S on M is clearly given by assigning its kernel to each 
homomorphism. 

In the second· example of Section III it is shown that there is in general 
no embedding J of an orthocomplemented set P in a Boolean algebra 
which satisfies 

(iii)* J(x v y) = J(x) v J(y) whenever x commutes with y. 
Consider also the apparently weaker 
(iii)** J(x v y) = J(x) v J(y) whenever x 1- y. 

LEMMA 1.5. Let J be a homomorphism satisJying (iii)** oJ P in an ortho­
modular set Q. Then f also satisfies (iii)*. 

Proof Suppose x commutes with y. Then x=xy' v xy and y=xyv x'y 
so J(xv y)= J(xy' v xyv xyv x'y) = J (xy' v xyv x'y) 

= J(xy') v J xy) V J(x'y) by two applications of(iii)** 

= J(xy') v J (xy) v J (xy) V J (x'y) 

=J(xy' v xy)v J(xyv x'y) by two applications of (iii) * * 

= J(x) v J(y). 

II. THE EMBEDDING 

Let P be an orthocomplemented set. By aminimai Boolean extension of 
P we mean a Boolean algebra A together with a homomorphism ({J:P -+ A, 
such that for any homomorphism g:P-+B of P into a Boolean algebra 
B, there exists a unique homomorphism h:A-+B such that h0({J=g. 

p ep >A 

~lh 
If aminimai Boolean extension exists, it is evidently unique up to a 
cononical isomorphism; i. e., given two minimal Boolean extensions 
(({Jl' Al), (({J2' A2), there exist unique homomorphisms hl :A l -+A2 and 
h2:A2-+A l such that hl ° ({J 1 = ({J 2, h2°({J2=({Jl and h l oh2 and h20h l are 
the identity mappings. If P is a Boolean algebra, we may evidently take 
P = A, ({J = identity. 

THEOREM 2.1. Let P be an orthomodular seto Then P has aminimai 



BOOLEAN EMBEDDINGS 255 

Boolean extension (q>, A). Moreover, q> is an embedding, and its image 
generates the Boolean algebra A. 

Our construction is analagous to that of M. H. Stone [6J for repre­
senting Boolean algebras as fields of sets (and degenerates into that 
representation if P is a Boolean algebra). 

Let S be the set of all homomorphisms from P to 2. In the induced 
topology of S (as a subset of 2') let A be the Boolean algebra of closed 
and open subsets. For xeP define 

ep (x) = {tleS I tl(x) = 1}. 

Then ep(x)eA, and the sets ep (x) separate the points of S and thus generate 
Aas a Boolean algebra. We omit proofs of these facts, which are identical 
with those given in [6]. Clearly ep is a homomorphism. 

LEMMA 2.1. q> is an embedding. 
Proof Suppose x:s';y is falseo We must show that there is an tleS such 

that tl(y)<tl(x) so that ep(x):S.;ep(y) is falseo Now the ideal (x',y) is proper 
by Proposition 1.2, so there is a maximal ideal containing (x', y), and thus 
an tleS such that tl(x') = tl(y) =0. Then O=tl(y)< 1 =tl(x). 

LEMMA 2.2. Universal M apping Property. Let 9 : P -+ B be a homomorphism 
of P into a Boolean algebra B. Then there exists a unique homomorphism 
h:A-+B such that g=hoep. 

Proof Let 

a= V /\ ep(xij)eA. 
i j 

Define 

If also 

then 

aa'=O=(V /\ ep (xij)) A (/\ V ep(Y~q)) 
i j p q 

= V /\ ep (XiJ ep(Y~q). 
i,p j,q 
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Hence h wiIl be well defined if we can show that I'v ep(xJ=O implies 
I'vg(xJ=O. 

Suppose then that b = I'v g(xJI= 0; then (b') is a proper ideal in B, so 
that there is a maximal ideal containing it, and thus a homomorphism 
P:B-+2 such that P(b')=O. Since g(xJ~b, we have pog(xj)= 1. Let 
rx=pogeS. Then rx(xj) = 1 for all j so that rxel'vep(x) and I\jep(xJ=I=O. 
Thus h is well defined, and it is clearly a homomorphism. Uniqueness 
follows from the fact that A is generated by the image of ep. This com­
pletes the proof of Lemma 2.2 and Theorem 2.1. 

Remark 1. If P is a Boolean algebra, then (ep, A) as constructed above 
is the Stone representation of P as a field of sets (see [6]). 

Remark 2. If we drop the requirement that P be weakly modular, and 
define a "homomorphism" as an isotone map commuting with ortho­
complementation, then the theorem remains true in the following sense: 
there exists an embedding ep:P-+A of P in a Boolean algebra A (with 
ep(P) generating A) such that for any "homomorphism" g:P-+B of P 
into a Boolean algebra B, there exists unique Boolean algebra homo­
morphism h: A -+ B such that g = ep 0 h. However, Remark 1 becomes false, 
as may be seen by taking P = 23 (the Boolean algebra with 8 elements) 
in which case A = 24 . 

III. EXAMPLES; ADDITIVITY 

Example 3.1. This example shows that in the diagram 

h need not be an embedding, even when g is. Let P be the lattice of closed 
subspaces of a real or complex Hilbert space of dimension ~ 2. Here 
the center is trivial, i.e. consists of 0 and 1. (In fact, if xeP, x =1=0, 1, then 
there exists y such that xy=O and XLV. Then x =1= xy v xy', and x does 
not commute with y.) Take three lines Xl' X2' X3eP, mutually non­
orthogonal. Then I = (x~, x~, x;) is a proper ideal (for in this case 1= 
(xDu(x~) (x;); if there were a eeP such that, e, e'eI, say e~x~, e'~x~, 
we would have x2~e~x~, i.e. Xl-LX2). Thus a=ep(xl)ep(X2)ep(X3)=I=O. 
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Let B=A/(a), h the canonical projection from A to B and g=ho({J:P-+B. 
We elaim that 9 is an embedding. Since h elearly is not, this will prove 
the statement at the beginning of the paragraph. 

Suppose for some p, qEP, we have g(P)~g(q'). Then g(P)g(q)=O, so 
({J(p) ({J(q)~a. We must show that p~q'. We may assume that neither p 
nor q is O. Then we must have, for some i, x;;t p and x;;tq. For if not, 
then we would have, say P~XI and P~X3 so that P~XII\X3=0, and 
p=O. Suppose then that P~XI and q$;XI. Then if p$; q'; the ideal (q', q', Xl) 
is proper by the argument used above, so there exists rxES for which 
rx(p')= rx(q') = rx(xl)=O. Thus rxE ({J (p) ((J (q), while rx~({J(XI) ({J(X2) ({J(x3)=a 
so that ({J (p) ({J (q) ~ a is faJse, unIess p ~ q', and the pro of is complete. 

Remark. The above procedure will provide a counter-example to the 
statement (*) 9 is an embedding implies h is an embedding 
in any orthocomplemented set with the following properties: 

(1) An ideal (YI' Y2' JJ) is proper whenever each (Y;, Yj) is proper. 
(2) There exists Xl' X2, X3EP such that (x~, x~, X3) is proper and X;Xj=O 

if i#j. 

The statement (*) is equivalent to this: 
(**) for any aEA, a#O, there exists X, YEP such that 0< ({J (x) ({J(Y)~a. 
It is conjectured that (*) holds only when P is a Boolean algebra (The 

converse is obvious). 
The above example shows that there does not in general exist a strictly 

minimal extension of P; i.e. an embedding ({J I : P -+ A I where A I is a 
Boolean algebra, such that for any embedding g: P-+ B of P into a Boolean 
algebra B, there exists a unique embedding h:A-+B such that hO({JI =g. 
Indeed it is easily seen that (({J I, Al) is isomorphic to (({J, A), while it is 
known that (({J, A) does not in general enjoy this strictly minimal prop­
erty. 

DEFINITION 3.1. A functionjfrom the orthomodular set P to the elosed 
real unitintervalis said to beastatefor Pifj(O)=O,f(l)= I andj(V a;)= 
I j(a;) whenever n is a positive integer and al' ... , an are pair-wise 
orthogonal. 

Example 3.2. This example shows that ifthe definition ofhomomorph­
ism is strengthened in a certain natural way, then it becomes impossible 
to embed P in a Boolean algebra (This is equivalent to showing that 



258 NEAL ZIERLER AND MICHAEL SCHLESSINGER 

when the new minimal extension (q>, A) is constructed, q> is not an em­
bedding). Suppose that in the definition of homomorphism (Definition 
1.4) we replace (iii) by (orthogonal) additivity 

(iii)* If x and y commute, then J(x v y)= J(x) v J (y), or, as noted in 
Lemma 1.5, the equivalent 

(iii)** If x and y are orthogonal, then J(x v y)= J(x) v J (y). 
Let J be an additive homomorphism of P in a Boolean algebra B. B 

has plenty of homomorphisms onto 2 by the Stone representation (The­
orem 2.1), and if 9 is any one of these, 9 0 J is a two-valued state. Our 
example consists of a cIass of orthomodular sets without two-valued 
states. Let P be the lattice of cIosed subspaces of a separable real or 
complex Hilbert space H of dimension d~3. Gleason [3] has shown that 
for each state s for P there exists a positive semi-definite self-adjoint 
operator Tof the trace cIass such that for each ain P, s(a)=trace (TPa) 

where Pa is the orthogonal projection of H onto a. It follows readily that 
every state takes on at least d + 1 values. It should also be mentioned that, 
in fact, the non-existence of two-valued states is an elementary geometric 
fact contained quite explicitly in [3, Paragraph 2.8]. 

The preceding example shows that there is in general no embedding 
of P in a Boolean algebra that has the additivity property (iii)*. If it is 
replaced by strong additivity: 

(iii)*** O(x v y) = o (x) v O(y) whenever x v y exists, the concIusjon can 
be strengthened as follows. 

THEOREM 3.1. Suppose there exists a strongly additive embedding 0 oJ P 
in a Boolean algebra B. Then x v y exists in P only when x commutes with y. 

Proof. Let x and y be elements of P for which x v y exists in P. 
Then 0 = O(x v y) (O(x v y)), = O(x v y) (O(x) v O(y))' = O(x v y) O(x)' O(y)' = 
O(x v y) o (x') o (y)'. Hence, for such x, y, O(x v y) O(x')~O(y). Now 
(x v y) x' exists by weak modularity, and 0 also preserves joins. Thus, 
O((xvy)x')~O(y) and so (xvy)x'~y. Suppose z~y and z~x'. Then 
z ~ x v y so z ~ (x v y) x' and it follows that (x v y) x' is the greatest lower 

boundx'yofx' andy. Nowsupposew~x'yand w~x'y'. Then w~(xv y)x' 
and w~xIY'=(Xv y)'~(xv y), x' (which exists since x' commutes with 
x v y). Hence w ~(x v y) x' v (x V y)' x' = x', and it follows that x' is the 
least upper bound of x'y and X'y'. Therefore x', and hence x, commutes 
with y as was to be proved. 
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COROLLARY. Suppose there exists a strongly addilive embedding of the 
orthomodular lattice P in a Boolean algebra. Then P is a Boolean algebra 
( and conversely) . 

Proof. According to the theorem, P now coincides with its center, and 
so is a Boolean algebra by Proposition 1.1. 

IV. EXTENSIONS OF STATES 

A state g for Q is an extension to Q by IX of a state f for P if IX is a homo­
morphism of P in Q and f = g 0 IX. Aset T of states for Q is an extension 
to Q by IX or'a set S of states for P if every member of S has an extension 
to Q by IX in T. 

LEMMA 4.1. If a state can be extended from P to a Boolean algebra D, then 
it can be extended to A by ep. 

Proof. Suppose g is an extension to D by IX of a state for P, and let h 
be the homomorphism of Lemma 2.2 of A in D such that IX = h 0 ep. Evi­
dently s = g 0 h is a state for A, and is an extension to A by ep of the state 
golX for P:golX=go(hoep)=(goh)oep=soep. 

Let I denote the ideal in A generated by all elements of the form 
ep(av b) ep(a') ep (b') for a.lb. Let B=A/I, let {3 denote the canonical ho­
momorphism of A on B and let IX = {3 0 ep. 

LEMMA 4.2. Suppose I#A. Then IX is an addilive homomorphism of P in 
the Boolean algebra B. 

Proof. It is clearly a homomorphism. To prove additivity, suppose 
a.lb and observe that ep(avb)=ep(avb)ep(a')ep(b')vep(a)vep(b) since 
ep(a) v ep(b)~ep(a v b). Then {3o ep(a v b)= {3(ep(a) v ep(b))={3 0 ep(a) v {3o ep(b), 
the latter equality coming from (iii) of Definition 1.5, since A coincides 
with its center. 

LEMMA 4.3. Let g be an extension to A by qJ of a statefor P. Then g vanishes 
on I. 

Proof. Ifa.lb, then goep(avb)=goep(a) vgoep(b)=g(ep(a)v ep (b)), the 
first equality because goep is a state for P and the second because g is a 
state for A. Then g(ep(a v b) ep(a') ep (b')) = 0 and g =0 on 1. 
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THEOREM 4.1. Suppose some state for P has an extension to a Boolean 
algebra. Then P has a 2-valued state. 

Proo! I=#=A by Lemma 4.3, so B is a Boolean algebra. If g is any state 
for B, g 0 IX is a state for P since IX is additive by Lemma 4.2. The result 
now follows from the fact that B has plenty of two-valued states (=ho­
momorphisms in 2). 

COROLLARY 4.1. Let P be the set of events of nonrelativistic quantum 
mechanies, i.e., the lattice of closed subspaces of complex separable 
Hilbert space. Then no state for P has an extension to a Boolean algebra. 

Proo! P has no two-valued states (see Example 3.2). 

LEMMA 4.4. Jj a state for P has an extension to a Boolean algebra, then it 
can be extended to B by IX. 

Proo! By Lemma 4.1 a state s for P with an extension to a Boolean 
algebra has an extension g to A by ({J. Now if a and b are elements of A 
for which p(a)=p(b), then a=bvc with eEl and c.lb. Hence g(a)= 
g(b)+g(c)=g(b) since g is a state and g(c)=O by Lemma 4.3. Hence 
f(p(a))=g(a) defines a function f on B, and f o~= f oP~({J=go({J =s. 

Let S and T be sets of states for the orthomodular sets P and Q re­
spectively. An extension of S, P in T, Q is a homomorphism of P in Q 
extending S to T and is an embedding of S, P in T, Q if it embeds P in 
Q. S isfull for P if s(a)~s(b) for all s in S implies a~b. The pair S, P is 
said to be a quantum logic if S is full for P and deterministic if P is a 
Boolean algebra. 

LEMMA 4.5. Suppose a quantum S, P is extended by (j to T, Q. Then (j 

is an embedding of P in Q. 
Proo! If x ~ y is false, there exists s in S with s (y) < s (x) since S is full 

for P. Then S= fo(j,fa state for Q, and so (j(x)~(j(y) would imply s(x)= 
f((j(x))~f((j(y))=s(y) contrary to our choice of s. 

THEOREM 4.2. Suppose a quantum logic S, P has an extension in a deter­
ministic logic. Then the additive homomorphism IX of P in B is an em­
bedding and extends S to aset of states for B. 

Proo! S, P may be extended to B by IX in accordance with Lemma 4.4, 
so IX is an embedding by Lemma 4.5. 
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COROLLARY 4.2. Under the hypothesis, P has afull set of two-valued states. 
Proof If x~y is false, so is IX(X)~IX(Y), since IX is an embedding. Sinee 

B is a Boolean algebra, it has a two-valued state f such that f(lX(x))~ 
~f(IX(Y)) is false, and f o IX is a state for P by the additivity of IX. 

Remark 1. The preceding corollary shows that if an orthomodular set 
P may be additively embedded in a Boolean algebra, it has a full set of 
two-valued states. The converse is also true, for suppose the set S of all 
two-valued states for P is full. Then the Stone construction (o(x)= 
{SES I s(x)=l}) provides an additive embedding of P in the Boolean 
algebra of all c10sed and open subsets of S. 

Remark 2. Let 0 be an additive homomorphism of P in a Boolean al­
gebra D and let h be the homomorphism of A in D such that o=hoep. 
Then if a.lb, hoep(a) v hoep(b)=hoep(a v b)=h(ep(avb) ep(a') ep(b')vh o 
oep(a) v hoep(b); (sinee his additive as a homomorphism of Boolean al­
gebras) so h vanishes on 1. Let yf denote the resulting canonical homo­
morphism of B on D; then yf 0 P = hand 0 = yf 0 P 0 ep = yf 0 IX. In summary: 
P has additive Boolean extension if and only if I :f:. A; if I :f:. A, IX, B is the 
minimal additive Boolean extension of P. 

p ep >A (3 >8 
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SIMON KOCHEN AND E. P. SPECKER 

LOGICAL STRUCTURES ARISING IN 

QUANTUM THEORY* 

The logieal struetures studied in this paper are generalizations of the 
propositional ealeulus. The elassieal propositional ealeulus is essentially 
Boolean algebra or, alternatively, the theory of funetions on an arbitrary 
set S with values in a two-element set. The generalization eonsists in 
allowing partial funetions on the set S, Le., funetions defined on eertain 
subsets of S, and defining an equivalenee relation among these funetions 
such that any two eonstant funetions with the sam e eonstant value be­
long to the same equivalenee elass. The generalization is equally natural 
for funetions with values in the field of real numbers and we shall eon­
sider this ease first. 

The admissible partial funetions and the equivalenee relation are de­
termined by a given strueture on the set S. In Seetion II, we shall intro­
duee and diseuss in some detail the simplest such strueture, viz. graphs 
of a eertain type; for, though rather removed from applieations, they 
are our most fruitful source of examples. A system of partial funetions 
closer to applieations is the following: Let S be the set of unit veetors 
in unitary n-space un. Funetions of the system are real-valued funetions 
whose domain of definition is a unitary basis (Pl' ... , Pn). With such a 
funetion J we assoeiate a linear map J*: un-+ un by defining 

Two funetions Jl' J2 are equivalent if andonly if the eorresponding maps 
Jl*' J2* are equal. 

Systems of partial funetions on aset Sean be eorrelated to physieal 
theories in the following way: Elements of S eorrespond to (pure) states, 
equivalenee elasses of funetions eorrespond to observables. (The term 
observable will·therefore be used for such elasses.) If aES and if J is an 
element of the observable q, then J{a) is the value of the observable q 
for the physical system in state a. In elassicaI theories, every observable 

C. A. Hooker (ed.), The Logico-Algebraie Approaeh to Quantum Mechanies, 263-276. 
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has a value for all states - the funetions are defined for the whole set S; 
in quantum theory, an observable has a (fixed) value only for certain 
states - the funetions are partial funetions. (Probability distributions as­
sociated with observables and states will not be considered in this paper.) 

Sum and product of two observables ql' q2 are only defined if there 
exist funetions !;eqj (i = 1, 2) having the same domain (for which we say 
"ql and q2 are commeasurable"). In this case, the sum ql +q2 is the 
equivalence dass of the funetions Jl + J2 (!;eqj' i = 1, 2) and similarly for 
the product. The set Q of observables is th us made into a "partial alge­
bra". Partial algebras will also be defined independently of a system of 
funetions. They are structures (A; 6; +, " .', 1>; 6 is a binary relation 
(commeasurability); +, . are partial binary operations (ql + q2' ql' q2 
being defined iff ql 6 q2); .' is the multiplication of an element of A by 
a real number; 1 is the unit element of A. 

The subset of idempotent elements of a partial algebra forms a "parti al 
Boolean algebra" m. The operations in mare defined in the usual way: 
ql Vq2=(ql +q2)-(ql'q2) etc. The notion ofvalidity ofa formula (I. of 
the propositional caleulus is defined by associating a mapping with (1.. 

Consider, e.g., the associative law (I. 

[(Xl v X2) v X3]- [Xl v (X2 V X3)]. 

A triple (ql' q2' q3> of elements ofm is in the domain oh if all the oper­
ations in (I. can be performed for ql' q2' q3 (this requires five commeassur­
abilities). (I. is said to be "Q-valid" if the element 

is the unit element 1 of m for all triples in the domain of (I. and all partial 
Boolean algebras m. 

It may weIl be that all formulas of propositionaI caleulus in Whitehead­
Russell [3], (1.2 to 5.75), are Q-valid The simplest formula (known to 
us) which is dassically valid but not Q-valid is 

[(XI-X2)-(X3-X4)]-[(XI-X4)-(X2-X3)]. 

We shall axiomatize the notion of Q-validity and outline the correspond­
ing completeness proof. We do not know whether the set of Q-valid for­
mulas is recursive. 
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The notion of validity considered in this paper is based on the class 
of all partial Boolean algebras. It is equally natural to base eorresponding 
notions on eertain subelasses, e.g., the class of transitive partial Boolean 
algebras. (A partial Boolean algebra is transitive iff af;b, i.e., a/\b=a 
and b f; e implies a 6 e and therefore a f; e). Another natural subelass is 
the class of partial Boolean algebras associated with n-dimensional Eu­
clidean or unitary space (~(En), ~(un) as defined in Seetion 5, Example 
(1)) or with Hilbert space. It has been shown in Speeker [2] that ~(E3) 
eannot be imbedded into a Boolean algebra This is an immediate eon­
sequence of the theorem - not stated in [2] - that some classieally valid 
formula does not hold in ~ (E3). The relation of the notions of validity, 
imbeddability, and the eonneetion of these notions with the problem of 
hidden variables will be diseussed in another paper. 

II 

Let 6> be a graph, i.e., a strueture (G, R) on an underlying nonempty 
set G where R is a binary symmetrie and irreflexive relation. Elements 
of G are ealled "vertiees". R(a, b) is read as "a and b are eonneeted". A 
graph 6> satisfies eondition e iff it has the following properties: 

(1) Any two eonneeted vertiees belong to exaetly one triangle. For­
mally: For all a, b if R(a, b) then there exists exaetly one e such that 
R(a, e) and R(b, e). 

(2) G eontains at least one pair of eonnected vertiees. 

Examples of graphs satisfying eondition e: 
(a) G = (a, b, e), R(x, y) iff x =1= y (6) is a triangle). 
(b) Graph in Figure 1. 
(e) G is the set of all lines through the origin of 3-dimensional Eu­

clidean [alternatively: unitary] space; two lines are eonneeted iff they 
are [alternatively: unitarily] orthogonal. 
We associate a class F of funetions with a graph satisfying eondition 
C:I EF iff the values of 1 are real numbers and the domain of 1 - dom 1 
- is aset of three vertiees of 6> any two of whieh are eonneeted. 

We define a relation E on F x F:E(j, g) holds iff one of the following 
eonditions is satisfied: 

(1) 1 =g. 
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(2) The sets domf and domg have one element in common, say 
domf =(a, b, e), domg=(a, b', e') and we have f(a)=g(a) and 

f(b)= f(e)=g(b/)=g(e'). 

(3) f(x l )=g(X2) for all Xl Edom!, X2Edomg. (j and g are both con­
stant functions with the same constant value.) 

The equivalence elasses of the relation E are called "observables"; Q 
is the set of all observables. 

Two observables ql' q2 are said to be "commeasurable" (ql 6q2) if 
there exist functions !;Eqj (i= 1, 2) such that domfl =domf2. Sum and 
product of commeasurable observables are defined as follows: ql +q2 
is the equivalence elass of the functions fl + f2' ql·q2 is the equivalence 
elass of the functions fl·f2' where !;Eqj' i= 1, 2, and domfl =domf2. 
(One verifies that the equivalence elasses do not depend on the choice 
of the functions.) IT q is an observable and a is a real number then all 
the functions af for fEq belong to the same equivalence elas s which is 
by definition the elass a· I q. 

III 

With these definitions, the set Q of observables is made into what we 
shall call a "partial algebra": ~=(A; 6; +, ., .1; I). A partial algebra 
~ is given by a nonempty set A, a binary relation denoted by 6, two 
binary partial functions from A into A (sum +, product .), a function 
from R x A into A (R field of reaIs) and an element 1 of A. The properties 
are as follows: 

(1) The relation 6 is symmetric and refiexive. 
(2) For all q in A, q 61. (The constant function 1 is commeasurable 

with all observables.) 
(3) The partial functions sum and product are defined exactly for those 

pairs (ql' q2) ofAx A for which ql 6 q2· 
(4) IT any two of the observables ql' q2' q3 are commeasurable (i.e., 

qj6qj for i, j= 1,2,3) then (ql +q2)6q3, (ql·q2)6q3 and a· l q16q3 (a a 
real number). 

(5) IT any two of qh q2' q3 are commeasurable then the polynomials 
in qb q2' q3 form a commutative algebra over the field of real numbers. 
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(This condition is equivalent to a longer but more elementary one: If 
ql6q2 then ql +q2=q2+ql etc.) 

Remarks 
(1) If any two of ql,"" qn are commeasurable then the polynomials in 
ql, ··.;qn form a commutative algebra over the field of real numbers. 

(2) If (fj is the graph considered in example (c) then the associated 
partial algebra is isomorphic to the following algebra m:: A is the set of 
3 x 3 real symmetric [alternatively: Hermitian] matriees; MI 6M 2 iff 
M I M 2 =M2M I (i.e., if the matriees commute); sum and product are the 
usual sum and product of matrices. 

IV 

Let m: be a partial algebra and let Pn be the set of polynomials (with real 
coefficients) containing no other variables than Xl"'" Xn• We define re­
cursively the domain D""n of a polynomial epEPn and a map ep* corre­
sponding to ep. D""n will be a subset of the n-fold Cartesian product An 
of A, ep* will be a map from D""n into A; we put <ql, oo., qn)=q. 

(1) If ep is the polynomiall then D""n=An and ep* (q) = 1. 
(2) Ifep is thepolynomial Xi (i=l,oo.,n) then D""n=An and ep*(q)= 

ep* (ql"'" qn) = qi' 
(3) If ep=a'" (a a real number) then D""n=D""n and ep*(q)=a·''''*(q). 
(4) If ep="'® X (where ® is either + or .) then qED""n iff 

qED""nnD)(,n and ",*(q)6X*(q); ep*(q)=",*(q)®X*(q)· 
We say "ep is identically 1 on m:" or "the identity ep = 1 holds in m:" iff 

ep*(q)= 1 for all qED""n' 
Roughly speaking, the identity ep = 1 means that the corresponding 

function on A is 1 whenever it is defined. 
An identity 

ep(XI' oo., xn)="'(XI' oo., Xn) 

can be interpreted in two ways. 
(1) Whenever both ep and'" are defined then they are equal: 

If <ql'OO', qn)=qED""nnD""n then ep*(q) = ",*(q). 
(2) Whenever both ep and '" are defined and ep*(q) 6 ",*(q) the n 

ep* (q) = "'* (q). 
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The following are examples of identities holding in all partial algebras 
(in the sense of (1) and therefore also in the sense of (2)): 

Xl +X2=X2+ XI 
Xl +(X2 +X3)=(XI +X2)+X3' 

The following identity does not hold in all parti al algebras (not even in 
the sense of (2)): 

(Xl +X2)+(X3 +X4)=(XI +X4)+(X2 +X3)' 

We eonstruet a partial algebra in whieh this identity does not hold; the 
algebra is given by a graph of 11 vertiees (VI and V2 are represented twiee 
in the diagram). 

Fig. 1 

In order to define observables we use the following notation: [i, j, k; 
ai' aj' ak] is the funetion! whose domain is set (Vi' Vj' Vk) of vertiees and 
for whieh we have!(vh)=ah, h=i,j, k. The observables are defined by 
the funetions following on the same line, both funetions being equivalent. 

ql: [ 1, 3, 4; 1, 0, 0], [1, 11, 10; 1, 0, 0] 
q2:[ 3, 1, 4; 1, 0, 0], [3, 2, 5; 1, 0, 0] 
q3:[ 2, 3, 5; 1, 0, 0], [2, 9, 11; 1, 0, 0] 
q4: [11, 2, 9; 1, 0, 0], [11, 1, 10; 1, 0, 0] 

We then have 

ql +q2:[1, 3, 4; 1, 1, 0], [4, 7, 9; 0, 1, 1] 
q3+q4:[2, 9, 11; 1,0, 1], [4, 7, 9; 1, 1,0] 
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ql +q4: [1, 10, 11; 1, 0, 1J, [5, 8, 10; 1, 1, OJ 
q2+q3:[2, 3, 5; 1, 1, OJ, [5, 8, 10; 0, 1, 1J 

(ql +q2)+(q3+q4):[4, 7, 9; 1, 2, 1J, [6, 7, 8; 1, 2, 1J 
(ql +q4)+(q2+q3):[6, 8, 10; 1, 2, 1J, [6, 7, 8; 1, 1, 2J 

The observables (ql +q2)+(q3 +q4) and (ql +q4)+(q2 +q3) are comme­
asurable as they are both represented on the triangle (V6' V7' vs); they are 
different because they are represented there by different functions. 

v 

As in the case of ordinary commutative algebras, the subset B of idem­
potent element s of a partial algebra forms a partial Boolean algebra. In 
detail: Let <A; 6; +, " .1, 1) be a partial algebra. Let B be the subset 
of elements aEA such that a' a=a. Define a 6b for a, bEB iff a 6 b in A; 
av b=(a+b)-a'b (where e-d is to be understood in the obvious way), 
la = 1- a, 1 same element as in A, 0 = O' I 1 (0 number zero). The partial 
Boolean algebra <B; 6, v, I; 1, 0) then satisfies the following condi­
tions: 

(1) The relation 6 is symmetric and refiexive. 
(2) For all qEB:q61 and qbo. 
(3) The partial function v is defined exactly for those pairs <ql' q2) 

of B x B for which ql b q2' 
(4) If any two of qt> q2' q3 are commeasurable then (ql v q2) 6 q3 and 

Iq16q2' 
(5) If any two of ql' q2' q3 are commeasurable then the Boolean poly­

nomials in ql' q2' q3 form a Boolean algebra. (As in the case of algebras 
this condition can be replaced by a more elementary one.) 

Properties (1)-(5) define the notion of partial Boolean algebra inde­
pendently of the notion of partial algebra. 

Examples of partial Boolean algebras: 
(1) Let un be the n-dimensional unitary vector space, B the set oflinear 

subspaces of un. For a, bEB, a6b holds iffthere exists a unitary basis 
of un such that some subset of this basis is a basis of a and some subset 
is a basis of b. av b is the span of a and b; la is the complement of a, 
o is the O-dimensional subspace, 1 is the whole space un. 
(2) Let ~i' iEI, be a nonempty family of Boolean algebras such that 
the following conditions are satisfied: 
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(a) For i,jel there exists kel such that BinBj=Bt . (The intersection 
of two algebras of the family is an algebra of the family; all algebras have 
therefore the same element 0 and the same element 1.) 

(b) If B= U Bi (union over I) and if a, b, c are elements of B such that 
any of them lie in some common algebra Bi , then there exists ke I such 
that a, b, ceBt . 

The algebra ~ on the set B is then defined as follows: a 6 b iff there 
exists iel such that a, beBi; avb=c in ~ iffthere exists iel such that 
avb=c in ~i; la=b in ~ iffthere exists iel such that la=b in ~i; 
1 and 0 are the common unit and zero elements of the algebras ~i' 

It can be shown that every partial Boolean algebra is isomorphic to 
an algebra of this type. 

VI 

We now define the "logic" associated with a partial Boolean algebra ~. 
Let IX be a formula of the propositional caleulus (in the connectives v 
and I) and ep the corresponding Boolean polynomial. IX is said to be 
valid in ~ iff ep = 1 is an identity of ~ in the sense defined in Section IV. 
A formula is Q-valid if it holds in all partial Boolean algebras, it is C­
valid if it holds in all Boolean algebras (i.e., is an identity of the propo­
sitional ealeulus). Clearly, every Q-valid formula is also C-valid. 

THEOREM. LeI IX be a formula in x 1> ••• , xn whose only subformulas in Xi 
alone are Xi or lXi (i= 1, ... , n) and such that for all i,j (I ~ i<j~n) there 
exists a subformula lXi,j in Xi' Xj alone. Then IX is Q-valid if it is C-valid. 

Proof Let ~ be a partial Boolean algebra, let ep be the polynomial 
corresponding to IX and let (ql' .oo, qn> =q be a sequence of elements in 
~ belonging to Dtp,n' Let epi,j be a subpolynomial of ep such that no sub­
polynomial of epi,j is a polynomial in Xi and Xj; epi,j is then one of the 
four polynomials Xi v Xj' lXi V Xj' Xi V IXj, lXi v IXj; from this follows 
qi 6 qj and the theorem by Remark (1) in Section III. 

COROLLARY. A formula in one or two variables is Q-valid if it is C-valid. 
Examples 
(1) The distributive law 

[(Xl v Xz) /\ X3]"'" [(Xl /\ X3) V (Xz /\ X3)] 
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satisfies the hypothesis ofthe theorem and is therefore Q-valid. (1\, -+,­

are here and in the following understood as being defined in terms of 
v and I.) 

(2) The associative law 

[(Xl v X2)V X3]-[XI V(X2 v X3)] 

does not satisfy the hypothesis of the theorem as there is no subformula 
containing Xl and X3 but not X2; it is nevertheless Q-valid. For let 
(ql' q2' q3)=q be a triple of elements in the parti al Boolean algebra be­
longing to D". 3 (tp being the polynomial corresponding to the formula). 
We then have q16q2' q26q3, (ql vq2)6q3, ql6(q2Vq3); from this we 
obtain (ql v q2) 6(q2 v q3)' Any two of the three element s Ql' Q2' Q4 = 
Q2 V Q3 are commeasurable and we have (Ql v Q2) V Q4 = Ql v (Qi v Q4)' As 
we al so have Q2 v Q4 = Q2 V Q3 we obtain 

In exactly the same way we prove 

(Ql VQ2)V(Q2 VQ3)=(QI VQ2)VQ3' 

The simplest example (known to us) of a e-valid formula which is not 
Q-valid is 

[(XI-X2)-(X3-X4)]-[(XI-X4)-(X2-X3)]. 

The proof is by considering the same algebra and the same observables 
as in Section IV for the corresponding formula with + instead of -. 

VII 

We shall now axiomatize the set of Q-valid formulas. Most axiom systems 
of the classical propositional calculus (e.g., Principia Mathematica) con­
sist of Q-valid formulas. Modus ponens, however, does not hold for the 
notion of Q-validity: There are Q-valid formulas IX, IX-+P such that P is 
not Q-valid. (A refutation of P is given by a sequency of observables for 
which IX cannot be evaluated.) 

Let E be the set of formulas of the propositional calculus in the vari­
ables Xl' X2'''' and the conneetives v and I. (As before, 1\, -+ and -
are thought of as being defined.) Let E* be the set of formulas of E and 
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the formulas of the type 6 (al'" " an) where n is a positive integer and 
al'" " an are formulas of 1:, We define the following notion: "The se­
quenee Yl, .. " Ym of formulas of 1:* is a Q-proof of the formula a of 1:," 
The notion of Q-proof is redueed to the following notion: "The sequence 
Yl," " Ym of formulas of 1:* is <P-admissible," (<P will be subset of 1:,) A 
sequenee is then a Q-proof if it is (a)-admissible and eontains a as one 
of its fo~mulas, ((a) is the unit set of a,) 

The notion of admissibility is based on rules of inferenee, 

6(al," " an) ( 
6(..) where 1::::;i::::;n, 1::::;j::::;n), 

a" a) 

6(a1o al)' 6(al' (2)'" " 6(0(i, O(J .. " 6(an, an) 
6(a l, .. " O(n) 

(The premiss eonsists of the n2 formulas 6(ai' aj) sueh that 1::::; i::::; n, 
1 ::::;j::::;n,) 

6 (al' (2), 0(2 +-+0(3 

6(a l, (3) 

6(,al, (2) 
6(a l ,0(2) , 

6(a1o a2, (3) 

6 (0(1 val> (3)' 

6 (al'" " O(n) 
p(a1o .. " an)' 

where P(X l , .. " Xn) is a e-valid formula, 

(This form of modus ponens is of eourse different from the one mentioned 
at the beginning of Seetion VII,) Sl is a seheme of sehemes; it ean be 
replaeed by a finite number of ordinary sehemes (e,g" sehemes eorre­
sponding to the axioms of Prineipia Mathematiea), 

A sequenee Yl," " Yn of formulas of 1:* is <P-admissible iffthe following 
eonditions are satisfied: 

(1) <P is a subset of 1:, 
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(2) For all i, 1~i~n, Yi is either of the type MPl,Pl) or 6(Pl,P2) 
(where Pl' Pl 1\ P2 are subformulas of a formula <XE<P) or there exist in­
dices il' ... ' im such that 1 ~ ik < i (k = 1, ... , m) and Yi follows from Yi,,···, Yim 
by one of the above rules. 

Remarks 
(1) The notion M<Xl' ... ' <Xn) can be e1iminated from our axiom system by 
replacing the formula 6 (<Xl' ... ' <Xn) by a Q-identity in <Xl'.·.' <Xn containing 
all formulas <Xi v<Xj (1 ~i<j~n) as subformulas. 

(2) In the rules of inference and in deductions the "variabIes" xI> X2' ... 

are considered as parameters and hold fixed throughout the argument. 
So they should perhaps rather be called "constants". 

THEOREM. There exists a Q-proof for a forrnula <X of E if and only if <X holds 
in all partial Boolean algebras. 

(1) Assume that there exists a Q-proof Yl' ... ' Ym of <X (formula in 
XI> ... ' X n), let ~ be a parti al Boo1ean algebra, let (ql' ... , qn> be a sequence 
of elements in the domain of definition of ep (the polynomial associated 
with <X). We show by induction on i: If Yi is a formula of E, then (q;, ... , qn> 
is in the domain of definition of the corresponding Boo1ean polynomial 

Xi and Xi"(ql'···' qn)= 1 (Yi has therefore no othervariables than Xl'···' X n !); 
if Yi is a formula 6 (Pl' ... , Pk)' then (ql' ... ' qn> is in the domain of the 
corresponding polynomials t/I 1,···, t/lk and the element s t/li" (ql'·.·' qn) are 
all in re lati on 6. Clearly the statement is true ifYi is M<Xl' <Xl) or M<Xl' <X2), 
where <Xl' <Xl V <X2 are subformulas of <X. If the statement is true for the 
formulas in the premiss of arule, it is also true for the conclusion. Let 
us verify as an example modus ponens (rule S2): If epl' ep2 are the poly­
nomials associated with the formulas <Xl' <X2' the induction hypothesis 
applied to <Xl' <X!"-><X2 gives 

epT(qI> ... , qn)= 1, 
lepT(ql' ... , qn)uepHqI> ... , qn)= 1. 

Clearly 

lepT(ql' ... , qn)=O, 
Ou epHql' ... , qn) = epHql' ... , qn)= 1. 

(2) Assume that there does not exist a Q-proof of the formula <X of E. 



274 SIMON KOCHEN AND E, p, SPECKER 

Our airn is to construct a partial Boolean algebra in which cx does not 
hold, 

Throughout the remainder of this section cx is a fixed forrnula of ~; 
we assurne that cx contains exactly the variables Xl'" " Xn' A forrnula of 
L* is called "cx-provable" iff there exists an (cx)-adrnissible sequence con­
taining it. We state sorne sirnple lernrnas on the notion of cx-provability, 

(a) If cx I is cx-provable, so is 6(CXI' CXI)' 

(b) Let D be the subset oJJormulas P oJ~ such that 6(P, P) is cx-provable, 
Formulas oJ D contain no other variables than Xl'" " X n' Xl> , .. , Xn and cx 
areJormulas oJD, 

(c) The relation "CX I +-+CX2 is cx-provable" is an equivalence relation on the 
set D, This equivalence relation is compatible with the operations v , ...., and 
the relation 6, 

(d) If cx I and cx I +-+CX2 are cx-provable so is CX2' 

(e) If cx I and cx2 are cx-provable, so is CXI+-+CX2' 

We now define a partial Boolean algebra <B; 6; v, I; 1,0) associated 
with the forrnula cx, Elernents of B are the equivalence elasses of the re­
lation "CXI +-+CX2 is cx-provable", The equivalence elasses are cornposed in 
the obvious way: [CXIJ v [CX2J is the elass of CXI v CX2, etc, [CXIJ 6 [CX2J if and 
only if 6 (cx l , CX2) is cx-provable, 1 is the elass of cx-provable formulas, We 
have q 61 for all q as for every formula P of D the forrnula 6(P, P+-+P) 
is cx-provable, 0 is the elass Il. The axiorns of partiaI Boolean algebras 
are easily verified, 

Let qi be the elass of the forrnula Xi (i = 1", " n); if P is any forrnula of 
D, r/J the Boolean polynornial associated with P, the elass of P is the ele­
ment r/J*(qb .. " qn), ie" P is cx-provable ifand only if r/J* (ql, .. " qn)= 1. The 
forrnula cx is therefore Q-provable if and only if q>*(ql' "" qn)= 1 in the 
partiaI Boolean algebra just defined, 

Remark 
The cornpleteness theorern can easily be extended to a theorern on the 
cornpleteness of the rules Rl," " Rs, Sl' S2' Let r be a subset of ~*, 
YE~*; then y follows from r by the rules Rl' .. " Rs, Sl' S2 and 6(x i , xJ 
(i = 1, 2", ,) (r I- y) iffy is a consequence of r in all partiaI Boolean algebras 
~, (y is a consequence of rin B if y is defined and true for all sequences 
<ql," " qn) of elernents of B for which all the formulas of r are defined 
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and true.) A forrnula lXeL is therefore Q-provable iff r{lX) I-IX, where r{lX) 
is the set of cornrneasurability relations of the subforrnulas of IX. 

IX 

Let S be aset, So a subset of S, let v be a binary operation S2--.S and 
let I be a unary operation S--.S. The algebra 6= (S, So; v, I> is called 
a "truth-table"; So is the set of designated elernents. A forrnula IX in the 
variables Xl' ••• , Xn defines a rnap 1X*:sn-.s; IX holds in 6 iff IX* rnaps sn 
into So. 

THEOREM. There exists a truth-table 6 with a two-element So such that a 
formula is Q-valid iff it holds in 6. 

Proof(in outline). (1) We construct (e.g., by an infinite direet product) 
a partial Boolean algebra ~ such that a forrnula is Q-valid iff it holds 
in~. (2) We define the truth-table 6 as follows: S=Bu(u) (where u~B), 
So =(1, u); the operations I' and v I in 6 are defined by putting I'q = Iq 
for qeB, IU=U; ql V 'q2=ql vq2 for ql' q2 eB and q16q2' ql V 'q2=U 
otherwise. One verifies that a forrnula holds in 6 iff it holds in ~. 

Remark 
There does not exist a truth-table 6 with onlyone designated element 
such that a forrnula is Q-valid iff it holds in 6. 

THEOREM. lf all Q-valid formulas hold in the truth-table 6 having three 
(or less) elements then all e-valid formulas hold in 6. 

By a theorern in Section VI the above theorern (suggested by a question 
of Leon Henkin) is an irnrnediate consequence of the following: 

THEOREM. lf all e-valid formulas in one or two variables hold in the truth­
table 6 having three (or less) elements then all e-valid formulas hold 
in 6. 

Proof. (1) Assurne that the algebra 6 is generated by a two-element 
subset: There exist elernents a, beS and a Boolean polynornial ep (corre­
sponding to a forrnula IX) such that S = (a, b, ep* (a, b)). Let P(Xb ... ' Xn) be 
a forrnula in the n variables Xl' ... , Xn which does not hold in 6. Let 
(ql' ... , qn> be a sequence such that P*(ql' ... , qn)~SO. Define a forrnula 
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Y(Xl> X2) as follows: y(x1, X2) is /3 (e l> ... , en) where ei is Xl> X2' or ot(Xl> X2) 
according to whether qi is a, b or q>*(a, b). y does not hoId in S because 
y*(a,b)=/3*(q1, ... ,qn)r/SO' The formuIa y is therefore not C-valid and 
neither is /3. 

(2) Assume that the algebra 6 is not generated by a two-element sub­
set of S. Then iX=x for all xeS and x v y=x or x v y= y for all x, yeS. 
Everyelement x v y is designated; for ir, e.g., x v y = x, x is a value of 
(x 1 v X2) v --, X2 which is C-valid. Every C-valid formuIa is of the form 
--, ... --, (/31 v /32) and holds therefore in 6. 

The above theorem does not contradict Reichenbach [1] which con­
nects "quantum-Iogic" and three-valued Iogic because the notions of 
validity involved are different. 
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THE CALCULUS OF 

PARTlAL PROPOSITIONAL FUNCTIONS 

The calculus of parti al propositional funetions has been introduced in 
[2]. It is a variant of the classical propositional calculus, a variant which 
takes into account that pairs of propositions may be "incompatible" and 
cannot therefore be connected. As is weil known, such pairs are considered 
in Quantum Theory; but they may also be said to occur in natural lan­
guages. Difficulties arising from propositions of the type "If two times 
two are five, then there exist centaurs" seem to be due as much to in­
compatibility as to material implication. 

The calculus has been based in [2] on the connectives ....,.., v and a 
relation Ö' (called "commeasurability"). A method of eliminating Ö' has 
been sketched; if carried out, this elimination leads to a rather compli­
cated system. 

The choice of connectives being as free in the new calculus as in the 
classical one, we choose falsity (f) and implication (-+) as new basic 
connectives. For commeasurability of <jJ, t/I is most naturally expressed 
as f -+(<jJ-+t/I). "If <jJ, t/I are commeasurable, then <jJ-+t/I makes sense; what­
ever makes sense is implied by f. Conversely, what is implied by anything 
makes sense; if <jJ-+t/I makes then sense, <jJ, t/I are commeasurable." 

Presented this way, the calculus P Pl of partial propositional funetions 
has the same set of formulas as the classical propositional calculus; it 
differs from it by the notion of validity. The formaI notion of validity in 
PPl (called "Q-validity" in [2]) is based on the notion ofpartial Boolean 
algebra. In order to make this paper somewhat independent from [2], 
we assume familiarity with this notion only in the last section. Whenever 
partial Boolean algebras are mentioned in earlier sections, the reader may 
think ofthe partial algebra oflinear subspaces of the 3-dimensional ortho­
gonal space (as defined in Section III, example 2) or of the partial algebra 
of closed linear subspaces of Hilbert space. These algebras are the most 
interesting examples and are at the origin of the notion ofpartial Boolean 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 277-292. 
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algebras. Their relation to Quantum Theory has been considered in [2J, 
[3]. 

The notion of validity in PPl may also be explained somewhat infor­
mally. Let S be aset of propositions. Assume that there is defined on S 
a binary re1ation 0- of commeasurability and a partial function - from 
S x S to S, Sl-S2 bei ng defined if and only if o-(Sl' S2); assume further­
more that the set Sl of true sentences of S is given. (In general, proposi­
tions depend on parameters and are therefore neither true nor false.) Let 
4J be a formula of PP1, e.g. Xl-(X2-Xl~ 4J can be evaluated for a pair 
ifand only if 0-(S2,Sl) and 0-(Sl,S2-S1) hold: S2-S1 has to be defined 
and putting S3 =S2-S1 al so Sl-S3' If these conditions are satisfied, the 
value assigned to 4J for (Sl' S2) is Sl-(S2-S1)' The formula 4J holds in 
the structure (S, 0-, -, Sl) if the assigned value is an element of Sl for 
all such pairs (Sl' S2): "4J holds iff it is true whenever it makes sense." 
Our axiom system is based on the assumption that 4J makes sense if and 
only if f -4J holds. The question of validity of 4J is thereby reduced to 
the question whether 4J is derivable from f -4J. The notion of derivation 
will be formalized by rules ofinference Rt. oo., R 7 (given in 7.1). The rules 
are adopted from a system of Wajsberg [4J for the propositional cal­
culus. We have learnt from Wajsberg's work also in an other respect; in­
deed, the main idea behind the series of derived rules in Section VIII is 
due to him. We shall prove completeness, i.e. we show that 4J holds in 
all partial Boolean algebras iff 4J is derivable from f -4J. The formulas 
in such a derivation all make sense provided 4J does; a proof of 4J in the 
system PPl is therefore essentially a proof based on subformulas of 4J. 

As pointed out in [2J, most formulas of Principia Mathematica hold in 
the calculus of partial propositional functions. Contrary to a conjecture 
of [2J, it is not true for all formulas, the "praeelarum theorema" of Leibniz 
(PM 3.47) being a counter-example. The formula PM 3.47 holds however 
in the partial Boolean algebra B(E"') associated with Hilbert space E'" 
and a fortiori in B(E3 ). Axiomatizations of the sets of formulas holding 
in B(ECl) (a = 3, ... , w) and relations between these sets will be given in an­
other paper. 

In some of the following sections, we write 4JI/I instead of 4J-I/I, 4Jl/lx 
instead of 4J(I/IX). There is no danger of misunderstanding since conjunc­
tion does nor occur explicitly. 



CALCULUS OF PARTlAL PROPOSITIONAL FUNCTIONS 279 

II 

Let PI be the system of the classieaI propositionaI ealeulus as defined e.g. 
in [1]: Symbols of P1 are 

(~) fxo Xl X2 ... 

f and xo, Xl' X2' •.. are formulas; if ljJ, '" are formulas, then (ljJ~"') is a 
formula. Outermost parentheses in formulas may be omitted. 

III 

A strueture B=<B, ~,O, 1, ~ v) is of type PB (partiaI Boolean) if it 
satisfies the following eonditions 

(a) Bis a non-empty set; 
(b) ~ is a binary relation on B( ~(a, b) is read: "a and b are eomme-

asurabIe"); 
(e) 0 and 1 are elements of B; 
(d) ....,.. is a unary funetion from B to B; 
(e) v is a binary funetion. The domain of v is the set of those ordered 

pairs < a, b) of B x B for whieh ~ (a, b); the co-domain of v is the set B. 
The notion of partial Boolean aIgebra is defined by imposing restrie­

tions on structures of type P B. An example of such a restrietion is: 
....,......,..a=a for all aEB. 

We define two struetures of type PB whieh are partial Boolean alge­
bras: 

(1) The Boolean aIgebra of two elements. B is the set (0,1); 0# 1. ~(a, b) 
holds for all a, b in B. ....,..Q=1, ....,..1=0. OvO=O, Ov 1=1,1 vO=I, 
lvl=1. 

(2) The partial algebra B(E3 ) of linear subspaees of E3 (3-dimensional 
orthogonaI space). 

(a) B is the set of linear subspaees of E3 ; 

(b) ~(a, b) for subspaees a, b iff a and b are orthogonal in the sense of 
elementary geometry, i.e. if there exists a basis of E3 containing a basis 
of a and of b; (if a is asubspace of b, ~(a, b) holds.) 

(e) 0 is the O-dimensional, 1 is the 3-dimensional subspace of E3 ; 

(d) ....,.. a is the orthogonal eomplement of a; 
(e) av b is the union (span) of a and b, defined only for those pairs 

<a, b) for whieh ~(a, b) holds. 
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IV 

We state some properties of the structure B(E3) defined in example (2) 
of Section III. These properties hold in all parti al Boolean algebras as 
defined in [2]; it will follow from the completeness theorem in Section X 
that they form an axiom system for partial Boolean algebras. 

For all elements a, b, e DJ B: 
4.1. -,..0=1,-,..1=0 
4.2. -,..-,..a = a 
4.3. 0'(1, a) 
4.4. IJ O'(a, b), then O'(b, a) 
4.5. IJ O'(-,..a, b), then O'(a, b) 
4.6. lva=l,avl=1 
4.7. 0 v a=a, a vO=a ( 0'(0, a) holds by 4.1, 4.3, 4.5) 
4.8. IJ -,..a v b= 1 and -,..b v a= 1, the n a=b 
4.9. IJ O'(a, b), then ö(-,..b, a), O'(-,..a, -,..b v a) and -,..a v 

v(-,..bva)=1 
4.10. IJ O'(a,-,..b), O'(a, e), O'(b,c) then O'(-,..a,b), O'(-,..a,c), 

O'(-,..b,c), O'(-,..a,-,..bvc), O'(-,..(-,..avb), -,..avc), 0'(-,.. 
(-,..a v (-,..b v e)), -,..(-,..a v b) v (-,..a v e)), and -,..(-,..a v (-,..bv 
v e)) v (-,..( -,..a v b) v (-,..a v e)) = 1. (All operations are defined 
by the hypotheses.) 

The Theorems 4.9, 4.10 are special cases of the following: IJ O'(a, b), 
O'(a, e), O'(b, e), then all Boolean identities in a, b, e hold. 

V 

Let B= (B, 0',0, 1, -,.., v> be a structure of type PB as defined in Sec­
tion III and let N be the set of natural numbers. We associate funetions 
with formulas </J of P1 (defined in Section II). The domain D", of the func­
tiorr [<jJ] associated with </J is a subset of BN (the set of funetions from 
N to B), the codomain of [<jJ] is B. The funetions [<jJ] and their domains 
D", are defined simultaneously by recursion (with respeet to the length 
of </J). 

(1) Df=BN and [J] (q)=O for all qED .([f] is the constant function 
o defined for all sequences.) 
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(2) Dxo=Dx.=Dx2=···=BN and [xo] (q)=q(01 [Xl] (q)=q(I), [X2] 
(q) = q(2), ... ([Xl] is the projection of BN on its coordinate 1.) 

(3) qEDt/J-+IjJ if and only if qEDt/J and qEDIjJ and 3("""'[4>](q), [1/I](q)). 
The function 

[4>-+1/1 ]:Dt/J-+IjJ=>B 

is defined as follows: 

[4>-+1/1] (q)= """'([4>] (q)) v [1/1] (q) for qEDt/J-+IjJ' 

Example. 
The set Dxo -+x• consists of those sequences (q(O), q(1), ... ) for which 
3(....,..q(0), q(1)) and [Xo-+x1] (q)=....,..q(0)vq(1). Roughly speaking, Dt/J 

is the set of those sequences in BN for which 4> can be evaluated and 
[4>] (q) is the result of the evaluation. 

DEFINITION of validity in a structure of type PR: A formula 4> of P1 

holds (is valid) in the structure (R, 3,0, 1, ....,.., v) of type PR if and only 
if[4>] (q)=I for all qEDt/J' 

Remarks 
(1) If (B, 3,0, 1, ....,.., v) is the two element Boolean algebra defined in 
example (1) of Section III, Dt/J is equal to BN for all formulas 4> and the 
above construction is the one given by Tarski for the notion of satisfac­
tion. 

I' (2) A formula valid in all partiaI Boolean algebras has been called 
"Q-valid" in [2]. 

DEFINITION of (semantic) consequence in the structure of type PR: The 
formula 1/1 of P is a semantic consequence of the formulas 4>1' 4>2' ... , 4>n 
of P1 in the structure (R, 3,0, I,....,.., v) of type PR if and only if the 
following condition is satisfied for all q in RN : 

If qEDt/Ji and [4>;] (q)= 1 for all i, I ~i~n, then qEDIjJ and [1/1] (q)= 1. 
Semantic consequence is expressed as follows: 
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VI 

We introduee a shorter notation: Instead of <jJ--+t/I we write <jJt/I; associa­
tion is to the right, i.e. <jJt/lx is <jJ (t/lX)· The formula (<jJ--+(t/I--+X))--+((<jJ--+t/I)--+ 
(</J --+ X)) is therefore written (<jJt/lX) (<jJt/I) (<PX)· Throughout this seetion, 
validity and semantie eonsequence is with respeet to a fixed strueture 
B = < B, 0',0, 1, -,.., v > of type P B satisfying 4.1-4.10 (i.e. a partial Boolean 
algebra). Formulas are formulas of P1• 

6.1. qeDN iff qeD", 
Proo! qeDJt/> iff qeDf , qeD", and 0' (-,.. [J] (q), [</J] (q)). Therefore, if 

qeDJt/> then qeD",. Assume qeD",. By definition, Df=BN, [J] (q)=O; by 
4.1, --,..Q= 1; by 4.3 0'(1, [</J] (q)), i.e. qeDJt/>. 

6.2. J </J is valid Jor all Jorrnulas </J oJ P1• 

Proo! Assume qeDJt/>; then [J<jJ](q)=-,..[J](q) v [</J] (q)= 1 v a= 1 
(by 4.1,4.6). 

6.3. </J is valid iff J<jJ I~ </J. 
Proo! (1) Assume </J valid and qeDJ4>; then qeD", by 6.1 and [</J] (q)= 1 

by validity. (2) Assume J<jJ I~ </J and qeD",; then qeDJ4> by 6.1, [J<jJ] (q)= 1 
by 6.2, and therefore [<jJ] (q) = 1 by J </J I~ </J. 

6.4. </J I~ J </J 
Proo! If qeD"" then qeDJt/> by 6.1; [J<jJ](q) = 1 by 6.2. 

6.5. J <jJt/I I~ J t/I 
Proo! Assume qeDf ",,,,; then qeD",,,,, qeD",; by 6.1, qeDN ; by 6.2 

[Jt/I ](q) = 1. 

6.6. (<jJJ) JI~ </J 
Proo! Assume qeD("'f)f; then qeD",. Putting [</J] (q)=a and assuming 

[{<jJJ)fJ(q)=I, we have -,..(-,..avO)vO=1. By 4.7, bvO=b for all b; 
therefore -,..-,..a = 1; by 4.2, -,..-,..a = a, i.e. [<jJ] (q) = 1. 

6.7. J <jJt/I I~ <jJt/I<jJ 
Proo! Assume qeDJt/>"'; then qeD",,,,, qeD"" qeD",. Putting [</J] (q)=a 
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[t/I](q)=b,wehave ö(----,.a,b).Thereforeby4.5, ö(a,b);by4.9, ö(----,.b,a), 
ö(----,.a,----,.bva) and ----,.av(----,.bva)=1. Hence qeDy,q" qeD#q" and 

[</>t/I</>J (q)= 1. 

6.8. ft/lx'! </>t/I,! </>X II-( </>t/lX)( </>t/I)(</>X) 
Proof. Assume qeDfl/tx' qeDJt/>y" and qeDJt/>x; then qeDy,x' qeD",y" 

qeD",x' qeD"" qeDy" qeDx- Putting [</>J (q)= a, [t/I J (q)=b, [X] (q)= e, we 
have ö(----,.b, e), ö(----,.a, b), ö(----,.a, e). Therefore, by 4.5, ö(a, b), ö(b, e), 
ö(a, e) and, by 4.10, ö(-..-(----,.a v b), -..-a v e); hence qeD(",y,)(I/>x). Further­

more by 4.10, ö (----,.(----,.a v (-..-b v e)), -..-(----,.a v b) v (----,.a v e)), i.e. 
qeD(",y,XJ("'Y,)(",X). Again by 4.10, -..-(-..-a v (-..-b v e)) v (----,.(----,.a v b)v(----,. 
av e)) = 1, i.e. [(</>t/lX)(</>t/I)(</>X)] (q)= 1. 

6.9. </>, </>t/I If- t/I 
Proof. Assume qeD",y,; then qeDy,. Assuming [</>] (q)= 1 and putting 

[t/I](q)=a, we have [</>t/I](q)=-..-[</>](q) v [t/lJ (q)=-..-1 va=Ova=a 
(by 4.1, 4.7). Assuming [</>t/lJ (q)=1, we have 1=a, i.e. [t/I] (q)=1. 

6.10. f </>t/I, t/lx, xt/l If- f </>X 
Proof. Assume qeD1",y" qeDy,x' qeDXy,. Then qeD"" qeDy" qeDx­

Putting [</>](q)=a, [t/lJ(q)=b, [x] (q)=e, we have ö(-..-a,b); [t/lx] (q)= 
----,.b v e, [xt/l] (q)= -..-e v b. Assuming [t/lxJ (q)= 1 and [xt/l ](q)= 1, we 
have ----,.b v e= 1 and -..-e v b= 1. Therefore by 4.8, b=e. Henee ö(----,.a, e), 
qeD",x; by 6.1, 6.2, qeDJt/>x' [J</>xJ (q)= 1. 

6.11. Remark 
All rules </>10 ... ' </>m If- t/I in 6.1-6.9 have the property that qeDy, provided 
qeD"", i= 1, ... , m. The rule 6.10 does not have this property as ean be 
shown by an example in B(E3 ). 

7.1. DEFINlTION of the ealculus P Pl of partial propositional funetions. 
(1) Formulas of PPl are the formulas of Pl . 

(2) PPl has the following rules of inferenee 
Rl: </> f- f~</> 
R2 : f~(</>~t/I)f-f~t/I 
R3 : (</>~f)~ff-</> 
R4 : f ~(</>~t/I) f- </>~(t/I~</» 
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f -+(t/I-+X), f -+(<p-+t/I), f -+(<p-+X) H<p-+(t/I-+x))-+((<p-+t/I)-+ 
(<p-+ X)) 
<p, <p -+ t/I ~ t/I 
f -+(<p-+t/I), t/I-+X, X-+t/I ~ f -+(<p-+X) 

(3) A rule 

<Pl'···' <Pm ~ Yn 

is a derivable rule of PP1 iff there exists a sequenee Yl ... Yn of formulas 
of PP1 sueh that eaeh Yi (i~ n) is either one of the formulas <Pl'· .. ' <Pm or 
follows from formulas Yil' ... ' Yik (i j < i, j = 1, ... , k) by one of the rules 
R1,···,R7 • 

(4) A forrnula <p of PP1 is provable in PP1 iff f-+<p~<p is a derivable 
rule of PP1• 

7.2. THEOREM. If <P1o ... , <Pm ~ t/I is a derivable rule of PP1 , then <P1o ... , <Pml~ 
t/I holds in every partial Boolean algebra. 

Proo! Let <Ylo ... , Yn> be a sequenee as defined in (3) of7.1 and assurne 
qE D"'i' [<P;] (q) = 1 for i = 1, ... , m. We prove by induetion with respeet to 
j:qEDyj and [YJ (q)= 1. The induetive step is provided for eaeh of the 
rules R i by 6.3 + i (i = 1, ... , 7). 

THEOREM. A provable formula of P P1 holds in all partial Boolean algebras 
(is "Q-valid"). 

Proo! Assurne f-+<p~<p; then f-+<pI~<p by the preeeding theorern. By 
6.1, <p is valid iff f -+<p I~<p holds. 

7.3. The rest of the paper is devoted to the pro of of the eonverse: If <p 
holds in all partial Boolean algebras, then <p is provable in PP1• By 6.1, 
it suffiees to show: If f -+<p I~ <p holds in all partial Boolean algebras, then 
f-+<p~<p is a derivable rule of PP1. 

7.4. It rnight be suspeeted that <P1o ... , <Pm ~ t/I follows generally from 
<Pl' ... ' <Pm I~ t/I. This is not so as shown by the following eounterexarnple. 
Clearly f I~ Xo holds in all partial Boolean algebras as there is no q sueh 
that [JJ (q)= 1. However, f~ Xo is not a derivable rule. For, if the vari­
able Xo does not oeeur in the prernise of the rules RIo ... , R7 , neither does 
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it occur in the conclusion f I- </J is therefore derivable only for formulas 
</J not containing xo. The system PPl can be made complete in the above 
strong sense by adjoining the infinite list ofaxioms fxo, fXi> .... 

7.5. We shall state a series of derivable rules, numbered Sl' S2' .... For 
clarity, they will be included in brackets: 

Proofs of such rules will be given in the following form 

Yl> ... , Yn will be formulas of Pl, Yn the formula 1/1. A formula Yk (1 ~k~n) 
not preceded by some Ri, Si or D is one of the formulas </Jl, ... , </Jm, 
Yl,···, Yk-l· If Yk is preceded by Ri (or: by Si)' it follows from Yk-I" ... , Yk-l 
by the rule Ri (or: Si)' where ti is the number offormulas in the premise 
of Ri (or: SJ IfYk is preceded by D, it is obtained from Yk-l by substituting 
w (truth) for the subformulaff or by substitutingfffor w. 

VIII 

Derivable rules: 

Sl: [J </JI/I I- f 1/1 </J ] 
[J</JI/I; R4:</JI/I</J; Rl:f</JI/I</J; R2 :fl/l</J] 

S2: [J</JI- f</JfJ 
[J</J; Rl :ff</J; Sl :f</JfJ 

S3: [J</JI/II- f</J] 
[J</JI/I; Sl:fl/l</J; R2:f</J] 

S4:· [J</JI/IXI- fx] 
[J</Jl/lx; R2 :fl/lx; R2:fX] 

S5: [J </Jl/lx I- fl/l] 
[J</Jl/lx; R2:fl/lx; S3:fl/l] 

S6: [</Jl-ffJ 
[</J; Rl :f</J; Rl :ff</J; S3:ffJ 

DEFINITION: w is JJ 
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[<fo; S6:f!; D:w] 
SS: [J<fol- !<foW] 

[J<fo; S7: W; S6:!!; Rl:!!!; !<fo; S2:!<fo!; !!!;f<fo!; !<fo!; Rs: 
(<fo!!) (<fo!) (<fo!); Rl :!(<fo!!) (<fo!) (<fo!); S3 :f<fo!!; D:!<fow] 

S9: [J <fo I- <foW] 
[J<fo; SS:!<fow; Sl :!w<fo; R4 :w<fow; S7: W; w<fow; R6:<fow] 

S10: [J<fol-<fow<fo] 
[J<fo; S8 :f<fow; R4 : <fow<fo] 

S 11 : [J <for/! I-! <for/! <fo] 
[J <for/!; R4: <for/!<fo; Rl :f <for/!<fo] 

S 12: [J <fo<fo,f <for/! I- ! <fo <for/! ] 
[J<for/!;f<fo<fo;f<for/!; Rs:(<fo<for/!) (<fo<fo) (<for/!); Rl :!(<fo<for/!) (<fo<fo) (<for/!); 
S3:!<fo<for/! ] 

S13: [J<for/!,f<fox,fr/!Xl- !<for/!X] 
[Jr/!X; !<for/!; !<fox; Rs:(<for/!X) (<for/!) (<foX); R1:f(<for/!X) (<for/!) (<foX); 
S3 :!<for/!X] 

S14: [J<for/!, !<fox, !r/!X I- !(<for/!) X] 
[Jr/!X; Sl :fXr/!; !<fox; Sl :fx<fo;fxr/!;f<for/!; S 13 :fx<for/!; Sl :!(<for/!) 
Sl :f(<for/!) X] 

S15: [Jl/Jr/I,Jl/Jx, r/lXI- l/Jr/lX] 
[J<for/!; Sl:fr/!<fo;f<fox; Sl:!x<fo; r/!X; R1:fr/!X;!r/!<fo;fx<fo; 
S14:!(r/!X) <fo; R4 :(r/!X) <fo (r/!X); r/!X; (r/!X) <fo (r/!X); R6:<fo(r/!X)] 

S16: [J<for/!,f<fox, r/!X 1-(<for/!)(<foX)] 
[Jr/!X; !<for/!; !<fox; Rs:(<for/!X) (<for/!) (<foX); !<for/!; !<fox; <fox; 
S IS: <for/!X; (<for/lX) (<for/!) (<foX): R6: (<for/!) (<foX)] 

S17: [J <fo<fo,J <for/!,J <fox, <for/!X I- r/!<foX] 
[<for/!X; R1:f<for/!X; R2:!r/!X; !<for/!; !<fox; Rs:(<for/!X) (<for/!) (<foX); 
<for/!X; (<for/!X) (<for/!) (<foX); R6:(<for/!) (<foX); R1:!(<for/!) (<foX); <for/!X; 
R1:!<for/!X; R2:!r/!X; !<for/!; Sl:fr/!<fo; !r/!X; !<fox; S13:fr/!<foX; 
!r/!<fo; R4:r/!<for/!; Rl :!r/!<for/!;fr/!<fox; (<for/!) (<foX); S16:(r/!<for/!) (r/!<foX); 
r/!<for/!; (r/!<for/!)(r/!<foX); R6:r/!<foX] 

S18: [J<fo<fo, <for/!<fol-r/!<fo<fo] 
[<for/!<fo; R1:f <for/!<fo; R2 :!r/!<fo; Sl:! <for/!; ! <fo<fo; ! <for/!; ! <fo<fo; <for/!<fo; 
S 17: r/!<fo<fo] 

S 19 : [J <fo I-! <foW] 
[J<fo; S9:<foW; R1:f<fow] 

S20: [J<fo I-!w<fo] 
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[I</>; S19:f</>w; Sl:fw</>J 
S21: [I</> f- f(w</» w J 

[I</>; S20:fw</>; S20:fww</>; S21:f(W</»WJ 
S22: [I</> f- f </>w</> J 

[I</>; S 10: </>W</>; R1:f </>W</> J 
S23: [I</> f- f(w</» </>J 

[I</>; S22:f</>W</>; Sl:f(w</»</>J 
S24: [I</> f- f(w</» (W</»J 

[I</>; S20:fw</>;f</>; S21 :f(w</» w; f</>; S23 :f(w</» </>;f(w</» w; 
fw</>; S13:f(W</>)(W</>)] 

S25: [I</> f-(W</» (W</>)] 
[I</>; S21 :f(w</» w; R4:(w</» W(W</»; f</>; S24:f(W</» (W</»; 
(W</» W(W</»; S 18 :W(W</>)(W</>); S7: w; W(W</>)(W</>); 
R6:(w</» (W</>)] 

S26: [I</>f-(W</»</>J 
[I</>; S25 : (W</» (W</»; f</>; S23 :f(w</» </>; f</>; S21 :f(w</» w; f</>; 
S24:f(W</» (W</»; f(w</» w; f(w</» </>; (W</» (W</»; S17:W(W</» </>; 
S7:W; W(W</» </>; R6:(w</» </>J 

S27: [I</>f-f</></>J 
[I</>; S 10: </>w</>;f </>; S26 : (W</» </>;f</>; S22:f </>W</>; (W</» </>; </>W</>; 
R 7 :f</></>J 

S28: [I</>I/I f- f </></> J 
[1</>1/1; S3:f</>; S27:f</></>J 

S29: [I</>I/I f- fl/ll/l J 
[1</>1/1; Sl:fl/l</>; S28:fl/ll/lJ 

S 30 : [I</>I/I f- f </></>I/I J 
[1</>1/1; S28:f</></>;f</>I/I; S12:f</></>I/IJ 

S31: [I </>I/I,f </>x, </>I/Ix f- I/I</>xJ 
[1</>1/1; S28:f </></>;f </>1/1 ;f</>x; </>I/Ix; Sl 7: I/I</>xJ 

S32: [</>I/I</> f- I/I</></> J 
[</>I/I</>; Rl :f</>I/I</>; S28:f</></>; </>I/I</>; S18:I/I</></>J 

S33: [I</>f-</></>J 
[I</>; S10:</>W</>; S32: W</></>; S7: W; W</></>; R6:</></>J 

S34: [I</>I/I f- f(</>f) 1/1 J 
[1</>1/1; R2 :fl/l; Rl :ffl/l;f</>I/I; S3 :f</>; S2 :f</>f; f </>I/I;ffl/l; 
S13:f(</>f) I/I)J 

S 35 : [I</>I/I f- f </>1/1 JJ 
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[J</>I/I; Sl :fl/l</>; S34:J(I/IJ) </>; Sl :f</>l/IfJ 
[J</>I/I,f</>x,fl/lx ~ J ((</>J) I/I)X] 
[J</>X; S34:J(</>J) X; J</>I/I; S34:J(</>J) 1/1; J(</>J) X; Jl/lx; 
S13:J((</>J) 1/1) X] 

IX 

9.1. Let P~(y) be the system Pl introduced in Seetion II in whieh the 
series xo, Xl> ••• is replaeed by Yo, Y 1, ••. and where no other variables than 
Yo, ... , Yn oeeur. If Y is a forrnula of Pl (y) and * is an n-sequenee (</>0'···' </>n> 
of formulas of Pl then Y* is the resuIt of substituting </>i for Yi (i = 1, ... , n). 
We have J* = J, y~ = </>0'···; (Yl Y2)* = Y!Y!· IT * is the sequenee (</>0'···' </>n> 
of formulas of Ph then J** is the following sequenee of formulas: It is 
J</>o</>o in ease n=ü; it is J</> ° </> 1, ... ,f</>i</>j (i <j), ... ,f</>n-l</>n in ease n~ 1. 
We state a rnetarule 

Ml : IJ Yt> Y2 are Jormulas oJ Pr{y) and if * is an n-sequence oJ Jormulas 
oJ Pl• then [J** ~ JY!Y!] is a derivable rule. 

The proof (by induetion) follows from the rules R2, S3' S13' S27. 

9.2. M2: IJ the Jormula Y oJ P~(y) is an identity oJ the dassical proposi­
tional calculus and if * is an n-sequence oJ Jormulas oJ Pl• then 

[J** ~y*] 

is a derivable rule. 
Proof. Y being an identity, there exists by Wajsberg [4], p. 138, a se­

quence (Yl> ... , Ym>' Ym = y, of formulas of P~(y) having the following 
property: 

For eaeh i, 1~i~m, one of the following alternatives hold: 
(a) there exist formulas </>, 1/1, X of Pr(y) such that Yi is one of the fol­

lowing formulas ("Yi is an axiorn") 

(al) J</> 
(a2) </>I/I</> 
(a3) (</>I/IX) (</>1/1) (</>X)· 

(b) There existsj,j<i, such that Yj is (yJ)J. 
(e) There existj, k,j<i,j<k such that Yk is YjYi. 
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We deseribe a modifieation of the sequence (y!, ... , Y!> whieh transforms 
it into a proof of [J** I- y!]. The formula yt will be replaeed by one of 
the following sequenees (the last formula being yt itself): 

(al) MI :J</1*</1*; R2:J</1* 
(a2) MI :J </1*"'*; R4 : </1*"'*</1* 
(a3) MI :J"'*X*; MI :J</1*"'*; M1:f </1*X*; Rd</1*"'*x*H</1*"'*H</1*x*) 
(b) (ytJ)J;R3:yt 
(e) yj; yjyt; R6 :yt 

9.3. The following rules S37, S38, S39 are speeial cases of the metarule 
M2 : 

S37: [J</1</1 I- ((</1J) J) </1] 
S38: [J</1</1 I- </1 (</1J) JJ 
S39: [J</11</12' J</11"'1, J</11"'2, J</12"'1> J</12"'2, J"'1"'21-("'1"'2)(</12</11) 

(</11 "'1) (</12"'2)] 

9.4. We proeeed to prove the substitutivity property of equivalenee. Let 
y be a formula of P~(y), let (</1'o,</11, .. ·,</1n> and (</1~,</11> ... ,</1n> be n-se­
quenees of formulas of Pt; let y! be the formula eorresponding to the 
first, y~ the formula eorresponding to the second sequenee. We then have 
the two following metarules: 

M3: [J Y!, </1'o</1~, </1~</1'o I- y!y~] 
M4 : [Y!, </1'o</1ö, </1~</1'o I- y!J 

The proof of M 3 is by induetion with respeet to the length of y; the in­
duetive step is provided by S40. 

Prao! of M4 : Ey!; R1 :fyi; </1'o</1~; </1~</1'o; M3:yiy~; yi; y!y~; R6 :yH 

x 

THEOREM. If the Jormula </1 oJ P P1 holds in all partial Boolean algebras 
(as defined in [2]), then J-+</1 I- </1 is a derivable rule oJ P P1 • 

Instead of giving the (rather tedious) reduetion of this eompleteness 
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theorern to the one given in [2], we outline the adaptation of the proofin 
[2] to the present case. 

10.1. With each forrnula ep of P1 we associate a partial Boolean algebra 
Bq, such that J -+ep f- ep is a derivable rule of PP1, if ep holds in Bq,. Let D 
be the set offorrnulas 1/1 of P1 such that [Jep f- JI/I] is a derivable rule and 
let the relation ~ on D x D be defined as follows: 1/1 1 ~ 1/1 2 iff the rules 
[Jep f-l/IlI/12] and [Jep f-1/I21/11] are derivable. D and ~ have the following 
properties : 

(1) JeD, weD, epeD (S6' S7' Rl) 
(2) IJ 1/111/12 ED, then l/IiED (i = 1, 2; by R2, S3) 
(3) ~ is an equivalence relation (S33' M4) 
(4) IJI/I~I/I', then I/IJ~I/I'J(S40) 
(5) IJ 1/111/12 ED, then ((I/IJ) J) 1/12 ED and ((I/IJ) J) 1/12 ~ 1/111/12 

(S37' S38) 
(6) IJl/ll ~ 1/11 and 1/12 ~ I/I~, then 1/111/12 eD iff I/Ill/1~ eD(M4) 
(7) IJ 1/11 ~ 1/11, 1/12 ~ I/I~ and 1/111/12 eD, then (I/IJ) 1/12 ~(I/IIJ) I/I~ (M4) 
(8) 1/1 ~ w iff [J ep f-I/I] is derivable. 

Proof. Assume [Jepf-t/l]; then [Jepf-t/lw] by S9' [Jepf-wl/l] by S10, R6. 
If [J ep f- wl/l], then [J ep f-I/I] by R6· 

10.2. We define a structure Bq,= (B, 3,0,1, --', v> of type PB (ef. Sec­
tion III): 

(a) B is the set of equivalence elasses of the relation ~ on D. 
(b) 3(al' a2) holds for aieB (i= 1, 2) iff there exist formulas 1/11 Eai 

(i=I,2) such that [Jepf-Jl/llI/12] is derivable. By (6), 3(at>a2) iff 
[Jep f- Jl/lll/12] is derivable for all formulas l/IiEai (i= 1, 2). 

(e) 0 is the elass of J, 1 is the elass of w(j, WED by (1)). 
(d) By (4), there exists for every elass aeB a dass bEB such that (I/IJ)Eb 

if I/IEa; let this dass b be --,a. 
(e) Assurne aiEB, l/IiEai' I/Iieai (i = 1, 2) and Ö'(at> a2)' Then 1/111/12 ED, 

I/Ill/1~eD and the formulas (I/IJ) 1/12' (I/IIJ) 1/12 belong to the sarne elass b: 
let al va2 be this elass b. 

10.3. The structure Bq, defined in 10.2 is a partial Boolean algebra, i.e. it 
satisfies the following 5 axiorns of [2]: 



CALCULUS OF PARTlAL PROPOSITIONAL FUNCTlONS 291 

(Al) The relation 6 is symmetrie and reflexive (symmetry by Sl' re­
flexivity by S2S). 

(A2) For all beB: 6(b, 1), 6(b,0)(S2 and Ss). 
(A3) The partial funetion v is defined exaetly for those pairs <b1, b2> 

for which 6(b1, b2) (by definition). 
(A4) If 6(b 1, b2), 6(b h b3) and 6(b2, b3), then 6(b1 v b2, b3), 

6(----,..b h b2) (the first conclusian by S36' the second by S34). 
(A5) For all bo, b1, b2eB: If 6(bo, b1), 6(bo, b2) and 6(b 1, b2), then 

the Boolean polynomials in bo, b1, b2 form a Boolean algebra. 
Proo! By 4.8, it suffiees to show: If P is a Boolean polynomial such 

that P(Yo, Yl' Yl)= 1 in the Boolean sense, then P(bo, b1, b2)= 1 in B~. 
Let y be the formula of pf (y) translating the polynomial P (the transla­
tian of Yo v Yl being (YoJ) Yl etc.); P= 1 bei ng a Boolean identity, y is 
an identity of the classica! propositiona! ealculus. Assume t/liebi (i=O, 1,2), 
*=<t/lo, t/ll' t/l2> and 6(bo, b1), 6 (bo, b2), 6(b1, b2)· We then have J** 
and by M4: [J** f- y*], i.e. [J <p f- y*]; by (8) of 10.1 therefore y* ~ W, i.e. 
y*e1. The formula y* is an element of P(bo, bh b2): The class of (<Pof) <Pl 
is by definition {(t/loJ) J} v {t/ld whieh is the same as {t/lo} v {t/ld, i.e. 
bo v b1• We therefore have y*e 1, y*eP(bo, bh b2), i.e. P(bo, b1, b2)= 1. 

10.4. There exists a sequence qeBN such that Jor all Jorrnulas t/I oJ 0, 
qeD", and [t/I] (q)= {t/I} (equivalenee class of t/I). 

Proo! q is defined as follows: If the variable Xn is an element of 0, then 
q(n)={xn }; otherwise q(n)=O. The theorem is then proved by induetion 
with respeet to the length of t/I. If t/I is a variable or J, it holds by defini­
tian Assume therefore t/I=t/llt/12; then t/l1o t/l2eO ((2) of 10.1) and qeD'l'" 
[t/I;](q)={t/li} (i=1,2) by the hypothesis of the induetion. In order to 
prove qeDt/llt/12' we have to show: 6 (----,..[t/ll] (q), [t/l2] (q)). We have 
----,..[t/ll] (q)= ----,..{ t/ld = {t/ld}; [t/l2] (q) = {t/l2}; we therefore h!lve to show 
[J<P f- J(t/lt!) t/l2]' which follows immediately from S34. Furthermore 
[t/ll t/I 2] (q) = ----,..(t/ll] (q) v [t/I 2] (q) = ----,.. {t/ld v N 2} = Nt!} v {t/I 2} = 
{((t/ld)J)t/l2}; by (5) of 10.1, ((t/ld)J)t/l2~t/llt/12 and therefore 
[t/ll t/l2] (q)= {t/ll t/l2}. 

10.5. IJ the Jorrnula t/I oJ 0 holds in the partial Boolean algebra B~, then 
[J <p f- t/I] is a derivable rule oJ P P1• 

Proo! Let q be the sequence defined in 10.4; then [t/I](q)={t/I}.lft/l 
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holds in B"" then [I/t](q) = 1, Le. {I/t}=1, I/t=:::.w. By (8) of 10.1, I/t=:::.w iff 
the rule [! <p I- I/t] is derivable. 

By (1) of 10.1, <p is a formula of Q. Therefore: 

<p holds in the partial Boolean algebra B", iff [! -+<p I- <p] is a derivable 
rule of PPl · 
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SIMON KOCHEN AND E. P. SPECKER 

THE PROBLEM OF HIDDEN V ARIABLES IN 

QU ANTUM MECHANICS 

(Communicated by A. M. Gleason) 

O. INTRODUCTION 

Forty years after the advent of quantum mechanics the problem ofhidden 
variabies, that is, the possibility of imbedding quantum theory into a 
dassieal theory, remains a controversial and obscure subject. Whereas 
to most physicists the possibility of a dassieal reinterpretation of quan­
tum mechanies remains remote and perhaps irrelevant to current prob­
lems, a minority have kept the issue alive throughout this period. (See 
Freistadt [5] for a review of the problem and a comprehensive bibliog­
raphy up to 1957.) As far as results are concerned there are on the one 
hand purported proofs of the non-existence of hidden variabies, most 
notably von Neumann's proof, and on the other, various attempts to 
introduce hidden variables such as de Broglie [4] and Bohm [1] and [2J. 
One of the difficulties in evaluating these contradictory results is that no 
exact mathematical criterion is given to enable one to judge the degree 
of success of these proposals. 

The main aim of this paper is to give a proof of the nonexistence of 
hidden variabies. This requires that we give at least a precise necessary 
condition for their existence. This is carried out in Sections I and II. The 
proposals in the literature for a dassieal reinterpretation usually intro­
duce a ph ase space of hidden pure states in a manner reminiscent of 
statistical mechanies. The attempt is then shown to succeed in the sense 
that the quantum mechanieal average of an observable is equal to the 
phase space average. However, this statistical condition does not take 
into account the algebraie structure of the quantum mechanieal observ­
abies. A minimum such structure is given by the fact that some observ­
ables are functions of others. This structure is independent of the par­
tieular theory under consideration and should be preserved in a dassieal 
reinterpretation. That this is not provided for by the above statistieal 
condition is easily shown by constructing a phase space in which the 
statistical condition is satisfied but the quantum mechanieal observables 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 293-328. 
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become interpreted as independent random variables over the space. 
The algebraic structure to be preserved is formalized in Section II in 

the concept of a partial algebra The set of quantum mechanieal observ­
abI es viewed as operators on Hilbert space form a partial algebra if we 
restriet the operations of sum and product to be defined only when the 
operators commute. A necessary condition then for the existence of 
hidden variables is that this partial algebra be imbeddable in a commu­
tative algebra (such as the algebra of all real-valued functions on a phase 
space). In Sections III and IV it is shown that there exists a finite partial 
algebra of quantum mechanical observables for which no such imbedding 
exists. The physical description of this result may be understood in an 
intuitive fashion quite independently of the formaI machinery introduced 
An electric field of rhombic symmetry may be applied to an atom of 
orthohelium in its lowest energy state in any one of a specified finite 
number of directions. The proposed dassieal interpretation must then 
predict the resulting change in the energy state of the atom in everyone 
of these directions. For each such prediction there exists a direction in 
this specified set in which the field may be applied such that the predicted 
value is contradicted by the experimentally measured value. 

The last section deals with the logic of quantum mechanics. It is proved 
there that the imbedding problem we considered earlier is equivalent to 
the question of whether the logic of quantum mechanics is essentially the 
same as dassieallogic. The precise meaning of this statement is given in 
that section. Roughly speaking a propositional formula "'(Xl' ... ' Xn) is 
valid in quantum mechanics if for every "meaningful" substitution of 
quantum mechanical propositions 1'; for the variables Xi this formula is 
true, where a meaningful substitution is one such that the propositions 
Pi are only conjoined by the logieal connectives in ",(PI , ..• , Pn) if they 
are simultaneously measurable. It then follows from our results that there 
is a formula cp(x I , .•. , X S6) which is a dassieal tautology but is false for 
some meaningful substitution of quantum mechanieal propositions. In 
this sense the logic of quantum mechanics differs from dassieallogic. The 
positive problem of describing quantum logic has been studied in Kochen 
and Specker [10] and [11]. 

In Section V the present proofhas been compared with von Neumann's 
well-known proof of the non-existence of hidden variabIes. Von Neu­
mann's proof is essentially based on the non-existence of a real-valued 
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function on the set of quantum mechanieal observables which is multi­
plicative on commuting observables and linearo In our proof we show 
the non-existence of a real-valued function which is both multiplicative 
and linear only on commuting observables. Thus, in a formaI sense our 
result is stronger than von Neumann's. In Section V we attempt to show 
that this difference is essential. We show that von Neumann's criterion 
applies to a single partide of spin !, implying that there is no dassical 
description of this system. On the other hand, we contradict this con­
dusion by constructing a dassical model of a spin! partide. This is done 
by imbedding the partial algebra of self-adjoint operators on a two­
dimensional complex Hilbert space into the algebra of real-valued fun e­
tions on a suitable phase space in such a way that the statistical condi­
tion is satisfied. 

I. DISCUSSION OF THE PROBLEM 

For our purposes it is convenient to describe a physical theory within 
the following framework. We are given aset (!) called the set of observ­
abI es and aset S called the set of states. In addition, we have a function 
P which assigns to each observable A and each state tjJ a probability 
measure PAt/I on the real line R. Physically speaking, if U is a subset of 
R which is measurable with respeet to PA"" then PA",(U) denotes the prob­
ability that the measurement of A for a system in the state tjJ yields a 
value lying in U. From this we obtain in the usual manner the expecta­
tion of the observable A for the state tjJ, 

oo 

Exp",(A)= f A dPA",(A). 

States are generally divided into two kinds, pure states and mixed states. 
Roughly speaking, the pure states describe a maximal possible amount 
of knowledge available in the theory about the physical system in ques­
tion; the mixed states give only incomplete information and describe our 
ignorance of the exact pure state the system is actually in. 

We illustrate these remarks with an example from Newtonian mechan­
ics. Suppose we are given a system of N partides. Then each pure state 
tjJ of the system is given bya 6N-tuple (ql> ... , Q3N, Pt, ... , P3N) ofreal num-
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bers denoting the coordinates of position and momentum of the particles. 
In this case, the probability PA'" assigned to each observable is an atomic 
measure, concentrated on a single real number a. That is, PA ",(U) = 1 if 
aEU and PA",(U) =0 if a~ U. Thus, if we introduce the phase space Q of 
pure states, which we may here identify with a subset of 6N-dimensional 
Euclidean space, then each observable A becomes associated with a real­
valued functionJA:Q-+R given by JA(ljJ)=a. 

IT N is large it is not feasible to determine the precise pure state the 
system may be in. We resort in this case to the notion of a mixed state 
which gives only the probability that the system is in a pure state which 
lies in a region of Q. More precisely, a mixed state ljJ is described by a 
probability measure Jl.t, on the space Q, so that, for each measurable 
subset r of Q, JJ.",(r) is the probability that the system is in a pure state 
Iying in r. It follows immediately that the probability measure PAIjt as­
signed to an observable A and mixed state ljJ is given by the formula 

Thus, we have 

(2) Exp",(~)= f JA (w)dJJ.",(w). 
u 

In the case of quantum mechanics the set (f) of observables is repre­
sented by self-adjoint operators on a separable Hilbert space Jt'. The 
pure states are given by the one-dimensionallinear subspaces of Jt'. The 
probability PA'" is defined by taking the spectral resolution of A: 

-oo 

where EA is the spectral measure corresponding to A. Then 

where ljJ is any unit vector in the one-dimensionallinear subspace corre­
sponding to the pure state ljJ. Hence, by the spectral theorem 

oo 

Exp",(A)= f ld(EA(U)ljJ,ljJ)=(AljJ,ljJ). 
-oo 
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Although there may be states t/J för each observable A in this theory such 
that PAIjt is atomic, there are no longer, as in elassical mechanies, states 
t/J such that PAIjt is atomic simultaneously for all observables. 

The problem of hidden variables may be described within the pre­
ceding framework. Let us reeall that the hidden variables problem was 
successfully solved in a elassical case, namely, the theory of thermo­
dynamics. The theory of macroscopic thermodynamics is a discipline 
which is independent of elassical mechanies. This theory has its own set 
of observables such as pressure, volume, temperature, energy, and en­
tropy and its own set of states. This theory shares with quantum me­
chanics the property that the probability PA'" is not atomic even for pure 
states t/J. In most cases this probability is sufficiently concentrated about 
a single point so that it is in practice replaced by an atomic measure. 
However, there are cases where distinct macroscopic phenomena (such 
as critical opalescence) depend upon these fluctuations. 

It proyes possible in this case to introduce an underlying theory of 
elassical mechanics on which thermodynamics may be based. In terms 
of the preceding description a phase space Q of "hidden" pure states is 
introduced In physical terms the system is assumed to consist of a large 
number of molecules and Q is the space of the coordinates of position 
and momentum of all the molecules. Every pure state t/J of the originaI 
theory of thermodynamics is now interpreted as a mixed state of the new 
theory, i.e., as a probability measure Jlv, over the space Q. Every observ­
able A of thermodynamics is interpreted as a function JA: Q-+ R, and it 
is assumed that condition (1) and hence (2) hoIds. It is in this way that 
the laws ofthermodynamics become consequences of elassical Newtonian 
mechanics via statistical mechanies. The formuIa (2) is the familiar sta­
tistical mechanieal averaging process. This exampIe has been considered 
as the elassie case of a successfuI introduction of hidden variabIes into 
a theory. 

The problem of hidden variables for quantum mechanics may be in­
terpreted in a similar fashion as introducing a phase space Q of hidden 
states for which condition (1) is true. This statistical condition (1) has in 
fact been taken as a proof of the success of various attempts to introduce 
a phase space into quantum mechanics. Now, in fact the condition (1) 
can hardly be the only requirement for the existence of hidden variabIes. 
For we may always introduce, at least mathematically, a phase space Q 
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into a theory so that (1) is satisfied To see this, let 

Q=R (1)= {w I w:llJ-+R}. 

IT AEllJ, let JA:Q-+R be defined by JA(W) = w(A). IT t/lES, let 

Jl.v,= n PA"" 
AE (I) 

the produet measure of the probabilities PA"'. Then, 

We have two reasons for mentioning this somewhat trivial construc­
tion. First, in the various attempts to introduce hidden variables into 
quantum mechanies, the only explicitly stated requirement that is to be 
fulfilled is the condition (1). (See Bohm [1] and [2], Bopp [3], Siegel and 
Wiener [16], and especially the review of [16] in Schwartz [15].) Of 
course, the above space Q is far more artifieial than the spaces proposed 
in these papers, but the only purpose here was to point out the insuffi­
eiency of the condition (1) as a test for the adequacy of the solution of 
the problem. 

Our second reas on for introducing the space R (I) is that it indicates the 
direction in which the condition (1) is inadequate. For each state t/I, as 
interpreted in the space R (1), the functions JA are easily seen to be mea­
surable functions with respeet to the probability measure Jl.",. In the lan­
guage of probability theory the observables are thus interpreted as ran­
dom variables for each state t/I. It is not hard to show furthermore that 
in this representation the observables appear as independent random 
variabIes. 

Now it is clear that the observables of a theory are in fact not inde­
pendent. The observable A2 is a function of the observable A and is cer­
tainly not independent of A. In any theory, one way of measuring A 2 

consists in measuring A and squaring the resulting value. In fact, this may 
be used as the definition of a function of an observable. Namely, we define 
the observable g(A) for every observable A and Borel function g:R-+R 
by the formula 
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for each state t/I. If we assume that every observable is determined by the 
function P, i.e., PAt/I=PBt/I for every state t/I implies that A=B, then the 
formula (3) defines the observable g(A}. This definition coincides with the 
definition of a function of an observable in both quantum and dassical 
mechanics. 

Thus the measurement of a function g(A} of an observable A is inde­
pendent of the theory considered - one merely writes g(a} for the value 
of g(A} if a is the measured value of A. The set of observables of a theory 
thereby acquires an algebraic structure, and the introduction of hidden 
variables into a theory should preserve this structure. In more detail, we 
require for the successful introduction of hidden variables that a space 
Q be constructed such that condition (I) is satisfied and al so that 

for every Borel function g and observable A of the theory. Note that this 
condition is satisfied in the statistical mechanieal description of thermo­
dynamics. 

Our aim is to show that for quantum mechanics no such construction 
satisfying condition (4) is possible. However, condition (4) as it stands 
proyes too unwieldy and we shall first replace it by a more tractable con­
dition. 

II. PARTlAL ALGEBRAS 

We shall say that the observables Ai' iEI, in a theory are commeasurable 
if there exists an observable B and (Borel) funetions 1;, iEI, such that 
Ai = I;(B} for all iE 1. Clearly in this case it is possible to measure the ob­
servables Ai' iEI, simultaneously for it is only necessary to measure B 
and apply the function I; to the measured value to obtain the value of 
Ai' In quantum mechanics aset {Ai I iEI} of observables is said to be 
simultaneously measurable if as operators they pairwise commute. A 
dassical theorem on operators shows that this coincides with the above 
definition (see, e.g., Neumark [12, Thm. 6]). (Note that as aresult in the 
case of quantum mechanics the Ai' iEI, are commeasurable if they are 
pairwise commeasurable.) 

If Al and A2 are commeasurable then we may define the observables 
III Al + 1l2A 2 and Al A 2 for all real Il!> 1l2' For then Al = fl (B) and A 2 = 
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= i2 (B) for some observable B and functions il and i2. Hence we have 

(5) JllA l + Jl2 A2 = (Jldl + Jld2)(B) , 
A lA2 = (fd2) (B). 

With linear combinations and products of commeasurable observables 
defined the set of observables acquires the structure of a partial algebra. 
Note that condition (4) implies that the partial operations defined in (5) 
are preserved under the map i. These ideas will now be formalized in 
the following definitions. 

DEFINITION. Aset A forms a partial algebra over a field K if there is a 
binary relation ~ (commeasurability) on A, (i.e., ~ ~A x A), operations of 
addition and multiplication from ~ to A, scalar multiplication from 
Kx A to A, and an element 1 of A, satisfying the following properties: 

(1) The relation ~ is reftexive and symmetric, i.e., a ~ a and a ~ b im­
plies b ~ a for all a, bEA. 

(2) For all aEA, a ~ 1. 
(3) The relation ~ is closed under the operations, i.e., if ai ~ aj for all 

1 ~ i, j~ 3 then (al + a2) ~ a3' ala2 ~ a3 and Aa! ~ a3' for all AEK. 
(4) If ai cf! aj for all 1 ~ i, j ~ 3, then the values of the polynomials in al' 

a2' a3 form a commutative algebra over the field K. 
It follows immediately from the definition of a partial algebra that if 

D is aset of pairwise commeasurable elements of A then the set D gen­
erates a commutative algebra in A. 

We have defined the notion of a partial algebra over an arbitrary field 
K but there are two cases which are of interest to us. The first is the field 
R of real numbers and the second is the field Z2 of two elements. For 
the case of a partial algebra over Z2 we may define the Boolean oper­
ations in terms of the ring operations in the usual manner: a rl b = ab, 
au b =a+b- ab, a' = l-a. It follows that if ai ~ aj' 1 ~ i, j~ 3, then the 
polynomials in al' a2' a3 form a Boolean algebra. We shall call a partial 
algebra over Z2 a partial Boolean algebra. It is clear how we may define 
this notion directly in terms of the operations rl, U, '. What makes a 
partial Boolean algebra important for our purposes is that the set of 
idempotent elements of a partial algebra .iV forms a partial Boolean al­
gebra. This is a counterpart of the familiar fact that the set ofidempotents 
of a commutative algebra forms a Boolean algebra. 
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We consider some examples of partial algebras. Let H(V") be the set 
of all self-adjoint operators on a complex Hilbert space V" of dimension 
IX. Ifwe take the relation <j> to be the relation of commutativity then H(V") 
forms a partial algebra over the field R of reaIs. In this case the idem­
potents are the projections of V". Thus the set B(V") of projections forms 
a partial Boolean algebra Because every projection corresponds uniquely 
to a closed linear subspace of V", we may alternatively consider B(V") 
as the parti al Boolean algebra of closed linear subspaces of V". The direct 
definition of the relation <j> in this interpretation of B (V") is: a <j> b if there 
exists elements e, d, e in B(V") which are mutually orthogonal with 
a = etBd and b = dtBe. Furthermore an b denotes the intersection of the 
two subspaces a and b, au b denotes the space spamied by a and b, and 
a' denotes the orthogonal complement of a. 

We have seen that the set (!J of observables of a physical theory forms 
a partial algebra over R if we take <j> to be the relation of commeasura­
bility. If A is an idempotent in (!J, then it follows from the definition of 
A 2, that the measured values of the observable A can only be 1 or O. By 
identifying these values with truth and falsity we may consider each such 
idempotent observable as a proposition of the theory. (See von Neumann 
[19, Ch. 111.5] for a more detailed discussion of this point.) Thus, the set 
of propositions of a physical theory form a parti al Boolean algebra It 
is a basic tenet of quantum theory that the set of its observables may be 
identified with a partial sub-algebra Q of H(VOJ), the partial algebra of 
self-adjoint operators on a separable complex Hilbert space. This implies 
then that the propositions of quantum mechanics form a parti al Boolean 
sub-algebra f!J of B(VOJ). 

Every commutative algebra A forms a parti al algebra if we take the 
re lati on <j> to be A x A. The following construction of a partial algebra 
is of interest because it gives us an alternative way of viewing partial al­
gebras. Let Ci' iEI, be a non-empty family ofcommutative algebras over 
a fixed field Kwhich satisfy the following conditions: 

(a) For every i,jEI there is a kEl such that CinCj=Ck • 

(b) If al' ... , an are elements of C= Uiel Ci such that any two of them 
lie in a common algebra Ci' then there is a kEl such that at, ... ,anECk• 

The set C forms a parti al algebra over K if we define the relations (i) 
a <j> b, (ii) ab = e, and (iii) a + b = e in C by the condition that there exist 
an iEI such that (i) a, bECi, (ii) ab=e in Ci and (iii)a+b=e in Ci respec-
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tively. It is not difficult to show that every partial algebra is isomorphic 
to an algebra of this type. (We may thus view a partial algebra as a cat­
egory in which the objects are commutative algebras and the maps are 
imbeddings.) 

DEFINITION. A map h: U --+ V between two partial algebras over a com­
mon field K is a homomorphism if for all a, b E U such that a ~ b and all 
Jl,AEK, 

h(a) ~ h(b), 
h(Jla + Ab) = Jlh(a) + Ah(b), 
h(ab) = h(a) h(b), 

h(l)=1. 

Given this definition we may state what our condition (4) of Section I 
on the existence of hidden variables implies for the partial algebra Q of 
observables of quantum mechanics. The set RU of all functions f:Q--+R 
from a space Q of hidden states into the reals forms a commutative al­
gebra over R. From the way in which the partial operations on the set 
of observables of a theory are defined (Equation (5)), condition (4) implies 
that there is an imbedding of the parti al algebra into the algebra RU. Our 
conclusion of this discussion is then the following: 

A necessary condition for the existence of hidden variables for quantum 
mechanics is the existence of an imbedding of the partial algebra Q of 
quantum mechanieal observables into a commutative algebra. 

A possible objection to this conclusion is that the map of Q into the 
commutative algebra C need not be single-valued since a given quantum­
mechanical observable may split into several observables in C. Thus, Q 
might be a homomorphic image of C. We shall meet this objection in 
Section V by showing that even such a many-valued map of Q into C 
does not exist. 

Now if IP: % --+C is an imbedding of a partial algebra % into a com­
mutative algebra, it follows immediately that IP restricted to the partial 
Boolean algebra of idempotents of % is an imbedding into the Boolean 
algebra of idempotents of C. Thus, the existence of hidden variables im-
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plies the existence of an imbedding of the partial BooIean algebra of 
propositions of quantum mechanics into a BooIean algebra. We may 
justify the last statement independently of the previous discussion. For 
the set of propositions of a classicaI reinterpretation of quantum me­
chanics must form a Boolean algebra But the conjunction of two com­
measurable propositions has the same meaning in quantum mechanics 
as in classical physics and so should be preserved in the dassical inter­
pretation. 

Let h: Q-+ R be a homomorphism of the partial algebra Q of quantum 
mechanical observables into R Physically speaking h may be considered 
as a prediction function which simuItaneously assigns to every observ­
able a predicted measured value. If we assume the existence of a hidden 
state space Q, so that Q is imbeddable by a map J into the algebra RO, 
then each hidden state WEQ defines such a homomorphism h:Q-+R, 
namely h(A) = JA (w). Thus, the existence of hidden variables implies the 
existence of a large number of prediction functions. Every homomorphism 
h:';V -+ R is by restriction a homomorphism of the partial BooIean al­
gebra of idempotents onto Z2' The following theorem characterizes the 
imbedding of a partiaI Boolean algebra into a Boolean algebra in terms 
of its homomorphisms onto Z2' 

THEOREM O. Let.;V be a partial Boolean algebra. A necessary and sufficient 
condilion that .;v is imbeddable in a Boolean algebra B is that for every pair 
of distinct elements a, b in';v there is a homomorphism h:.JV -+Z2 such that 
h(a)#h(b). 

Proof. Suppose <p:.;v -+B is an imbedding. Since <p(a)#<p(b) if a#b, 
there exists by the semi-simplicity property of Boolean algebras (see e.g., 
Halmos [8, sect. 18, Lemma 1J), a homomorphism h:B-+Z2 such that 
h<p(a)#h<p(b). Hence k=h<p is the required homomorphism of.JV onto 
Z2' 

To prove the converse, let S be the set of all non-trivial homomorphisms 
of';v into Z2' Define the map<p:.;V -+Z~ by letting <p(a) be the function 
g:S-+Z2 such that g(h)=h(a) for every hES. Then it is easily checked 
that <p is an imbedding of';v into the Boolean algebra Z~. 

The next two sections are devoted to showing that there does not exist 
even a single homomorphism of the partial Boolean algebra 8l of the 
propositions of quantum mechanics onto Z2' 
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III. THE PARTlAL BOOLEAN ALGEBRA B(E3) 

Let B(E") denote the partial Boolean algebra of linear subspaees of ac 
dimensional Euelidean space E". Our aim in this seetion is to show that 
there is a finite partial Boolean subalgebra D of B(E3) such that there is 
no homomorphism h:D-tZ2. In the next seetion we shall show that the 
elements of D in faet eorrespond to quantum mechanieal observables. 

Let D be a partial Boolean subalgebra ofB(E3) with a homomorphism 
h:D-tZ2. If Sl' S2, S3 are mutually orthogonal one-dimensional linear 
subspaees of D, then 

(6) h(SI)uh(S2)uh(S3)=h(SI uS2us3)=h(E3)=1 and 

h(sj) n h(s)= h(sj n s)=h(O)=O 

for 1 ~ i:;6 j ~ 3. Henee, exaetly one of every three mutually orthogonal 
lines is mapped by h onto 1. If we replaee the lines by lines of unit length 
then hinduees a map h*: T -t {O, I} from a subset T of the unit sphere 
S into {O, I} such that for any three mutually orthogonal points in T 
exaetly one is mapped by h* into 1. 

It will be eonvenient in what follows to represent points on S by the 
vertiees of a graph. Two vertiees whieh are joined by an edge in the graph 
represent orthogonal points on S. When we say that a graph r is realizable 
on S we mean that there is an assignment of points of S to the vertiees 
of r, distinet points for distinet vertiees, with the orthogonality relations 
as indieated in r. 

LEMMA 1. The following graph rIis realizable on S. 

aO 

ag 
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Infact, ifp and q are points on S such that O~sinO~t where 0 is the angle 
subtended by p and q at the center of S, then there exists a map u:r1-+s 
such that u(ao)=p and u(a9)=q. 

Proo/. Since u(as) is orthogonal to u(ao) u u(a9) and u(a7) is ortho­
gonal to u(as), u(a7) lies in the plane u(ao) u u(a9). AIso since u(a7) is 
orthogonal to u(a9)' we have that qJ=n/2-0, where qJ is the angle sub­
tended at the center of S by u(ao) and u(a7). Let u(as)=I and u(a6)=k. 
Then we may take 

u(a1)=Ü+xK) (1 +x2t 1/2 and u(a2)=(I+ yJ) (1 + y2t 1/2 . 

The orthogonality conditions then force 

u(a3) = (xJ - K) (1 + x2t 1/2 , 
u(a4) = (yI-J) (1 + y2t 1/2, 

and hence, 

Thus 

u(ao)=(xyI-xJ+K) (1 +X2+X2y2t 1/2, 
u(a7) = (I + yJ + xyK) (1 + i + x2y2t 1/2. 

xy 
cosqJ= . 

((1 +x2 +X2y2) (1 + i +X2y2))1/2 

By elementary calculus the maximum value ofthis expression is t. Hence 
rl is realizable ifO~cosqJ~t, i.e., O~sinO~t. 

LEMMA 2. The following graph r 2 is realizable on S. 
The graph r 2 is obtained from the above diagram by identifying the 

points Po and a, qo and b, and ro and c. The vertices of r 2 are the points 
on the rim of this diagram. 

Proof. For 0~k~4, let 

nk _ nL 
Pk = COS - i + sin - j, 

10 10 

nk _ nk 
Qk = COS 10 j + sin 10 K, 

nk _ nk 
Rk = sin - i+cos - K. 

10 10 
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Let U(Pk)=Pk, U(qk)=Qk' u(rk)=Rk, for 0~k~4. Since the subgraph of 
r2 contained between the points Po, Pl' and ro is a copy of rl and the 
angle subtended by PO, Pl is n/lO (s in n/lO<t), we may extend u to a 
realization of this subgraph on S. A realization of the subgraph of r2 

contained between the points Pl' P2' and ro is then obtained by rotating 

PO to Pl about Ro. The remainder of the realization u is obtained by sim­
ilar rotations about Ro, PO, and Qo. 

Let T be the image of r2 under u, consisting of 117 points on S. Let 
D be the partial Boolean subalgebra generated by T in B(E3 ). (This cor­
responds to completing the graph r2 so that every edge lies in a triangle. 
In the resulting graph the points and edges correspond to one and two­
dimensionallinear subspaces of B(E3) respectively.) 
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THEOREM 1. The finite partial Boolean algebra D has no homomorphism 
onto Z2' 

Proof As we have seen, such a homomorphism h:D--+Z2 induees a 
map h*: T--+{O, 1} satisfying eondition (6). Reverting to the graph r 2 , we 
shall assume that there is a map k:r2 --+{0, 1} satisfying eondition (6~ 
Let us eonsider the action of k on a eopy in r2 of the graph rl' Suppose 
that k(ao) = 1, then it follows that k(a9) = 1. For if k(a9) =0, then since 
k(a8)=0 we must have k(a7)= 1. Henee, k(al)=k(a2)=k(a3)=k(a4)=O; 
so that k(as)=k(a6)= 1, a eontradietion. 

Now since Po, qo, and ro lie in a triangle in r2, exaetly one of these 
points is mapped by konto 1, say k(po)= 1. Henee, by the above argu­
ment k(Pl)= 1. Continuing in this manner in r2 we find k(P2)=k(P3)= 
= k(P4) = k(qo) = 1. But k(qo) = 1 eontradiets the eondition that k(po) = 1, 
and proyes the theorem. 

Remark 

Theorem 1 implies that there is no map of the sphere S onto {O, I} sat­
isfying eondition (4), and henee no homomorphism from B(E3) onto Z2' 
This result, first stated in Speeker [17], ean be obtained more simply 
either by adireet topologieal argument or by applying a theorem of 
Gleason [6]. However, it seems to us important in the demonstration of 
the non-existenee of hidden variables that we deal with a small finite 
parti al Boolean algebra For otherwise a reasonable objeetion ean be 
raised that in faet it is not physieally meaningful to assume that there 
are a eontinuum number of quantum mechanieal propositions. 

To obtain a partial Boolean subalgebra of B(E3 ) whieh is not imbed­
dable in a Boolean algebra a far smaller graph than r2 suffiees. The 

a 
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following graph r3 may be shown to be realizable on S in similar fashion 
to the proof of Lemma 2. Let F be the partial Boolean algebra generated 
by the set of 17 points on S corresponding to r3 • If h: F -.Z2 is a homo­
morphism then as we have seen in the pro of of Theorem 1, if h(a)= 1 
then h(b)=l; by symmetry al so h(b)=l implies h(a)=1. That is, h(a)= 
= h(b) in every homomorphism h:F -.Z2' If q>:F -.B is an imbedding of 
F into a Boolean algebra, then by the semi-simplicity of B there exists 
a homomorphism h':B-.Z2 such that h'(q>(a))#h'(q>(b)). Hence, h=h'q> 
is a homomorphism from F onto Z2 such that h(a)#h(b), a contradie­
tion. 

IV. THE OPERA TORS AS OBSER VABLES 

Let us consider a system in which the total angular momentum operator 
J commutes with the Hamiltonian operator H, so that ] is a constant 
of the motion. We assume further that the system is in a state for which 
the prineipal quantum number n = 2 and the azimuthal quantum number 
j= 1, so that the total angular momentum is ./in. The eigenspace N 
corresponding to the eigenvalue 2li2 of J2 is three-dimensional. We adopt 
the convention that li = 1. 

Let Jx, Jy ' and Jz be the components of J in three mutually orthogonal 
direetions x, y, and z. We shall show that in the three dimensional rep­
resentation given by n = 2, j = 1 the following relations hold. 

In the usual representation in which J2 and Jz are diagonal we have (see 
Schiff [14], p. 146) 

1 [1 ° 0] 1 [0 1 0] 1 [0 - i 
Jz=./i ~ ~ _~ , Jx= J2 ~ ~ ~ , Jy = J2 ~ ~ 

It is now easily checked that the relations (7) follow. It may be of some 
interest to give a coordinate-free pro of of these relations. The following 
proof was suggested to us by 1. Chaiken. Let J± =Jx±iJy • From the 
commutation relations [Jx' Jy] = iJz, etc., for Jx' Jy, and Jz it follows that 
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if -j~m<j 

if m=j. 

Hence, if qJ is any vector in the three-dimensional representation (n = 2, 
j= 1), then J;qJ is either zero or an eigenvector of Jz with eigenvalue + 1. 
In either eas e, (Jz - I) J; qJ = O. Hence (Jz - I) J; = 0 in this representation. 
Similarly, (Jz + 1)J: =0, so that [J.;,J;]=O. This establishes(7). Note 
that these relations do not hold in any higher dimensional representation 

We now show that there is an imbedding t/I of the partial Boolean al­
gebra B(E3 ) into the partial Boolean algebra fJl of quantum mechanieal 
propositions. Let P be the projection operator belonging to the three­
dimensional eigenspace N. To each one-dimensional linear subspace IX 

of E3 there corresponds an operator Ja, the component of angular mo­
mentum in the direction in physical space defined by IX. Let t/I(IX)=PJ;. 
If P is a two-dimensional linear subspace of E3 let IX be the orthogonal 
complement of P in E3• We define t/I(P)=P- PJ;. Finally we let t/I(E3)=P 
and t/I(O)=O. This defines the map t/I. To show that t/I is an imbedding it 
clearly suffices to prove that if IX and P are orthogonal one-dimensional 
linear subspaces of E3, then [PJ;, PJiJ =0. But this is precisely the re­
lation (7) which we have established. Note that the projection operator 
PJ; is an element of fJl; it corresponds to the proposition Pa: "For the 
system in energy state n = 2 and total angular momentum state j = 1, the 
component of angular momentum in the direction IX is not 0." 

Since then the finite partial Boolean algebra D has been imbedded in 
fJl, it follows by Section III that there is no homomorphism of fJl onto 
Z2· 

In the above argument we have assumed that in the three-dimensional 
representation the observables J;, Ji and J; are commeasurable. This 
remains to be justified. Of course, we have seen that these operators 
commute and it is a generally accepted assumption of quantum mechan­
ics that commuting operators correspond to commeasurable observ­
abIes. A rationale for this assumption, as we pointed out in Section II, 
is that if Ai' iE1, is aset of mutually pairwise commuting self-adjoint 
operators, then there exists a self-adjoint operator B and Borel funetions 
J;, iE1 such that Ai = J; (B). However this justification hinges on the ex­
istence of a physical observable which corresponds to the operator B. 
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We shall now show that there is in this case an operator HJ of which 
J;, I;, and J; are funetions and which corresponds to an observable. 

Let a, b, and e be distinct real numbers and define 

HJ = aJ; + bJ; + el;. 

Then it is easily checked that in the three dimensional representation 

J;=(a-bt 1(e-at 1(HJ-(b+ e)) (HJ-2a), 
(8) J;=(b- et 1(a-bt 1(HJ-(e+a))(H;-2b), 

J; =(e-a)-l (b- e)-l (HJ-(a+b)) (HJ- 2e). 

Consider nowa physical system the total angular momentum of which 
is spin angular momentum S, with S having the constant value j2li. An 
example of such a system is an atom of orthohelium in the 23S1 state, 
i.e., the lowest triplet state of helium, with the prineipal quantum number 
n=2, the orbital quantum number 1=0, and spin s= 1. (Note that this 
is a stable state for the atom even though it is not the ground state. (It 
is called a metastable state.) The reason for the stability is that the ground 
state (n = 1) of the atom occurs only for parahelium, i.e., the singlet state 
of he1ium with s=O; and transitions are forbidden between the singlet 
and the triplet states of helium). 

We now apply to the system in this state a small electric field E which 
has rhombic symmetry about the atom. (Such a field, for instance, results 
from placing point charges at the points (± u, 0, 0), (0, ± v, 0) (0, 0, ± w), 
with u, v, and w distinct, the atom being at the origin.) By perturbation 
methods it may be shown that the Hamiltonian H of the system is per­
turbed to a new Hamiltonian H + Hs, where, from the rhombic sym­
metry of the field, the additional term Hs, called the spin-Hamiltonian, 
has the form Hs = aS; + bS; + eS; with a, b, and e distinct in the three­
dimensional representation. (See e.g., Stevens [18J and Pryce [13J for a 
proof.) 

Thus the operator Hs = aS; + bS; + eS; corresponds to a pl;1ysical oh­
servable - the change in the energy of the lowest orbital state of ortho­
helium resulting fromthe application of a small electric field with rhombic 
symmetry. The change in energy levels may be measured by studying the 
spectrum of the helium atom after the field is applied. The possible mea­
sured values in the change in energy levels is either a + b, b + e, or e + a, 
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sinee these are the eigenvalues of Hs in the three-dimensional represen­
tation. Since a, b, and e are distinet, so are a + b, b + e, and e + a. Thus, 
a measurement of Hs leads immediately to the simultaneous measure­
ment of S;, S; and S;. If, for instanee, the measured value of Hs is a+b, 
the n we infer that the values of S; and S; are eaeh 1 and the value of 
S; is O. (This is equivalent to applying the relations (8) to Hs.) 

We remark that although such an experiment has probably not been 
earried out on the helium atom, related experiments are deseribed in the 
literature. For instanee Griffith and Owen [7J investigated in paramag­
netie resonanee experiments a nickel Tulton sa It, nickel fluosilieate. This 
salt eonsists of a nickel ion surrounded by an oetahedron of water mol­
eeules and it oeeurs in the state J2 = S2 = 2h2• The water moleeules form 
a crystalIine eleetrie field with rhombie symmetry about the nickel ion 
The resulting spin-Hamiltonian Hs takes the form aS; + bS; + eS; with 
a, b, and e distinet. This is in all respeets similar to the situation we have 
diseussed above. Of eourse, in this ease the eleetrie field is supplied by 
the crystal and eannot be switehed on and otI or rotated at will to mea­
sure S;, S;, and S; in any three preseribed orthogonal direetions. Never­
theless, the experimental agreement with the quantum mechanieal pre­
dietions here suggests a similar agreement for the ease of an external 
electrie field applied to a helium atom. 

To sum up the last two seetions we shall reeapitulate our ease against 
the existenee of hidden variables for quantum mechanies. We have used 
the formai technique of introdueing the concept of a partial algebra to 
diseuss this question but we may now give a direct intuitive argument. 
If a physieist X belieyes in hidden variables he should be able to predict 
(in theory) the measured value of every quantum mechanieal observable. 
We now eonfront X with the problem of simultaneously answering the 
question: 

"Is the component of spin angular momentum in the direction ac equal 
to zero for the lowest orbital state of orthohelium (n = 2, 1=0, s = 1)" 
where ac varies over the 117 direetions provided in the proof of Theorem 1. 
For eaeh such predietion by X we ean find, by Theorem 1, three ortho­
gonal direetions x, y, z among the 117 for whieh this predietion eontra­
diets the statement 

"Exaetly one of the three eomponents of spin angular momentum Sx, 
Sy, Sz of the lowest orbital state of orthohelium is zero." 
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This statement is what is predicted by quantum mechanics since 

S2 + S2 + S2 = S2 = 2n2 
x y z 

and each of S~, S;, S; thus has the value ° or n2• Thus the prediction of 
X contradiets the prediction of quantum mechanics. Furthermore as we 
have seen in this section this prediction may be experimentally verified 
by simultaneously measuring S~, S;, and S;. Our conclusion is that every 
prediction by physicist X may be contradicted by experiment. (It has 
been argued (See Bohm [2, Sect 9J) that with the introduction of a hidden 
state space Q the present quantum mechanical observables such as spin 
wiIl not be the fundamental observables of the new theory. Certainly, 
many new possible observables are thereby introduced (namely, fune­
tions f: Q-+ R). The quantum observables represent not true observables 
of the system itself which is under study, but reflect rather properties of 
the disturbed system and the apparatus. This is nevertheless no argu­
ment against the above proof. For in a classical interpretation of quan­
tum mechanics observables such as spin wiIl stiIl be functions on the 
phase space of the combined apparatus and system and as such should 
be simultaneously predictable). 

v. HOMOMORPHIC RELA TIONS 

In Section I we reduced the question of hidden variables to the existence 
of an imbedding of Q into a commutative algebra C. We discuss here 
a possible objection to this reduction. It may be argued that in a classieaI 
reinterpretation of quantum mechanics a given observable may split 
into several new observables. Thus, the correspondence between Q and 
C may take the form ofa homomorphism I/!:C-+Q from C onto Q. This 
possibility is provided for in the following theorem. 

DEFINInON. Let.iV and !l' be partial algebras over a common field K. 
A relation R ~.iV x !l' is called a homomorphic relation between .iV and !l' 
if, for all x~y in .iV and a.~P in !l', R(x, a.) and R(y, P) imply that 
R(1x+,uy, A.a.+,uP) and R(xy, a.P) for every A., ,ueK and also R(I, I). 

The homomorphic relation R~.iV x!l' has domain.iV iffor all xe.iV 
there is an a.e!l' such that R(x, a.). The relation R is non-trivial if not 
R(l,O). 
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If q>:% --+2 is a homomorphism then the graph of q> i.e., the relation 
R(x, IX) defined by q>(x)=cx, is a non-trivial homomorphic relation with 
domain %. Similarlya homomorphism 1/1:2--+% of 2 onto % defines 
the non-trivial homomorphic relation R with domain % by taking 
R(x, cx) if 1/1 (IX) = x. 

THEOREM 2. Let % be a partial algebra and assume that there exists a non­
trivial homomorphic relation R with domain % between % and a commu­
tative algebra C. Then there exists a commumative algebra C' and a 
homomosphism h:% --+C' from % onto C'. 

Proof Let S be the set of all elements IX in C such that R(x, cx) for some 
XE%. Let S be the subalgebra generated by S in C. Define I to be the set 
of alllXEC such that R(O, IX). Then I is clearly closed under linear COffi­

binations. Next let PES, so that 

P = L AiPilPi2 ... Pini 
i 

for some AiEK, and PijES. 
If IXEI, then cxPijEI. Hence IXP=LiAiCXPil ... Pin,EI. Finally, 1~I. We 

have shown that I is a proper ideal of the algebra S. Let C' = Sj I and 
let S --+ C' be the canonical homomorphism. Define h:% --+ C' by h (x) = 
=q>(IX) where CXES is such that R(x, IX). Then it is easily checked that h 
is well-defined and a homomorphism. 

If we now take % to be the parti al algebra Q, it follows from this theo­
rem that there is no non-trivial homomorphic relation with domain Q 
between Q and a commutative aIgebra. 

VI. A CLASSICAL MOD EL OF ELECTRON SPIN 

We prove here that the problem of hidden variables as we have formu­
Iated it in Section I has a positive solution for a restricted part of quan­
tum mechanies. The portion of quantum mechanics with which we deal 
is obtained by restricting our Hilbert space to be two-dimensional. Thus, 
the state vectors are assumed to range over two-dimensional unitary 
space U2, and the observabIes to range over the set R 2 of two-dimen­
sionaI self-adjoint operators. 

As will be seen, the problem reduces to considering the case of spin 
operators. Thus, our problem becomes essentially that of constructing 
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a c1assical model for a single partic1e of spin t, say an electron. Needless 
to say, we do not maintain that this c1assical model of electron spin re­
mains valid in the general context of quantum mechanies. In fact, as was 
shown in Section IV, there exists a system of two electrons in a suitable 
external field such that there is no c1assical model for the spin of the 
system. 

Our aim in constructing a c1assical model for electron spin is two-fold 
In the first place, we wish to exhibit a c1assical interpretation of a part 
of quantum mechanics so that it may be compared with various attempts 
to introduce hidden variables into quantum mechanies. We believe these 
attempts to be unsuccessful, so it would be as weIl if we could give an 
example of what is for us a successful introduction of hidden variables 
into a theory. In the second place, we shaIl use this model in discussing 
von Neumann's proof in [19] of the non-existence of hidden variabIes. 

As formulated in Section L our problem is to define a "phase" space 
Q such that for each operator AEH2 there is a real-valued function 
f ... :Q--+R and for each vector I{!EU2 there exists a probability measure 
JJ..; on Q such that 

(I) fu( ... )= u(f ... ) for each (Borel) function u; and 
(II) the quantum mechanieal expectation 

(AI{!, I{!)= f f ... (w) dJ1.",(w). 
a 

Let V be the set of operators in H2 of trace zero. V forms a three-di­
mensional vector space over R. This is easily seen by noting that the 
Pauli spin matrices 

form an orthonormal basis for V. If we assign to (o"x, O"y' o"z) an ortho­
normal basis (i,j, k) in three-dimensional Euc1idean space E3 , we obtain 
a vector isomorphism P: V --+ E3• To every spin matrix 0", i.e., a matrix 0" 

in V with eigenvalues ± 1, there corresponds under the map P a point 
P" on the unit sphere S2 in E3• PhysicaIly, one speaks of the spin matrix 
0" as corresponding to the observable "the spin angular momentum of 
the electron (say) in the direction OP"," where 0 is the origin in E3• 
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Now let A be any matrix in H2 with distinct eigenvalues Ab A2. We let 

U(A)=(_2_) A_(A1 +A2) J. 
A1 -A2 A1 -A2 

Then u(A) is a spin matrix such that the eigenvectors of u(A) correspond­
ing to + 1 and - 1 are the same as the eigenvectors of A corresponding 
to Al and A2 respectively. 

We are now ready to choose the appropriate space Q and funetions 
JA. For Q we choose S2. If AEH2 with distinct eigenvalues Al and A2' 
we let 

JA (p)= {Al for P~S;a.(A) 
A2 otherwlse. 

Here S;a(A) denotes the upper hemisphere of S2 with the North Pole at 
Pa (A)· 

If the eigenvalues of Aare equal, so that A = AI, say, then we let 

JA(p)=A, for all pES2. 

With this definition, it is a simple maUer to check that the condition 
(I): fu(A) = U(JA) holds. We need only note that for two-dimensional oper­
ators it is sufficient to consider linear funetions: u(A)=cxA+pJ, with 
cx, P E R. Then condition (I) follows immediately from the fact that 

U"A+PI=UA • 

Next we wish to assign a probability measure Il", to each vector "'E U 2• 

Let u'" denote the spin matrix for which '" is the eigenvector belonging 
to the eigenvalue + 1. We may thus assign to each "'E U2 a point Pa", of 
S2. We shall write P", for Pa",. Physically, if '" is the state vector of an 
electron, then the electron is said to have "spin in the direction OP",." 

To delimit the problem and at the same time to obtain a solution with 
natural isotropy properties, we shall assume that the probability mea­
sures Il", satisfy the following conditions: 

(a) For each "'E U2, the measure JJ.., arises from a continuous pro ba­
bility density u",(p) on S2, so that 

1l",(E) = f u",(P) dp 

E 

for every measurable subset E of S2. 
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(b) The probability density u",(p) is a funetion only of the angle 0 sub­
tended at ° by the points p and P", on S2. We may th us write u",(O) for 
the funetion u",(p). 

(e) Let u(O)(=u"'o(O» be the probability density assigned to the state 
veetor 

(Note that a"'o=a., so that P"'o=(O, 0, 1).) Let I/!eU 2• If IX is the polar 
angle of the point P", on S2, then we assume that u",(O)=U(O+IX). Thus, 
the probability takes the sam e funetional form for all states I/!. 

(d) We assume that u(O)=O for 0>1[/2. 
An examination of the problem shows that these are natural proper­

ties to assign to the quantum states considered as probability distribu­
tions over the hidden states. We shall show that there do exist measures 
J1.,; satisfying the above eonditions as weIl as eondition (II). In faet, we 
shall see that these eonditions determine the density funetions u'" uni­
quely. 

Using these assumptions we may simplify the problem offinding mea­
sures J1.,; whieh satisfy eondition (II) as foIlows. Since JA is a linear fune­
tion of A, the integral Ju JA (W) dJ1.,;(w) is a linear funetion of A. On the 
other hand the expeetation funetion (AI/!, I/!> is also a linear funetion of 
A. Sinee every matrix A in H2 is a linear funetion of a projeetion matrix, 
it is suffieient to verify eondition (II) for proj eet i on matriees. Next, by 
eondition (e) we may assume that 

so that P",=(O, 0,1). Furthermore, by eondition (b), it is sufficient to eon­
sider the ease where PalA) has azimuthal angle equal to zero. In what 
follows we shall make the above assumptions on A and I/!. 

It is now neeessary to express the expeetation (AI/!, I/!> as a funetion 
of the angle subtended at ° by the points P",=(O, 0,1) and PalA), i.e., as 
a funetion of the polar angle p of PalA). 

In spherieal polar eoordinates we may write 

Pa(A)=(sinp, 0, eosp). 
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Henee, 
I1(A)=l1x sinp+l1z eosp 

( eos p Sinp) 
= sin p - eos p . 

The eigenveetor '1 of I1(A) belonging to the eigenvalue + 1 is 

= (eos (P/2)) 
'1 sin(p/2)· 

Since A was assumed to be a projeetion matrix, '1 is also the eigenveetor 
of A belonging to the eigenvalue + 1. Thus, 

<At/!, t/!> = «t/!, '1> '1, t/!> 
= I<t/!, '1>1 2 

= eos2 (p/2). 

Our problem is thus redueed to solving for u(O) the integral equation 

Sinee 

eos2 (p/2) = f fA(P) u(O) dp. 

on Stt7(A) 

otherwise 

this equation beeomes 

eos2 (p/2) = f u(O) dp 
T 

x/2 ep/J 

eos2 (p/2)= f f u(O)sinOd(fJdO 
p-x/2 -ep/J 

where (fJ/J is the azimuthal angle of the point Q = (sin 0 eos (fJ/J' sin 0 sin (fJ/J' 
eos 0) with polar angle 0 which lies on the great circle e perpendicular 
to the point P 0" (A) = (sin p, 0, eos p). 
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e 

Using the orthogonality of Q and PU(Aj' we have 

sin p sin e eos ({Jo + eos P eos e = 0 
or 

Thus 
n/2 

t(1 + eos p) = 2 f u(e) sin e eos -1 (- eot p eot e) de. 
p-n/2 

Letting x = p -nI2, we have 

x 

t(l- sinx) = - 2 f u(e) sin e eos- 1 (eot e tan x) de. 

n/2 

Now, differentiating both sides with respeet to x, we obtain 

-t eos x= - 2u(x) sinx eos- 1 (eot x tan x) 
x 

+ de f u (e) sin e eot e see2 x 
(1- eot2 e tan2 X)1/2 

n/2 
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or, 
x 

eos x= -4 O. 3 f U(O) eos 0 d 
(l-cot2 0 tan2 X)1 / 2 

,,/2 

If we set z=cos2 X, s=cos2 0, and w(s)=u(O), we find 

z 

f 2w(s) 
z= (Z_S)1/2 ds. 

o 

This is a special case of Abel's integral equation, and is easily solved by 
Laplace transforms. Namely, if * denotes convolution and L(f)= 
= J~ f(x) e-tx dx, the Laplace transform, then 

Hence, 

or 

so that 

z=w*2z- 1/2 • 

L(z) = L(w) L(2z- 1/2), 

L(w)= L(z)/L(2z- 1/ 2 ) 

=_1_ t- 3/2 

2Jn 
= L(( I/n) S1/2), 

w(s) = (I/n) S1/2. 

We thus have shown that 

u(O) = {(oI/n) eos 0 if 0;[: 0 ;[:n/2 
otherwise. 

On the"basis of this mathematical solution, we may construct a simple 
dassical model of electron spin The same model then serves (by linearity) 
for the more general case of operators in H2 • 

We start with a sphere with fixed center O. A point P on the sphere 
represents the quantum state "spin in the direction OP". If the sphere is 
in such a quantum state it is at the same time in a hidden state which 
is represented by another point TeSt. The point T has been determined 
as follows. A disk D of the same radius as the sphere is placed perpen-
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dicular to the OP axis with center directly above P. A particle is placed 
on the disk and the disk shaken "randomly". That is the disk is so shaken 
that the probability of the particle being in a region U in D is proportional 
to the area of U (i.e., the probability is uniformly distributed). The point 
T is the orthogonal projection of the particle (after shaking) onto the 
sphere. It is easily seen that the probability density function for the pro­
jection is given by 

U(T)={g/1t) cos(J 0~(J~1t/2 

otherwise, 

where (J is the angle subtended by T and P at O. 
Suppose we now wish to measure the spin angular momentum in a 

direction OQ. This is determined as follows. If Te SQ' then the spin angular 
momentum is + h/2, if T rt SQ then the spin is - h/2 The sphere is now 
in the new quantum state of spin in the direction OQ if TeSQ or spin 
in the direction OQ* (where Q* is the antipodal point of Q) if TrtSQ. The 
new hidden state of the sphere is now determined as before, by shaking 
the particle on the disk D, the disk being placed with center above Q if 
TeSQ or with center above Q* if TrtSQ. 

It should be elear from the preceding analysis that the probabilities 
and expectations that arise from this model are precisely the same as 
those arising from quantum mechanieal caleulations for free electron 
spin. In the model the disk D, the particle, and its projection are to be 
considered as the hidden apparatus. The probabilities arise through the 
ignorance of the observer of the sphere of the actuallocation of the par­
ticle on the disko To an observer of the comptete system of sphere and 
disk the model is a deterministic classical system. 

Note that in the above model we could keep the disk fixed vertically 
above the sphere and instead rotate the sphere to determine each new 
hidden state. If we now further replace the shaking disk by a random 
vertieally falling water drop, we may say that rain falling on a ball forms 
a classieal model of electron spin. 

We remark finally that the conditions (I) and (II) say nothing about 
the propagation of the probabilities in time. That is to say, although 
these conditions give the probabilities arising at each experiment, they 
do not deal with the change of probabilities during the time between ex­
periments. However, in the situation we are examining of free electron 
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spin this eauses no diffieulty sinee every state is in this ease stationary, 
and the probabilities remain eonstant in the time between experiments. 

We now eonsider the bearing of this model on von Neumann's dis­
eussion of the hidden variables problem given in [19, Ch. IV]. In that 
ehapter von Neumann gives what he eonsiders to be a neeessary eondi­
tion for the existence of hidden variables for quantum mechanies. This 
eondition is the existence of a funetion 

8:H-R, 

where H is the set of self-adjoint operators, such that 
(1) 8(1)= 1. 
(2) 8(aA)=a8(A), for all aeR, AeH. 
(3) 8(A2)=82(A), for all AeH. 
(4) 8(A+B)=8(A)+8(B), for all A, BeH. 
In [19] it is then shown that there does not exist a funetion satisfying 

these eonditions. (In [19] a further eondition is added on 8: (5) If A is 
"essentially positive" then 8(A)~O. But we shall not require this eondi­
tion in our proof.) We present another proof below. This is done for two 
reasons. First, our proof is simpler, and is in faet trivial. Second, this 
proof shows that there is even no funetion 8:H2-R satisfying eonditions 
(1)-(4), aresult we require for our later diseussion. 

LEMMA. IJ the Junction 8: H - R satisjies (I H3) together with condition 
(4)' 8(A+B)=8(A)+8(B),Jor all A, BeH such that AB=BA, then 

8(AB)=8(A) 8 (B),for all A, BeH such that AB=BA. (In the terminolo­
gy of Seetion II, 8 is thus a homomorphism of the partial algebra H into 
R.) 

Proo! Assume AB = BA. Then 

8 2(A)+ 28(A) 8(B)+82(B)=(8(A)+8(B))2 

=82(A+B) 

Henee, 8(A) 8(B)=8(AB). 

=8((A+B)2) 

=8(A2 +2AB+B2) 

=8(A2)+8(2AB)+S(B2) 

=82(A)+ 28(AB)+82(B). 
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COROLLARY. If the Junction 8 satisfies condilions (1), (2), (3), (4)', then 
8(A) lies in the spectrum oJ A. 

Prao! Suppose to the contrary that A -8(A) has an inverse B. Then 
by the Lemma, 

1 =8(1) 
=8((A-8(A)) B) 
=8(A -8(A)) 8(B) 
=(8(A)-8(8(A)) 8(B) 
=(8(A)-8(A)) 8(B) 
=0. 

THEOREM 3. There is no function 8:H-+R satisJying conditions (IH4). 
Prao! Consider the two matrices 

B=! G ~). 
The matrices A and B are projection matrices and hence have eigenvaIues 
o and 1. The matrix A+B has eigenvalues 1 ±t(2)1/2. Henee, 8(A+B)# 
8(A)+8(B), by the above corollary. 

As the proof shows, there is no function 8 with properties (1)-(4) even 
when the domain of 8 is restricted to H2 • 

Now, von Neumann's criterion has been criticized in the Iiterature in 
requiring the additivity of 8 even for non-commuting operators, i.e., in 
requiring condition (4) rather than (4)'. (See for example Hermann [9, pp. 
99-104].) As the above Lemma shows, it is precisely on this point that 
von Neumann's criterion differs from our point of view. For we showed 
that there does not exist a function satisfying (1), (2), (3), and (4)'. We may 
now go further. We have here constructed a elassicaI system e (the sphere 
and the disk). From this system we obtained a new system Q (the sphere 
without the disk) such that the pure states of Q are certain mixed states 
of e and the observables of Q are among the observables of C. The pure 
states of Q may then be described by vectors in U2 and the observables 
of Q by operators in H2 , just as in quantum mechanics. If we now accept 
von Neumann's criterion, we must conelude that we cannot introduce 
hidden variables into the system Q. But this can hardly be a reasonable 



HIDDEN VARIABLES IN QUANTUM MECHANICS 323 

conclusion, since we may reintroduce into Q the states and observables 
of e which we ignored in forming Q, to recover the classical system C. 

VII. THE LOGIC OF QUANTUM MECHANICS 

In this section we discuss the non-existence of an imbedding of rJI into 
a Boolean algebra from a different point of view. It will tum out that a 
consequence of this result is that the logic of quantum mechanics is 
different from classical logic. Since the set of propositions of a classical 
physical theory forms a Boolean algebra B it follows that the proposi­
tions valid in such a theory are precisely the classical tautologies. This 
means that if we are given a classical tautology such as 

(9) Xl 1\ (X2 1\ X3) =(xl 1\ X2) 1\ X3 

then every substitution of elements of B for Xl' X2' X3 yields the element 
1 of B. In the case of a theory such as quantum mechanics where the set 
of propositions form a partial Boolean algebra rJI it is not clear what it 
means for a proposition to be valid. To take the preceding proposition 
(9) as an example, it is not possible to substitute arbitrary elements of 
al' a2' a3 of rJI for Xl' X2' X3. It is necessary in this case that the com­
measurability relations a2 ~ a3' al ~ a2' al ~ a2 1\ a3' al 1\ a2 ~ a3' and 
al 1\ (a2 1\ a3) ~ (al 1\ a2) 1\ a3 be satisfied, to all ow an application of the 
partial operations in rJI. A proposition is then valid in rJI if every such 
"meaningful" substitution of elements yields the element 1 of rJI. 

A Boolean function tp(Xl> ... ' Xn) such as (9) may be considered as a 
polynomial over Z2. We shall now give a formaI definition for a poly­
nomial tp(Xl> ... ' Xn) over a field K to be identically 1 in a partial algebra 
.At over K. We first recursively define the domain D<p of tp(Xl> ... , Xn) in 
.At. We simultaneously define a map tp* corresponding to tp(Xl' ... ' Xn). 
D<p is a subset of the n-fold Cartesian product.Atn of.At and tp* is a map 
from D<p into .At. Let a= (al' ... , an> be an arbitrary element of .Atn. 

1. If tp is the polynomial 1, then Dtp =.Atn and tp* (a) = 1. 
2. If tp is the polynomial Xi (i = 1, 2, ... , n), then Dtp = .Atn and tp* (a) = ai. 
3. If tp=kt/l with kEK, then Dep = DI/J and tp*(a)=kt/l*(a). 
4. If tp=t/I®x (where ® is either + or .), then aEDep if and only if 

aED",nDx and t/I*(a) ~ x*(a); tp*(a) = t/I* (a)®x* (a). 
We say that the identity tp(Xl' ... , Xn)= 1 holds in .At if tp* (a) = 1 for 
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all aeD",. More generally, if tp(xh ... , Xn) and r/I(x I, ... , Xn) are two poly-
nomials over K, we shall say that the identity tp (Xl' ... , Xn) = r/I(x 10 •.. , Xn) 

holds in.IV if tp*(a)=r/I*(a) for all aeD", n D",. 
Let tp(x l, ... , Xn) be a propositional (i.e., a Boolean) function. Then 

tp(XI' ... , Xn) may be considered as a polynomial over Z2. Let .IV be a 
partial Boolean algebra. Then tp is valid in .IV if the identity tp = 1 holds 
in .IV. If for some aeD", we have tp*(a)=O, then tp is refutable in .IV. If 
tp and r/I are two propositional functions, then tp = r/I is valid in .IV if the 
identity tp = r/I holds in .IV. We illustrate these definitions with an ex­
ample. Weshall show that the tautology (9) is valid in every partial 
Boolean algebra .IV. In fact, we show that the identity Xl /\ (X2 /\ X3)= 
=(XI/\X2)/\X3 is valid in .IV; this means that we do not require that 
al /\ (a2 /\ a3) ~ (al /\ a2) /\ a3· To see this note that if a2 ~ a3' al ~ a2, 
al ~ a2 /\ a3' al /\ a2 ~ a3 then 

al /\ (a2 /\ a3) = al /\ (a2 /\ (a2 /\ a3)) 
= (al /\ a2) /\ (a2 /\ a3)· 

The last equality holds because the elements ah a2 and a2/\ a3 are pair­
wise commeasurable and hence by the definition of a partial algebra 
generate a Boolean algebra in s. Similarly, (al /\ a2) /\ a3 = (al /\ a2) /\ 
/\ (a2 /\ a3), proving the result. 

In the case of quantum mechanics these considerations are more than 
theoretical possibilities, they occur in ordinary reasoning about physical 
systems. For instance, the orbital angular momentum 1.. of an atom is 
commeasurable with the spin angular momentum S. If the system has 
spherical symmetry then a component of 1..+ S (= total angular momen­
tum J) is commeasurable with the Hamiltonian H, although components 
of 1..and S are separately not commeasurable with H. Thus a statement 
specifying Hand a component of 1..+ S is of the type considered here. 

If .IV is a Boolean algebra this definition of validity coineides with the 
usual definition. In that case the set of valid propositional funetions co­
ineides with the dassical tautologies, i.e., those propositional funetions 
which are valid in Z2. In the following theorem we connect the validity 
of dassical tautologies in a partial Boolean algebra .IV with the imbedda­
bility of.IV into a Boolean algebra. 

For the sake of obtaining a complete correspondence in this theorem 
we introduce the following weakening of the notion of imbedding. 
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DEFINITION. Let.Al, It' be partial Boolean algebras. A homomorphism 
<p:.AI --+It' is a weak imbedding of.AI into It' if <p(a) # <p(b) whenever a~b . . . 

and a#b in.Al. Thus a weak imbedding is a homomorphism which is an 
embedding on Boolean subalgebras of .AI. 

The counterpart of Theorem 0 of Section II is that .AI is weakly im­
beddable in a Boolean algebra if and only if for every non-zero element a 

in.AI there is a homomorphism h:.AI --+Z2 such that h(a)#O. 

THEOREM 4. Let.AI be a partial Boolean algebra. 
(1) .AI is imbeddable into a Boolean algebra if and only if, for every 

dassical tautolog y of the form <p =- "', <p = '" is valid in .AI. 
(2) .AI is weakly imbeddable into a Boolean algebra if and only if every 

dassical tautology <p is valid in .AI. 
(3) .AI may be mapped homomorphically into a Boolean algebra if and 

only if every dassical tautology <p is not refutable in .AI. 
Proof The necessity of the condition in each case is clearo We shall 

give a uniform proof of sufficiency for the three cases where .AI satisfies 
the condition that .AI is (1) imbeddable, (2) weakly imbeddable or (3) 
mapped homomorphically into a Boolean algebra Let 

( )_{x i= 1,2 
s· x-
, 1 i=3, 

{ Y i= 1 
t;(y)= 0 i=2,3. 

Let Kl be the set of all equations of the form (x + P =)' or ~11 =, which 
subsist among elements of .AI. (In the language of model theory, Kl de­
notes the positive statements from the diagram of .AI.) Let K 2 be the 
elementary axioms describing the class of Boolean algebras. Write K = 
= Kl U K 2 • Then the class of all models of K consist precisely of the 
homomorphic images of .AI which are Boolean algebras. 

Suppose now that .AI does not satisfy condition (i) (i = 1, 2, or 3). Then 
by Theorem 0 and its counterpart for weak imbeddings there exist two 
distinct elements a, b in .AI such that for every Boolean algebra B and 
every homomorphism h:.AI --+B we have h(s;(a» = h(t;(b». Since then s;(a) 
and t;(b) are identified in every model of K, we have by the Completeness 
Theorem for the Predicate Calculus that 

KI-s;(a)=t;(b). 
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Renee, there is a finite subset 

L={(Xj+Pj=Yj, ek'1k=(k 11~j~n, 1~k~m} 

of Kl such that 

so that 

K 2 f- (!\ ((Xj+ Pj+ Yj=O) 1\ !\ (ek'1k + (k = O))--+si(a) = ti(b) 
j k 

or 
K 2 f- (V ((Xj+ Pj+ YJ (ek'1k + (k) = O)--+si(a) = ti(b), 

j,k 

i.e., K 2 f- P((Xl'"'' (m)= O--+Si(a) = ti(b) where 

p((Xl> ... , (m)= V ((Xj+ Pj+yJ (ek'1k+(k)' 
j, k 

Sinee the constants (Xl>"" (m, a, b do not oeeur in K 2 , we may replace 
them by variables Xl' ... , Xn , X, Y to obtain 

(10) K 2 f- p(Xl, ... , Xn) = O--+Si(X) = ti(y). 

Renee, the implieation P(Xl'"'' Xn) = O--+Si(X) = ti(y) is valid in all Boolean 
algebras. Let 

qJ denote Si(X)--+P 
and 

ljJ denote ti(y)--+p. 

Then it follows from (10) that qJ = ljJ is Boolean identity, i.e., qJ =- tjJ is a 
dassical tautology. (Note that for i=2, 3, ljJ=1 so that qJ=-tjJ reduees to 
qJ.) On the other hand the substitution of the elements (Xl>"" (m, si(a), 
ti(b) from % for the variables Xl> ... , Xn, Si(X), ti(y) yields a value 0 for p, 
and henee a value si(a)' for qJ and ti(b)' for tjJ. (Rere u' denotes 1- u.) 
Renee, under this valuation of qJ and tjJ in %, we have 

qJ=a', tjJ=b', so that qJ i= tjJ , for i= 1 

qJ=a', so that qJi=1, for i=2 
qJ=O, for i=3, 

proving the theorem. 
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Since in the case of quantum mechanics there is, by Theorem 1, no 
homomorphism of D onto Z2, we obtain the following consequence of 
Theorem 4. 

COROLLARY. There is a propositional formula qJ which is a dassical tau­
tology but which is false under a (meaningful) substitution of quantum 
mechanieal propositions for the propositional variables of ep. 

It is in fact not difficult to construct such a formula. Assign to each 
one-dimensionallinear subspace Li of D a distinct propositional variable 
Xi. To each orthogonal triple Li' L j , Lk of D assign the Boolean function 

Note that classically this formula is valid if and only if exactly one of 
Xi' X j , Xk is valid. Hence the formula 

ep= 1-n (Xi+Xj+Xk+XiXjXk), 

where the product extends over all orthogonal triples of D, is classically 
valid, by Theorem 1. On the other hand, the substitution of the quantum 
mechanieal statement Pi of Section IV for each Xi makes ep false since 
each factor of the product takes the value 1. Thus, the formula ep is the 
formaI counterpart of the argument given at the end of Section lY. Ac­
tually, the formula ep is uneconomical in the number of variables used 
A more judicious choice of variables corresponding to the graph r2 

yields a formula in 86 variables which is classically valid and quantum 
mechanically refutable. 

This way of viewing the results of Sections III and IV, seems to us to 
display a new feature of quantum mechanics in its departure from clas­
sical mechanies. It is of course true that the Uncertainty Principle, say, 
already marks a departure from classical physics. However, the statement 
of the Uncertainty Principle involves two observables which are not 
commeasurable, and so may be refuted in the future with the addition 
of new states. This is the view of those who believe in hidden variabIes. 
Thus, the Uncertainly Principle as applied to the two-dimensional situ­
ation described in Section VI becomes inapplicable once the system is 
imbedded in the classicaI one. The statement ep(Pb ... , Pn) we have con­
structed deals only in each of the steps of its construction with commea­
surable observables, and so cannot be refuted at a later date. 
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PATRICK SUPPES 

LOGICS APPROPRIATE TO EMPIRICAL THEORIES 

I. INTRODUCTION 

To those like myself who are mainly concerned with the methodology 
of the empirical sciences, the present symposium is both sobering and 
encouraging. It is sobering as one thinks of the scientific contrast between 
the majority of papers read here and the standard sources in the meth­
odology and philosophy of science. Yet it is encouraging, because the 
hope is engendered that many of the methods, and perhaps above all, 
the intellectual standards of these papers, will extend themselves in a 
natural way to logical investigations of the empirical sciences. The logical 
and philosophical foundations of physics, for example, seem to be at 
about the stage where the foundations of mathematics were during most 
of the nineteenth century. Nearly any physicist and a large number of 
philosophers are prepared to deliver at a moment's notice a lecture on 
the foundations of quantum mechanics. The situation is far different with 
respect to the foundations of mathematics. With an ever-increasing vol­
ume of deep and rigorous results, mathematicians unacquainted with the 
literature are not prone to deliver casually-put-together obiter dicta on 
logic and related topics. 

The present paper is meant to be a quite modest contribution to the 
foundation s of physics conceived of as the same sort of discipline as the 
foundations of mathematics. My objective is to give two sorts of exam­
ples of empirical theories for which it is natural and convenient to in­
troduce a logic that is deviant in some respect. The first dass of examples 
is derived from theories of measurement and the more general consider­
ation of physical principles of invariance. The second dass is drawn from 
quantum mechanics. 

II. PRINCIPLES OF INVARIANCE AND THREE-VALUED LOGIC 

In theories of measurement or in more general physical theories prin-

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh 10 Quanlum Mechanies, 329-340. 
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ciples of invariance arise in a natural way. For example, the statement 
that Venus has greater mass than Earth is true or false, independent of 
what unit of mass is used Put another way, the truth value of the state­
ment is invariant under an arbitrary (positive) similarity transformation 
of the units of mass used in attempting to verify or falsify the statement. 
On the other hand, the statement that the mass of Venus is greater than 
1010 has no such invariance, for its truth or falsity will vary with the 
units of mass selected. 

Let us generalize on this example by looking at a language in which 
we can express the results of n distinet measurements ~n physical ob­
jects. To avoid many repetitious detail s, I shall use as a basis the formai 
language of Tarski's monograph [51] enriched by individual variables 
"a", "b", "e", ... , which take as values physical objects and n function 
symbols "mI ", ... , "mn". Terms are constructed from these function sym-
bols and individual variables in the expected fashion; in particular, it is 
intended that mi (a) be a real number for 1 ~ i ~ n. Let us call this lan­
guage for a fixed n, 2 n • This formalization of 2 n is necessary only to give 
definiteness to some of the logical results and problems it seems of in­
terest to formulate. With inessential modifications for what is to be stated 
in this paper, 2 n could easily be adapted to express in canonical form 
the results of a wide dass of physicaI experiments. 

The general semanticaI notion of amodel of a language I shall as sume 
is familiar. By a model of 2 n , I mean an ordered (n + 2)-tuple IDl= 
= (6, A, mI' ... ' mn), where 6 is the usual system of real numbers under 
the operations of addition and multiplication and the relation less than 
(technical detail s about 6 are not critical here), A is a finite, non-empty 
set, and mI' ... , mn are real-valued functions on A. The intended interpre­
tation should be obvious. The set A is meant to be aset of physical ob­
jects whose various properties are measured by the numerical functions 

ml,···,mn• 

Associated with each function mi expressing the results of a particular 
kind of measurement is a group Gi of (numerieal) transformations. The 
group Gi characterizes the degree of uniqueness of the measurement. If 
mi is a mass measurement, then Gi is the group of similarity transforma­
tions. If mi is a dassical position measurement on the x-axis, then Gi is 
the group of linear transformations, and so forth. 

We first define when two models of 2 n are appropriately related by 
these groups of transformations. 
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DEFINITION 1. Let roll =<6, Al' mi' ... , mn> and rol2 =<6, A 2 , m~, ... , 
mi> be two models of .P n' and let 6> = < Gl' ... , G n> be an n-tuple of groups 
of transformations. Then roll is 6>-reIated to rol2 if and only if 

(i) A l =A2 ; 

(ii) for 1::::; i::::; n, there is a qJ in 6>i such that 

qJ0mi=m;, 

where ° is functional composition. 
The intuitive idea of truth-vaIue invariance under the appropriate 

groups of transforrnations is formalized in the next definition. 

DEFINITION 2. An atomic formula F of .Pn is 6>-ernpirieally rneaningful if 
and only if F is satisfied in a modelrol of .Pn when and only when it is satisfied 
in every model 6>-related to rol. 

In other words, an atornie forrnula is said to be empirieally rneaningful 
only when it has the appropriate invariance properties - that the eondi­
tion expressed in Definition 2 is always sufficient and not merely neees­
sary is not a point of argument here. For a rnore extensive diseussion 
of these rnatters see Suppes [59]. 

DEFINITION 3. Aformula of .Pn is 6>-ernpirieally rneaningful if and only if 
each of its atomic formulas is such. 

The reason for requiring that eaeh atornie forrnula of a forrnula be 
meaningfuI is to obtain truth-funetionality for the three-vaIued Iogie 
eharaeterized in the next theorern. The substance of this logie is to assign 
the ordinary values truth and falsity to rneaningful formulas, and the 
single vaIue meaninglessness (abbreviated Jl) to the remainder. The pro of 
of the theorern is straightforward and is ornitted. 

THEOREM 1. Assign the truth value Jl to 6>-empirically meaningless for­
mulas of .Pn. Then the formulas of .Pn are truth-functional in the three­
valued logic T , F and Jl defined by the following tables for negation and 
conjunction. 

fr 
/\ T F Il 

T F T T F Jl 
F T F F F Jl 
Jl Jl Jl Il Jl Il 
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The ordinary definitions of disjunetion, implieation and so forth in terms 
of negation and eonjunetion are assumed in working out additional 
tables. The resulting truth tables are preeisely those which Kleene [52a, 
p. 334] has ealled the weak tables, and they do seem to be about the 
weakest possible extension of dassical two-valued logie. 

A simple example will show why meaningfulness needs to be initially 
defined in terms of the atomie formulas rather than arbitrary formulas 
in order to have the truth-funetional result of Theorem 1. Suppose we 
had proeeeded the other way, and let m1 be a mass measurement funetion 
with the associated group of similarity transformations. Then the sen­
tenee 

(3a)(mda) = 1) v i (3a)(mda) = 1) 

would have the value T although its single component atomie formula 
has the value f.l. On the other hand, the sentenee 

(3a)(m1 (a)= 1) v (3a)(m 1 (a)= 2) 

would have the value f.l as does its component atomie formulas, and thus 
the logie would not be truth-funetional. 

When we turn our attention to what happens to the set of meaningful 
formulas under inferenees involving quantifiers the results are not as 
satisfaetory as the sentential ones of Theorem 1. In formulating the 
theorem it is useful to introduce the notion of a non-trivial n-tuple (fj of 
groups for a model 9Jl. By this I mean at least one Gi is such that every 
model (fj-related to 9Jl may not be obtained by the identity transforma­
tion on the positive integers (a weaker notion of non-triviality will suffice 
to prove the theorem, but is not important for the purposes at hand). 

THEOREM 2. Let 9Jl be a model of .Pn and let (fj be non-trivial for 9Jl. Then 
the set of(fj-meaningfulformulas of.Pn whose closures are true in 9Jl is not 
a deduetive system (i.e., the set is not closed under logieal eonsequenee). 

Proo! (I sketeh the proof without too great eoneern for use-mention 
distinetions.) Let Gi be non-trivial for 9Jl=<6, A, m 1, ... , mn)' Then there 
is an atomie formula of .Pn' a positive integer k, a model 9Jl' (fj-related 
to 9Jl and an a in A such that 

mi(a)=k 
m;(a)#k. 
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Now the integer k may be described in !l'n by an expression of the form 
"1 + ... + 1 ", and thus there is a ffi-meaningful sentence of !l'n which is 
true in ftJl and which asserts that for every number x if x = k then x < k + 1. 
For the variable in the sentenee of !l'n corresponding to "x" we now 
specify a term of the form "mi(a)", and we obtain a formula which is not 
ffi-meaningful and thus not in the originaI set. 

The difficulties posed by Theorem 2 are real. It certainly does not seem 
satisfactory to have a notion of meaningfulness that is not deductively 
dosed. In Suppes [59] I proposed taking the bull by the horns and re­
defining the concept of logical consequence. We may say that a formula 
is a ffi-meaningful logieal consequence of aset A of formulas of !l'n if and 
only if S is a logical consequenee of A and S is ffi-meaningful whenever 
every formula in A is also. 

Two problems beset this new notion of meaningfullogical consequence. 
First, it will not in general be possible to give finitary rules of inference, 
because for many n-tuples of groups the notion of meaningfulness will 
not be decidable. Secondly, there is a problem of completeness. Putting 
aside the finitary problem we mayask this question. If a standard set of 
rules of inference is used, augmented by the requirement that each step 
of an inference be ffi-meaningful, does being a meaningfullogical conse­
quenee imply derivability by the rules ofinferenee? This problem has not 
been solved for any significant n-tuples of groups. 

The discussion of empirical meaningfulness and the related three-value 
logic has been restricted to the simple languages !l'n' but if we are willing 
to move from talk about formulas and sentences to talk about proposi­
tions or relations, it is easy to generalize the results to richer physical 
theories. The three-valued logic of T, F and J1. applies in a wholly natural 
way to the system-of-dassical-partide-mechanics functions introduced 
in McKinsey and Suppes [55], for example. In this case the groups of 
transformations are no longer restricted to one-to-one functions from 
the real numbers to the real numbers, but indude the geometrical and 
Galilean transformations familiar in dassical mechanics. Other examples 
from dassical and relativistic physics are easily constructed. 

In the past thirty or forty years a large number of different multi-valued 
logics have been proposed, and the technical literature on the formaI 
structure of these logics has reached sizable proportions. The philosoph­
ical defense of the significanee of multi-valued logics has been much less 
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substantial. The interest of the diseussion in this paper is meant to be in 
the intuitively direet philosophieal defense possible for the three-valued 
logie introdueed The extension of elassical two-valued logie developed 
here is too weak to raise any interesting teehnieal problems at the level 
of sententiallogie, and perhaps too eomplicated at the level of predieate 
logie, for which the problem of eompleteness in terms of meaningful 
logieal eonsequence is central. But the empirieal or methodological de­
fense of the logie is clearo The data of experiments, or the empirieal pre­
dietions of physical theories, are best expressed not by a partieular model 
of the theory but by an appropriate equivalence elass of models. Sen­
tenees or propositions of the theory which do not have an invariant truth 
value (in the two-valued sense) over these equivalence elasses simply do 
not have any elear empirieal meaning. A three-valued logie, with the 
third value being meaninglessness, provides a simple device for segre­
gating these non-invariant propositioos that do not have a definite em­
pirieal eontent, and for ealling attention to the otiose features of any one 
model of a theory. 

III. FAMILIES OF BOOLEAN ALGEBRAS IN QUANTUM MECHANICS 1 

Turning now to the logie of quantum mechanies, I try to develop an ap­
proach that hews somewhat closer to elassical lines than many diseus­
sions. I also frankly admit that many of the proposals made in the lit­
erature are hard for me to fathom from an empirieal or experimental 
standpoint. It is a simple enough matter formally to define orthoeomple­
mented modular lattiees and relate them to the strueture of subspaees 
that arise in quantum mechanies, but exaetly how this logic eorresponds 
to the set of experimental propositioos or events is ordinarily not elab­
orated in any detail. For example, the mueh-cited artiele of Birkhoff and 
von Neumann [36] restriets the eonsideration of the decisive supporting 
experimental eonsequenees of quantum-meehanieal theory to a few lines 
(p. 831). 

My objeetive here is to give a simpler and more elassicallogic for the 
experimental propositions or events. I mean by an experimental event 
an event that may at least in principle be observed by some eonfiguration 
of experimental apparatus. In this sense the Heisenberg uneertainty 
prineiple is not an experimental proposition expressing the observation 
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of a single event, for it is in general not possible to measure simultane­
ously position and momentumo In probabilistic terrns, as I have em­
phasized elsewhere (Suppes [61a]), there is no joint probability distribu­
tion of position and momentumo It is not a matter of measuring position 
and probability with zero varianee. It is rather that there is no possibility 
of measuring them jointly at all, beeause their joint distribution does not 
exist. 

To simplify developments and thereby to avoid a number of technieal 
issues, I shall make the restrictive assumption that all observables may 
be expressed as funetions of position and momentumo Thus for a system 
of n partic1es the probability space is the 6n-dimensional Euc1idean space 
$6n' and I shall represent any point by 6n real numbers (qb ... , q3n' 
P3n+l' ... , P6n), where it is understood that the first 3n eoordinates are the 
position measurements and the last 3n the momentum measurements, 
with ql' q2' q3 the position eoordinates of the first partic1e, P3n+l' P3n+2' 
P3n + 3 its momentum coordinates, etc. A one-dimensional event is just a 
measurable subset of points of $6n restrieted in some one dimension, and 
in general, an event is a measurable cylinder set Cs ~ $6n' where S is the 
set of dimensions of $6n on which Cs is restricted, Le., S ~ {I, ... , 6n}. The 
following theorem about cylinder sets is easily proved. 

THEOREM 3. For any non-empty set R~ {I, ... , 6n}, the eol/eetion of 
measurable eylinder sets Cs sueh that S~R forms a Boolean algebra, 
whieh we designate ~R. 

The following theorem ean be proved on the basis of the standard 
formalism of c1assical quantum mechanies. 
THEOREM 4. Let R be a non-empty subset of {I, ... , 6n}. Then there exists 
a quantum-meehanieal probability distribution on ~ R if and only if there 
is no number m sueh that m and 3n + mare both in R. 

In other words, a distribution exists on ~R whenever no two eoordi­
nates representing eonjugate observables are in R. It is obvious, of eourse, 
that all kinds ofproper distributions exist on any ~R apart from quantum 
mechanies. The restriction of the theorem applies only to those distribu­
tions derived from quantum-meehanical eonsiderations. I say that a 
subset R of {I, ... , 6n} is admissible whenever it satisfies the restrietion 
stated in Theorem 4. Analogous to the definitions of Seetion II, I then 
define a measurable eylinder set CR as (experimentally) meaningful if and 
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only if R is admissible. A collection {Cs} of measurable cylinder sets is 
simultaneously meaningful if and only if there is a subset R of {l, ... , 6n} 
such that for each cylinder set Cs in the collection S ~ Rand R is ad­
missible. 

The departures from classical logic that follow from these definitions 
are evident. For example, the intersection or union of two meaningful 
events is not necessarily meaningful The truth tables given in Theorem 1 
certainly do not hold for this logic of meaningfulness. 

My own view is that the most natural way to look at this situation 
is in terms of a family of logics defined in the following manner. An ad­
missible set R of coordinates is admissibly complete iff it is a proper sub­
set of no admissible seto A Boolean algebra ~R of measurable cylinder 
sets of 8 6n is a maximal, meaningful Boolean algebra iff R is admissibly 
complete. From Theorem 4 it is evident there is no unique maximal 
Boolean algebra. Moreover, the meaningful Boolean algebras do not 
form a lattiee, because two maximaI such algebras, of which there are 
23n in the present setup, do not have a meaningful greatest lower bound 
or meet. On the other hand, it is evident that any two maximal Boolean 
algebras as defined here are isomorphic, although it would be most sur­
prising if for any Hamiltonian the quantum-mechanical probability dis­
tributions on the two algebras were also isomorphic. 

I thus come to the following thesis. 

The logic of the experimental propositions of the quantum mechanics of n 
partides for which all observables are defined in terms of position and 
momentum, is the family iY(86n) of 23n maximal meaningful Boolean al­
gebras ~R and their subalgebras ~s, with S~R. 

At least one of these maximal algebras is always appropriate for the 
logic of a given experiment, and the intersection of all those that are is 
the unique subalgebra of the experiment. 

It may be useful to compare the logic defined here with other proposals 
that have been made. I first mention the three-valued logic of Reichen­
bach [44]. His table for conjunction is the following 

/\ T F I 
T T F I 
F F F F 
I I F I 
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which is Kleene's [52a, p. 334J strong table for conjunction. But Reichen­
bach's three-valued logic is highly misleading, for the structure of ex­
perimental propositions or events proposed by him is not constructed 
so as to be truth-functional in this logic, and the same is true of the 
family ~(86n) of Boolean algebras with 1\ interpreted as intersection. 
The actual structure Reichenbach seems to be after in terms of what can 
and cannot be measured is rather close to what has been suggested in 
this paper. 

By adopting a more complicated set of values, a truth-functional 
scheme for ~(86n) rather similar to the three-valued logic proposed in 
the first part of this paper may be set up. The idea is that the truth values 
are now not simply T, F and jJ., but are ordered pairs (T, R), (F, R) and 
(JJ., R), where R is the set of coordinates of the cylinder set corresponding 
to the proposition in question. To get truth-functionality, we must, as 
in the previous case, pay particular attention to the atomic formulas. 
What I mean is easily illustrated by an example. Let 

A = {x:xE86n & Xl E (0, 1) & X3n+1 E (0, I)}, 
B= {x:xE86n & Xl ~(O, 1) & x3n+1 ~(O, I)}, 

where Xi is the ith coordinate of point X in 8 6n. Then neither A nor B 
is meaningful, but Au Bis, being just 8 6n itself. The disjunction corre­
sponding to Au B is declared meaningless, for the same reasons that a 
similar decision was made about 'X = 1 v x#- l' in the earlier discussion 
of invariance. Holding these remarks in mind, the intuitive basis for the 
following truth tables for negation and conjunction is evident. (I shall 
not formalize an elementary language to make their application precise, 
for it is clear from the earlier discussion how this may be done.) Because 
meaningfulness is preserved under complementation of cylinder sets, 
negation is simple. 

P 

(T, R) 
(F, R) 
(JJ., R) 

iP 
(F, R) 
(T, R) 
(JJ., R) 

In the case of conjunction, two natural cases arise according to whether 
or not the set of coordinates R u S is admissible. 
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Case 1. R u S admissible. Case 2. R u S not admissible. 

/\ (T, S) (F, S) 
(T, R) (T, RuS) (F, RuS) 

(F, R) I (F, RuS)(F, RuS) 

/\ (T, S) (F, S) (Il, S) 
(T, R) 

(F, R) (Il, R u S) for all entries 
(Il, R) 

A theorem like Theorem 1 may be proved for these tables. We obtain 
truth-functionality by widening the usual net of considerations that count 
in determining the truth value of a molecular sentence to indude, not 
the full factual content of the proposition, but the set of coordinates 
relevant to the factual content of its atomic constituents. This indusion 
marks a wider departure from dassical logic than is true of the tables 
of Theorem 1. 

The central point of com paris on with the logic of quantum mechanics 
proposed by Birkhoff and von Neumann [36] has already been men­
tioned. They require that the structure of experimental propositions be 
a lattice, and thus that the conjunction of two meaningful propositions 
in the lattice also be in the lattice, but for reasons already stated this 
requirement seems too strict when one proposition expresses a possible 
result of measuring position and the other of measuring momentumo The 
fact that the dosed linear subspaces of a complex separable Hilbert space 
form such a lattice is not sufficient, in my view, to maintain that it ex­
presses the more restricted logic of experimental propositions, in spite 
of the central importance of this lattice of subspaces in the formulation 
of the theory. 

A generalization of the logic of von Neumann and Birkhoff has been 
given by Varadarajan [62] and also by Mackey [63]. They define a logic 
as an orthocomplemented partially ordered set, which concept is easily 
made explicit. Let A be a non-empty set, let ~ be a binary relation on 
A, let ' be a unary operation on A, and let 0 and 1 be elements of A. Let 
us also define another binary relation and a binary operation on A. Ele­
ments a and b are disjoint (in symbols: a.1b) if and only if a~b'. And, 
if a.1b we define the sum a-f-b in the expected fashion: a-f-b=c if and 
only if a~c, b~c and for every d in A, if a~d and b~d then c~d. In 
terms of these notions we then have: 

DEFINITION 4. A structure sI=<A, ~, ',0, I) is an orthocomplemented 
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partialordering if and only if the following axioms are satisfied for a, b and 
einA: 

1. a::;;a. 
2. If a::;;b and b::;;a then a=b. 
3. If a::;;b and b::;;e then a::;;e. 
4. O::;;a. 
5. a::;; 1. 
6. If a::;;b then b'::;;a'. 
7. (a')' =a. 
8. a-i-a'=1. 
9. If a::;;b then there is a, e in A such that e.la and a-i-e=b. 

10. For any sequenee of pairwise disjoint elements al"'" an' ... of A 
there is a e in A such that for all n, an::;; e and for every d in A, if 
for every n, an::;;d, then e::;;d. 

The purpose of Axiom 10 from the standpoint of probability distribu­
tions on logics is obvious; it guarantees the necessary underlying struc­
ture for a countably additive measure. 

Although an orthocomplemented partial ordering is not a lattice, the 
requirements are stiIl too strict for the collection of experimentaIly 
meaningful events in the family ~(86n) of Boolean algebras. The intended 
interpretation is that A be U ~(86n), ::;; be set inclusion s;; , ' be set com­
plementation, 0 be the empty set and 1 be 8 6n. But this structure does 
not satisfy Axiom 10, because the union of two disjoint meaningful events 
is not itself meaningful. For example, let 

C= {x:xe86n & Xl e (0, 1) & X2e(0, I)}, 

D= {x:xe86n & Xl e(l, 2) & X3n+2e(0, I)}, 

where Xi is the ithe coordinate of point X in 8 6n. Clearly both C and D 
are meaningful, disjoint events, but C u D is not meaningful, and is thus 
not in U ~(86n)' 

The results stated for ~(86n) thus far have been rather negative, but 
there is a positive result related to the work of Kochen-Specker [*J, 
namely, ~(86n) with the appropriate structure is a partial Boolean al­
gebra. Roughly speaking, every partial Boolean algebra may be repre­
sented by a collection of Boolean algebras satisfying certain consistency 
conditions. For detaiis see the article of Kochen-Specker [* J. 
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In this sense the family of Boolean algebras constructed here originally 
from probabilistic considerations provides yet another intuitive argu­
ment for Kochen and Specker's concept of a parti al Boolean algebra. 
However, the issue is not entirely simple. From a probability standpoint 
it is also convenient to have weIl defined the probability of the union of 
any two disjoint events, as in the case of e u D above. No conflict with 
Theorem 4 exists, for the theorem is concerned with the existence of a 
measure on the entire algebra ~R' not with the much narrower question 
of whether or not the event e u D has a probability. In any given experi­
ment, e, C, D or D' may be observed, but, of course, never the complex 
event e u D. For computational purposes we may then in a natural way 
extend the probability measure to these events. 

It is not possible here to study in any detail the relations between the 
orthocomplemented partial orderings and partial Boolean algebras, par­
ticularly the analysis of the similar but differing notions of simultaneously 
measurability, one of which is primitive in the theory of partial Boolean 
algebras, and the other of which is definable in a simple way in the theory 
of orthocomplemented partial orderings. 

Either one of these theories certainly provides a more natural logic 
than that of dassicaI Boolean algebra by itself as a structural foundation 
on which to erect the probabilistic superstructure of quantum mechanics 
because of the difficulties about improper or pseudo-probability distri­
butions that arise in all too direet a fashion in the dassical formulation. 

Stanford University 

NOTE 

1 I am indebted to Dana Scott for several helpful comments on this section. 
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15. THE PROBABILISTIC ARGUMENT FOR 

A NONCLASSICAL LOGIC 

OF QUANTUM MECHANICS· 

J. THE ARGUMENT 

The aim of this paper is simple. I want to state as clearly as possible, 
without a long discursion into technical questions, what I consider to be 
the single most powerful argument for use of a nonelassieal logic in 
quantum mechanies. There is a very large mathematieal and philosophical 
literature on the logic of quantum mechanies, but almost without ex­
ception, this literature provides a very poor intuitive justification for 
considering a nonelassieal logic .in the first place. A elassical example in 
the mathematieal literature is the famous artiele by Birkhoff and von 
Neumann (1936). Although Birkhoff and von Neumann pursue in depth 
development of properties of lattiees and projective geometries that are 
relevant to the logie of quantum mechanies, they devote less than a third 
of a page (p. 831) to the physieal reasons for considering such lattiees. 
Moreover, the few lines they do devote are far from elearo The philosophi­
calliterature is just as bad on this point. One of the better known philo­
sophieal discussions on these matters is that found in the last ehapter of 
Reiehenbach's hook (1944) on the foundations of quantum mechanies. 
Reichenbach offers a three-valued truth-functional logic whieh seems 
to have little relevance to quantum-mechanieal statements of either a 
theoretieal or experimental nature. What Reichenbach partieularly fails 
to show is how the three-valued logic he proposes has any funetional role 
in the theoretieal development of quantum mechanies. It is in fact fairly 
easy to show that the logie he proposes could not possibly be adequate 
for a systematie theoretieal statement of the theory as it is ordinarily 
conceived. The reasons for this will become clear later on in the present 
paper. 

The main premises of the argument I outline in this paper are few in 
number. I state them at this point without detailedjustification in order to 
give the broad outline of the argument the simplest possible form. 

* Reprinted from Philosophy 0/ Scienee 33 (1966), 14-21. 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 341-350 
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PREMISE 1: In physieal or empirieal eontexts involving the applieation of 
probability theory as a mathematieal discipline, the funelional or working 
logie of importanee is the logie of the events or propositions to whieh 
probability is assigned, not the logie of qualitalive or intuitive statements to 
be made about the mathematieally formulated theory. (In the cIassical 
applications ofprobability theory, this logic of events is a Boolean algebra 
of sets; for technical reasons that are unimportant here this Boolean 
algebra is usually assumed to be countably additive, i.e., a a-algebra.) 

PREMISE 2: The algebra of events should satisfy the requirement that a 
probability is assigned to everyevent or element of the algebra. 

PREMISE 3: In the ease of quantum meehanies probabilities may be 
assigned to events such as position in a eertain region or momentum with in 
given limits, but the probability of the eonjunelion of two such events does 
not neeessarily exist. 

CONCLUSION: The funetional or working logie of quantum meehanies is 
not elassical. 

From a scientific standpoint the concIusion from the premises is weak. 
All that is asserted is that the functional logic of quantum mechanics is 
not cIassical, which means that the algebra of events is not a Boolean 
algebra. Nothing is said about what the logic of quantum mechanics is. 
That question will be considered shortly. First I want to make certain 
that the support for the premises stated is cIear, as weIl as the argument 
leading from the premises to the concIusion. 

Concerning the first premise, the arguments in support of it are several. 
A source of considerable confusion in the discussion of the logic of 
quantum mechanics has been characterization of the cIass of statements 
whose logic is being discussed. On the one hand we are presented with the 
phenomenon that quantum mechahics is a branch of physics that uses 
highly developed mathematical tooIs, and on the other hand, discussions 
of logic deal with the foundations of mathematics itself. It is usually 
difficult to see the relation between characterization of the sentential 
connectives that seem appropriate for a new logic and the many mathe­
matieal concept s of an advanced character that must be ava il abI e for 
actual work in quantum mechanies. The problem has often been posed as 
how can one consider changing the logic of quantum mechanics when the 
mathematics used in quantum mechanics depends in such a thorough 
fashion on cIassicallogic. The point of this first premise is to narrow and 
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sharpen the focus of the discussion of the logic of an empirical science. 
As in the case of quantum mechanies, we shall take it for granted that 
probability theory is involved in the mathematical statement of the 
theory. In every such case a logic of events is required as an underpinning 
for the probability theory. The structure of the algebra of events expresses 
in an exact way the logical structure of the theory itself. 

Concerning the second premise the arguments for insisting that a 
probability may be assigned to everyevent in the algeQra is already a part 
of dassical probability theory. It is only for this reason that one considers 
an algebra, or u-algebra, of sets as the basis for dassical probability 
theory. If it were permitted to have events to which probabilities could 
not be attached, the n we could always take as the appropriate algebra the 
set of all subsets of the basic sample space. The doctrine that the algebra 
of events must have the property asserted in the second premise is too 
deeply embedded in dassical probability theory to need additional 
argument here. One may say that the whole point of making explicit the 
algebra of events is just to make explicit those sets to which probabilities 
may indeed be assigned. It would make no sense to have an algebra of 
events that was not the entire family of subsets of the given sample space 
and yet not be abI e to assign a probability to each event in the algebra. 

Concerning the third premise it is straightforward to show that the 
algebra of events in quantum mechanics cannot be dosed under con­
junction or intersection of events. The event of a partide's bei ng in a 
certain region of space is weIl defined in all treatments of dassical 
quantum mechanies. The same is true of the event of the partide's 
momentum's being in a eertain region as weIl. If the algebra of events 
were a Boolean algebra we could then ask at once for the probability of 
the event eonsisting of the conjunetion of the first two, that is, the event 
of the partide's being in a eertain region at a given time t and also having 
its momentum lying in a eertain interval at the same time t. What may be 
shown is that the probability of such a joint event does not exist in the 
dassical theory. The argument goes baek to Wigner (1932), and I have 
tried to make it in as simple and direet a fashion as possible in Suppes 
(1961 b).lt The detailed argument shall not be repeated here.lts main line 
of development is completely straightforward. In the standard formalism, 
we may eompute the expectation of an operator when the quantum­
mechanieal system is in a given state. In the present case the operator we 
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choose is the usuaI one for obtaining the characteristic function of a 
probabiIity distribution of two variabIes. Having obtained the charac­
teristic function we then invert it by the usuaI Fourier methods. Inversion 
shouId yieId the density corresponding to the joint probability distri­
bution of position and momentumo It turns out that for most states of 
any quantum-mechanicaI system the resulting density function is not the 
density function of any genuine joint probability distribution. We 
conelude that in general the joint distribution of two random variables 
!ike position and momentum does not exist in quantum mechanics and, 
consequently, we cannot talk about the conjunction of two events defined 
in terms of these two random variabies. From the standpoint of the logic 
of science, the fundamentaI character of this result is at a much deeper 
level than the uncertainty principle itself, for there is nothing in the 
uncertainty principle as ordinarily formulated that runs counter to 
elassical probability theory. 

The inference from the three premises to the conclusion is straight­
forward enough hardly to need comment. From premise (1) we inferthat 
the functional logic of events is the formai algebra of events on which a 
probability measure is defined. According to premise (2) everyelement, 
i.e., event, of the algebra must be assigned a probability. According to 
premise (3) the algebra of events in quantum mechanics cannot be elosed 
under the conjunction of events and satisfy premise (2). Hence the algebra 
of events in quantum mechanics is not a Boolean algebra, because every 
Boolean algebra is elosed under conjunction. Whence according to 
premise (1) the functionallogic of quantum mechanics is not a Boolean 
algebra and thus is not classical. 

II. THE LOGIC 

Although the concIusion of the argument was just the negative statement 
that the logic of quantum mechanics is not cIassical, a great deal more 
can be said on the positive side about the sort of logic that does seem 
appropriate. To begin with it wiII be useful to record the famiIiar def­
inition of an algebra, and u-algebra, of sets. 

DEFINITION 1: Let X be a nonempty seto :F is a classical algebra of sets 
on X if and only if :F is a nonempty family of subsets of X and for every 
A and B in:F: 
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1. ",AE§. 

2. AuBE§. 

Moreover, if § is dosed under countable unions, that is, if for Al' A2 , ••• , 

An,···E§, 

oo 

U AiE§, 
i= I 

then § is a dassical u-algebra on X. 
It is then standard to use the concepts of Definition 1 in defining the 

concept of a classical probability space. In this definition we assume that 
the set-theoretical structure of X, § and P is familiar; in particular, that 
X is a nonempty set, § a family of subsets of X and P a real-valu ed 
function defined on §. 

DEFINITION 2: A structure !![ = (X, §, P> is a finitely addilive dassical 
probability space if and only if for every A and B in §: 

Pl. § is a dassical algebra of sets on X; 
P2. P(A)~O; 
P3. P(X)= 1; 
P4. Jj AIIB=O, then P(A uB)=P(A)+P(B). 

Moreover, !![ is a dassical probability space (without restriction to 
finite additivity) if the following two axioms are also satisfied: 

P5. § is a u-algebra of sets on !![; 
P6. Jj Al' A 2 , • •• , is a sequence ofpairwise incompatible events in §, i.e., 

AillAj=Ofor i=f.j, then 

In modifying the classical structures characterized in Definitions 1 and 
2 to account for the truculent "facts" of quantum mechanics, there are a 
few reiatively arbitrary choice points. One of them needs to be described 
in order to explain an aspect of the structures soon to be defined. I 
pointed out earlier that the joint probability of two events does not 
necessarily exist in quantum mechanics. A more particular question 
concerns the joint prohahility of two disjoint events. In this case there is 
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no possibility of observing both of them, since the very structure of the 
algebra of events rules this out. On the other hand, it is theoretically 
convenient to inelude the union of two such events in the algebra of sets, 
or a denumerable sequence of pairwise disjoint events, in the case of a 
u-algebra. This liberaI attitude toward the concept of event has been 
adopted here, but it should be noted that it would be possible to take a 
stricter attitude without affecting the concept of an observable in any 
important way. (This stricter attitude is taken by Kochen and Specker, 
1965, but they also deliberately exelude all probability questions in their 
consideration of the logic of quantum mechanies.) 

So the logic of quantum mechanics developed here permits the union of 
disjoint events apart from any question of noncommuting random 
variabIes' being involved in their definition. A more detailed discussion 
of this point may be found in Suppes (1965b). Roughly speaking, the 
definitions that follow express the idea that the probability distribution of 
a single quantum-mechanical random variable is elassical, and the 
deviations arise only when several random variables or different kinds 
of events are considered. 

The approach embodied in Definition 3 follows Varadarajan (1962); it 
differs in that Varadarajan does not consider an algebra of sets, but only 
the abstract algebra. 

DEFINITION 3: Let X be a nonempty seto .?F is a quantum-mechanical 
algebra of sets on X if and only if .?F is a nonempty family of subsets of X 
and for every A and B in .?F: 

1. ~AE.?F; 

2. If AnB=O then AuBE.?F. 

Moreover, if .?F is dosed under countable unions of pairwise disjoint sets, 
that is, if Al' A 2 , ••• is a sequence of elements of .?F such that for i#- j, 
AjnAj=O 

U AjE.?F, 
j= I 

then .?F is a quantum-mechanical u-algebra of sets. 
The followingelementary theorem is trivial. 
THEOREM 1: If.?F is a dassical algebra (or u-algebra) of sets on X then 

.?F is also a quantum-mechanical algebra (or u-algebra) of sets on X. 
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The significance of Theorem 1 is apparent. It shows that the concept of 
a quantum-mechanical algebra of sets is a strictly weaker concept than that 
of a classical algebra of sets. This is not surprising in view of the break­
down of joint probability distributions in quantum mechanies. We 
eannot expect to say as much, and the underlying logieal structure of our 
probability spaces refiects this restriction. 

It is hardly neeessary to repeat the definition of probability spaees, 
because the only thing that changes is the condition on the algebra $', 

but in the interest of eompleteness and explicitness it shall be given. 
DEFINITION 4: A structure!!t = (X, $', P) is afinitely additive quantum-

mechanieal probability space if and only if for every A and B in $': 

Pl. $' is a quantum-mechanical algebra of sets on X; 
P2. P(A)~O; 
P3. P(X)=l; 
P4. Jj ArlB=O, thenP(AuB)=P(A)+P(B). 

Moreover, X is a quantum-mechanical probability space (without 
restriction to finite additivity) if the following two axioms are also satisfied: 

P5. $' is a quantum-mechanical u-algebra of sets on X; 
P6. If Al' A 2 , ... , is a sequence of pairwise incompatible events in $', 

i.e., Ai rl A j =0 for i = j, then 

It is evident from the close simiIarity between Definitions 2 and 4 that we 
have as an immediate consequence of Theorem 1 the following resuit: 

THEOREM 2: Every classieal probability space is also a quantum­
mechanieal probability space. 

It goes without saying that in the ease of both of these theorems it is 
easy to give counterexamples to show that their converses do not hold. 

Quantum-mechanical probability spaces ean be used as the basis for an 
axiomatie development of classical quantum mechanics, but the re­
striction to algebras of sets in order to stress the analogy to classical 
probability spaees is too severe. The spaees defined are adequate for 
developing the theory of all observables that may be defined in terms of 
position and momentum, but not for the more general theory. The 
fundamental charaeteristie of the general theory is that not every quantum-
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mechanieal algebra may be embedded in a Boolean algebra, and thus is 
not isomorphic to a quantum-mechanical algebra of sets, because every 
such algebra of sets is obviously embeddable in the Boolean algebra of 
the set of all subsets of X. 

It is thus natural to consider the abstract analogue of Definition 3 and 
define the general concept of a quantum-mechanical algebra. (The 
axioms given here simplify those in Suppes, 1965b, which are in turn 
based on Varadarajan, 1962.) Let A be a non-empty set, corresponding to 
the family .fF of Definition 2, let ~ be a binary relation on A - the relation 
~ is the abstract analogue of set inc1usion, let I be a unary operation 
on A - the operation I is the abstract analogue of set complementation, 
and let 1 be an element of A - the element 1 is the abstract analogue of the 
sample space X. We then have: 

DEFINITION 5: A structure ~=<A, ~, I, I) is a quantum-mechanical 
algebra if and only if the Jollowing axioms are satisfied Jor every a, b and 
c in A: 

1. a~a; 
2. If a~b and b~a then a=b; 
3. If a~b and b~c then a~c; 
4. Ifa~b then b'~a'; 
5. (al)1 = a,' 

6. a~l; 
7. If a~b and al ~b then b= 1; 
8. Ifa~bl then there is a cin A such that a~c, b~c, andJor all d in A if 

a~d and b~d then c~d; 
9. If a~b then there is a c in A such that c~al, c~b andJor every d in A 

if a~d and c~d then b~d. 

The only axioms of any complexity are the last three. If the operation of 
addition for disjoint elements were given the three axioms would be 
formulated as follows: 

7l a+al:::l,' 
8l a+b is in A; 
9l If a~b then there is a c in A such that a+c=b. 

The difficulty with the operation of addition is that we do not want it to 
be defined except for disjoint elements, i.e., elements a and b of A such 
that a5,b l • 
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It should also be apparent that we obtain a a-algebra by adding to the 
axioms of Definition 5 the condition that for any sequence of pairwise 
disjoint elements al' a2' ... , an> ... of A there is a e in A such that for all 
n, all ~ e and for every d in A, if for every n, an ~ d, then e ~ d. 

Although it may be apparent, in the interest of explicitness, it is 
desirable to prove the following theorem. 

THEOREM 3: Every quantum-meehanieal algebra of sets is a quantum­
mechanieal algebra in the sense of Definition 5. 

Proof' Let .?F be a quantum-mechanical algebra of sets on X. The 
relation ~ of Definition 5 is interpreted as set inclusion ~, and Axioms 
1-3 immediately hold. The complementation is interpreted as set com­
plementation with respeet to X, and Axioms 4 and 5 hold in this inter­
pretation. The Unit I is interpreted as the set X, and Axiom 6 holds 
because for any A in .?F, A ~ X. In the case of Axiom 7 it is evident from 
elementary set theory that if A ~ B and - A ~ B, then AU- A ~ B, whence 
X~B, but B~X, and so B=X. Regarding Axiom 8, if A~ -B then 
An B = 0, so Au Be.?F by virtue of the second axiom for algebras of sets, 
and we may take e = A u B to satisfy the existential requirement of the 
axiom, because A~AuB, B~AuB, and if A~D and B~D then 
A uB~D. Finally, as to Axiom 9, if A~Bthen we first want to show that 
B - A e.?F. By hypothesis A, Be.?F, whence - Be.?F, and since A ~ B, 
An-B=O and thus Au- Be.?F, but then because .?F is closed under 
complementation, -(Au - B)= - A nB=B-Ae.?F,as desired. It is 
easily checked, in order to verify Axiom 9 that because A ~ B, we have 
B-A~ -A, B-A~B and for every set D in.?F, if A~D and B-A~D 
then B~D, since Au(B-A)~D and Au(B-A)=B. Thus B-A is the 
desired e, which completes the proof. 

To obtain a sentential caleulus for quantum-mechanical algebras, we 
define the notion of validity in the standard way. More particularly, in 
the calculus implication --+ corresponds to the relation ~ and negation -, 
to the complementation operation '. We say that a sentential formula is 
quantum-mechanically valid if it is satisfied in all quantum-mechanical 
algebras, i.e., if under the expected interpretation the formula designates 
the element I of the algebra. The set of such valid sentential formulas 
characterizes the sentential logic of quantum mechanies. The axiomatic 
structure of this logic will be investigated in a subsequent paper. 
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I conelude with a brief remark about Reichenbach's three-valued logic. 
It is easy to show that the quantum-mechanicallogic defined here is not 

truth-functional in his three values (for more details see Suppes, 1965b). 
It seem s elear to me that his three-valued logic has little if anything to do 
with the underIying logic required for quantum-mechanical probability 
space s, and I have tried to show why the logic of quantum-mechanical 
probability is the logic of quantum mechanies. What I have not been able 
to do within the confines of this paper is to make elear precisely why the 
algebras characterized in Definition 5 are exactly appropriate to express 
the logic of quantum-mechanical probability. The argument in support of 
this choice is necessarily rather long and technica!. A fairIy good case is 
made out in detail in Varadarajan (1962). 

However, apart from giving a mathematically complete argument for 
Definition 5, it may be seen that quantum-mechanical algebras have 
many intuitive properties in common with Boolean or elassical algebras. 
The relation ofimplication or inelusion has most of its ordinary properties, 
the algebras are elosed under negation, and the elassical law of double 
negatian holds. What is lacking are just the properties of elosure under 
union and intersection - or disjunction and conjunction - that would 
cause difficulties for nonexistent joint probability distributions. 

NOT E 

It Artic1e 13 in this volume. 
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FOUNDATIONS OF QUANTUM MECHANICS· 

1. INTRODUCTION AND SUMMAR Y 

When [in 1905) the c-theory [Speeial Theory of Relativity) was born, 
both the mathematieal formalism and its physieal interpretation were 
established simultaneously; mere ly some questions of physieallogie and 
axiomaties remained to be elarified. The story is quite different in the ease 
of h-theory. To start with, two apparently quite different mathematieal 
theories emerged, known as 'wave mechanies' (Sehroedinger) and 'matrix 
mechanies' (Heisenberg-Born-Jordan), respeetively. The underlying 
physieal eoneeptions and, henee, the first physieal interpretations were 
entirely different: Sehroedinger believed he had redueed the quantum 
phenomena to a classieal eigenvalue problem of the sort known from 
the theory of oseillations while Heisenberg-Born-Jordan understood 
their theory as a fundamental generalization of classieal meehanies 
satisfying Bohr's prineiple of eorrespondenee. The progress aehieved 
in the following time eonsisted of three main steps. 

First, after Sehroedinger had shown howone of the two mathematieal 
theories eould be translated into the other, von Neumann showed that 
the two mathematieal formalisms were isomorphic, to wit, different 
realizations [modeJs2) of the axiomatieally defined [abstraet) Hilbert 
space. To the Schroedinger function t/J(q) corresponds a line or eolumn 
Va of an infinite quadratie unitary matrix [and vice versa) and to the 
[normalisation) condition 

corresponds the equation 

L V: Va = 1. 
a 

Both t/J(q) and Va are normalized veetors in Hilbert space. At the same 
time it became clear that the difference between the two versions of the 

c. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 351-363 
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theory resides merely in the fact that different systems of coordinates in 
Hilbert space are used as preferential systems. The study of these ques­
tions led to the so-calIed quantum mechanieal transformation theory 
(Jordan-Wigner, Dirac), which is an exact counteqJart to the kinematical 
transformation theory of c-mechanics. While the kinematical trans­
formations [so-caIled Lorentz transformations] of c-theory mean the 
transition from one space-time frame of reference to another one 
[within a so-calIed uniform motion equivalence], the unitary transforma­
tions of quantum theory represent the 'transition' between different 
measuring arrangements [or rather: different external conditions suit­
able] for measuring noncommensurable quantities represented by [non­
commutingl Hermitean operators in Hilbert space. While it was cIear 
from the beginning that the eigenvalues of such an operator represent the 
possible values of the quantity coneemed, the physical meaning of 
these unitary transformations (rotations in Hilbert space) remained a 
question to be cIarified. 

A first answer [in the right direction] was the statistical interpretation 
given by M. Born. Its general formulation is as follows. Let 

U1: = f (1/11)* 1/1: dq = (a I b> (1) 

BORN SCHROEDINGER DIRAC 

be the [e1ements of] the matrix ofunitary transformation from the system 
of eigenvectors of A with eigenvalues a to the system of eigenvectors of 
B with eigenvalues b; then: 

IU1bBI2 = I(a I b>1 2 (2) 

is the [value of the] probability that the quantity [represented by] B has 
the valueb, if[and when] [the quantity represented by] Ahas the value a. 
According to this interpretation quantum mechanics would be a statisti­
eal theory in the classical meaning of this word; its statements would 
refer in principle to statistical ensembles of like systems only [but not to 
single systems and elementary processes]. 

The third [and final] step consisted in replacing the statistical by the 
probabilistic [stochastic] interpretation. According to this interpreta­
tion, the words 

'has the value b' 
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in the above formulation have to be replaced by 

'takes the value b when an interaction [of the given system 
with external conditions] comes into play that corresponds 
to a measurement of [the quantity represented by] B'. 

Thereby, the quantum mechanieal probabilities refer to transitions and 
not to statistical distributions. 

It is now clear how the logical reconstruction of the theory has to pro­
ceed. Just as in e-theory the concept of [constant] veloeity has to be 
analysed and axiomatised, so here the concept of [transition] prob­
ability has to be analysed and axiomatised. Just as the Lorentz trans­
formation appeared as [true irreducible] representation [in x-y-z-t-space] 
of the [abstract] velocity group, the transforrnation theory of quantum 
mechanics will appear as a representation [or model2] of the axiomatic 
[abstract] theory of [transition] probabilities. On this basis the quantum 
mechanieal 'law of motion' is obtained in a way analogous to the way 
in which e-dynamics is obtained [on the basis of e-kinematics]: instead 
of Lorentz invariance we have to demand here invariance under the 
group of unitary transformations, and instead of the limit relation for 
e ..... oo we have to demand here an analogous relation for h ..... O. 

As all other analogies, that between the two transformation theories 
is al so incomplete: while the [invariant] quantity e appears al ready in 
the transformation equations, the [invariant] quantity h only appears 
in the next step which introduces dynamical quantities. This is of funda­
mental importance for the logical structure of the theory and its proper 
understanding. It implies that the transition h ..... O cannot be carried 
out for the underiying mathematical formalism (Hilbert space). [Physi­
cally,] this has to do with the probabilistic [stochastic] character of 
h-theory: In the limit h ..... O all operators will commute (become c­
numbers, in Dirac' terminology) and consequently all transition pro­
babilities will cease to exist. Thus classical mechanics appears far more 
coneeptually degenerate from the standpoint of h-mechanics than it 
does from the standpoint of e-meehanies. This state of affairs is most 
cleariy expressed in terms of formallogic: h-mechanics is based not only 
on a different mathematical formalism but also on a different predicate 
logic (complementarity logic); only the latter, but not the mathematical 
formalism, is a proper generalisation of classieal theory. 
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2. STA TISTleAL PROBABILITY 

The elassicaI (statisticaI) concept of probabiIity may be defined as that 
concept which occurs in statements of the following form: 

The probabiIity that a subject with property El aIso has the 
property E2 is equaI to p. 

For this we write 

(1) 

If we take casting dice as an example, 'El' would be the predicate 
'properly east' and 'E2 ' would stand for 'lying on the tabIe with a six, 
say, on the top face'. Now predicates may be negated and [if of the same 
syntacto-semantic type] combined by 'and' (,,) and 'or' (v) [to give 
new predicates of the same type]. The rules of the elassicaI caleuIus of 
predicates or elasses appIy. Thus, the arguments of the elassical prob­
ability functor 'Probl' are elements of a Boolean algebra (al so called 
distributive orthoeomplemented lattiee). The axioms of elassical prob 
theory are conditions for the function Probl [the rules of BooIean algebra 
being taken for granted]. These axioms are chosen such that they permit 
the interpretation oJ probl as relalive Jrequeney; in this interpretation the 
axioms are tautologically satisfied or become mathematical identities. 

The frequency [statistical] interpretation has the form 

f (El" E2 ) 
probl (El; E2 ) = () ; 

f El 
(2) 

it reduces the two-place function probl to the one-place function f 
J(E) is the number of objects with the property E. From this meaning of 
'f' and the meaning of ' v' it follows that 

(3) 

Any function satisfying this functional equation is called an additive 
Junetion over a Boolean algebra. 

It is easy to prove that (2) together with (3) is equivalent to the axioms 
of the elassical theory of probability as formuIated, e.g., by H. Reichen­
bach in 1932. In this proof the meaning of J does not play any role. Thus, 
from the mathematicaI point of view the statisticaI theory of probability 
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is identical with the theory of additive funetions over a Boolean algebra. 
This fundamental result is due to Kolmogoroff (1933). In his work a 

set system (consisting of all subsets of a given set) is used as model2 of 
the Boolean algebra. In contrast to this we maintain the view that the 
arguments of probl andfare predicates: only this view can be taken over, 
in a generalized form, into quantum mechanies. 

3. REACTIVE PROPERTIES-COMPLEMENTARITY LOGIC 

As shown above, the dassieal (statistical) theory of probability rests 
on the dassieal calculus of predicates. Hence it presupposes that the 
logieal conjunction 'EI 1\ E2' is meaningful if 'EI' and 'E2' are meaning­
fuI. This presupposition need not however be satisfied for predieates 
representing reactive ['dispositional'] properties. Such predicates will 
be represented in the following by 'X', 'Y', 'Z'. 

A typical predicate of this kind is 'soluable in water'. As this example 
shows, such predicates cannot be defined explicitly; they admit of only 
a partial definition of the form 

(I) 

(in the example: El = is in water, E2 = is dissolving in water). 
If a second predicate of this kind (say: 'soluable in alcohol') with the 

definition 
E3 1\ Y == E4 

is considered, the conjunction 'X 1\ Y' is merely defined by 

(El 1\ E3 ) 1\ (E 1\ Y) == E2 1\ E4 • 

(2) 

(3) 

Now it may happen that the properties El and E3 , and the properties 
E2 and E4 , exdude one another so that 

(4) 

where '0' stands for the contradiction. In this case (3) is identically satis­
fied, i.e., X 1\ Y remains completely undefined [and hence possibly wit­
hout meaning] I. Thus, dassieal logic contains the inherent possibility 
of an nulli ng itself. 

It is precisely this possibility that has become a reality in quantum 
mechanies. 
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Following N. Bohr, predicates the logieal eonjunetion of whieh is un­
defined and henee without meaning will be ealled complementary (to 
eaeh other) (in the striet sense). The corresponding properties will also be 
called eomplementary (to each other) or incommensurable. 

In view of the logical identity 

XvY=X"y 
it follows that for eomplementary predicates the disjunetion is likewise 
undefined. 

From the definition given above it follows that complementarity is an 
irreflexive symmetrical relation between predicates while nothing follows 
concerning the question of its being transitive or intransitive. 

Since expressions without meaning should not oeeur in scientifie 
language, the formation of compound predicates out of complementary 
predicates is to be forbidden by a syntactical rule. It then follows: 
complementary predicates are inconnectible. Inconnectibility thus appears 
as the syntactic formulation of complementarity. The sentential and 
predicate ealeulus resulting from the admission of inconnectible pre­
dieates [or rather from restricted connectibility] is ealled complementarity 
logic. 

In eomplementarity logic the universal connectibility of predicates 
and sentences is abolished. Hence its algebraic structure is no longer that 
of a Boolean algebra. However, since the relation of complementarity 
is not [by definition] transitive, complementarity logic in general admits 
connectible predieates. Hence its algebraie structure is called partial 
Boolean. 

4. THEOR Y OF PROBABILITY ON THE BASIS 

OF COMPLEMENTARITY LOGIC 

Logical conneetibility is replaeed in quantum mechanics by transition 
probability. If X and Yare complementary properties there always exists 
a number p such that 

prob2 (X; Y) = p. (I) 

The question now arising is this: what caleulus applies to the transition 
probability prob2 ? 

The answer is not diffieult to find: we must have a prob ealeulus on the 
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basis of eomplementarity logie, i.e., the arguments of prob2 belong to a 
partial Boolean algebra. As far as these arguments are eonneetible the 
rules of the ordinary ealculus of probability must apply. This leads 
to the result: the rules of the dassical theory of probability stiil hold pro­
vided the arguments (pridicates) exist. 

The problem is thus reduced to that of finding a mathematical model2 

of complementarity logic. The solution found by quantum meehanics may 
be stated in generalized form as follows: every predicate of complement­
arity logic is represented mathemaiically by a projection operator in a 
linear vector space. The conneetives for predieates and operators, re­
spectively, are correlated as follows: 

X-Px 
X A Y - PXP y (a) 

X v Y - P x + P y - p x P y (b) 

X-I - Px (e) 

(2) 

With this scheme a mathematical eri/erion of complementarity is 
found: two predicates are complementary iff the projection operators 
representing them do not commute. Indeed, if two projeetion operators do 
not commute their product is no longer a projection operator and 
henee a corresponding [compound] predieate does not exist. 

The remaining problem is that of finding the general solution of the 
functional equations for prob2 in terms of projection operators. Obvious­
ly, the solution must again have the form 

S (PXP y ) 
prob2 (X; Y) = ( 

S Px) 

where S is a real-valued additive function: 

S(Px + Py) = S(Px) + S (Py) . 

(3) 

(4) 

The only function satisfying this condition is the trace (Tr), whieh may 
be defined as the sum of the eigenvalues of the argument operator. 

Henee the complete solution of our problem is given in general form 
by the equation 

(5) 
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This is the formula replacing Kolmogoroff's formula (2). At the same 
time it is the fundamental formula of quantum mechanies. 

The space in which the projection operators are defined is the 
representation space of eomplementarity logie. As long as nothing else is 
known, number of dimensions and metric of the representation space are 
arbitrary, i.e., all vector spaces have equal rights to be considered. 
However, if (5) is taken into account it is easy to show that unitary (and 
not real) metric has to be chosen, i.e., the vectors of the representation 
space have to be eomplex quantities. Indeed, if the representation space 
were a real vector space, (5) would yield a real number for non-existing 
probabilities! The use of eomplex-valued functions (vectors in a Hilbert 
space with unitary metric) is thus not a mathematical trick that could 
in principle be avoided, as in [many parts of] classical physics, but 
an essential characteristic of the theory, to wit: a neeessary eondition for 
obtaining meaningless answers to meaningless questions. 

Formula (5) covers two essentially different cases. If X and Y are 
eomplementary so that PX and Py do not commute prob2 (X; Y) is a 
transition probability which may take any real value between 0 and 1. 
If PX and P y commute and hence X and Yare eommensurable or non­
complementary prob2 (X; Y) is a relalive jrequency that takes only 
rational values between 0 and 1. 

If these relative frequencies are written as fractions numerator and 
denominator are to be interpreted either as statistieal weights of de­
generated states or else as the frequency of a non-degenerate state in a 
certain mixture [non-uniform ensemble = ensemble of like systems in 
different states]. 

If only non-degenerate states ('pure cases') are considered, we have 

(6) 

and 

(7) 

where t/J x' t/J y are the state veetors. If the latter are normalized, expression 
(6) takes the value 1 and (5) takes the familiar form 

prob2 (X; Y) = /(t/Jy, t/JxW. (8) 

The mathematical expressions on the right-hand sides of (5)-(8) are 
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invariants under the group oJ unitary transJormations and hence in­
dependent of the choice of the orthonormalized system of reference in 
Hilbert space. Different choices correspond to what are called different 
representations of the theory. The representation in which the position 
operator is diagonal, i.e., in which the eigenvectors of this operator are 
chosen as system of reference, is called the Schroedinger representation. 
In the p-representation often used by Dirac the momentum operator is 
diagonal, and in the Heisenberg representation the energy operator is 
diagonal. A further representation [used in perturbation theory] is the 
interaction representation in which the interaction energy is diagonal. 
The choice of a representation, just as the choice of a coordinate system 
in ordinary space, may be of practical importance for computations but 
has no fundamental import: by a unitary transformation any representa­
tion can be obtained from any other one. 

5. THE QUANTUM MECHANICAl CONCEPT 

OF 'PHYSICAl QUANTITY' AND ITS RElATION 

TO QUANTUM MECHANICAl PROPERTIES (MODES OF REACTION) 

Historically, the concept of a quantum mechanieal quantity or 'ob­
servable' resulted from a reinterpretation of the classical concept in the 
spirit of the correspondence principle. In classical mechanics the state 
of a system withJdegrees offreedom is fixed by the values of2Jvariables, 
to wit: J general coordinates qi and J canonically conjugated momenta 
Pi(i = I, .. . ,j). Hence any continuous function of the qi, Pi is taken to 
represent a physical quantity. In quantum mechanics the variables qi, Pi 
are replaced by operators Qi and Pi satisfying the commutation rules 

[Pi, Qk] = dr PiQk - QkPi = ± J=lli c5 ik · (1) 

Hence only such operator-valued funetions of the Qi, Pi could be ad­
mitted as physical quantities that possess a real-valued eigenvalue 
spectrum. In the language of [meta]mathematics such quantities are called 
hypermaximal Hermitean operators (J. von Neumann). They are 
characterized by the fact that they admit of a representation in the form 

+00 

A = f a dEA(a) (2) 
-oo 
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where the integral is a Stieltjes integral and where the operator-valued 
function EA (a) is the so-called resolution of unity belonging to the 
operator A. Now these EA(a) are a one-parameter family of commuting 
projection operators with the properties 

EA ( - oo) = 0, EA (+ oo) = I 
EA (ad EA (a2) = EA (a,) if al ~ a2 . 

(3) 

(Where the function EA (a) is discontinuous we have discrete eigenvalues 
of A, where it is continuously increasing we have the continuous part of 
the eigenvalue spectrum of A.) 

Thus, historically the proj eet i on operators entered quantum mechanics 
in aroundabout way via the concept of quantum mechanieal quantity and 
its mathematieal analysis. 

In a rational reeonstruetion of the theory this way is to be reversed. 
We know already that properties of quantum mechanieal systems are 
reaetive properties, to be represented mathematieally by projeetion 
operators. Henee, equation (2) is to be considered as the dejinition 
of the quantum mechanical concept of physical quantity: any resolution of 
unity E(a) dejines, according 10 (2), a quantum mechanical quanlity. This 
definition is completely independent of all eorrespondenee eonsiderations 
and thus does not borrow anything from classieal mechanies. 

A eorrespondenee to classieal meehanies is only established by the 
following jirsl axiom of correspondence: if, for a system with f degrees 
of freedom, we have 2f operators P j , Qj satisfying (I) these operators 
eorrespond to the general coordinates and momenta of classieal 
mechanies. 

A question that suggests itself in this eonneetion is this: is there a clas­
sieal quantity, i.e., a eontinuous funetion of the qj, pj, to eyery quan­
tum mechanieal quantity, i.e., to every resolution ofunity? This question 
eannot be answered for sure at present. However, it ean be shown 
mathematieally and emerges most cleariy from the quantum mechanieal 
theory of diffraetion that there is a continuum of quantum mechanieal 
quantities between P and Q, all with a eontinuous eigenvalue speetrum. 

The eonneetion between quantum mechanieal quantities and quantum 
mechanieal properties is as follows. Let EA (a) be any resolution of unity 
defining a quantum mechanieal quantity A aeeording to (2). Then: the 
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projection operator 

EA (al, az] dr EA (a z) - EA (ad (al < az) 

represents the following property: in case of a 'measurement of A' the 
quantity Atakes a value from the interval (al' azl. A 'measurement of A' 
is, by definition, any external action that forces the system considered 
to jump into one of the eigenstates of A. 

6. THE DYNAMICAL LAW OF h-MECHANICS~BOHR'S 

RELATION OF INDETERMINACY 

The dynamical law of h-mechanics determines the time dependence of 
the transition probabilities. It is a generalization of (3.5) and reads 

( . .) _ Tr pxS(tr I PyS(t) 
probz X, Y, t - . 

TrPx 
(1) 

Here, S (t) is the unitary transformation operator 

S(t) = exp G Ht). H = Hamilton operator. (2) 

Mathematically, (1) may be interpretated in two [different but equi­
valent] ways, known as Heisenberg piclure and Schroedinger piclure, 
respectively. The Heisenberg picture rests on the mathematical identity 

PU- lyU = V-I PyV 

for any unitary operator U. In view of this we have 

S(/r l PyS (I) = Py(!) 

with 

Y(/) = S(tr l Y S(t). 

(3) 

(4) 

Thus, in the Heisenberg picture the time dependence of the transition 
probabilities is attributed to a time dependence of the 'observables' [or 
rather: the reactive properties] while the state vector, here represented 
by the projection operator PX , is considered time independent. 

In the Schroedinger picture it is just the other way round. Since the 
trace is invariant under a unitary transformation of its argument we can 
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write (I) in the form 

Tr S (t) PxS (tt 1 Py 
prob2 (X; Y; t) = () ()-1 TrS t PxS t 

(1 ') 

The projeetion operator 

Px (t) = dr S (t) PxS (t) - 1 (5) 

eorresponds to the time-dependent state veetor 

'" (t) = S (t) t/I (0) = exp G Ht) t/I (0) (6) 

whieh is the formai solution of the SCHROEDINGER equation 

i a 
- Ht/I = - "'. li at (6') 

Equation (2) or (6') may be ealled the second correspondence axiom. 
Together with (I) it says that the time dependenee is uniqueiy determined 
by the Hamilton funetion, just as in classical mechanies. It should, how­
ever, be noted that (I) demands merely the existenee of a time dependent 
unitary transformation and not the existenee of a Hamiltonian. This has 
proved of great importanee for the further development of quantum 
theory: The modem theory (S-matrix theory, dispersion theory) works 
only with a unitary S-operator whieh exists also in cases where a 
Hamiltonian H may not exist. It is eertainly a further advantage of 
the present reeonstruetion of quantum theory that it gives logieal priority 
to the S-operator over the Hamilton operator. 

In the above equations the time variable t appears as a seemingly 
classical (non-quantized) quantity, in eontrast to the eoordinates [and 
all other quantities]. However, [the Sehroedinger equation] (6') ean be 
considered as a formai solution or representation of the operator 
equation 

H T - TH = - li/i (7) 

for energy and time, [eorresponding to (5.1 )]. In line with this we have 
an indeterminaey relation 

(8) 
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between energy and time. However, [as time is not a state variable in 
either classical or quantum mechanies] the physical interpretation of (8) 
is somewhat different from that of the Heisenberg relation 

,1p ,1q ~ li 

[which of course follows from the probabilistie interpretation of the 
general formalism). Aeeording to Bohr, (8) means that within a time inter­
val ,1 t the energy of a system ean only be determined up to ±,1 E [with 
a reasonable degree of eertainty] and [more important] that in a state of 
mean lifetime ,1 t the energy of the system is only determined up to ±,1 E. 
This interpretation has proved eorreet; it gives, e.g., the empirieally 
known relation between the mean lifetime of excited atoms and the 
coherenee length of the light emitted by them [on the one hand and the 
naturaliine bread th on the other hand].2 

NOTES 

• Translated from 'Grundlagen der modernen Physik - Teil III: h-Theorie (Quanten­
mechanikr. in Mikrokosmos-Makrokosmos. Vol. 2 (ed. by H. Ley and R. Löther). Berlin 
1967. 
1 [Viz .. without meaning uniess some meaning can be derived from the semantic axioms 
of the whole theory in an indirect way.) 
2 [This corrects a careless mistake in the original text. Coherence length .11 and mean 
lifetime ,11 are ofcourse classically related by d/=C dt. On the other hand. the naturalline 
breadth in frequency measure is given by ,11' = dE/I!. Together with (8) this yields ,11';;;' e/d/. 
Since this result can also be derived from classical Fourier analysis. an inconsistency would 
arise if (8) would not hold.) 
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BAER *-SEMIGROUPS AND 

THE LOGIC OF QUANTUM MECHANICST 

A!lSTRACT. The theory of orthomodular ortholattices provides mathematical constructs 
utilized in the quantum logic approach to the mathematical foundations of quantum 
physics. There exists a remarkable connection between the mathematical theories of 
orthomodular ortholattices and Baer *-semigroups; therefore, the question arises whether 
there exists a phenomenologically interpretable role for Baer *-semigroups in the context 
of the quantum logic approach. Arguments, involving the quantum theory of measure­
ments, yield the result that the theory of Baer *-semigroups provides the mathematical 
constructs for the discussion of "operations" and conditional probabilities. 

o. INTRODUCTION 

An affirmative answer to the following question would be extremely 
useful in the quantum logic approach to the foundations of quantum 
physics: 

Question I. Ooes the collection of events pertaining to a physical 
system, which exhibits quantum effects, admit a phenomenologically 
interpretable orthomodular ortholattice structure? 

If the word "ortholattice" is replaced by "orthoposet", then the answer 
is evidently affirmative. This aspect of Question I will be reviewed in 
Section I. 

There exists a remarkable connection between orthomodular ortho­
lattices and Baer *-semigroups. If (S, 0, *, ') is a Baer *-semigroup, then 
there exists an orthomodular ortholattice (P' (S), ~, ') with P' (S) e S. If 
(L, ~,') is an orthomodular ortholattice, then there exists a Baer *-semi­
group (S (L), 0, *, ') where S (L) consists of aset of mappings from L 
into L and there exists an injective mapping j: L--+S (L). Since ortho­
modular ortholattices evidently have a role in the quantum logic ap­
proach 1 and since orthomodular ortholattices and Baer *-semigroups 
are c10sely related mathematical objects, the following question arises: 

Question II. Oo Baer *-semigroups have a phenomenologically inter­
pretable role in the quantum logic approach? 

In Section II, this question will be answered positively provided one 
accepts a number of assertions of the conventional quantum theory of 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 365-394. 
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measurements 2. Indeed, the theory of Baer *-semigroups will provide 
mathematical constructs for the discussion of operations 3 and condi­
tional probabilities within the context of the quantum logic approach. 
A corollary to the affirmative answer of Question II will be the assertion 
that the orthoposet of events in Question I is an ortholattice. Further­
more, a new approach to the phenomenological interpretation of the 
lattice operations will be obtained. 

Necessary definitions and theorems from the theories of orthomodular 
ortholattices and Baer *-semigroups are included in an Appendix. 

I. EVENT-STATE STRUCTURES 

The quantum logic approach to the mathematical foundations of quan­
tum physics studies two distinguished sets, the set of events and the set 
of states, pertaining to a physical system Some formulations of .the 
quantum logic approach treat events as primitive entities and states as 
derived entities (see, for example, [3, 4, 12, 13, 23]). Other formulations 
treat the events and the states as equally primitive entities (see, for ex­
ample, [7,9, 15, 17, 18, 25, 28, 30]). Although the collection ofaxioms 
varies from one formulation to another, the following definition yields 
a mathematieal structure which is widely utilized 

DEFINITION 1.1. An event-state structure is a triple (I, [/, P) where 
(i) tI is aset called the logic of the event-state structure and an ele­

ment of I is called an event, 
(ii) [/ is aset and an element of [/ is called astate, 
(iii) P is a function P:I x [/--+[0,1] called the probabilityfunction and 

if peI and rxe[jJ, then P(p, rx) is called the probability of occurrence 
of the event p in the state rx, 

(iv) ir peI, then the subsets [/1 (p) and [/o(p) of [/ are defined by 

[/1(P) = {rxe[/: P(p, rx)= 1} 

[/0 (P) = {rxe[/:P(p, rx)=O} 

and if rx e [/1 (P) (respectively, rxe[/o(p)) then the event p is said to occur 
(respectively, non-occur) with certainty in the state rx, and 

(v) Axioms 1.1 through 1.7 are satisfied. 
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AXIOM 1.1. Ifp, qetS' and 9'1 (P) = 9'dq), thenp=q. 

AXIOM 1.2. There exists an event 1 etS' such that 9' 1 (1) = 9'. 

AXIOM 1.4. If petS', then there exists an event p'etS' such that 9' 1 (P')= 
9' o(P) and 9' o(P')=9' 1 (P). 

AxrOM 1.5. If 
(i) P1' P2'· .. etS' and 
(ii) 9'1 (Pi) e 9'0 (p J for i =1= j, 

then there exists a petS' such that 
(a) 9'1 (Pi) e 9'1 (p) for all i, 
(b) if qetS' and 9'1 (Pi) e 9'1 (q) for all i, the n 9'1 (P) e 9'dq), and 
(e) if lXe9', then 

P(p, IX) = L P(Pi' IX). 
i 

AxrOM 1.6. IflX, pe9'andP(p, IX)=P(P, P) for allpetS', thenlX=p. 

AxIOM 1. 7. If 
(i) IXh 1X2' ••• e9', 
(ii) th t 2 , ••• e[O, 1], and 
(iii) Li ti = 1, 

then there exists an lXe9' such that 

P(p, IX) = L tiP(p, lXi) 
i 

for all petS'. 
The phenomenologieal interpretation of the mathematical system, 

event-state strueture, may be specified by seleeting a eolleetion of rules 
for the interpretation of the primitive entities: events, states, and prob­
ability funetion. The following eolleetion is a possible (but obviously not 
the only) choice for these rules. An event-state strueture (tS',9', P) is as­
sociated with the c1ass of physieal systems of a specified kind. A state 
may be identified with a "state-preparation proeedure", that is, instrue­
tions for an apparatus which produees sample physieal systems of the 
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specified kind. An event may be identified with the "oeeurrenee or non­
oeeurrenee" of a partieular phenomenon pertaining to physieal systems 
of the specified kind. More specifieally, an event may be identified with 
an "observation proeedure", that is, instruetions for an apparatus whieh 
interaets with a sample physieal system and indieates either yes or no 
eorresponding to the oeeurrence or non-oeeurrenee of the phenomenon 4. 

The interpretation of P(p, (1) for petf and 11e:7 would then be the follow­
ing. Prepare an ensemble of sample physieal systems utilizing a state­
preparation proeedure eorresponding to 11. Determine the oeeurrenee or 
non-oeeurrenee of the event p utilizing an observation proeedure for p 

with eaeh sample of this ensemble. If the ensemble is sufficiently large, 
then the frequeney of oeeurrence of P should be c10se to P(p, cx). 

The phenomenologieal interpretation of the general aspeets of the 
quantum logie approaeh are diseussed in [12], in partieular, Chapters 5 
and 6; however, brief eomments on the speeifie axioms adopted above 
will be neeessary. 

Axiom 1.1 asserts that if p and q are events and if the set of states in 
whieh p oeeurs with eertainty eoineides with the set of states in whieh 
q oeeurs with eertainty, then the events p and q are identieal. This axiom 
is stronger than the corresponding axiom adopted, for example, in [18] 
and [25]. Its adoption is motivated by the phenomenologieal interpre­
tation of the relation ~ introdueed in the following definition. 

DEFINITION 1.2. If(tf,:7, P) is an event-state strueture, then the relation 
~ on tf, ealled the relation of implication, is defined as follows: for 

p, qEtf, p~ q means :71 (P)c::71 (q). 
The relation ~ is evidently reflexive and transitive, sinee c: is a re­

flexive and transitive relation 5. Axiom 1.1 and the antisymmetry of c: 
imply that ~ is antisymmetrie; henee, the relation ~ is a partial ordering 
of tf. The phenomenologieal interpretation of the relation ~ may be 
briefly summarized: p ~ q means if p oeeurs with eertainty, then q oeeurs 
with eertainty. Indeed, if cxe:7 is any state and if p oeeurs with eertainty 
in the state cx, then cxE:7dp)c::7dq) when p~q and q oeeurs with eer­
tainty in the state cx. This interpretation of ~ evidently eorresponds to 
the phenomenologieal concept of implieation (see [12, 13, 23, 24, and 
27]) more c10sely than the relation ;:5 on tf defined as follows (see [18, 
19,25, and 31]): for p, qetf, p;:5q means P(p, cx)~P(q, cx) for all CXE[/. 
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Axioms 1.1 and 1.2 assert the existence of a unique event 1 E S such 
that .9'1(1)=.9' (and, henee, .9'0(1)=0); moreover, 1 is the greatest ele­
ment of S with respeet to ~ sinee p~ 1 for all pES. Axioms 1.1 and 1.4 
assert if PES, then there exists a unique p'ES such that .9'l(P')=.9'O(p) 
and .9'0 (p') =.9'1 (p). Axiom 1.4 applied to the event 1 ES yields the unique 
event ° in S such that .9'1(0)=0 and .9'0(0)=.9', namely, 1'; moreover, ° 
is the least element of S with respeet to ~ sinee o~p for all pES. These 
remarks motivate introduction of the following terminology. 

DEFINITION 1.3. Let (S, .9', P) be an event-state strueture. 
(a) The unique event 1ES such that.9'l (1)=.9' and .9'0(1)=0 is ealled 

the certain event. 
(b) If PES, then the unique event p'ES such that .9'dp') =.9'0 (p) and 

.9'o(P')=.9'l(P) is ealled the negation of p. 
(e) The unique event 0, namely, 1', of S such that .9'1 (0)= 0 and 

.9'0(0)=.9' is ealled the impossible event. 
Axiom 1.3 asserts if p, qES and .9'1 (P)c:.9'dq) (that is, "if p oeeurs 

with certainty, then q oeeurs with eertainty"), then .9'o(q)c:.9'o(p) (that 
is, "if q non-oeeurs with eertainty, then p non-oeeurs with eertainty"). 
Consequently, in terms of ~ and', Axiom 1.3 asserts if p, qES and p~q, 
then q' ~p'. From the defining property of p' and Axiom 1.1, it is also 
evident that (p')' = p for all pES. Sinee .9'dp) n.9'l (p') = 0, the greatest 
lower bound of p and p' with respeet to ~ exists and equals the impos­
sible event 0. Sinee .9'0 (p) n.9'o (P') = 0 and Axioms 1.2 and 1.3 are valid, 
it also follows that the least upper bound of p and p' with respeet to ~ 
exists and equals the eertain event 1. These remarks are summarized by 
the following theorem. 

THEOREM 1.1. If(S,.9', P) is an event-state strueture, then 
(a) (S,~) is a poset, 
(b) 0 and 1 are the least and greatest events, respeetively, of the poset 

(S, ~), 
(e) p--..p' is an orthoeomplementation of the poset (S, ~), 
(d) if p, qE$, then the following are equivalent: 

(i) p~q, 
(ii) .9'1 (p) c:.9'1 (q), 
(iii) .9'o(q)c:.9'o(P), 
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(e) ii p, qel then the following are equivalent: 
(i) p .i q (for definition, see Appendix), 
(ii) !/1 (P)e !/o (q), 
(iii) p~q'. 

(f) and ii peI, then the following are equivalent: 
(i) p=O, 
(ii) !/1(P)=0, 
(iii) !/o(P)=Y. 

Proof Only assertions (e) and (f) remain to be proven. The relation 
.i on I is defined by p.iq means p~q. p~q is equivalent to !/l(P)c 
C!/l(q') and, henee, also to !/l(P)C!/O(q), since !/O(q)=!/l(q'). Asser­
tion (f) follows immediately from (d) by taking q=O. 

The following definitions are useful for the diseussion ofAxiom 1.5, 
1.6, and 1.7. 

DEFlNITION 1.4. Let (I, !/, P) be an event-state strueture. 
(a) If p, qel and p.i q, then p and q are mutually exclusive events. 
(b) If ae!/, then the function Jl,.:I-+[O, 1] is defined by 

Jl,.(P) = P(p, a), peI. 

(e) f} denotes the set defined by 

f}= {Jl,.:ae!/}. 

For p, qel, p and q are mutually exelusive events if and only ii "p 
oeeurs with eertainty whenever q non-oeeurs with eertainty". Conse­
quently, p.i q is a generalization of the eoncept of mutually exelusive 
events of eonventional probability theory. Axiom 1.5, therefore, asserts 
ii Pl' P2' ... is a eountable set of pairwise mutually exclusive events, then 
there exists a peI sueh that 

or 

(a) Pi~P for all i, 
(b) ii qel and Pi~q for all i, then p~q, and 
(e) ii ae!/, then 

P(p, a)= L P(pj, a) 
i 
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(a) and (b) express the fact that P is the least upper bound, V Pi' of the 
set {Ph P2' ... } of events. Consequently, Axiom 1.5 asserts the existence 
of the least upper bound of eountable sets of pairwise mutually exclusive 
events and, furthermore, the law of additivity of probabilities for mutu­
ally exclusive events (see [14]). 

THEOREM 1.2. If (8, [Il, P) is an event-state strueture, then 
(al' (8, ~, ') is an orthomodular u-orthoposet, 
(b) f/ is a strongly-order-determining, u-eonvex set of probability 

measures on (8, ~,'), 
(e) t:1.-+Jla. is a bijeetion of f/ onto Y. 
Proo! (8,~,') is a u-orthoposet and Jla. is a probability measure on 

(8, ~, ') for eaeh t:1.ef/ beeause ofAxiom 1.5. Axiom 1.6 and the definition 
of Y assert that t:1.-+Jla. is a bijeetion. Axiom 1.7 asserts the u-eonvexity 
of Y. Y is strongly-order-determining beeause for p, qe8, 

is equivalent to 

if {JleY:Jl(p) = 1} c: {JleY:Jl(q)= 1}, then p~q. 

(8, ~, ') is orthomodular, since any orthoposet possessing a separating 
set of probability measures is orthomodular. 

The proof of the eonverse of Theorem 1.2 is straightforward and left 
to the reader. 

THEOREM 1.3. lf 
(a) (Er,;5, 1.) is a u-orthoposet, 
(b) VIt is a u-eonvex, strongly-order-determining set of probability 

measures on Er, and 
(e) P:Er x vIt-+[O, 1] is defined by 

P(x, m)=m(x), xeEr, mevlt, 

then (Er, vIt, P) is an event-state strueture; moreover, 
(i) for x, yeEr, x;5y if and only if x~y, 
(ii) for xeEr, x.L=x', and 
(iii) VIt = Jt. 
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(where X ~ y, X' and Jt are defined using the definitions relating to event­
state structures). 

Consequently, an event-state structure may be viewed either as a triple 
(S,!/', P) satisfying Axioms 1.1 through 1.7 or a pair (S, 9) where 9 is 
a CT-convex, strongly-order-determining set of probability measures on 
an orthomodular CT-orthoposet. Both of these points of view wiIl be em­
ployed in the following. 

Example 1.1. If &'(H) is the set of all orthogonal projections on a sepa­
rable complex Hilbert space H of dimension greater than two, if (&'(H), 
[/, P) is an event-state structure, if ~ coincides with the usual order of 
projections, 

P~Q if PQ=P, P, Qe&'(H) 

and if P' is the orthogonal complement of P(P'=I-P) for Pe&'(H), 
then there exists a bijection IY.e[/-D« of [/ onto the set ~(H) (the set 
of density operators) of all positive, trace-class operators with trace equal 
to one such that 

P(P, IY.)=Tr(D«P) 

for all Pe&'(H), IY.e[/. This, of course, is the event-state structure of von 
Neumann's Hilbert space model of quantum mechanics (see [29] and 
[18], pp. 71-81). 

Example 1.2. The event-state structure (S, 9) where S is a CT-algebra 
of subsets of aset X and 9 is a CT-convex, strongly-order-determining 
set of probability measures on S corresponds to the Kolmogorov model 
of probability theory (see [14] and [21]) with the additional feature that 
many probability measures are considered instead of one distinguished 
probability measure. 

The formulations of the quantum logic approach to the foundations 
of quantum physics presented in [7, 18, 25, 28, 31] are evidently more 
general than the formulation adopted here. Indeed, these formulations 
replace the strongly-order-determining property of 9 by at least one of 
the following consequences of this property: (1) 9 is order-determining 
and (2) if peS and p#=O, then there exists an IY.e[/ such that Jl«(P) = 1. 
Discussions of the condition of strong-order-determining may be found 
in [8, 17, and 30]. 
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II. EVENT-STATE-OPERA nON STRUCTURES 

Heuristic arguments have motivated the study of mathematical eqnstruets 
eorresponding to a number ofphysieal eoneepts. For example, the notion 
of eompatibility (or simultaneous observability) of events eorresponds to 
a distinguished relation C on S (see [13, 18, and 25]). There exists at most 
one relation C on S with the following properties: 

(a) if P, qES and p~q, then pCq; 

(b) if P, qES and pCq, then 
(i) pCq, 

(ii) qCp, 

(iii) P 1\ q and P v q exist in S, and 
(e) if Pt> P2, qES, Pl C P2, Pl C q, and P2 C q, then 

(i) Pl 1\ P2 Cq, 

(ii) (Pl 1\ P2) v q = (Pl V q) V (P2 V q). 
Indeed, the relation C is determined by the following property: for 

P, qES, pCq if and only if there exists a Boolean sublogie fflcS such 
that P, qEffI. The existence of a relation C satisfying (a), (b), and (e) is 
not asserted; however, there always exists a relation C whieh satisfies 
properties (a), (b), and the following: 

(e') if Ph P2, qES, P1CP2, P1Cq, P2Cq and (Pl Vq)I\(P2Vq) exists in 
S, then 

(i) P1I\P2Cq, 

(ii) (PlI\P2)Vq=(Pl Vq)I\(P2 V q). 
This relation C may be defined as follows: for P, qES, pCq means 

there exists Po, qo, rES such that 
(i) Po..l qo, 

(ii) Po..l rand P = Po v r, 
(iii) qo..lrandq=qovr. 

If P, qES and pCq, then pl\q exists in S. The lattice property of 
(S, ~,') diseussed in Question I, therefore, beeomes the following: if P, 
q E S and P C q does not hold, then does P 1\ q exist in S? The eorrespond­
ing phenomenologieal question is evidently the following (see [12], pp. 
74-78): if observation proeedures for two ineompatible (i.e., non-simul­
taneously observable) events are given, then how does one deseribe the 
observation proeedure for the "and" (or eonjunetion) of these two events? 
Although answers to this question have been attempted in [1, 2, 12, 17, 
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23 and 24J, no completely adequate answer is currently available. For 
example, in the context of an event-state structure, the arguments of [12, 
23, and 24J reduce to the assertion of the universal validity of the hy­
pothesis of the following theorem. 

THEOREM 2.1. Let (rl, [1', P) be an event-state strueture. /fP1,P2erl and 
there exists an event perl sueh that 

then the greatest lower bound P1 /\ P2 of P1 and P2 with respeet to ~ exists 
and equals p. 

Proof Since P satisfies [1'1 (p) = [1'1 (P1) n [1'1 (P2) by hypothesis, [1'1 (P)c 
[l'dP1) and [l'dp)c[l'l(P2); hence P~P1 and P~P2' Let qerl, q~P1 
and q~P2' It follows that [l'1(q)c[l'l(P1) and [l'dq)c[l'l(P2); hence 
[l'dq) e [l'dP1) n [1'1 (P2) = [l'dp) and q~p. Consequently, if qerl, q~P1 
and q~P2' then q~p. Therefore, the greatest lower bound of P1 and P2 
exists and equals p. Q.E.D. 

One result ofthis section will be to provide a new approach to Question 
I by introducing the theory of Baer *-semigroups into the context of the 
quantum logic approach. 

The introduction of the concept of conditional probability in conven­
tional probability theory greatly enhances the utility of the theory and 
deepens the mathematical structure of the theory (see [14 and 21J). The 
concept of conditional probability is expressed as a mathematical object 
defined constructively in terms of the primitive entities of the theory in 
an intuitively obvious fashion. In the case of a general event-state struc­
ture, there apparently exists no manifestly evident way of defining a 
mathematical construct corresponding to conditional probability in 
terms of the primitive objects of the theory in a constructive fashion 
However, there exists a mathematical construct in von Neumann's 
Hilbert space model of quantum mechanics which is widely employed 
to represent the concept of conditional probability. These remarks pro­
vide the initial motivation for considering event-state-operation strue­
tures, event-state structures equipped with an additional primitive entity 
corresponding essentially to conditional probability. A role for Baer 
*-semigroups in the quantum logic approach will emerge from the study 
of these event-state-operation structures. 
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DEFINITION 2.1. Let (tR', !/, P) be an event-state structure. 
(a) 1: denotes the set of all maps x:~x-9tx with domain ~xc!/ and 

range 9txc!/. If xe1: and IXe~x' then X(IX) (or XIX, for brevity) denotes 
the image of IX under x. 

(b) If X, ye1:, then x= y means 
(i) ~x=~y and 
(ii) XIX = YIX for all IXe~x' 

(c) O:~o-9to is defined by ~o=0. 
(d) 1: ~1-~1 is defined by 

(i) ~1 =!/ and 
(ii) llX=1X for all IXe~l' 

(e) If X, ye1:, then x o Y:~XOy-9tXOY is defined by 
(i) ~xoy{lXe~y:YlXe~x} and 
(ii) (xoy) IX = X (YIX) for all IXe~xoy' 

In all manipulations with the elements of 1: care must be taken to 
examine the domains of definition (as, for example, domains of defini­
tions must be checked for unbounded operators on Hilbert space). It is 
evident that (1:, 0) is a semigroup with a unit element 1 and a zero ele­
ment O. 

DEFINITION 2.2. An event-state-operation structure is a 4-tuple (tR',!/, P, Q) 
where (tR', !/, P) is an event-state structure and Q is a mapping Q:tR'-
1:(pEtC->Qpe1:) which satisfies Axioms 2.1 through 2.7. If PEtf, then 
Qp is called the operation corresponding to the event p (relative to Q). If 
petf and IXe~op' then QpIX is called the state conditioned on the event p 
and the state IX (relative to Q). If, moreover, qetR', then P(q, QpIX) is called 
the probability of q conditioned on the event p and the state IX (relative to Q). 
So denotes the subset of 1: defined by 

An element of So is called an operation. 

AXIOM 2.1. If petR', then the domain ~op of Qp coincides with the set 
~ p defined by 



376 JAMES C. T. POOL 

AXIOM 2.2. If PEI!, IXE~p and P(p, IX) = 1, then 

AxIOM 2.3. If PEI! and IXE~p, then P(p, QplX) = 1. 

then 
Q oQ o ... oQ =Q oQ o ... oQ 

pn Pn-l Pl qm qm-l qtO 

AXIOM 2.5. If xEf/ 0, then there exists a qxEI! such that 

f/ 1 (qx) = C~x= {IXEf/:IX~~x}' 

AxIOM 2.6. If p, qEI!, q;;i:.p and IXE~p, then 

P(q, IX) 
P(q, QplX)=-(p )' P ,IX 

AxIOM 2.7. If p, 'qEI!, pCq and IXE~p, then 

P(q, Qp, IX) = P(P /\ q, QplX). 

The rules of interpretation for an event-state structure must be aug­
mented to inelude the concept of operation. The rule of interpretation 
adopted here depends upon the following phenomenological assertion. 
If PEI!, then an observation procedure for pean be selected to fuljill the 
following "gentieness" requirement: after utilizing this observation pro­
cedure with a sample physical system to determine the occurrence or non­
occurrence of p, the resulting physical system is again a member of the 
dass of physical systems corresponding to (I!, f/, P). A critical discussion 
of this assertion may be fo und in [12 and 19]. If PEI! and IXEf/ with 
P(p, IX) # 0, then the following describes a state-preparation procedure: 

Step A. Produce a sample physical system utilizing a state-preparation 
procedure corresponding to IX. 

Step B. Determine the occurrence or non-occurrence of the event p 
utilizing an observation procedure corresponding to p. 
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Step C. If the event poecurred, then accept the physical system result­
ing from this observation procedure as a sample physical system; if the 
event p did not occur, then do not accept the resultant physical system 
as a sample. 

There should exist a state in g corresponding to this state-preparation 
procedure. The rule of interpretation for Qp adopted here is the assertion 
that this state is QplX. The terminology operation is employed since this 
rule of interpretation corresponds essentiaUy to a special case of the 
"operations" utilized by Haag and Kastler in the algebraic approach to 
quantum field theory [10]. 

Example 2.1. The event-state structure (&(H), g, P) of von Neumann's 
Hilbert space model of quantum mechanics admits an operation map Q. 

Indeed, for PE&(H), Qp may be defined as foUows: if IXEg is the state 
with density operator D"E~(H) and 

P(P, IX) = Tr(D"P):;6 0, 

then QplX is the state IX' Eg with the density operator D",E~(H) given by 

PD"P D,=---
" Tr(D"P)· 

This is the usual way of introducing "conditional probability" in quan­
tum mechanics (see, for example, [20J, p. 333 and [16J). The verification 
of all the axioms except Axiom 2.5 is straightforward. If xEgQ and 
x=Qp, 0 ••• o QPn' where P1, P2, ••• , PnE&(H), then the projection Q on the 
null space of P1 P2 ••• Pn satisfies Axiom 2.5. 

Example 2.2. The event-state structure (tS', §') of Example 1.2 also ad­
mits an operation map. For PEtS', Qp is defined as follows: if /lE§' and 
/l(p):;60, then Qp/l is the element of §' defined by 

This is the usual formulation of conditional probability from the Kolmo­
gorov model of probability theory. The verification of the axioms is 
straightforward in this case. 

The motivation for Axioms 2.1 through 2.7 will now be discussed 
utilizing the previously adopted rule of interpretation. Ir PES and IXEg, 
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then the rule of interpretation yields a state in the case P(p, a)#O; how­
ever, the rule of interpretation does not yield a state when P(p, a) = 0, 
since the samples will not satisfy the condition that the event P occurs. 
Consequently, the domain P}up of ap should, indeed, be the set P}p= 
{aEY:P(p,a)#O}. Axioms 2.2 and 2.3 evidently assert that the obser­
vation procedure corresponding to PEt! may be selected to be a measure­
ment of the first kind in the sense of Pauli (see [12 and 22]). Axioms 2.6 
and 2.7 are immediate consequences ofthe assertion: if p, qEt! and pCq, 
then the observation of the event q should not disturb the results of the 
observation of the event p (since p and q are compatible events) and, 
hence, the arguments about frequencies of occurrence of conventional 
probability theory should be applicable. 

Consequently, Axioms 2.1, 2.2, 2.3, 2.6, and 2.7 are explicitly part of 
the conventional quantum theory of measurements. Axioms 2.4 and 2.5 
are implicitly part of the conventional quantum theory of measurements 
since Example 2.1 satisfies these axioms; however, the role of these axioms 
has evidently not been previously discussed. 

If XESu, then there exist Pl' Pz, ... , PnEt! such that 

The element x of Su, therefore, represents the experimental procedure of 
first executing the operation ap,., then executing the operation apn _l , and 
so on until finally executing the operation apl. The experimental proce­
dure obtained by executing these operations in the reverse order yields 
an element of Su also, namely, a pn 0 a pn _1 0 ••• 0 a pl . It, therefore, seems 
desirable to introduce a mapping * of Su into Su which corresponds to 
this reversal of the order of the execution of operations. Consequently, 
x* would be the element a pn oapn _1 0 ••• oapl of Su. However x-.x* might 
not be a well-defined mapping. Indeed, there might also exist qb qz, ... , 
qmEt! such that x=aql oaq2 0··· oaqm , (x also represents the experimental 
procedure of first executing a qm then executing a qm _l, and so on until 
finally executing aqJ but such that the "reversal" of this experimental 
procedure does not coincide with the "reversal" of the experimental pro­
cedure corresponding to the p/s; that is, 



BAER *-SEMIGROUPS 379 

but 

Axiom 2.4 asserts that this does not happen; eonsequently, the following 
mapping *:Su ..... Su is well-defined. 

DEFINITION 2.3. Let (S, [f, P, Q) be an' event-state-operation strueture. 
The mapping *:Su ..... Su is defined as follows: if xeSu, then seleet 
Pl,P2' ... , PneS such that 

and define x* to be the element 

x*=Q oQ o ... oQ. 
Pn Pn-l Pl 

THEOREM 2.2. If (S, [f, P, Q) is an event-state-operation structure, then 
Su is a subsemigroup of};; moreover, 

(a) Qo =0, Ql = 1, 
(b) if peS, then 

and the range of Qp equals [fl (p); 
(e) *:Su ..... Su is the unique mapping at Su into Su such that 

(i) * is an involutionfor the semigroup (Su, 0), 
(ii) (Qp)*=Qpfor all peS; 

(d) if p, qeS, then the following are equivalent properties: 
(i) p~q, 
(ii) [fdP)c[fl (q), 
(iii) [fo(q)c[fo(p), 
(iv) QqoQp=Qp, 
(v) QpoQq=Qp. 

Proof Su is obviously a subsemigroup of}; relative to the eomposition 
° since 

Sinee 

fjo = {(Xe[f: P(O, (X) =1= o} = 0, 
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the domain of Oo is 0 and, henee, Oo = o. Sinee 

~1 = {ocE.9':P(1, 1X):;t:0} =.9', 

the domain of 0 1 is.9'.1f IXE.9', then P(1, IX) = 1 by Axiom 1.3 and henee, 
011X=1X by Axiom 2.2; eonsequently, 0 1 = 1. 

Assertion (b) is a eonsequence ofAxioms 2.1, 2.2, and 2.3. Let pES. 
If IXE~p, then P(p, OplX) = 1 by Axiom 2.3. Henee, OpIXE~p for IXE~p and 
sinee 

~OpoOp = {IXE~p:OpIXE~p}, 

it follows that ~opoop =~op =!0p. Sinee P(p, OplX) = 1 for IXE~p, 

(Op ° Op) IX = Op (OpIX) = OplX 

by Axiom 2.2; henee, OpoOp=Op. Since P(p, OplX) = 1 for IXE!0p, the range 
of Op is eontained in .9'1 (p). If IXE.9'l (P), then OplX = IX by Axioms 2.1 and 
2.2; henee, the range of Op eontains .9'1 (p). . 

It is evident that x--+x* is an involution such that (Op)*=Op for every 
PES and, moreover, it is the only such involution. 

The equivalenee of (i), (ii), and (iii) of assertion (d) is a general property 
of event-state struetures. The equivalence of (iv) and (v) is an obvious 
eonsequence of assertion (e). Assume .9'1 (P)c.9'l (q). If IXE~p, then 
OpIXE.9'l (p) by Axiom 2.3, henee, if IXE!0p, then OpIXE!0q and 

!00qoOp = {OCE!0p: OpIXE~q} =~p. 

If IXE!0p, then OpIXE.9'dq) and by Axiom 2.2 

(Oq ° Op) IX= Oq(OqlX)=OplX. 

Thus, 0qoOp=Op if .9'1 (P)c.9'l (q). If 0poOq=Op, then 

~p=!0opoOq = {IXE!0q : OqlX E !0p} c!0q; 

henee, .9'o(q) c.9'o (p) sinee ~p=C.9'o(p) and !0q=C.9'o(q). Henee, (i) im­
plies (iii). Q.E.D. 

Consequently, Axiom 2.4 provides the semigroup (So, 0) with an in­
volution. The existence of this involution then yields a eharaeterization 
of the partial order ~ of(S,~, ') in terms ofproduet ° of(Sa, 0). In terms 
of the theory of involution semigroups (see Appendix), the theorem as-
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serts: (Su, 0, *) is an involution semigroup such that 
(i) For each PEef, Qp is a projectian, that is, Qp is an element of 

P(Su) = {eESu:eoe=e*=e} 

(ii) PEef-QpEP(Su) is an order preserving map of (ef,~) into 
(P(Su),~) where 

e~f means eof=e 

for e,fEP(Su). 
If XESu, then there exist P1' P2' ... , PnEef such that 

Let Pn+l = 1. rxE[I' is an element of the domain, ~x' of x if and only if 
rx is an element of the domain of QPI oQPzo ... oQPn' Consequently, rxE~x 
if and only if 

for j=n, n-I, ... , 1. Therefore, rxrt~x if and only if there exists an i, 
n~ i~ 1, such that 

for j= i+ 1, ... ,1 and QPi+ I 0'" oQPn+lrxrt~Pi' Because ofAxiom 2.1, this 
characterization of C~ x may be expressed as follows: rx E C~ x if and only 
if there exists an i, n ~ i ~ 1, such that 

for j= i+ 1, ... ,1 and 

This characterization of C~ x evidently provides an experimental pro­
cedure for determining whether a state belongs to c~x. Axiom 2.5 asserts 
the existence of an event q such that q occurs with certainty in the state 
rx if and only if rxEC~x, that is, 

[l'dq)=C~x' 

If q1Eef and [l'1(q1)=C~x also, then [1'1 (q1)=[I'l (q) and, hence q1 =q. 
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DEFINITION 2.4. If(S, Y, P, D) is an event-state-operation strueture, then 
the mapping ':Sa-+P(Sa) is defined as follows: for xeSa, x' is the 
element Dq" of P(Sa), where q"eS is the unique element of S sueh that 
YI(q")=C~,,. 

The mapping ':Sa-+P(Sa), provided by Axiom 2.5, gives the involu­
tion semigroup (Sa, 0, *) the strueture of a Baer *-semigroup (see Ap­
pendix). 
THEOREM 2.3. If (S, Y, P, D) is an event-state-operation structure, then 
(Sa, 0, *, ')isaBaer*-semigroup; moreover, themappingpeS-+DpeP(Sa) 
is an isomorphism of the orthomodular orthoposet (S, ~, ') onto the 
orthomodular orthoposet (P' (Sa), ~, ') (see Appendix for a discussion of 
P'(Sa))' 

Proof Let xeSa. (Sa, 0, *,') is a Baer *-semigroup provided: if yeSa, 
then x o y=O is equivalent to x' 0 y= y. x o y=O is equivalent to 

o = ~"oY= {lXe~y: YlXe~,,} 

or to the assertion: (A) if lXe~y, then YlXeC~". Consequently, if lXe~y, 
then YlXe~"., sinee ~".=C~", and lXe~".oY" Since ~"'.yC~y, it follows 
that ~"'Oy=~y when assertion (A) holds. Since C~"=YI(q,,), assertion 
(A) is equivalent to the following assertion by Axioms 2.2 and 2.3: (B) Ir 
lXe~y, then Dq,.{ylX) = YIX. Consequently, assertion (A) is equivalent to the 
assertion: (c) ~y=!l)". oy and if lXe!l)y, then (Dq" 0 y) IX= YIX. Since Dq" =x', 
Xo y=O is equivalent to x' 0 y= y. 

If peS, then DpeP(Sa); moreover, (Dp)' = Dp" Indeed, if PES, then 

Y I (P')=Yo(P)= CCYo(p) 
=C!l) =C~n . p Up 

and p' satisfies the eriterion ofAxiom 2.5 for the ease x=Dp; hence 
(Dp)' = Dp" If peS, then 

(Dp)" = (Dp')' = Dp" = Dp 

and, henee, Dp is a closed projeetion, that is, DpeP'{Sa). The mapping 
peS-+DpeP'{Sa) preserves order, sinee 

p~q ifand only if DpoDq=Dp, 

and preserves orthocomplementation, sinee (Dp)' = Dp" This mapping is 
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injective and it is surjective, sinee P'(Su)={x':XESu} and x'=Qqx for 
XESu. Consequently, pE8--+QpEP'(Su) is an isomorphism of the ortho­
poset (8, ~,') onto the orthoposet (P'(Su), ~,'). Q. E. D. 

III. ON THE LATTICE STRUCTURE OF (8, ~, ') 

The event-state structure may be viewed as a passive picture for the 
description of physical systems since it considers only the probability of 
occurrenee of events. The introduction of the concept of operation pro­
vides an active picture; indeed, the operations in Su correspond to filter­
ing experiments. The orthoposet (8, ~, ') of events is isomorphic to the 
orthoposet (P'(Su),~,') under the mapping pE8--+QpEP'(Su). In 
(P' (Su), ~, '), the order relation ~ is defined in terms of the composition 
o of operations; indeed, for p, qE8, 

p~q if and only if QpoQq=Qp. 

The question, therefore, arises whether the greatest lower bound p /\ q of 
p and q in 8, an order theoretic construct in (8, ~,'), can be interpreted 
in terms of the composition 0 of the Baer *-semigroup (Su, 0, *, '). 

THEOREM 3.1. If(8, Y, P, Q) is an event-state-operation structure, then 
(8, ~, ') is an ortholattice; moreover, ifp, qE8, then 

Proof (P' (Su), ~,') is an orthomodular ortholattice such that if e, 
fEP'(Su), then 

e /\f = (e' of)' of 

(see Appendix). The theorem follows immediately from the fact that 
pE8--+QpEP'(Su) is an isomorphism of (8,~,') onto (P'(Su),~, '). 

Q.E.D. 
Consequently, (8, ~, ') is an ortholattice for an event-state-operation 

structure; however, the greatest lower bound p /\ q in 8 is represented 
in P' (Su) utilizing not only the composition 0 of operations but also the 
mapping ': Su --+ P' (Su). 

Since the compatibility relation e discussed at the beginning ofSection 



384 JAMES C. T. POOL 

II involves only the order and orthocomplementation of (tS, ~, '), it must 
also be expressible in terms of the order and orthocomplementation of 
the isomorphic ortholattice (P' (Su), ~, '). 

THEOREM 3.2. If (tS, [/, P, .0) is an event-state-operation structure and 
p, qEtS, then the following are equivalent: 

(a) pCq, 
(b) .Qpo.Qq=.Qq0.Qp; 

moreover, if pCq, then 

.QPAq=.Qp°.Qq. 

Proof The relation C may be defined in the ortholattice (P' (Su), ~, ') 
as follows: for e,f EP'(Su), eCfmeans there exists a triple eo,fo, gEP'(Su) 
such that 

(i) eo.l fo, 
(ii) eo.l g and e= eo v g, 

(iii) fo.l g and f = fo v g. 
It is a fact from the theory of Baer *-semigroup that for e, fE P' (Su), 

eCf is equivalent to eo f = foe and, moreover, if eCf, then e /\f =eof. 
The assertion of the theorem then follows from the fact that (tS, ~, ') and 
(P'(Su),~,') are isomorphic under p-+.Qp- Q.E.D. 

Consequently, the compatibility of events corresponds to commuta­
tivity of the associated operations. Furthermore, in the case of compati­
bility, the greatest lower bound p /\ q, of p and q (which is interpreted as 
the conjunction or "and" of p and q) corresponds to the composition of 
the associated operations .op and .Qq. This, of course, is an intuitively 
reasonable result. 

IV. COMMENTS 

Although Axioms 2.6 and 2.7 have not been utilized, they are inc1uded 
in the definition of an event-state-operation structure because of their 
equivalence to the conventional expression for conditional probabilities 
involving compatible events. 

THEOREM 4.1. If (tS, [/, P, .0) is a 4-tuple which satisfies Axiom 2.1, then 
Axioms 2.6 and 2.7 are equivalent to the following: if p, qEtS, pCq, and 
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P(q t\ p, CX) 
P(q, Dpcx) P(p, CX) • 

Proof Assume Axioms 2.6 and 2.7 and let p, qEtff, pCq, and cxEE7}p' 
Since pCq, 

P(q, Dpcx)=P(q t\ p, Dpcx) 

by Axiom 27. Since q t\ P ~ p, 

P(q t\ p, cx) 
P(qt\p,Dpcx)= ( ) 

P p,CX 

by Axiom 2.6; hence, 

P(q t\ p, cx) 
P(a, Dpcx) = ( )' 

P p,CX 

Conversely, as sume the validity of 

( )_P(qt\p,cx) 
P q, Dpcx - ( ) P p,CX 

for p, qEtff, pCq and cxEE7}p' If p, qEtff, q~p and cxEE7}p, then 

( ) P(q t\ p, cx) P(q,.cx) 
P q, Dpcx () (P) ; P p, cx P, cx 

hence, Axiom 2.6 is valid. If p, qEtff, pCq, and cxEE7}p, then 

( ) _ P((q t\ p) t\ p, cx) 
P q t\ p, Dpcx - (P) P , cx 

P(q t\ p, cx) 

P(p, cx) 

=P(q, Dpcx); 

hence, Axiom 2.7 is valid. Q.E.D. 
The relation of the operations in Su to the operation discussed in [10] 

may be examined by considering Example 2.1. If .!l'p(H) is the set of 
finite products of projections in 9(H), 

.!l'p(H) = {P1P2 oo. Pn:P1, P2 , oo., PnE9(H)}, 
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then (2'p{H), 0, *, ') is a Baer *-semigroup contained in the Baer *-semi­
group (2'c{H), 0, *,') (see Appendix). Each AE2'p{H) yields an element 
of Sa for the Example 2.1. If 

A=Pl P2 ···Pn, Pt> P2 , ••• , Pn ErJ' (H) , 

then XA =QPI ° ... oQPn is an element of Sa. A simple calculation proves: 
the domain of x A is 

and if CXE~~A' with density operator Da.' then cx'=xAcx has density oper­
ator Da.' 

ADA* 
D,= a. . 

a. Tr{Da.A*A) 

However, if BE2'c{H) and B=AA where AEC (the field of complex 
numbers) and A#O, then 

BDa.B* ADa.A* 
Tr (Da.B*B) Tr{Da.A*A)" 

Consequently, the Baer *-semigroup (2'c(H)/==, 0, *,') is evidently the 
relevant semigroup in the approach adopted here instead of{2'c{H), 0, *, '). 
== is the relation defined on 2'c{H) as follows: for A, BE2'c{H), A==B 
means there exists a AEC, A#O, such that A=AB. == is an equivalence 
relation which respeets the Baer *-semigroup structure of (2'c{H), 0, *, ') 
(see remark after Thm A.2.); henee, (2'c{H)/==, 0, *,') is also a Baer 
*-semigroup. However == does not respeet the additive structure of 
2'c{H); indeed, if Al==Bl and A2==B2, then Al +A2~Bl +B2. This re­
mark indicates that operations and observables are evidently quite dif­
ferent kinds of entities. For example, there exists a phenomenological 
interpretation for the multiplication of operations but there exists a 
phenomenological interpretation for the addition of observables. It is 
evidently a property of examples like Example 2.1 that both operations 
and observables have simple descriptio ns in terms of the same math­
emathical object, namely, an operator on a Hilbert space. 

The eonneetion between the mathematieal theories of orthomodular 
ortholattices and Baer *-semigroups is explicit: 

(a) If{S, 0, *, ')is a Baer *-semigroup, then there exists an orthomodular 
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ortholattice (P'(S), ~, ') with 

P'(S)= {XES:XOX= x* = x" =x}. 

(b) If (L, ~, ') is an orthomodular ortholattice, then there exists a 
Baer *-semigroup (S(L), 0, *,') where S(L) consists of aset of mappings 
from L into L and there exists an injective mapping):L-+S(L). 

The orthomodular orthoposet (8, ~, ') associated with an event-state 
structure (8, [1', P) is not necessarily an ortholattice. However, the in­
troduction of operations to form an event-state-operation structure 
(8, [1', P, .0) makes (8, ~, ') into an orthomodular ortholattice and pro­
vides a Baer *-semigroup Su which admits a phenomenological inter­
pretation. Su is aset of mappings of the space [I' into itself. Hence, Su 
is not the Baer *-semigroup S(8) mentioned in part b) of the connection 
between orthomodular ortholattices and Baer *-semigroups (when we 
take (8, ~, ') for the (L, ~, ') of part b)). S(8) is a collection of mappings 
of E into 8. The role of S(8) will be discussed in [26]. 

Finally, the question arises whether the introduction of Baer *-semi­
groups yields any useful contributions to the quantum logic approach 
to the foundations of quantum physics. In general, a given mathematical 
construct in the theory of orthomodular ortholattices has a correspond­
ing mathematical construct in the theory of Baer *-semigroups and vice 
versa. There exist a number of lattice-theoretic constructs which are 
extremely useful mathematical tools for the quantum logic approach but 
which do not possess a phenomenological interpretation. In several cases 
the associated construct in the theory of Baer *-semigroups, indeed, 
possesses an intuitively reasonable phenomenological interpretation. 
For example, the semimodularity of (8, ~, ') is a critical property in the 
proof of the "concrete representation" theorems in [17] and [23]; how­
ever, no phenomenological interpretation of this lattice-theoretic concept 
is available. In [26], it will be shown that the semimodularity of (8, ~, ') 
when 8 is atomic is equivalent to the following requirement: every XESu 
is a pure operation [10], that is, if IX.E~x and IX. is a pure state (an extreme 
point of the convex set [1'), then XIX. is a pure state. 

APPENDIX 

The first part of this appendix is a review of concepts from the theory of 
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orthomodular ortholattiees while the remainder presents the neeessary 
aspeets of the theory of Baer *-semigroups. 

DEFINITION A.l. A relation R on aset EC is a subset R of the Cartesian 
produet EC x EC; notation: xRy means (x, Y)E R. 

DEFINITION A.2. A relation R on aset EC is said to be 
(a) symmetric: if x, YEEC and xRy, then yRx, 
(b) anti-symmetric: if x, YEEC, xRy and yRx, then x= y. 
(e) reflexive: if xEEC, then xRx. 
(d) transitive: if x, y, zEEC, xRy and yRz, then xRz. 

DEFINITION A.3. A poset is a pair (EC, ~) where EC is aset and ~ is an 
anti-symmetrie, reflexive, transitive relation (a partial ordering) on EC. 

DEFINITION A.4. Let (EC, ~) be a poset and llJI eEC. 
(a) XEEC is an upper bound for llJI provided: if YEIlJI, then y~x. 
(b) XEEC is a least upper bound for llJI provided: 

(i) x is an upper bound for 1lJI, 
(ii) if z is an upper bound for rfJI, then x ~ z. 

(e) The least upper bound of rfJI, if it exists, is denoted by V 1lJI; in 
ease rfJI = {Yt> Y2}, V rfJI is denoted by yl V Y2. 

(d) Lower bound, greatest lower bound, /\ llJI and Yl /\ y2 are defined 
dually. 

(e) An element OEfI (respeetively 1 EEC) such that 0 ~ x (respeetively, 
x~l) for all xEEC is ealled a least (respeetively, greatest) element of EC. 

(f) (EC,~) is a lattiee if Xl' X2 EEC implies Xl /\ X2 and Xl v X2 exist. 
The set R of real numbers has a partial ordering, the usual ordering 

of real numberso The eolleetion 2x of all subsets of aset X has a partial 
order, namely, the set-theoretie relation of inclusion. If H is a complex 
Hilbert space and fJJ(H) is the set of all projeetion operators in H, then 
the relation ~ is a parti al ordering where 

P~Q means PQ=P, P, QEfJJ(H). 

Eaeh of these examples is a lattiee. 

DEFINITION A.5. Let (EC, ~) be a poset with 0 and 1. 
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(a) A mapping I:f!( -4'E is an orthocomplementation provided: 
(i) if XEf!(, then (x')' = x, 
(ii) if x, YEf!( and x ~ y, then y' ~ x', 
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(iii) if xEf!(, then x /\ x' and x v x' exist and equal 0 and 1, respee­
tively. 

(b) If':f!( -4'E is an orthoeomplementation, the relation 1., the relation 
of orthogonality, is defined as follows: for x, YEf!(, x J.. Y means x ~ y'o 

(e) An orthoposet (!f, ~, ') is a poset (f!(, ~) together with an ortho­
eomplementation of (f!(, ~) sueh that if x, YEf!( and x J.. y, then x v Y 
exists. 

(d) An orthoposet (f!(, ~, ') is a u-orthoposet provided: if Xl' X2' ... Ef!( 

and Xi J.. Xj for i # j, i, j = 1, 2, ... , then Vi Xi exists. 
(e) An orthoposet (f!(, ~, ') is orthomodular provided: if x, YEf!( and 

x~y, then y=xv(x' /\y). 
2X admits an orthoeomplementation, namely, the set-theoretic eom­

plementation. The mapping PE&J(H)--+P'=I-PE&J(H) is an ortho­
eomplementation of &J (H). 

DEFINITION A.6. Let (f!(, ~, ') be a u-orthoposet. 
(a) A probability measure JJ. on f!( is a funetion JJ.:f!( --+[0, 1J sueh that 

(i) JJ.(O)=O, JJ. (1) = 1, 
(ii) if Xl' X2, ... Ef!( and Xi J.. Xj for i#j, then 

JJ. (y X)= f JJ. (x;). 

Let VH be aset of probability measures on f!(. 
(b) VH is order-determining provided: if x, YEf!( and JJ.(x)~JJ.(Y) for all 

JJ.EvH, then x~y. 
(e) VH is strongly-order-determining provided: if x, YEf!( and 

{JJ. E vH: JJ. (x) = 1} e {JlEvH:Jl(Y) = 1}, 
then x~y. 

(d) VH is separating provided: if x, YEf!( and Jl(X) = Jl(Y) for all JlEvH, 
then x= y. 

(e) VH is u-eonvex provided: if Jll' Jl2, ... EvH, t 1, t2, ... E[O, 1J and 
Li ti = 1, then there exists a JlEvH sueh that 

Jl(X) = L tiJli(X) for all xEf!(. 
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THEOREM A.I. Let.l( be aset of probability measures on a (J-orthoposet 
(.at, ~, '). If .I( is separating, then (.at, ~, ') is orthomodular. If .I( is 
order-determining and (.at, ~, ') is orthomodular, then .I( is separatingo If 
.I( is strongly-order-determining and (.at, ~, ') is orthomodular, then.l( is 
order-determining. 

Proof See, for example, [25]. 
For additional material on posets and lattices, see [2]. 

DEFINITION A.7. (a) A semigroup (S, 0) is aset S with a mapping 
0: S x S .... S((x, Y)ES X S .... x 0 YES) such that if x, y, ZES, then 

(xo y)oz=xo(yoz) 

i.e., 0 is associative. 
(b) If (S, 0) is a semigroup, then an element OES (respeetively, 1 ES) is 

a zero (respeetively, unit) provided Oox=xoO=O (respeetively l ox= 
=xo 1 =x) for all XES. 

(e) An involution semigroup (S, 0, *) is a semigroup (S, 0) together with 
a mapping ealled an involution, *:S .... S(XES .... X*ES), such that 

(i) if XES, then (x*)*=x, 
(ii) if X, ye S, then (x 0 y)* = y* ° x*. 

(d) If (S, 0, *) is an involution semigroup, then an element of P(S) is 
ealled a projection where 

P(S)= {eES:eoe=e*=e}. 

(e) If (S, 0, *) is an involution semigroup, then the relation ~ on P(S) 
is defined as follows: for e, feP(S), e~f means eo f =e. 

If His a eomplex Hilbert space, then (~AH), 0) is a semigroup where 
~c(H) is the set of all eontinuous (i.e., bounded) linear operators on H 
and 0 is operator multiplieation, if A, BE~c(H), then AoB=AB. The 
usual operator adjoint, A .... A*, is an involution for (~c(H), 0); moreover, 
in this ease, P(H), the set of projeetion operators in H, eoincides with 
P(~c(H)). The relation ~ of (e) is just the eonventional partial ordering 
of projection operators. This illustrates the following theorem. 

THEOREM A.2. If(S, 0, *) is an involution semigroup, then (P(S), ~) is a 
poset; moreover, ifS hasa zero 0 (respectively, unit l), then 0 (respectively, 
I) is the least (respectively, greatest) element of P(S). 
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Define the relation = on !l'c(H) as follows: for A, BE!l'AH), A=B 
means there exists a AEC (the complex number field) such that ktO and 
A = AB. = is obviously an equivalence relation (i.e., = is reflexive, sym­
metric and transitive). If AE!l'c(H), let CA denote the equivalence dass 
containing A, 

CA = {BE!l'c(H):B=A} 

and let !l'c(H)/= denote the set of all these equivalence dasses. If A, Al' 
B, B1E!l'c(H), Al =A and Bl =B, then Al oBl =AoB; hence ° induces a 
composition in !l'c(H)/= by 

CAoCB=CAoB, A, BE!l'c(H). 

Similarly, if A, BE!l'c(H) and A=B, then A*=B*; hence, * induces an 
involution in !l'c(H)/= by (CA)*=CAO' AE!l'c{H). (!l'c{H)/=, 0, *) is an 
involution semigroup such that A-+CA is a homomorphism. However, 
if Al' A, Bl, BE!l'c{H), Al =A, and Bl =B, then Al +Bl ~A+B, in gen­
eral; indeed, if Al = AA and B 1 = JJ. B, A, JJ. E C, A, WF 0, then, in general, 
there will exist no VEC such that 

DEFINITION A.8. (a) A Raer *-semigroup (S, 0, *, ') is an involution semi­
group (S, 0, *) with a zero 0 and a mapping ':S-+P{S) such that if 
xeS, then 

{YES:x o y=O} = {ZES:Z=X' oz}. 

(b) If (S, 0, *, ') is a Baer *-semigroup, then an element of 

P'{S)= {eEP(S):(e')' = e} 

is called a closed projection. 
If AE!l'c(H), the null space of A is denoted by .AIA' 

.AIA = {t{!EH: At{! =O} 

and the projection with range .AIA is denoted by A'. The mapping A -+ A' 
makes (!l'c(H), 0, *) into a Baer *-semigroup. Furthermore, if A, BE!l'c{H) 
and A=B, then A'=B'; consequently, both (!l'c(H), 0, *,') and (!l'c(H)/=, 
0, *,') are Baer *-semigroups where (CA)' = CA' for AE!l'c(H). 
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THEOREM A.3. Let (S, 0, *, ') be a Raer *-semigroup. 
(a) P'(S)= {X':XES}. 
(b) If eEP'(S), then e'EP'(S). 
(e) (P'(S),~,') is an orthomodular ortholattice where ~ is the relation 

~ on P (S) restricted to P' (S) and ' is the restriction of ' : S -+ P (S) to P' (S); 
moreover, if e,f EP'(S), then e /\f = (e' 0 f)' 0 f. 

(d) If e, fEP'(S), then the following are equivalent: 
(i) there exist eo,fo, gEP'(S) such that 

eo..Lfo, eo..Lg,fo..Lg, e=eovg and f=fovg, 

(ii) eo f = f 0 e; 
moreover, ifeof=foe, thene/\f=eof 

The proofs of these theorems together with further detail s of the theory 
of Baer *-semigroups may be.found in [6]. 
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NOTES 

~ Supported in part by the United States Atomie Energy Commission. 
1 For example, the set of events has the strueture of an orthomodular ortholattice in von 
Neumann's Hilbert space mOOe! of quantum mechanies. 
2 For a review of the quantum theory ofmeasurements, see [11] and [12]. 
3 The concept of operation was introduced in the algebraic approaeh to quantum field 
theory by Haag and Kastler [10]. 
4 For eomments on state-preparation procedures and observation proeedures (in the 
context of the algebraic approaeh to quantum physics), see [5]. 
5 See the Appendix for definitions of terminology from the theory of orthomOOular 
ortholattices. 
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JAMES C. T. POOL 

SEMIMODULARITY AND THE LOGIC OF 

QUANTUM MECHANICS* 

ABSTRACT. If (8, [1', P, (0) is an event-state-operation strueture, then the events form an 
orthomodular ortholattiee (8, :;;;, ') and the operations, mappings from the set of states 
[I' into [1', form a Baer *-semigroup (Su, 0, *, 'j. Additional axioms are adopted whieh yield 
the existenee ofa homomorphism II from (Su, 0, *, ') into the Baer *-semigroup(S(8), 0, *, ') 
ofresiduated mappings of(8, :;;;, ') sueh that XESu maps states while IIx ES(8) maps sup­
ports of states. If (8, :;;;, ') is atomie and there exists a eorrespondenee between atoms and 
pure states, then the existenee of II provides the result: (8, :;;;, ') is semimodular if and only 
if every operation XE SU is a pure operation (maps pure states into pure states). 

O. INTRODUCTION 

The theory of orthomodular ortholattices provides the mathematical 
constructs for the quantum logic approach to the foundations of quan­
tum physics. A role for the theory of Baer *-semigroup, a mathematical 
theory c10sely related to the theory of orthomodular ortholattices, was 
exhibited in [15]. The definitions and terminology introduced in [15] 
will be utilized in this paper without further explanation. If (0", Y, P, Q) 
is an event-state-operation structure, then (0", ~, ') is an orthomodular 
ortholattice and (Su, 0, *, ') is a Baer *-semigroup such that PE0"--+ 
QpEP'(Su) is an isomorphism of(0", ~, ') onto the orthomodular ortho­
lattice (P'(Su), ~, ') of dosed projeetions in Su. Each XESu is a mapping, 
x:~x--+&lx' with domain ~x and range &lx contained in Y. 

The connection between the theories of orthomodular ortholattices 
and Baer *-semigroups indudes the following: if (L, ~, ') is any ortho­
modular ortholattice, then there exists a Baer *-semigroup (S(L), 0, *, ') 
where S(L) is aset of mappings of L into L and there exists an injective 
mappingj:L--+S(L). Section I is devoted to a discussion of S(0") for the 
orthomodular ortholattice (0", ~, I). In particular, the relation of (S(0"), 
0, *, ') to the Baer *-semigroup (Su, 0, *, ') of operations will be exhibited 

One goal of the quantum logic approach to the foundations of quan­
tum physics is to augment the axioms of an event-state structure to ob­
tain an axiomatic characterization of von Neumann's Hilbert space 
model for quantum mechanics: an axiomatic characterization where each 

C. A. Hooker (ed.), The Logieo-Algebraie Approach to Quantum Mechanies, 395-414. 
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axiom has a plausible physieal interpretation. The eurrently available 
"eonerete representation theorems" (the identifieation of (S, ~, ') with a 
lattiee of subspaees of a veetor space) require the following hypothesis: 
(S, ~,') is semimodular. The eorrespondenee between (Su, 0, *, ') and 
(S(S), 0, *, ') will be utilized to obtain adireet phenomenologieal inter­
pretation of the semimodularity of (S, ~, ') in Seetion III. The setting 
for the investigation of semimodularity will be developed in Seetion II. 

Definitions and theorems relating to orthomodular ortholattiees and 
Baer *-semigroups were presented in the Appendix of [15]. Additional 
definitions and theorems eoneerning residuated mappings, atomieity, 
and semimodularity are inc1uded in an Appendix to this paper. 

I. A ROLE FOR RESIDU A TED MAPPINGS OF (S, ~, ') 

The set S(L) of residuated mappings of any orthomodular ortholattice 
(L, ~, ') admits the strueture of a Baer *-semigroup (S(L), 0, *, '); more­
over, the orthomodular ortholattice (P' (S (L)), ~, ') of c10sed projeetions 
in S(L) is isomorphie to (L, ~, '). Therefore, if (S, Y, P, Q) is an event­
state-operation strueture, then the residuated mappings of the ortho­
modular ortholattiee (S, ~, ') form a Baer *-semigroup (S(S), 0, *, '). The 
question arises whether this Baer *-semigroup is related to the Baer 
*-semigroup (Su, 0, *, ') of operations in a phenomenologieally interpre­
table way. The answer to this question requires a review of the concept 
of support of astate. 

DEFINITION 1.1. Let (S, Y, P) be an event-state strueture. 
(a) If aEY, then So(a) and Sl (a) are the subsets of S defined by 

So(a) = {pES:P(p, a)=O} 
Sl (a)= {pES:P(p, a)= I}. 

(b) If aEY, then PES is a support of a provided: 
for qES, P(q, a)=O if and only if q 1. p. 

The validity of the following assertions is evident. 

THEOREM 1.1. Let (S, Y, P) be an event-state structure. 
(a) If aEY and PES, then the following are equivalent: 

(i) p is a support of a, 
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(ii) tS'o (ac) = {qEtS':q .lp}, 
(iii) tS'dac) = {qEtS':p~q}, 
(iv) p is the least element oJ the subset tS'1 (ac) oJ tS'. 

(b) IJ acE[f, then there exists at most one PEtS' such that p is a support 
oJ ac. 

DEFINITION 1.2. If(tS', [f, P) is an event-state structure and acE [f, then 
the support of ac, provided it exists, is denoted by Pa. 

The investigation of the role of S(tS') will involve the adoption of an­
other axiom to supplement the seven axioms for event-state structures 
presented in [15]. 

AXIOM 1.8. (a) If acE[f, then the support Pa of ac exists. 
(b) If PEtS' and p#O, then there exists an acE[f such that p is the sup­

port of ac. 
Axiom 1.8 is valid for von Neumann's Hilbert space model of quantum 

mechanics; indeed, this axiom is valid for a wide dass of event-state 
structures [21]. 

Example 1.1. (See Example 1.1 of [15J~ Let (;1> (H), [f, P) be the event­
state structure for von Neumann's Hilbert space model of quantum 
mechanics. If acE[f, then the support of ac is the operator-theoretic sup­
port projection of the density operator Da corresponding to ac, since Tr 
is a faithful normal trace on the von Neumann algebra .Pc(H) of all con­
tinuous linear operators on H (see, for example, [4J, [5J and [16J). The 
operator-theoretic support projection of Da is the projection on the or­
thogonal complement of the null space of Da ; hence, in terms of the Baer 
*-semigroup (.Pc(H), 0, *,') (see the Appendix of [15J), the support of ac 
is (Da)". 

THEOREM 1.2. Let (tS', [f, P, Q) be an event-state-operation structure satis­
Jying Axiom 1.8. /fPEtS', acE[f, P(p, ac) # 0 and P=Qpac, then the support 
pp oJ P and the support Pa oJ ac satisJy 

Pp~(Pa V p')l\p. 

Proof Pa is the support of ac and p~.lPa; hence, P(p~, ac)=O by the 
defining property of support. Since p~ 1\ P ~ Pa' it follows that 

O~P(p~ I\P, ac)~P(p~, ac)=O 
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and, since P~/\P~p, Axiom 2.6 of [15] implies 

P{p~ /\ p, rx) 
P{p~./\ p, Qprx) = (p); 

P ,rx 

P{p" vp', P)= 1- P{p~ /\ p, P)= 1. 

By assertion (a) of Theorem 1.1, P{p" vp', P)= 1 implies pp~p" vp'. 
Axiom 2.2 of [15] asserts P{p, Qprx) = 1; hence, P{p, P)= 1, since P= Qpcx., 
and pp~p again by Theorem 1.1. Therefore, pp~p" v p' and pp~p; hence, 
h~~v~/\~ QEO 

The assertion of Theorem 1.2 may be expressed in terms of residuated 
mappings as follows: if pE8, rxEfi}p and P=Qprx, then Pp~ePp{p,,), where 
ePP is the following residuated mapping of 8 into 8: 

ePp{q)={qvp')/\P, qE8. 

The example of von Neumann's Hilbert space model of quantum me­
chanics and the case of a compatible logic provide stronger results than 
Theorem 1.2. 

Example 1.2. For the event-state-operation structure (9(H), [17, P, Q) 
(see Example 2.1 of [15]), Q is defined as fOllOWS: if PE9{H), rxEY', 
P{P, rx):;60, and D" is the density operator for rx, then P=Qprx is the state 
with density operator Dp, 

D PD"P 
p Tr (D"P) 

The supports of rx and P are P,,={D,,)" and Pp={Dp)", respectively, in 
terms ofthe Baer *-semigroup (!l'c{H), 0, *, '). The support (Dp)" coincides 
with {PD"P)", since the positive number (T,.{D"P)t 1 is immaterial for 
supports. D" is a positive operator on H; hence, there exists a 7;.E!l'c{H) 
such that D,,= 7;.*7;.. Consequently, Theorem A.5 of the Appendix asserts 

Therefore, the inequality of the conclusion of Theorem 1.2 is replaced 
by an equality 

Pp={P" vP') /\ P 
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for the special case of von Neumann's Hilbert space model for quantum 
physics. 

THEOREM 1.3. Let (8, Y', P, Q) be an event-state-operation structure such 
that 

(i) Axiom 1.8 is satisjied, and 
(ii) ijp,qE8, thenpCq. 

IJ pE8, a.EY', P(p, a.)#0 and P=Qpa., then 

P{J= Pa; /\ P=(Pa; vp') /\ p. 

Proof Because of hypothesis (ii), the relation of orthogonality may be 
characterized as follows (see, for example, [14]): for P, qE8, P J.. q if and 
only if P /\ q=O. If qE8, then pCq and 

P(q /\ p, a.) 
P(q, P)=P(q, Qpa.) = P(p, a.) 

by Theorem 4.1 of [15]; hence, for qE8, P(q, P)=O if and only if 
P(q /\p, a.)=0. P(q /\p, a.)=0 if and only if q /\pJ..Pa; by the definition of 
the support of a.. q/\pJ..Pa; if and only if qJ..P/\Pa;, since (q/\P)/\Pa;= 
q /\ (p /\ Pa;) and J.. has the above characterization. Consequently, for 
qEG, P(q, P) = 0 if and only if q J.. P /\ Pa;. This, however, is the defining 
property for the support P{J of P; hence, P{J = Pa; /\ p. Since pC Pa;' the char~ 
acteristic properties of the relation e (see Section III of [15]) imply 
(Pa; vp') /\ p = Pa; /\ p. Q.E.D. 

The following axiom for event-state-operation structures is, therefore, 
motivated by the general result of Theorem 1.2 and the results of the 
special cases of Example 1.2 and Theorem 1.3. 

AXIOM 2.8. If pE8, a.EY', P(p, a.)#0, {3=Qpa., and the supports Pa; and 
P{J of a. and P exist, then 

THEOREM 1.4. Let (8, Y', P, Q) be an event-state-operation structure 
satisJying Axioms 1.8 and 2.8 with XESu, Pl' pz, ... ,PnE8, and x= 
Qp,oQp2o ... oQPn· 
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(a) IJ CXE!l}x' then 

Pxa = epP! ° epP2 0", ° epPn (Pa)' 

(b) CXEC!l}x if and only if 

epP! ° epP2 0'" ° eppJPa)=O. 

(e) CXE C!l}x if and only if 

Pa2:.(epp!oepP2 o ... oeppJ* (1)'. 

(d) qx=(epP!oepP2 o ... oeppJ* (1)'. 
Proo! Assertion (a) follows from Axiom 2.8 by induetion on n. Let 

Pn+l = 1. The following eharaeterization of C!l}a was obtained in Seetion 
II of [15]: cx E C!l} x if and only if there exists an i, 1 ~ i ~ n, sueh that 

for i 2:.j ~ n and 

Sinee the supports of the states involved in these two expressions may 
be determined by utilizing (a), this eharaeterization of C!l}x yields the 
following: CXE C!l}x if and only if there exists an i, 12:. i 2:. n, sueh that 

epPJ+! ° oo •• oepPn oepPn+! (Pa).l"Pi 

for i<j~n and 

epp, +! 0'" ° epPn ° epPn+! (Pa)XPi' 

For any p, qES, epp(q) = 0 ifand only if p.1q. Henee, the eharaeterization 
of C!l}x may be expressed as follows: cxEC!l}x if and only if epP! oepP2 ° oo •• ° 
eppJPa)=O. Thus, assertion (b) is established. For any qErff and epES(rff), 
ep(q)=O ifand only if q2:.ep*(1)'; henee, assertion (e) follows immediately 
from (b). Beeause of the properties of Pa' (e) asserts 

C!l}x= {cxEff: P((epP! ° epP2 0'" ° eppJ* (1)', cx) = 1}. 

Sinee qx is the unique element of S sueh that 

C!l}x=ff1 (qx) = {cxEff:P(qx' cx)= 1} 

(see Definition 2.3 of [15]), assertion (d) is valid. Q.E.D. 
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THEOREM 1.5. Let (S, g, P, Q) be an event-state-operation structure 
satisJying Axioms 1.8 and 2.8. 

(a) The mapping O:So-+S(S) (xeSo-+OxeS(S)) defined as Jollows is 
well-defined: ifxeSo, then select Ph P2, .. ·,PneS such that x=Qp,oQp20 
... oQ and dehne 0 by 

Pn ~'x 

o =,!,. o,!,. o ••• o,!,. 
X 'l'p, 'l'P2 'l'pn' 

(b) 0 is a homomorphism oJthe Baer *-semigroup (So, 0, *,') oJ operations 
into the Baer *-semigroup (S(S), 0, *,') oJresiduated mappings oJ(S,~, '). 

(c) IJ xeSo and rxe!?2x, then 

Pxa.=OApa.)· 

(d) IJ xeSo and rxeg, then the Jollowing are equivalent: 
(i) rxf/!?2x, 
(ii) OApa.)=O, 
(iii) Pa. ~ 0: (1 y. 

Proof O:So-+S(S) is well-defined provided: if xeSo, Pl' P2, ... ,Pn' 
ql' q2' ... , qmeS, and 

then 

that is, if peS, then 

(I) ,!,. o,!,. o ... o,!,. (p)='!" o,!,. o ••• o,!,. (p) 'I' p, 'I' P2 'I' Pn 'I' q, 'I' q2 'I' qm . 

Both sides of(l) are equal to 0, if p = 0. If pe S and p # 0, then there exists 
an rxeg such that p is the support Pa. of rx, p= Pa., by Axiom 1.8. If rxe~x, 
then both sides of (I) are equal to the support of xrx by assertion (a) of 
Theorem 1.4. If rxf/!?2x, then both sides of (I) are equal to ° by assertion 
(b) of Theorem 1.4. Consequently, 0 is well-defined. 

o obviously preserves ° and *, 

for x, yeSo. If xeSo, Pt, P2, ... ,PneS and x=Qp,oQp2 0 ... oQPn' then 
x = Qqx (see Definition 2.3 of [15]). By the definition of' for (S (S), 0, *, '), 
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WxY = rPa where qeS is given by 

q = 0: (1)' = (rPP1 0 rP P2 0'" ° rPpJ* (1)'. 

(d) ofTheorem 1.4 asserts that q=qx; hence, (Ox)' = rPqx' Since x' = Qqx' 
(0 x)' = 0 x' and 0 preserves '. 

Assertion (c) is an immediate consequence of assertion (a) of Theorem 
1.4 while assertion (d) is an immediate consequence of (b) and (c) of 
Theorem 1.4. Q.E.D. 

Consequently, if (S, f!?, P, Q) is an event-state-operation structure sat­
isfying Axioms 1.8 and 2.8, then, for each element x of the Baer *-semi­
group (Sa, 0, *, ') of operations, there is an element Ox of the Baer *-semi­
group (S (S), 0, *, ') of residuated mappings of (S, ~, '). x maps states while 
Ox maps supports of states; specifically, if r:x.e~x then the support Pa of 
the state r:x. is mapped into the support Pxa of the state xr:x. by 0x, 

Pxa=OAPa)' 

II. A TOMS AND PURE ST A TES 

The purpose of this section is to augment the axioms of an event-state 
structure to provide a setting for investigating the role of semimodularity. 

DEFINITION 2.1. Let (S, f!?, P) be an event-state structure. 
(a) !fr:x.t> r:x.2, ... ,ef!?, t l , t2, ... ,e[0,lJ, and L;t;=l, then the unique 

r:x.ef!? such that 

P(p, r:x.)= L t;P(p, r:x.;), 
; 

for all peS (see Axioms 1.6 and 1.7 of [15J) is denoted by 

and called the mixture of r:x.h r:x.2,'" with respective weights t l , t2, .... 
(b) A state r:x.ef!? is pure provided: if te(O, 1), r:x.l, r:x.2ef!?, and 

r:x.=tr:x. l +(l-t) r:x.2, 

then r:x. l =r:x.2; otherwise, r:x. is mixed. The set of all pure states is denoted 
by S. 

(c) The set of all atoms in S is denoted by J. 
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For a general event-state strueture, 8 is not atomie; indeed there may 
be no atoms in 8 (for the definitions of atom and atomie, see the A~ 
pendix). Furthermore, there may exist no pure states in Y. An additional 
axiom is neeessary [12]. 

AxIOM 1.9. (a) If pE8 and pi=O, then there exists a pure state IXEY 
such that P(p, IX) = 1. 

(b) IXEY is a pure state if and only of there exists a pE8 such that, 
for PEY, P(p, P)= 1 is equivalent to P=IX. 

If pE8 and Pi=O, then there exists an IXEY such that P(p, IX) = 1 by 
assertion (f) of Theorem 1.1 of [15]. Part (a) of Axiom 1.9 asserts that 
this state may be seleeted to be a pure state. Part (b) ofAxiom 1.9 asserts 
that a state is pure if and only if it may be prepared (see Theorem 3.1) 
and identified by observing a single event. 

THEOREM 2.1. If (8, Y, P) is an event-state structure satisfying Axiom 
1.8, then the following are equivalent statements: 

(a) (8, Y, P) satisfies Axiom 1.9, 
(b) (8, Y, P) satisfies thefollowing: 

(i) if pE8 and Pi=O, then there exists a pure state IXEY such that 
P(p, IX) = 1, and 

(ii) IXEY is a pure state if and only if p" is an atom and IX is the unique 
state in Y with support equal to Pa.; and 

(e) (8, Y, P) satisfies thefollowing: 
(i) (8,~, ') is atomic and 
(ii) there exists a mapping P-+IXp of the set of atoms, 1, onto the set 

of pure states, jj, such that, for pEI, IXp is the unique state IXEY 
with P(p, IX) = 1. 

Moreover, ifAxiom 1.9 is satisfied and pEI, then p is the support oflXp • 

Proof. First, consider part (b) of Axiom 1.9. Suppose IXEY and pE8 
has the following property: for P E Y, P (p, P) = 1 if and only if P = IX. Since 
P{P,IX)=l, one has p,,~l; eonsequently for PEY, P(p",P)=l implies 
P(p, P)= 1 and, hence, P=IX. Conversely, if pEf/ and P=IX, then P{p", P)= 
P(p", 1)= 1. Consequently, part (b) ofAxiom 1.9 is equivalent to the 
following: IXEf/ is pure if and only if, for PEf/, P(p", P)= 1 is equivalent 
to P=IX. 

Suppose IXEf/ and p" satisfies the property: (I) for PEf/, P{p", P)= 1 
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is equivalent to P=IX. It is asserted first that Pa is an atom. Indeed, let 
qeS, q=FO, and q~Pa. By Axiom 1.8, there exists a state pe[l' such that 
the support Pp of P equals q; henee, P(Pa' P)= 1, sinee Pp=q~Pa. There­
fore, P=IX and qp=P=Pa; eonsequently, Pa is, indeed, an atom. Let pe[l' 
and suppose the support of P equals Pa. Then P(Pa' P)= P(pp, P)= 1 and 
P = rx. Therefore, if Pa satisfies (I), then Pa satisfies: (II) Pa is an atom and 
IX is the unique state with support equal to Pa. Suppose now that Pa satisfies 
(II). If pe[l' and P(Pa, P)=l, then Pp~Pa and, henee, Pp=Pa' sinee Pa is 
an atom; eonsequently, P=IX sinee IX is the unique state with support 
equal to Pa. Therefore, if Pa satisfies (II), then Pa satisfies (I). 

Consequently, (a) and (b) are equivalent. Assume now the validity of 
(b) for (S, [1', P). S is atomie provided: if peS and P=FO, then there exists 
an atom q~p. If peS and P=FO, then there exists a pure state IX e [I' such 
that P(p, IX) = 1; eonsequently, Pa is an atom such that PIX ~ p. Therefore, 
S is atomie. If peI, then seleet a pure state IXe[l' such that P(p, IX) = 1. 
Sinee P is an atom and Pa~P, P eoineides with the support of IX; eonse­
quently, there exists exaetly one IX e [I' such that P(p, IX) = 1. Denote this 
rx by IXp" The mapping P-+IXp from I into !i is surjeetive; indeed, if IX e [I' 

is pure, then IX = IXp where P is the support of IX. Consequently, (b) impIies 
(e). 

Assume the vaIidity of (e). If peI, then P is the support of IXp" Indeed, 
P(p, IXp) = 1 implies Pa ~ P and, henee, Pa = p, since P is an atom. Suppose 
peS and p=FO. Since S is atomie, there exists an atom qel such that 
q ~ p. The pure state IXg satisfies P(p, IXg) = 1 since q is the support of IXg 

and q~p. Therefore, (e) implies (b). Q.E.D. 
Consequently, for an event-state strueture (S, [1', P) satisfying Axiom 

1.8, Theorem 2.1 asserts that Axiom 1.9 is satisfied if and only if S is 
atomic and the restrietion of the mapping IX-+Pa from [I' onto S to the 
set of pure states, !i, is a one-to-one mapping of !i onto the set of atoms, 
I, such that if IXe!i and pe[l' with Pa= Pp, then P=rx. 

The event-state strueture (&J (H), [1', P) ofvon Neumann's Hilbert space 
model of quantum mechanics satisfies Axiom 1.9. 

Example 2.1. The atoms of &J(H) are the projeetions with one-dimen­
sionaI range. A state IXe[l' is pure if and only if the density operator Da 

is a projeetion with one-dimensional range [10]; therefore, the support 
of a pure state rx is the atom Da• 
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III. SEMIMODULARITY AND PURE OPERA TIONS 

The recent interest in the quantum logic approach to the foundations of 
quantum physies, at least partially, stems from the recognition of the 
desirability of an axiomatic characterization of von Neumann's Hilbert 
space model for quantum mechanics. Ideally, a criterion for the adoption 
of each axiom of this characterization would be the existence of a pheno­
menological interpretation of the axiom. The currently available "con­
crete representation theorems," the identification of (S, ~, ') with an ap­
propriate lattice of subspaces of a vector space (although not necessarily 
a Hilbert space), depend upon hypothesizing the atomicity and semi­
modularity of (S, ~, ') (see [lOJ, [l1J, [12J, and [13J). The purpose of 
this section is to provide a direct phenomenologieal interpretation of the 
property of semimodularity when Axioms 1.8 and 1.9 are satisfied. 

Although von Neumann's early papers on quantum mechanics in­
volved the quantum logic approach (see [19J and [20J, pp. 247-254), the 
first formalization of the quantum logic approach was contained in the 
elassic work by Birkhoff and von Neumann [2]. The hypothesis of mod­
ularity was imposed on the logic, (S, ~, '), of quantum mechanics in [2J 
despite the fact that (f~(H), ~,') is not modular for a separable infinite 
dimensional complex Hilbert space H. More recently, it has been rec­
ognized that the orthomodularity of(S, ~, ') is adequate to replace mod­
ularity for many purposes; indeed, the orthomodularity of (S, ~, ') is a 
consequence of the axioms for an event-state structure and possesses a 
phenomenological interpretation even when only the set of events is 
considered [13]. Definition A.4 and Theorems A.7 and A.8 of the Ap­
pendix indieate the interdependence of modularity, semimodularity, 
orthomodularity, and distributivity. 

The semimodularity of (S, ~, ') will be discussed in terms of pure 
operations [9]. 

DEFINITION 3.1. Ir (S, !/, P, Q) is an event-state-operation structure, 
then XESn is a pure operation provided: ir IXE~x and IX is a pure state, 
then x IX is a pure state. 

THEOREM 3.1. Let (S, !/, P, Q) be an event-state-operation structure satis-
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fying Axioms 1.8 and 1.9. If pE8 is an atom, IXEY and P(p, IX)#O, then 
QplX=lXp; hence, Qp is a pure operation. 

Proof By Axiom 2.3 of [15], P(p, QplX) = 1; sinee p is an atom, QplX=lXp 
by assertion (e) of Theorem 2.1. IXp is a pure state; henee, Qp is trivially 
a pure operation. Q. E. D. 

A first indieation of a eonneetion between semimodularity and pure 
operations is eontained in the following theorem. 

THEOREM 3.2. Let (8. Y, P, Q) be an event-state-operation structure 
satisfying Axioms 1.8 and 1.9. If(8, ~, ') is semimodular, then Qp is a 
pure operation for every p E 8 ; hence, every x E Su is a pure operation. 

Proof If pE8 and IXE~up' then P(p, IX)#O. Consequently, by the defi­
nition of support, p",kp. The support Pp of f3 = QplX satisfies 

pp~(p'" v p')/\P 

beeause of Theorem 1.2. If, moreover, IX is a pure state, then P'" is an atom 
since Axiom 1.9 holds. Sinee (E, ~, ') is atomie, orthomodular and semi­
modular, (p'" vp') /\ P is an atom (see Theorem A.8 of the appendix). Pp 
is the support of astate; henee, Pp # o. Therefore, the support Pp of f3 = QplX 
is an atom, 

Pp = (p'" V p')/\p. 

Consequently, f3 is a pure state and Qp is a pure operation. If XESu, then 
there exist Pt> P2' ... ' PnE8 such that 

XIX=QPI (Qp2(··· QPn lX ... )) 

for allIXE~x; therefore, if IXE~x is pure, then XIX is pure. Q.E.D. 
The erucial step in the proof of Theorem 3.2 was noticing the faet that 

the semimodularity of the atomie, orthomodular ortholattice (8,~, ') 
yields the following property of the residuated mapping tP p: if qEtI, qkp, 
and q is an atom, then 

tPp(q)=(qv p')/\P 

is an atom. Indeed, this is a eharaeterization of the semimodularity of 
(8,~,') when (8,~,') is atomie. Consequently, ifthe eonneetion between 
operations and residuated mappings is utilized, that is, ifAxiom 2.8 is 
assumed, then a eharaeterization of semimodularity is obtained. 
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THEOREM 3.3. If (8, Y, P, .0) is an event-state-operation structure satis­
fying Axioms 1.8, 1.9 and 2.8, then thefollowing are equivalent,' 

(a) (tf,~, ') is semimodular, 
(b) .op is a pure operation for every pE8; and 
(e) every XESg is a pure operation. 
Proof (b) and (e) are equivalent obviously and (a) implies (b) by The­

orem 3.2 (without the assumption ofAxiom 2.8). Assume .op is a pure 
operation for every pe8. To prove (8, ~, ') is semimodular it suffies to 
prove (see Theorem A.8 of the Appendix): if PEtf, qEtf and q is an atom 
with q 1:..p, then 

is an atom. Consider the state !Xq corresponding to the atom q. Since 
p 1:.. q and q is the support of !Xq , P (p, !Xq) =I 0 and !Xq is in the domain of 
.op; moreover'!Xq is a pure state. Since.Qp is a pure operation, P=.Qp(!Xq) 

is a pure state and the support pp is an atom. By Axiom 2.8, 

and <pp(q) is an atom. Q. E. D. 
The rule for the phenomenological interpretation of operations pre­

sented in [15] provides a heuristic reason for asserting that .op should 
be a pure operation for each PEtf. The phenomenological characteriza­
tion of the fact that a state !XEY is pure is the following indecomposa­
bility of the corresponding ensemble. The ensemble of physical systems 
prepared by a state-preparation procedure corresponding to !X can not 
be decomposed into two subensembles prepared by state-preparation 
procedures corresponding to two distinct states !Xl and !X2 with the fol­
lowing property: a system of the ensemble corresponding to !X may be 
attributed to the ensemble corresponding to !Xl with probability t and to 
the ensemble corresponding to !X2 with probability 1- t, where 0 < t < 1. 
The ensemble corresponding to .Qp!X is constructed by selecting the 
systems of the ensemble corresponding to !X for which the observation 
procedure for p indicates that the event p occurs. It is, therefore, plau­
sible that this ensemble is indecomposable provided the ensemble corre­
sponding to !X is indecomposable. 
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IV. SUMMARY 

IT (8, [II, P, .0) is an event-state-operation structure, then the set Sa of 
operations admits the structure of a Baer *-semigroup, (Sa, 0, *, '). Since 
(8, ;;;;, ') is an orthomodular ortholattice, the set S(8) of residuated map­
pings of (8,;;;;,') also admits the structure of a Baer *-semigroup, 
(S(8), 0, *, '). Theorem 1.1 indicated a connection between these two 
Baer *-semigroups: if pep and a.e[ll with P(p, a.)#0, then the supports 
Pp and PIZ of P = .opa. and a., respectively, satisfy 

Pp;;;; ePP(PIZ)' 

where ePP is the residuated mapping 

ePp (q)=(qvp')I\P, qe8. 

Axiom 2.8 replaces the above inequality 

by an equality 

Pp = ePp (PIZ)' 

Axiom 2.8 is satistied, for example, by a compatible logic (that is, pC q 
for every pair p, qe8) and by von Neumann's Hilbert space model for 
quantum mechanics. IT Axiom 2.8 is satistied, the there exists a homo­
morphism O:Sa-+S(8) of the Baer *-semigroup (Sa, 0, *, ') of operations 
into the Baer *-semigroup (S (8), 0, *,') of residuated mappings. The 
operation xeSa maps states while the residuated mapping Oa maps sup­
ports of states, specitically, if a.e.@x' then 

where PIZ and PXIZ are the supports of a. and xa., respectively. 
When the logic (8, ;;;;, ') is atomic and there exists a correspondence 

between pure states and atoms, Theorems 3.2 and 3.3 provide a connec­
tion between semimodularity of (8, ;;;;,') and pure operations (operations 
which map pure states into pure states). Indeed, if(8, ;;;;,') is semimodular, 
then every xeSa is a pure operation. When Axiom 2.8 is imposed, (8,;;;;,') 
is semimodular if and only if every xeSa is a pure operation. 
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APPENDIX 

This Appendix is devoted to the exposition of faets about the residuated 
mappings of an orthomodular ortholattice and about the semimodular­
ity of lattiees, specifieally, atomie orthomodular ortholattices, and of the 
proof of one theorem for general Baer *-semigroups. 

A.I. Residuated Mappings 

Some definitions and theorems from the theory of posets will be needed 
[1, 3]. 

DEFINITION A.I. Let (X, ~) be a poset. 
(a) If Y is a subset of X, then XE Y is a least (respeetively, greatest) 

element for Y provided: x~y (respeetive1y, y~x) for every YEY. (There 
exists at most one least (respeetively, greatest) element of Y.) 

(b) A mapping <jJ: X -X is isotone provided: if X, YEX and x~y, then 
<jJ(x)~<jJ(y). 

(e) A mapping <jJ: X -x is residuated provided: 
(i) </J is isotone, and 
(ii) if XE X, then the subset 

{YEX:<jJ(y)~x} 

is nonempty and possesses a great~st element. 
(d) S(X) denotes the set of all residuated mappings of X. 
(e) If <jJ: X - X and t/I: X - X, then the mapping </J 0 t/I: X - X is defined 

by 

(</J 0 t/I}(x) = </J (t/I (x)) 

for all XEX. 

(f) If </J E S (X), then the mapping </J + : X-X is defined as follows: for 
XE X, </J + (x) is the greatest element of the subset 

{YEX:<jJ(y)~x} 

of X. 

THEOREM A.I. Let (X, ~) be a poset. 
(a) An isotone mapping <jJ: X-X is residuated if and only if there exists 
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an isotone mapping t/I: X --+ X such that 

and 
(t/lot/>)(x)~x 

(t/>ot/l)(x)~x 

Jor all XE X .. moreover, if t/> is residuated, then t/I is uniquely determined, 
t/I=t/>+. 

(b) IJ t/>, t/lES(X), then t/>ot/lES(X) and 

(t/>ot/l)+ =t/I+ ot/>+. 

(e) Let 0 be a least element Jor (X, ~), t/>ES(X) and XEX. t/>(x)=O if 
and only if x ~ t/> + (0). 

(d) IJ (X, ~) has least and greatest elements, 0 and 1, respectively, then 
the mappings O:X--+X and l:X--+X are residuated where 

O(X)=O, XEX 
l(x)=x, XEX; 

moreover, (S (X), 0) is a semigroup with zero, 0, and unit, 1. 
If (X, ~) is not only a poset but also has an orthocomplementation, 

then (S (X), 0) admits an involution [6]. 

DEFINITION A.2. If I: X --+ X is an orthocomplementation of a poset 
(X, ~) and t/>E S(X), then the mapping t/>* : X --+ X is defined by 

t/>*(X)=t/>+(X/)/, XEX. 

THEOREM A.2. Let I: X --+ X be an orthocomplementation of the poset 
(X, ~). 

(a) IJ t/>ES(X) and XEX, then 

t/> + (x) = t/>* (x')' 

and t/>*(x) is the least element oJthe subset 

{y': t/>(y)~ x'} 
oJx. 

(b) IJ t/>ES(X), then t/>*ES(X); moreover, t/>* is the unique isotone map-



SEMIMODULARITY AND QUANTUM MECHANICS 411 

ping 1/1: X -4 X sueh that 

and 
1/1 (cJ>(x')') ~ X 

CJ> (1/1 (x')') ~ x 

for all XEX. 
(e) Let (X, ~) have least and greatest elements 0 and 1, cJ>ES(X), and 

XEX. cJ>(X) =0 if and only if x.l cJ>*(1). 
(d) * is an involution for the semigroup (S(X), 0). 
If (X, ~, ') is not only an orthoposet but also an orthomodular ortho­

lattice, then S(X) admits the strueture of a Baer *-semigroup [6]. 

DEFINITION A.3. Let (L, ~, ') be an ortholattiee. 
(a) If pEL, then the mapping cJ>p:L-4L is defined by 

cJ>p(q)=(qv p')"p, qEL. 

(b) If cJ>ES(L), then the mapping cJ>':L-4L is defined by cJ>'=cJ>p where 
p = cJ>* (1)'. 

THEOREM A.3. Let (L, ~, ') be an orthomodular ortholattiee. 
(a) If pEL, then cJ>pES(L); moreover, 

CJ>; = cJ>p 0 cJ>p = (cJ>p)" = cJ>p. 

(b) For p, qEL, cJ>p(q)=O if and only if p.l q. 
(e) (S(L), 0, *, ') is a Baer *-semigroup sueh that p-4cJ>p is an isomorphism 

of the orthomodular ortholattiee (L, ~, ') onto the orthomodular ortholattiee 
(P'(S(L)), ~, ') of closed projeetions in S (L). 

A.II. Two Theorems on Baer *-semigroups 

The following theorem is from the general theory of Baer *-semigroups 
[6, 7, 8]. 

THEOREM A.4. If(S, 0, *, ') is a Baer *-semigroup, then 
(a) for XES, (X* o x)" = X", 
(b) for x, YES, (xo y)" = (X" 0 yl", 
(e) for e,fEP'(S), (eof)"=(ev r)"j. 
The eomputation of the operator-theoretie support projeetion of PDP, 
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where D is a positive operator and P is a projection on a Hilbert space 
H, is an application of the following theorem to the Baer *-semigroup 
(.Pc(H), 0, *, ') of continuous linear operators on H. 

THEOREM A.S. lf (S, 0, *, ') is a Baer *-semigroup, yeS, eeP'(X) and 
x= y* 0 y, then (eoxoe)" =(x' v e') /\ e. 

Proof First, one notes 

eo xo e=(yo e)* o(yo e) 

and, by (a) of Theorem A.4, 

(eo xo eY' = (yo e)". 

U tilizing (b) of Theorem A.4, one has 

hence 
(yoe)"=(y" o e)" ; 

(eo xo e)" = (y" 0 e)". 

Since y" e P' (S) and e eP' (S), (c) of Theorem A.4 asserts 

(y" o e)" =(y" v e') /\ e. 

Since x = y* 0 y, another application of (a) of Theorem A.4 yields 

x" =(y* 0 y)"= y"; 

consequently, 

(eoxoe)" = (x" v e') /\ e, 

the assertion of the theorem. 

A.III. Semimodularity and Atomicity 

Q.E.D. 

The following definition and theorem indieate the interdependence of 
distributivity, orthomodularity, semimodularity, and modularity [1, 11]. 

DEFINITION A.4. Let (L, ~) be a lattice. 
(a) If p, q, reL, then (p, q, r) is a distributive triple, written (p, q, r) D, 

provided: 
(p V q)/\ r=(p /\ r)v (q /\ r). 

(L, ~) is a distributive lattice provided: if p, q, reL, then (p, q, r) D. 
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(b) If q, rEL, then (q, r) is a modular pair, written (q, r) M, provided: if 
peL and p~r, then (p, q, r) D. (L,~) is a modular lattice provided: if 
p, qEL, then (p, q) M. 

(c) (L,~) is semimodular provided: if p, qe L and (p, q) M, then (q, p) M. 

THEOREM A.6. An ortholattice (L, ~, ') is orthomodular if and only if 
every orthogonal pair is a modular pair, i.e., p, qeL and pl.q implies 
(p, q) M. 

Consequently, every distributive lattice is modular and every modular 
ortholattice is orthomodular. It should be noted that the projection 
lattice of every von Neumann algebra is not only orthomodular but also 
semimodular [18]. Semimodularity admits a useful characterization in 
an atomie orthomodular ortholattiee [17]. 

DEFINITION A.5. Let (X, ~) be a poset with a least element o. 
(a) An element xeX is an atom provided: 

(i) x#O and 
(ii) if YEX and y~x, then either y=O or y=x. 

(b) (X,~) is atomic provided: if xeX and x#O, then there exists an 
atom yeX such that y~x. 

THEOREM A.7. A necessary and sufficient conditionfor an atomic ortho­
modular ortholattice (L, ~, ') to be semimodular is the following: if pe L, 
qeL is an atom and q is not orthogonal to p, q.lP, then (q vp') /\p is an 
atom. 
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ON THE STRUCTURE OF QUANTUM LOGIC 

O. INTRODUCTION 

In the axiomatic development of the logic of nonrelativistic quantum 
mechanics it is not difficult to set down certain plausible axioms which 
ensure that the quantum logic of propositions has the structure of an 
orthomodular poset This can be done in a number of ways, for example, 
as in Gunson [2], Mackey [4], Piron [5], Varadarajan [7] and Zierler 
[8], and we summarise one of these ways in Section II below. It is cus­
tomary to impose further axioms which ensure that this logic is a com­
plete atomic orthomodular lattice so that easy access is obtained to a 
representation of the logic as the lattice of closed subspaces of Hilbert 
space, for example, Jauch [3], Piron [5] and Zierler [8]. Not much is 
known about the structure of orthomodular posets and in Section I we 
show how they arise naturally in the study of certain sets of Boolean 
logics in which one can define common operations of implication and 
negation. In Section III we show that every completely orthomodular 
poset arises in this way. 

Part of the interest of this result comes about because of the following 
remarks. When quantum logic is represented as the lattiee of subspaces 
of Hilbert space the physical quantities, or observables, are represented 
by certain selfadjoint linear operators. It is these operators which play 
the role ofthe "random variabies" of quantum theory in contrast to those 
of elassical probability theory where the random variables are just real 
valued functions on a space of possible outcomes which are measurable 
with respeet to a Boolean u-algebra of subsets which can, in an obvious 
way, be thought of as a Boolean u-Iogic of propositions. This fact has 
been one of the conceptual difficulties of quantum theory because its 
"random variabies" do not seem to be quantities of the same nature as 
those of elassical theory. However if the quantum logic of subspaces of 
Hilbert space is represented as a logical u-structure, as defined below, 
certain equivalence elasses of the set of random variables on the com-

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh 10 Quanlum Mechanies, 415-425. 
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ponent Boolean (J-algebras deterrnine, in a natural way, seIfadjoint Iinear 
operators on the Hilbert space. Thus the physical quantities of quantum 
theory are, in a sense, just equivalence elasses of the physieal quantities 
of elassicaI theory. A detailed aeeount of this faet will be presented else­
where. 

Another eonsequence of the results obtained below is that "quantum 
logie" ean be developed in an abstraet way which owes little to the usual 
physieal motivation. Thus logieal struetures, as defined below, would 
seem to deserve further study in their own right as interesting 10gieaI 
systems. 

I. LOGICAL STRUCTURES 

By a Boolean logie L we mean a Boolean algebra of propositions in 
whieh the Boolean lattice operations of join, meet and orthoeomplemen­
tation eorrespond to the logieal operations of disjunetion, eonjunetion, 
and negation respeetively. As is weIl known the orderi ng in L may be 
interpreted as a IogieaI relation of impIieation between the propositions 
of L. We use 1 and 0 to denote the greatest and Ieast elements of L. 

In what foIlows we eonsider an indexed set It' = {Ly: Y E r} of Boolean 
logies Ly whieh are so related that one ean define negation and impliea­
tion in U {Ly:YEr}. In order to speeify the strueture of It' we need to 
refer to the logieal operations in eaeh Ly; to avoid ambiguity we denote 
order in Ly by OJy and the orthoeompIementation in Ly by Ny. Thus for 
x and y in Ly we mean by "xOJyy" that the proposition x implies the 
proposition Y in the logie Ly and, to avoid unneeessary repetition, we 
adopt the eonvention that whenever an expression such as "xOJyy" oeeurs 
it is to be understood that x and Y are both in Ly. Similarly for x in Ly 
"Nyx" denotes the negation in the logie Ly of the proposition x, here 
again it is to be understood that when an expression "Nyx" oeeurs the 
element X is in the Iogie Ly. By JyX we mean the I u b in the logie Ly of 
the set X, it being understood that in this expression X is a subset of 
Ly and that the I u b in question does exist in Ly. 

DEFINITION 1.1. A logical structure is an indexed set It' = {Ly: Y E r} of 
Boolean logics with the following properties, 

(i) each Ly has the same least element 0; 
(ii) if X and Y belong to La rl Lp then xOJaY il and only if xOJpY; 
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(iii) if xw .. y and ywpz there is yin r such that xwyz; 
(iv) if x belongs to L .. nLp then N .. x=NpY; 
(v) if x and Y belong to L .. nLp then J .. {x, y}=Jp{x, y}; 
(vi) Suppose that yw .. N .. x for some x and y in L .. , if xWpz and ywyz 

there is L~ which contains x, y and z. 
Let 2 be a logieal strueture and write 

we eall L the logie associated with the logieal strueture 2. One ean in­
troduee a partial ordering into L by deereeing that for x, y in L one has 
x ~ y if and only if there is a y in r such that xwyy. The verifieation that 
this deeree does define a partial order in L uses only the properties (ii) 
and (iii) above. Beeause of (i) the common ° of the Ly is the least element 
of L. By (iv) one ean define a map N: L-+ L by asserting that for eaeh 
x in L one has Nx=Nyx for any Ly whieh eontains x. In partieular the 
common 1 = NO of the Ly is the greatest element in L. The map N has 
the following properties 

(a) NNx=x,for each x in L, 
(b) x~y implies Ny~Nx, 
(e) 1 is the lub in L ofx and Nx. 

Of these properties (a) and (b) are obvious eonsequenees of the eorre­
sponding facts about eaeh Ny in its parent Boolean logie Ly. To prove 
(e) let y be any upper bound in L to x and Nx. There are r:x and P in r 
such that xw .. y and (Nx) wpY. But (Nx) wpy implies (Ny) wpx and, by (iii), 

(Ny) wpx & xw,.y => 3y, (Ny) wyY. 

Sinee Ny=Nyy and Ly is a Boolean algebra we have Nyy=O, that is 
y = 1 and this is the desired result. 

In the terminology of lattice theory the three properties (a), (b) and (e) 
mean that the map N is an orthoeomplementation of the poset L, we 
shall adopt the usual terminology, Birkhoff [1 J, and write x.L instead of 
N x. When x ~ y we say that the proposition x implies the proposition 
y in the logic L and we eall x.L the negation of x in L. We have not yet 
used the properties (v) and (vi) of the definition of a logieal strueture, we 
do so to prove 
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THEOREM 1.1. The logic L associated with a logical structure is an ortho­
modular poset, that is 

(a) x v y exists whenever y~x.1, and 
(b) if y~x.1 and x v y= 1 then y=x.1. 
Proof Let x, y be in L and suppose that y~x.1. There is L" such that 

yw"x.1. Since x.1 = N"x is in L" so is x = N"N"x and the Boolean logic L" 
contains x and y. Using (vi) we see that if z is any upper bound in L to 
x and y then there is L~ which contains x, y and z. From xw~z and yw~z 
we deduce that J~{x,y}w~z, that is J~{x,y}~z. But by (v) J{x,y}= 
J ~ {x, y} is defined independently of the particular L~ which contains 
x and y, th us tS' {x, y} ~z. But J {x, y} is an upper bound in L to x and y 
and so it is the desired least upper bound. 

This proyes (a), to prove (b) we need only observe that if x v y= 1 then 
J {x, y} = J~ {x, y} = 1 and since yw~x.1 and L~ is a Boolean algebra we 
have y=x.1. 

COROLLARY. If x, y are in L and x~ y.1 then x /\y exists in L. 
Proof x /\ y = (x.1 V y.1).1 and x.1 v y.1 exists in L since y.1 ~ x = (x.1)1-. 
Remark. It is known (for example Zierler [8]) that in the definition of 

orthomodularity one may re place the condition (b) of Theorem 1.1 by 
any one of the following three implications, each ofwhich, in the presence 
of condition (a), is equivalent to (b). 

(1.1) if x~ y.1 and x /\ y=O then x= y.1, 
(1.2) if x~y.1 then (xv y)/\y.1=x, 
(1.3) if x~ y then x v (y /\ x.1)= y. 

In an orthocomplemented poset S (with orthocomplementation x-+x.1) 
one says that x is orthogonal to y, and then writes x.l y, when x ~ y.1. 
Note that x.l y implies y.l x and 0.1 x since 0 = 1.1. A subset X of S is 
orthogonal when x .1 y for any x =1= y in X, in particular the empty set D 
and the one element subsets of S are orthogonal sets. Since the set union 
of a nondecreasing chain of orthogonal sets is itself orthogonal there 
exist maximal orthogonal subsets of S. We note 

LEMMA 1.1. Let X be a maximal orthogonal subset of the orthocom­
plemented poset S, then VX = 1. 

Proof Let X be a nonempty orthogona1 subset of S. If 1 is not the 
1 u b of X there is x < 1 in S which is an upper bound of X. We cannot 
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have x.L in X for this would imply x.L ~ x, that is x = 1. On the other hand 
if x.L is not in X then X u {x.L} is an orthogonal set and so X is not 
maxirna!. 

DEFINITION 1.2. An orthocomplemented poset is separable when its ortho­
gonal subsets are at most countable. 

DEFINITION 1.3. A logical (f-structure is a logical structure in which each of 
its component Boolean logics is a Boolean (f-algebra and which has, in 

addition to the properties (i) to (vi) above, the properties 
(vii) if X r;;, La. rl Lp is at most countable then Ja. X = JpX, 
(viii) if X is a finite or countably injinite orthogonal subset of L and z 

is an upper bound to X in L then there is a y in r such that X u {z} r;;, Ly. 
Note that in (vii) Ja.X exists in La. since this is a Boolean (f-algebra. If X 
is a countable orthogonal subset of La. then by (vii) JX =Ja.X is defined 
independently of the particular La. which contains X. Taking z= 1 in 
(viii) shows that each countable orthogonal subset of L is a subset of 
so me La. and an argument similar to that used in the pro of of Theorem 
1.1 shows that V X = J X exists in L for any countable orthogonal subset 
of L. 

If L is separable then each component Boolean algebra Ly is separable. 
However, it is not true that L is always separable when Ii' is a (f-Iogic 
each ofwhose component Boolean (f-algebras is separable. I am indebted 
to the referee for this comment. For example, let H be a Hilbert space 
of denumerably infinite dimension and let Ii' be the set of all Boolean 
algebras of closed subspaces of H generated by countable (or finite) sets 
of pairwise orthogonal closed subspaces. Then Ii' is a (f-structure but L 
is precisely the lattice Ii' and it is not separable. However, when L is 
separable V X exists in L for any orthogonal subset X of L since these 
are finite or countably infinite, that is L is a completely orthomodular 
poset. Combining this remark with Theorem 1.1 we have 

THEOREM 1.2. If Ii' is a logical (f-structure for which L is separable, then 
L is a separable completely orthomodular poset. 

II. THE DERIVA TlON OF QUANTUM LOGIC FROM ITS SET OF STATES 

In the axiomatic derivation of the logic of quantum mechanics one ar-
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rives at a logie of propositions whieh has the strueture of an orthomod­
ular poset from eonsiderations rather different from those whieh moti­
vated the diseussion in the last seetion. One starts with a nonempty set 
Q whose elements are propositions and aset .It of possible states of Q. 
The elements of .It are nonnegative real-valued funetions on Q with in­
terpretation that for x in Q and Jl in .It the quantity Jl(x) is the prob­
ability attaehing to the proposition x in the state speeified by Jl. One 
supposes that there are suffieient states to separate the elements of Q, 
that is one imposes the "quantum axiom". 

QA 1. For any xi' y in Q there is at least one Jl in.lt such that Jl(X) i' Jl(Y). 
Beeause of QA 1 one ean partially order the set Q by deereeing that 

x~y in Q means that Jl(x)~Jl(Y) for all Jl in .It. This ordering is inter­
preted as a relation of implieation between the propositions of Q. One 
requires that the poset Q has a least element 0 and with this end in mind 
one imposes the axiom 

QA 2. There is 0 in Q such that Jl(O)=O for all Jl in .It. 
Note that here "0" is denoting both the least element of Q and the real 

number zero. A third axiom is now introdueed so that one may have a 
negation operation in Q, 

QA 3. For each x in Q there is x.1 in Q such that (a) if x i' 0 then x ~ x.1 
and (b) for all Jl in.lt one has Jl(x) + Jl(x.1) = 1. 

It is an immediate eonsequence ofQA 3(b) and QA2 that (i)O~Jl(x)~l 
for eaeh x in Q and eaeh Jl in .It, (ii) Jl(O.1) = 1 for eaeh Jl in .It. From 
QA 1 we deduee that Q has a greatest element 1 =0.1. We prove 

LEMMA 2.1. Under QA 1, 2 and 3 the map X-+ x.1 is an orthocomplementa­
tion of the poset Q. 

Proof We have to verify the three properties (a), (b) and (e) listed after 
Definition 1.1. By QA 3(b) we have 

Jl(x) + Jl(X.1) = 1 = Jl(x.1) + Jl(x.l.l) 

and so Jl(x)=Jl(x.l.l) for all Jl in .It. By QA 1 we deduee that x.l.l=x. 
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Next, using QA 1 and QA 3(b), we have 

x:::;;Y=jl(x):::;;jl(Y), 'VjlEvI( 

=jl(y.1):::;;jl(x.1), . 'VjlEvI( 

= y.1:::;;x.1. 

Finally we show that 1 is the I u b of x and x.1. To do so let t be any upper 
bound in Q to x and x.1. Then x.1:::;; t and so, by the result just proved, 
t.1:::;;x. But x:::;;t and so t.1:::;;t. By QA 3(a) we have t.1=O, that is t=tH = 
0.1 ~ 1. This is the desired result. 

Remark. The orthoeomplementation x~x.1 is usually interpreted as a 
negation operation on the propositions in Q. 

The following axiom ensures that the orthoeomplemented poset Q is 
orthomodular. 

QA 4. IJ X is a finite orthogonal subset oJ Q there is an element U (X) in 
Q such that 

jl{U(X)} = L jl(x) 
xeX 

Jor any jl in VI(. 

LEMMA 2.2. Under QA 1 to QA 4 one has U(X) = VX Jor any finite 
orthogonal subset X oJQ. 

Proof Let x 1- y be in Q and let t be an upper bound to x and y, then 
{x, y, t.1} is an orthogonal set and so 

1 ~ jl {U (x, y, t.1)} = jl {U (x, y)} + jl(t.1). 
It follows that 

jl{U(x,y)}:::;;jl(t), 'VjlEvI(. 

Thus t~ U(x, y) and sinee U(x, y) is clearly an upper bound to x and y 
we deduce that U (x, y) = x v y the I u b of x and y in Q. The general result 
now follows by induetion. 

COROLLARY. Q is orthomodular. 
Proof If y:::;; x.1 and x v y = 1 then 

jl{x) + jl{x.1) = 1 = jl{x) + jl{y) 

and so jl{y) = J.L{x.1) for all jl in vI(, thus y=x.1 and Q is orthomodular. 
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In the axiomatic development of quantum mechanics one usually as­
sumes a stronger version of QA 4 in which X is any countable ortho­
gonal seto One is then assured that a countable orthogonal subset of Q 
has a I u b. This assumption is usually supplemented by the requirement 
that any orthogonal subset of the logic Q is at most countably infinite. 
In this way one arrives at a quantum logic Q which has the structure of 
a separable completely orthomodular poset. 

The derivation of quantum logic in this way is a fairly standard pro­
cedure, see for example Zierler [8], Piron [5] and Gunson [2] where 
further details are given, and it is a naturalone when the motivation 
comes from a consideration of physical systems which, in practice, are 
equipped with sets of possible states. However, the results ofthe previous 
section show that logics with a similar structure arise naturally from sets 
of Boolean logics in which one can define common operations of impli­
cation and negation. It is natural to ask, therefore, if every orthomodular 
poset arises as the logic associated with a logical structure. In the next 
section we answer this question affirmatively for completely orthomod­
ular posets. 

III. COMPLETEL Y ORTHOMODULAR POSETS 

We establish some preliminary lemmas. 

LEMMA 3.1. Let S be a completely orthomodular poset. If M is a maximal 
orthogonal subset of S and Xs.M then V(M\X)=x.L where x= vx. 

Proof M\X is an orthogonal subset of S. Since S is completely ortho­
modular Y= V(M\X) exists in S. But y~x.L and by Lemma 1.1 x v Y= l. 
Using orthomodularity in S we deduce that y=x.L. 

By a frame of a completely orthomodular poset S we mean aset M\O 
where Mis a maximal orthomodular subset of S. We prove 

LEMMA 3.2. Let P(F) be the set of all subsets of the frame F of a com­
pletely orthomodular poset S. Define a map h: P(F)-+ S by writing Xh = VX 
for any subset X of F, then 

(3.1) (F\X) h=(Xh).L 
and, for any X, Y in P(F) 

(3.2) Xs.Y-Xh~Yh. 
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Proof Note that D h = VD = o. Equation (3.1) follows from Lemma 
3.1. The forward implication in (3.2) is trivial, to establish the backward 
implication we suppose that X and Y are in P(F), that Xh~ Yh and show 
that this implies X\ Y = D. To do so suppose that x is in X but not in 
Y, then x ~ V X ~ V Y. But x is in F and Y is a subset of the orthogonal 
set F and so V Y ~ xl.. It follows that x ~ xl. and so x = 0, but 0 is not 
in F and this contradiction establishes the desired result. 

COROLLARY. P(F) h is asublattice of S which is an isomorphic copy of the 
Boolean algebra of all subsets of F. 

Proof Because of Equation (3.2) the map h is an injection. Let X and 
Y be subsets of F and let x=Xh, Y= Yh If t in S is an upper bound to 
x and y then t~x~a for each a in X and t~ y~b for each b in Y. Thus 
t is an upper bound to X u Y and consequently t ~ V (X u Y) = (X u Y) h 
But by Equation (3.2) (X u Y) h is an upper bound to x and y and so 
(Xu Y) h=Xhv Yh is the least upper bound in S to Xh and Yh. By 
orthocomplementation (Equation (3.1)) we deduce that (X nY) h= 
Xh /\ Yh. Thus P(F) h is a sublattiee of S which is an isomorphic copy 
of the Boolean algebra P(F). We may note that P(F) h is the Boolean 
subalgebra of S generated by the frame F. 

Remark. An instanee of this result (namely the finite dimensional case) 
was given by Ramsay (Ramsay [6, Lemma 2]) but the statement of his 
lemma fails to recognize that the map h is an isomorphism and not just 
a homomorphism. We are now in the position to prove 

THEOREM 3.1. Let S be a completely orthomodular poset. Then S is the 
logic associated with a logical structure. lf S is separable then the logical 
structure is a a-structure. 

Proof. Let {Fy:YEr} be the set offrames of the completely orthomod­
ular poset S. Let Sy = P(Fy) h, sinee each x in S with 0 < x < 1 belongs to 
at least one frame we have 

S= U {Sy:YEr}. 

As before let Wy, Ny and Jy denote the order, orthocomplementation and 
lattice join respectively in the complete Boolean algebra Sy. To establish 
the first part of the proposition we have only to verify that we have the 
six properties listed in Definition 1.1. Since Dh=O each of the Sy has the 
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same least element and so property (i) holds. To establish (ii) we note 
that if x, y are in S" then XWrzY if and only if x::::;y in S. We prove (iii) 
by observing that if xW"y and ywpz then x::::;y::::;z and so x::::;z. But then, 
by orthomodularity (Equation (1:3)), z = x v (z 1\ xl.) and it follows that 
any maximal orthogonal set which contains the orthogonal set {x, z 1\ xl. } 
leads to a frame Fy such that Sy contains x and z, since x::::;z we have 
xwyz. Next (iv) is established by the observation N"x=xl.. Property (v) 
is a consequence of the fact that each S" is asublattice of S so that if x 
and y are in S" so is x v y and J" {x, y} = x v y. Finally to prove (vi) we 
note that if xWpz and YWyz then x::::; z and y::::; z. If further x and y are in 
S" and YW"N"x then x v y exists in S and so x v y::::; z. By orthomodularity 
in S (Equation (1.3)) 

x v y v {z 1\ (x V y)l.} = z, 

thus any maximal orthogonal set which contains the orthogonal set 
{x, y, Z 1\ (x V y)l.} leads to a frame F" such that S" contains x, y and z. 
This is the desired result and concludes the proof of the fact that S is 
the logic associated with a logical structure. 

When S, in addition to being completely orthomodular, is separable 
each S" is separable and one has properties (vii) vnd (viii) of Definition 
1.3. For if F is a frame of S it is countable and for any countable subset 
X = {xk }k=1 of P(F) h we have 

V xk={ U Xk} h, 
k= 1 k= 1 

where X k = xkh -1 ~ F. Thus the set X has a I u b in S. It follows that if 
X ~ S" is at most countable then J"X = V X exists in S and so we have 
(vii), in fact since each S" is complete this result holds for an arbitrary 
subset X of S". To establish (viii) we need only observe that if X is a 
countable otthogonal subset of S and z is an upper bound in S to X then 
z ~ x = V X. Thus X u {z 1\ xl.} is an orthogonal subset of S and any 
maximal orthogonal set which contains it leads to a frame Fy such that 
Sy contains X, z 1\ xl. and hence also z = x v (z 1\ xl.). This concludes the 
proof of the theorem. 

Monash University 
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J. M. JAUCH AND C. PIRON 

ON THE STRUCTURE OF 

QUANTAL PROPOSITION SYSTEMS· 

A!lSTRACT. It is shown that the axiom of atomieity and the eovering law ean be justified 
on the basis of a newand more satisfaetory notion of state and the existenee of ideal 
measurements of the first kind. These two axioms are thereby given a satisfaetory justifiea­
tion in terms of empirleal facts known about miero-systems. Furthermore the new notion 
of state introduced here does not involve any probability statements and there is therefore 
no diffieulty attributing it to individual systems, whieh was not possible with the notion 
heretoforth used in quantum mechanies. 

I. INTRODUCTION 

One of the central problems in the foundation of quantum mechanics 
concerns the question to what extent the theory, as we know it today, is 
determined by the empirical facts that we observe in microsystems. Such a 
question does not have a precise answer, since it is clear that empirical 
facts alone do not determine a theory. Indeed the theory can only be 
constructed from the raw material of the facts by a process of induction 
which proceeds from a finite number of observations to an axiomatically 
formulated mathematical structure supplemented by the rules of inter­
pretation. The best that one can hope to do then is to rule out certain of 
these structures on the basis of empirical evidenee. One can never really 
verify a theory, one can only falsify it. 

The axiomatic construction of the theory has the great advantage in 
that the theoretical structure and its rules of interpretation are introduced 
explicitly and the empirical foundation of the theory is thereby much 
easier to identify. If the theory is essentially determined by the axioms and 
if such a theory is falsified by a test of one of its consequences then 
(provided the mathematical deductions are free from error) one or 
several of the axioms must be modified. 

Recent attempts [1] to reconstruct conventional quantum mechanics 
by such an axiomatic approach have shown, that quantum mechanics in 
Hilbert space can only be deduced if, in addition to empirically well 
supported axioms, certain additional axioms are introduced, which 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 427-436. 
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heretofore have not had a good support with, empirical facts. We mean 
the two (related) axioms of atomicity and the covering law. 

By a mare careful analysis of the concept of the state of a physical 
system it has been possible to imprave on this aspect and to give a better 
justification of these two axioms. At the same time it has become possible 
to clarify the notian of state and that of a physical property. The latter 
notian is closely related to that of element of physical reality introduced by 
Einstein, Rosen and Podolsky in the discussion of their paradox which 
bears their names [2]. 

It is significant that these three authors came to the conclusian that the 
notian of state as used in quantum mechanics cannot meaningfully be 
attributed to an individual system and that it is a statistical concept, 
applicable only to a suitably chosen assembly of systems. This criticism is 
justified for the usual definition of state in terms of a state vector (or 
Schrödinger function) in Hilbert space. However we shall show in this 
paper that a modified definition of state can be meaningfully applied to an 
individual system which represents all the properties (or elements of 
reality) provided the propositions of that system are an atomic lattice. 

It is perhaps interesting to point out that this new notian of state, 
although fully quantum mechanical in its connotations, resembles the 
classical notian of that concept In both areas of physics, classical and 
quantal, the state can only be determined by a statistical procedure, as in 
all physical measurements. Nevertheless in both areas it is possible and 
useful to define anatian of state which would correspond to an idealized 
set of measurements of infinite precision. 

This possibility counters effectively some of the criticisms which have 
been formulated by several physicists and philosophers in variaus ways 
concerning the conventional notian of state and its implication for that of 
'physical reality'. 

Equally important for the reconstruction of conventional quantum 
mechanics is the axiom which we have called the covering law. It is shown 
that this axiom is closely related to the possibility of an ideal measurement, 
where 'ideal' will have to be properly defined There is no doubt that such 
measurements are possible in many situations, or mare precisely, that 
such measurements can be often simulated by actual (and therefore not 
ideal) measurements to any desired degree of accuracy. The covering law, 
which farmerly had to be postulated ad hoc, obtains thereby a high degree 
of plausibility. 
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II. YES-NO EXPERIMENTS 

The properties of a physical system are determined by measurements. A 
certain dass of measurements play a particularly important rõle in the 
establishment of the physical properties of a system. It is the experiment 
with only two possible results which may be denoted by 1 or 0 (yes or no). 
We denote such experiments by Greek letters (x, {3, y, ... and shall refer to 
them as yes-no experiments. 

If (x is a yes-no experiment then there exists another one, denoted by (Xv, 
obtained from (x by inverting the results yes and no. Thus ifthe result of (x 

is 'yes' that of (XV is 'no' and vice versa It is dear that (XV can be measured 
with the same physical equipment as that used for the measurement of (x 

and that ((Xvt = (X. 
If (Xi (i E J, same index set) is any family of yes-no experiments then one 

can define another such experiment, denoted by n (Xi by the following 
procedure: One chooses at random one of the (Xi(iEJ) and measures it 
The result is the value of n (Xi. It follows that 

(Il (Xit = n (Xi· 

There exists a trivial and an absurd yes-no experiment denoted by J and 
CjJ, respectively. The first consists of the 'experiment' which verifies that the 
system exists and the second is CjJ = r. 

III. PROPERTIES OF A SYSTEM 

We shall say that the yes-no experiment (x is 'true' if a measurement of (x 

will give the result yes with certainty. For the time being we are not con­
cerned with the question how we can produce systems for which a given 
yes-no experiment is known to be 'true' nor how we obtain this knowledge. 

It is an empirical fact that certain pairs (x, {3 of yes-no experiments have 
the property 

(x true => {3 true. 

1fthis is the case, we write (x < {3. This relation is a parti al preorder relation, 
that is it satisfies the properties 

(1) (X<(X, (2) (X<{3 and {3<y=>(x<y. 
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If two yes-no experiments IXI and 1X2 satisfy the relation IXI <1X2 and 
1X2 < IXI we shall call them equivalent and we denote it by IXI '" 1X2. This 
relation is an equivalence relation, that is, it satisfies 

(1) IX"'IX, (2) 1X"'{3=;.{3"'IX, 

(3) IX '" {3 and {3 '" y =;. IX '" y. 

Let IX be any yes-no experiment. We denote by a::{IX} the elas s of all 
such experiments which are equivalent to IX and we call it a proposition. 
Thus a= {lXi IlXi"'lX} = {IX}. 

If IX is true, then every lXi'" IX is true too. Hence we see the proposition a is 
true if and only if any (and therefore all) ofthe IXEa are true. Ifthe proposi­
tion a is true we shall call it a property of the system. We write ac b if 
IXEa, {3Eb and IX < {3. 

If lXi is a family of yes-no experiments all of which are true then n lXi is 
true too. We denote by ni ai the equivalence elass {n lXi} which contains 
the yes-no experiment n lXi. It follows from the definition that ni ai 
depends only on the equivalence elasses {lXi} and not on the representa­
tives of these dasses. Hence the notation is justified. Thus if ai are prop­
erties of a system then n ai is a property too. 

If b c rl ai then it follows from the definition that this is equivalent to 

Thus n ai is the areatest lower bound of the propositions ai. 
Similarly we can define the least upper bound by setting U ai:: nai e X X 

and verify that it satisfies 

U aicb<=>aicb 'ViEI. 

If L denotes the set of all propositions we have eP = nxe L x and 

I=UxeLx. 
We have th us proved the 

THEOREM. The set of all propositions is a comp/ete /aUice. 

IV. THE COMPLEMENTS 

Two propositions a and b are said to be complements of one another if 
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they satisfy 

anb=<p and aub=I. 

For a lattice which satisfies the distributive laws 

an(buc)=(a n b)u(an c), 
au(bnc)=(au b)n(auc). 

the complement, if it exists, is unique. 
The lattiees which are encountered in quantal systems do not satisfy the 

distributive lawand there exist usually many complements. Among these 
different complements we can stiIl distinguish one, called the compatible 
complement, by the following: 

DEFINITION. The complement b is said to be a compatible complement 
of a ifthere exists a yes-no experiment a;Ea such that a;vEb. We denote a 
compatible complement by a '. 

All the known physical systems have the property that every proposi­
tion has a compatible complement. We therefore formulate the 

AxIOM C. For every proposition aEL there exists at least one compatible 
complement a '. 

The lattiees which satisfy the axiom e are still too general for quantal 
systems. The essential physically motivated axiom [I] whieh limits this 
generality is 

AxIOM P. If ac b then the sublattice generated by (a, b, a', b ') is Hoolean. 
It follows from this axiom that ac b _ b' e d so that the mapping 

al--+a' is an orthocomplementation. Furthermore the lattice L is weakly 
modular, that is we have 

acb~au(a' nb)=b. 

It is now possible to introduce the fundamental notion of compatibility 
by the following 

DEFlNITION. Two propositions a, bEL are said to be compatible (a+-+b) if 
the sublattice generated by (a, b, a', b') is Hoolean. 

In dassieal systems any pair of propositions is compatible. The greater 
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richness of quantal systems appears through the presence of proposi­
tion pairs which are not compatible. 

v. THE STATES 

The dassical notion of state is so familiar that it has influenced much of 
our thinking about quantal systems. A dassical system is described by a 
number of real variables which define the phase-space ofthe system and a 
state is determined by a point in this space. 

The propositions of a dassicaI system can be identified with the subsets 
of the phase space with indusion as the ordering relation. For any given 
state (identified with a point P in phase space) there exists then a dass of 
propositions which are true in the sense defined before. They are in fact all 
subsets which contain the point P. 

For quantal systems the phase space does not exist, but the property of 
states expressed in the last paragraph still persists and can be used as the 
defining property of states. 

Guided by this analogy we are led to the 

DEFINITION. A state of a system is the set S of all true propositions of the 
system: 

S= {x I XEL, x true}. 

The following remarks should darify the meaning of this definition. 
The definition is meant to imply that the state is a property of an 

individual system and not of a statistical ensemble of such systems. This 
was not possible in previous definitions of the state which involved 
probabilities (or probability amplitudes). Indeed, a probability is mean­
ingful only with reference to a statistical ensemble. The definition we have 
given above refers only to true propositions, that is to what we have 
called properties of the system, and there is no objection in attributing 
these properties to an individual system. 

We shall in fact assume that every individual system, be it an isolated 
system or a member of a statistical ensemble, is in a definite state as defined 
above. 

It is important to distinguish the state of a system from the amount of 
information available about the system. This distinction is already im-
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portant for classical systems and it appears again here for quantal 
systems. We attribute to every system a state in the sense defined above 
quite independently whether this state has been measured. We may think 
of the state as containing the maximal amount of information that is 
possible concerning an individual system. Thus we shall postulate that 
two states Sl and S2 cannot be subsets of one another. 

The states defined here correspond to the so-called 'pure' states of 
quantum mechanies. In the view that we adopt here every individual 
system is in a pure state. Mixtures are only properties of statistical 
ensembles. 

The following properties are e1ementary consequences ofthe definitions 
given earlier 

(1) If XES and xcy then YES. 
(2) Ifx,YESthenxnYES. 
(2') If xiES(iEI) then (lieI XiES. 
(3) ljJr/:S, IES for every state S. 
(4) For any xEL, xi=ljJ there exists at least one state S such that XES. 
The meaning of the last property is that a proposition x is different 

from ljJ if there exists at least one procedure which gives to the system the 
property x. 

From the above it follows that for every state S, e == (lxes x is also 
contained in S and that it is an atom. Indeed if Y e e and Y i= ljJ then there 
exists a state So such that YE So. It follows then that S e So so that S 
could not be a state. This contradicts the hypothesis. We have thus 
proved the 

THEOREM. For every state S, e= (lxes x is an atom and eES. 
From this we obtain the 

COROLLARY. Every ai=ljJ contains at least one atom e. In order to verify 
this it suffices to consider a state S such that a E S. The proposition e = (lx e S X 

is then an atom and eca. 
A lattice with this property is said to be atomic. Thus we have mo­

tivated the 

AXIOM At. The lattice of propositions is atomic. 
The preceding considerations show that every state may be represented 
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by an atom e. The set of all the atoms is identical with the set of all the 
states. The state S associated with the atom e is the set 

S= {x leex}. 

In the analogy to the dassieal systems and the phase space, the atoms of 
L may be considered as the 'phase space' of the quantal system. 

It is seen that the analogy to the phase space suggested here brings this 
new definition of states of quantal system much doser to the dassieal 
notion of states. In fact one of the essentially non-dassieal aspects of the 
states of quantal systems appears now if we consider the evolution of 
states in time. Classically the evolution of states is given by a transforma­
tion of phas~ space whieh maps every point of that space into another one. 

This type of evolution may also occur in quantum mechanics and it is 
that evolution which is described in the Hilbert space formalism by a 
Schrödinger equation. We shall call it Schrödinger-type evolution of 
states. In the lattice-theoretie formulation a Schrödinger-type evolution 
is generated by a continuous automorphism of the lattiee. 

However in quantum mechanics one encounters other types of evolu­
tions which play an equally important rõle. They are in fact at the root of 
most of the paradoxes in quantum mechanies. A state of a quantal system 
may also evolve according to a stochastic process. As we know from the 
examples studied in connection with the measuring process this always 
occurs if such a system is part of another quantal system with which it 
interaets. The unavoidable occurrence of probabilities in quantum 
mechanies is entirely due to this stochastic evolution of systems in inter­
action. 

VI. IDEAL MEASUREMENTS 

A measurement a is said to be ideal if every true proposition compatible 
with a is also true after the measurement. 

A measurement of a is called of the first kind if the answer yes implies a 
true immediately after the measurement. 

Weshall suppose that for every proposition a there shall exist ideal 
measurements of the first kind. 

Consider nowasystem in the state S defined by the atom e and let a be 
any proposition. We consider an ideal measurement of the first kind of a 
and ask what the state is going to be after such a measurement. 
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We consider the proposition y=eua'. Since ecy we have YES. 
Furthermore y-a. Since y-a' (Axiom P) it follows y-a by the defini­
tion of compatibility. 

The set Sa of propositions which are true immediately after such ideal 
measurement, in the case of answer yes, is therefore the set that is implied 
both by y = e u a' and by a. Thus we are led to the conelusion that 

Sa={x I (eua')(1a c x}. 

Now two possibilities may a priori ariseo The first one is (e u a') (1 a = 4>. 
But this contradicts our hypotheses because this implies eca', which 
means that the proposition a' is true and then that the answer yes, as 
result of the measurement a, is impossible. The second possibility is 
(e u a') (1 a:;e 4>. The state after the measurement of a is then this set Sa 
which is maximal if and only if 

ea=(eua')(1a 

is an atom. Thus we are led to the following conelusion: 
For every aEL and every atom eEL the proposition (eua')na is 

either 4> or an atom. 
It is now easy to show that this result is equivalent with the covering 

law. Consider an element bEL and an atom eEL. Let x be such that 

bcxceub. 

It follows from this that 

4> cx (1 b' c(e u b) (1 b'. 

Since x is compatible with b, as weIl as b', 4>=x(1b' implies xcb thus 
x = b. Hence if x:;e b then x (1 b' :;e 4>. Since (e u b) (1 b' is an atom we have 
then x(1b'=(eub)(1b' from which follows eub=((eub)(1b')ub= 
(x (1 b') u b = X. 

Thus we have established 

AxIOM A2 (covering law): 
For every proposition bEL and any atom eEL, bcxceub implies either 
x=b or x=eub. 

Institut de Physique Theorique, University of Geneva, (Switzerland) 
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SAMUEL S. HOLLAND, JR. 

THE CURRENT INTEREST 

IN ORTHOMODULAR LATTICES· 

I. INTRODUCTION 

All published work on orthomodular lattice theory has appeared within 
the last fifteen years; no more than thirty people have ever worked on 
it; no more than fifty papers dealing explicitly with it have ever appeared: 
Orthomodular lattiee theory is therefore a newly uncovered very small 
corner of mathematies. 

Because of this fact, writing a survey artic1e about the topic is both 
easyand difficult. It is easy because the field is still small enough to be 
surveyed completely. We can still read all the published work on the 
subject and can stiIl keep within reach of understanding all its major 
results. It is easy also because of the extra motivation supplied by the 
excitement of fresh discoveries in this new field It is difficult because we 
have very few significant results to describe. There being only a few major 
theorems, the greater part of our exposition must be concerned with 
conjectured or historieal aspects of the theoretieal development and these 
are more difficult to present in a systematie way. 

The historieal aspect is especially important and cannot be slighted 
Orthomodular lattice theory grew out of the theory of von Neumann 
algebras; it can therefore trace its origin to the appearance of the "Rings 
of Operators" papers of F. J. Murray and J. von Neumann. There were 
four "Rings of Operators" papers, the first one appearing in the 1936 
issue of the Annals of M athematics [40]. To appreciate the reasons for 
studying orthomodular lattiees, the significance of the kinds of questions 
asked, and the importanee of the theorems proved one must know how 
the theory of orthomodular lattiees evolved out of this work of Murray 
and von Neumann, the beginnings of whieh date back to 1936. 

It is really too bad to have to go into the theory of von Neumann al­
gebras, because it complicates what might otherwise be a very c1ean ex­
position. By themselves, the axioms defining an abstract orthomodular 
lattiee are simple: an orthomodular lattiee L is 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 437-496. 
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(1) a lattice with 0 and 1 (that is, a partially ordered set with least ele­
ment 0 and greatest element 1 in which every pair a, b of elements 
has a least upper bound, denoted a v b, and a greatest lower bound, 
symbolized a 1\ b); 

(2) with an orthocomplementation (a mapping a-+al. of L onto itself 
satisfying 

(i) a v al. = 1, a 1\ al. = 0, 
(ii) a~b=al.~bl., and 
(iii) aH=a) 

(3) satisJying the orthomodular identity, a~b=b=a v (b 1\ alo). 
Simple enough. More importantly, there is a common example that 

everyone has been famiHar with since high school days - the lattice of 
all subspaces of three dimensional real Euclidean space. In this example 
L consists ofthese elements: the origin "0"=(0, 0, 0), alllines through the 
origin (we mean "lines" that extend to infinity in both directions), all 
planes through the origin, and the whole of 3-space itself. The partial 
order relation ~ is simply set-theoretic inclusion. The least upper bound 
of two lines is (if they are different) the plane they span; the least upper 
bound of a plane and a line not in that plane is the whole of 3-space 
(which is the "I" of L), the greatest lower bound of a plane and a line 
not in that plane is the origin, 0, and so on. The orthocomplement of a 
line a is the plane al. (through the origin) orthogonal to that line, and 
the orthocomplement of a plane is the line through the origin orthogonal 
to that plane. The reader can easily check mentally that this mapping 
a-+al. (incidentally, 01. = 1) satisfies the three conditions listed above. 
The only non-trivial case of the orthomodular identity: a~b=b=a v 
(bl\al.) is this: bis a plane, a is a line, and a Iies in b (a~b). Then al. 
is a plane, orthogonal to the line a and therefore orthogonal also to the 
plane b; the intersection of the plane b and the plane al. is a line, b 1\ al., 
Iying in b, orthogonal to a. The equation b = av (b 1\ al.) has then this 
interpretation: The Iines a and b 1\ al. both Iie in the plane b, are ortho­
gonal, and therefore span b. The orthomodular identity is therefore cer­
tainly true in this example. 

So we have a compact set ofaxioms and a familiar example, and we 
could therefore continue by listing some more definitions, proving the­
orems, and developing, in nice logical fasbion, the theory of the abstract 
orthomodular lattice as far as we know it. As appealing as this approach 
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is, it would be quite misleading. For it would obscure the source of the 
theory's questions that have shaped its development, and it would rob 
the reader of the opportunity to place the theory in its proper mathe­
matieal and historical perspective. While orthomodular lattice theory is 
properly a branch of algebra, it has its roots in functional analysis and 
serves as another connecting link between algebra and analysis; this 
perspective is perhaps as important as the theory itself and must be 
properly stressed. 

So we start the exposition with Section II: The origin of orthomodular 
lattice theory, incIuding in this section a self-contained from-scratch ex­
position of the basic features of the theory of von Neumann algebras. 
Also incIuded in this section is an exposition of the theory of continuous 
geometries, this theory being a precursor of orthomodular lattice theory, 
and a description of the 1955 papers of L. H. Loomis [29] and S. Maeda 
[38] which mark the beginning of orthomodular lattice theory proper. 
We try to describe the historieal sequence, von Neumann algebras - con­
tinuous geometries - orthomodular lattiees, in such a way that the reader 
can appreciate the motivations behind each successive piece of work and 
can trace the continuous thread of a common mathematical idea. The 
theory of continuous geometry (which was also invented by von Neu­
mann) is perhaps the most important item in the sequence, because this 
theory showed the basic lattice-theoretic character of the theory of von 
Neumann algebras. It probably was the main inspiration behind the 
1955 papers of Loomis and S. Maeda One can think of the interrelations 
among these theories in this way: von Neumann algebra theory is the 
Mother Theory, continuous geometry is the firstborn son, and ortho­
modular lattice theory the second son. Our Section II studies this family 
tree. 

Section III contains the basic elementary theory of the orthomodular 
lattice with emphasis on the day-to-day caIculational and computational 
principles required in working with these lattiees, and a description of 
some recently discovered strange examples of orthomodular lattiees. 

In Section IV, I go out on a limb and give my selection of the seven 
major results of the theory (so far). This is bound to provoke controversy 
and get me into trouble, but will also hopefully generate some interest, 
so it is worth the risk. 

Section V contains a few brief remarks on a subject probably deserving 
a book of its own: the logic of quantum mechanies. 
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In summary, what I try to do in this paper is this: to fit orthomodular 
lattice theory into historical perspective to show howand why it was 
created and how it fits into mathematics; and, by implication, to give 
some idea ofthe major outstanding problems and the directions in which 
the theory is heading. 

The presentation is as elementary as I could make it. It has been my 
observation that survey artieles don't always successfully reach a group 
much larger than the inner cirele of experts who don't need to read them 
anyway. I have tried to avoid this problem by keeping the technical de­
tails to a minimum and the explanations elementary and fully detailed, 
even though I feIt at times a little foolish doing so. This paper is primarily 
written for an audience composed of mathematicians who know little 
or no lattice theory (and are interested in learning some) and graduate 
students who know some linear algebra and Hilbert space theory but 
little or no lattice theory. For the first group, I hope the paper will serve 
as a useful source of information on an unfamiliar area of mathematics; 
for the second group I hope that it may serve to excite the interest of 
some of these young researcherso 

I should like to acknowledge here with thanks the money granted to 
me by the National Science Foundation under research grants GP-464 
and GP-4242 which provided partial support for my researches and for 
the writing of this report. 

II. THE ORIGIN OF ORTHOMODULAR LATTICE THEORY 

In this part of the exposition we shall try to trace the thread of ortho­
modular lattice theory's historieal development from its origin: in a sense 
to mark out the theory's family tree. We begin by describing the mother 
theory, von Neumann algebras. Next comes the firstborn son, Continu­
ous Geornetry, and finally we take up the (separate and independent) 
papers of Loomis and S. Maeda that mark the birth of orthomodular 
lattice theory itself (the "second son"). 

This is a bulky section. Ineluding von Neumann Algebras and Con­
tinuous Geometry in our exposition has expanded it considerably, neither 
subject being easily explained. Indeed, books have been written about 
both topics [9, 36, 44]. To describe them fully we have had to give a 
rather lengthy discourse especially since we were writing for readers with 
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aminimai mathematicaI background The expert should accordingly do 
some judicious skipping. On the other hand, enough detaiIs have been 
included so that the non-expert should be able to get along quite weil 
with just so me elementary Hilbert space theory, for example the ma­
terial in Chapter ten of Simmon's book [48]. 

The symbol H will always stand for a complex Hilbert space, and 
[JI(H) will denote the algebra of all bounded, everywhere defined, linear 
operators mapping H into itself. We first take up the study of this very 
important algebra and certain speciaI operators on it. 

A. The projection lattice of [JI(H) and the orthomodular identity 

A projection is an operator E in [JI(H) that is self-adjoint and idempotent: 
E = E* = E2• There is a one-to-one correspondence between the set of 
such operators and all closed subspaces of H. Going from projections 
to subspaces, we get the closed subspace M corresponding to a projec­
tion E as simply E's image, M = E (H). (Equivalently, M is the set of those 
xEH satisfying Ex=x.) In the other direction, given a closed subspace 
M, we can write an arbitrary ZEH uniquely as a sum, z=x+ y, where 
xEM and y is orthogonaI to M; the projection corresponding to Mis 
then that operator E determined by Ez=x. Each of these transformations 
between projections and closed subspaces is inverse to the other, and 
together they constitute the one-to-one correspondence between projec­
tions and subspaces cited above. If E and M correspond as described, 
then we say that E is the projection on M. 

The closed subspaces of H form a lattice under set-theoretic inclusion, 
the greatest lower bound of two closed subspaces M and N being simply 
their set-theoretic intersection, and the least upper bound the closure of 
their sum. We shall use M /\ N for the greatest lower bound and Mv N 
for the least upper bound One might guess that the sum-subspace M + N, 
the set of all m+n, mEM, nEN, would be always closed and thus serve 
as the least upper bound. This is not true - a highly significant facto If 
H is infinite dimensional, then we can always find closed subspaces M, 
N whose sum M + N is not elosed; for a proof see Stone [49, p. 21J or 
Halmos [20, p. 28J. This fact is connected with the non-modularity of 
the lattice of all elosed subspaces of infinite dimensional H; we shall be 
coming to this later. We stress: the least upper bound of two elosed sub­
spaces is given by: M v N = elosure (M + N), and, if H is infinite dimen-
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sional, then there are subspaces such that Mv N#M+N. (Ofcourse if 
H is finite dimensional, then all subspaces are closed and always M v N = 
M+N.) 

Owing to the one-to-one correspondence between projections and 
closed subspaces, this lattice structure can be transplanted to the pro­
jections of !1I(H). We shall use the same symbols for the lattice opera­
tions: If E is the projection on the closed subspace M, and F the projec­
tion on N, then E v F will denote the projection on M v N and E /\ F that 
on M /\ N. We shall write E ~ F to mean that M is contained in N. 

There are some interesting connections between these lattice opera­
tions and those algebraic operations that are available to the projections 
as element s of the algebra !1I(H). Indeed, the ordering itself can be char­
acterized purely algebraically: E~F<::>E=EF. AIso if EF=FE, then 
both the gl b and I u b have simple algebraic expressions: E /\ F = EF and 
Ev F=E+F-EF. However, this is about as far as it goes; nothing as 
simple is available if E and F do not commute. Keep in mind that the 
lattice operations are operations in the set of projections and never lead 
out ofthis set; however, the algebraic operations are not, neither the sum 
nor the product of projections being in general a projection. 

There is a largest projection, the identity operator J, and a smallest 
projection, the zero operator O. If M is a closed subspace, then M'\ the 
set ofvectors in H orthogonal to M, is also a closed subspace. It is routine 
to verify that the map M ~ Ml. is a one-to-one map of the set of closed 
subspace onto itself satisfying the three conditions for an orthocomple­
mentation: 

(1) Mv Ml.=J, M /\ Ml.=O; 
(2) M~N=:.Ml.~Nl.; and 
(3) M=MH . 

If E is the projection on M, we use El. for the projection on Mi., and 
call El. the orthocomplement of E. The orthocomplement has a nice al­
gebraic expression: El.=J -E. If E~F we say that E and F are ortho­
gonal and write E..L F. Since E ~ Fl. is characterized algebraically by 
E = EFl. = E (J - F) = E - EF, (this is the algebraic characterization of 
order we gave above) E..L F is characterized by EF = 0 (simply subtract 
E from both sides). Some other simple facts: If E..L F then E v F = E + F 
(because E..L F=:.EF = FE =O=:.E v F =E + F - EF =E + F); if E ~ F, then 
F /\ El. =F - E. Using these last two simple facts we are able to deduce 
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easily the validity in the lattice of projeetions of Bl(H) the orthomodular 
identity: 

E::;;F-=F=Ev(F "Elo). 

Proof The projeetions E and F" El. are orthogonal and therefore 
their lattice span is simply their sum, E v (F "El.) = E + (F "Elo). Since 
E::;; F, the projeetion F " El. is j ust F - E; putting this together with the 
equation just derived we get 

Ev(Fv El.)=E+(F-E)=F. 

End of proof. 
This algebraie proof ean be generalized to arbitrary *-rings. A *-ring 

is a ring R together with a mapping a--+a* of R onto itself satisfying 
(a+b)* =a* +b*, (ab)* =b*a*, and a** =a. For example Bl(H) is a *-ring, 
the mapping a--+a* of Bl(H) being the ordinary operator-adjoint opera­
tion. Define the element e of the *-ring R to be a projection if e2 = e* = e: 
a projeetion is therefore a ring element that is idempotent and self-adjoint. 
In PJ(H) these abstract projeetions are the usual ones, so that the new 
terminology is eonsistent with the old. Easy ring-theoretic eomputations 
show that the definition: e::;;J~e=eJ yields a partial ordering on the 
set of projeetions of an arbitrary *-ring R, and, if this ring has an identity 
1, then setting el. = 1 - e we define an orthoeomplementation on the set 
of projeetions. (This is a little tricky sinee these projeetions may not eon­
stitute a lattiee. The assertion is this: e and el. always have a I u b and 
a gl b and e v el. = 1, e" el. =0. The important point is this: IJ the projec­
tions in a *-ring with identity form a lattice at all, then this lattice is ortho­
modular, that is, fulfills the identity 

e::;;f -= J =e v (f" elo). 

The proof is virtually the same as it was for the ring Bl(H). Henee the 
orthomodular identity ean be given a purely algebraie settingo 

On the other hand if we use subspaees instead of projeetions, then we 
ean interpret the orthomodular identity as a basie faet about the geom­
etry of Hilbert space; namely, that if the cIosed subspaee Mis eontained 
in the cIosed subspaee N, then N is the orthogonal direet sum of M and 
N - M (the orthoeomplement of M in N). In symbols: M::;; N -= N = 
Mffi(N -M). See Stone [49, p. 21], Halmos [20, p. 28] or Simmons 
[48, p. 251]. 
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Araki and Amemiya [2] have proved a converse to this result. Su~ 
pose E is an inner product space (sometimes "pre-Hilbert" space). The 
subspaces M of E that satisfy M = MU constitute an orthocomplemented 
lattice. Araki and Amemiya proved that if this lattice is orthomodular, 
then E is a Hilbert space. See [37] for a proof. 

The simplest example of an orthocomplemented non-orthomodular 
lattice is the "benzene ring": The map x-+x.1 satisfies the requirements 

o 
we have set down for it (simply assume that xU=x and set 0.1= 1), but 
av (b 1\ a.1) = avO = a # b even though a ~ b. Hence the orthomodular 
identity does not hold in this particular orthocomplemented lattice. In 
[39] there is a thorough discussion of postulates equivalent to the ortho­
modular identityand of weaker postulates that one can impose on an 
orthocomplemented lattice. 

So that is the orthomodular identity, the key axiom. It is a lattice­
theoretic version of a geometric property of Hilbert space, or, equival­
ently, an algebraic property of ~(H). And it can be given a quite general 
algebraic setting as a statement about the lattice of projections in a *-ring 
with identity. 

Now, in a sense, this entire paper is an explanation of this axiom -
what body of theory it can support, to what extent it characterizes pro­
jection lattices of von Neumann algebras, and so on. Comments con­
cerning it will occur again and again throughout this paper. But I shall 
nonetheless make a few general remarks here to set the stage. (For the 
definition of a von Neumann algebra see the following sections.) 

First, the orthomodular axiom seems to have had no serious rivals so 
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far. No other axiom has appeared with its combination of virtues: basie, 
easily verified, and general enough to inelude all projection lattices of 
von Neumann algebras. So it is - in this sense - "natural." 

Second, the theory has developed as abIend of two easily distinguished 
points of view. Point of view number one: to treat the abstract ortho­
modular lattiee as an algebraic entity deserving of study on its own 
merits in the same manner as other kinds of lattiees are studied. Point 
of view number two: to put the emphasis on projection lattiees, using 
the abstract orthomodular lattice as a general organizing vehiele in whieh 
to set the developing theory. The history of the subject records a fruitful 
blend of these two equally valid and equally useful points of view. But 
the second point of view, centering attention as it does on the projection 
lattice of von Neumann algebras, tends to induce a more critical attitude 
toward the orthomodular identity, and keeps its proponents alert to the 
possibility that some, yet undiscovered, stronger axiom may yet prove 
more suitable for an abstract theory of projection lattiees. We'llleave it 
to the reader to estimate for himself the chances of such a discovery. 

One last point to elose out this section: the projection lattiee of ~(H) 
has this additional important property, it is complete. Not only do pairs 
of projections have least upper bounds and greatest lower bounds, but 
any non-empty family of projections (of arbitrary number) has a least 
upper bound and greatest lower bound. Nothing more is needed to prove 
this fact than the simple observation that the intersection of any family 
of elosed subspaces is a elosed subspace. This intersection gives the 
greatest lower bound of the family of elosed subspaces (and, using the 
one-to-one correspondence between elosed subspaces and projections, 
the greatest lower bound of the corresponding family ofprojections). The 
least upper bound of an arbitrary family of projections is the greatest 
lower bound of the set ofprojections having this property: each majorizes 
every projection in the originaI family. We can give a different and often 
more convenient construction for this least upper bound. If Jt is aset 
of elosed subspaces then the set of all finite sums mi + m2 + ... + mk> 
m;EM;EJt, constitute asubspace of H. The elosure of this subspace is 
the desired least upper bound. We shall write V (E; EEtS') for the least 
upper bound of the set 8 of projections, and /\ (E; EEt!) for the greatest 
lower bound. 

We elose this section with a summary. 
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There is a one-to-one correspondence between the closed subspaces of 
the complex Hilbert space H and the projection operators in the algebra 
~(H). This correspondence transfers the lattice structure of the closed 
subspaces to the projections, the set of projections constituting then a com­
plete orthomodular lattice. 

We shall prove later on that this lattice is modular if and only if His 
finite dimensional. 

B. Von Neumann Algebras 

A von Neumann algebra d is a non-empty subset of ~(H) that satisfies 
the following four requirements: 

(1) d is a subalgebra of ~(H); that is, if S, TEd, and IX is any com-
plex number, then IXSEd, S+ TEd, and STEd. 

(2) d is *-closed: TEd => T*Ed. 
(3) d contains the identity operator 1. 
(4) d is its own double centralizer: .91=.91". (Where d' symbolizes 

the set of all operators in ~(H) that commute with each operator in d; 
symbolically, d'=(TE~(H); TS=ST for every SEd).) 

Properties (1), (2), and (3) describe simply a *-subalgebra of ~(H) con­
taining I. !tem (4), the "double eentralizer property," is the crueial prop­
erty distinguishing von Neumann algebras among the *-subalgebras of 
~(H). 

Probably the most important single property possessed by a von 
Neumann algebra is this: it is generated by its projection operators. (We 
shall discuss this fact in detail shortly making precise the term "gener­
ated.") This qualitative feature is a distinguishing characteristic of von 
Neumann algebras. One finds it described in the literature by such 
phrases as "a lavish supply of projections," "a rich projection lattice," 
and the like. 

Even more is true, as the last quote indicates: not onlyare there 
"enough" projections in a von Neumann algebra, but this set of projec­
tions is closed under the lattice operations (that we discussed in the 
previous section). The projections in a von Neumann algebra constitute 
a complete orthomodular lattice in their own right, a sub-Iattice of the 
lattice of all projections of ~(H). Murray and von Neumann's original 
analysis of these algebras was based mainly on a detailed study of these 
projection lattices. Not only was this fact basic for their original study, 
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but it really is the point we are trying to make in this section: that the 
theory of orthomodular lattiees originated with the theory of von Neu­
mann algebras. The central importanee of this result necessitates our 
giving a proof. 

First so me preliminary facts: 
Fact 1. 91(H) itself and (U), the set oJ complex multiples oJ the identity 

operator I, are both von Neumann algebras. Clearly in both cases we have 
a *-subalgebra of 91(H) containing I. The only non-obvious point is the 
double eentralizer property. That property is an easy consequence of 
this fact: 91(H)' = (U). That is, the only operators commuting with every 
bounded linear transformation on H are the scalar multiples of the 
identity. We outline the proof of this fact, which is an elementary ap­
plication of Hilbert spaee theory and leave it to the reader to till in the 
details. Ir SE9I(H) commutes with every TE9I(H), then certainly S com­
mutes with every one-dimensional projection in PJ(H). It follows that S 
maps every one-dimensional subspace into itself [48, p. 275], hence that 
SX=AxX for every non-zero xEH, where Ax is a complex number possibly 
depending on x. Last step: show that Ax does not depend on x. Having 
91(H)' = (U) then, sinee obviously (U)' = 91 (H), we have (91 (H))" = 
((91 (H))')' = (U)' =91(H) and (U)" = ((U)')' = 91(H)' =(U) so that both 
91(H) and (U) have the double centralized property and are thus von 
Neumann. 

Fact 2. IJ Jt is an arbitrary non-empty subset oJ 91 (H), there is a unique 
smallest von Neumann algebra containing Jt, called the algebra generated 
by Jt. There are two ways to get this algebra: 

(1) as the intersection of all von Neumann algebras containing Jt, or 
(2) as (Jt u Jt*)", where Jt* denotes the set of all T*, TEA. As to 

(1): we have al ready shown that PJ(H) itself is a von Neumann algebra 
so that every Jt is contained in at least one von Neumann algebra. The 
intersection of an arbitrary family of von Neumann algebras is again a 
von Neumann algebra, as one can easily show by a little manipulating 
with the centralizer operation [9, p. 2, Prop. 1], and hence the procedure 
indicated in (1) does in fact give the unique smallest von Neumann al­
gebra containing Jt. As to (2): observe tirst that if % is any non-empty 
*-closed subset of 91 (H), then %' is a von Neumann algebra A moment's 
thought will convince you that %' is a subalgebra Its *-closure follows 
from that of %, for if TE%' then T commutes with every SE% and, 
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since .K is *-elosed, with every S*, SE.K. Thus TS*=S*T for every 
SE%, and, taking adjoints, we get ST* = T*S for every SE.K, that is, 
T*E.K'. It is an easy formaI consequenee of the definition of the cen­
tralizer operation that .K' =.K'" for any non-empty subset .K, and we 
conelude: (.II u .11*)" is a von Neumann algebra obviously containing 
.II. If d is another von Neumann algebra containing .II, then .II u .11* s 
d (sinee d is *-elosed) and then (.II u .It*)" s d" = d sinee the double 
centralizer operation preserves inelusion. Thus the von Neumann algebra 
(.II u .11*)" is contained in any other von Neumann algebra containing.ll. 

The following notation will be convenient. For an arbitrary non-empty 
subset .II of ~(H), let 9(.11) denote the projection operators in .II. Thus 
TE9 (.II) <=> TE.II and T = T* = T 2• The set 9(~(H)) is the lattiee of all 
projection operators on H that we discussed in section A. 

THEOREM. If d is a von Neumann algebra the subset 9(d) generates d. 
Moreover 9(d) is itself a complete orthomodular lattice (with the previ­
ously defined lattice operations of 9(~(H)). 

Proo! 9(d) is never empty containing at least the projections 0, 1. 
As aset of projections, 9(d) is *-elosed. Hence 9(d)" is the von Neu­
mann algebra generated by ~(d). Since ~(d)sd, it follows that 
9 (d)' 2. d', the centralizer operation being inelusion reversingo We shall 
prove that the reverse inelusion also holds, 9 (d)' s d', which wiII lead 
to 9(d)'=d', hence 9(d)"=d"=d, the desired result. So the pro of 
of the first statement of the theorem boils down to verifying this inelu­
sion: 9 (d)' sd'. At this point we must refer to the spectral theorem for 
bounded self-adjoint transformations on a Hilbert space. The formula­
tion given to this theorem by Halmos [20, pp. 68-69J is partieularly 
convenient for us. Putting together his Theorem 43.1 with his Theorem 
41.2 we obtain this: if TE~(H) is self-adjoint with spectral family (E(A), 
- oo <A< oo) and if S commutes with T, then each E(A), - oo <A< oo, 
commutes with S. Briefly, (E (A); - oo < A < oo) s {T}". If d is a von 
Neumann algebra, and the self-adjoint T belongs to d, then {T}"s 
d"=d. We conelude that if d contains a self-adjoint operator T, 
then 9(d) contains all the spectral projections of T. Hence if SE9(d)', 
then S commutes with every spectral projection of every self-adjoint T 
in d and hence with every self-adjoint TEd. Since an arbitrary TEd 
can be written as a sum A + iB with A and B self-adjoint operators in d. 
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S commutes with every TEd. This means SEd' and we have coneluded 
our proof of &(.91)' ~ d'. 

To complete the proof of the theorem we need to show that &(.91) is 
elosed under the lattiee operations inherited from &(fJI(H)). Knowing 
EJ.=J -E, we conelude immediately that if EEd, then EloEd, d being 
a subalgebra containing J. It remains to show that d is elosed under the 
taking of I u b's and gl b's. Actually, one half of this verification is enough 
because by using the easily established identity !\ (E; EES)= [V (El.; 
EEG)]J. together with the just proved elosure under 1.. we can deduce 
gl b-elosure from I u b-elosure. Hence we are left with this: if G ~ &(.91) 
then V (E; EES)E&(d). Let F be the I ub in question, F= V (E; EES). 
We have to show FE&(d) or, what is the same thing, since we already 
know F to be a projection, FEd. Pick TEd'. If EES, then TE=ET. 
Let us multiply the operator FT-TF on the right by E. Using E=EF 
(since E:::;'F) 

(FT- TF) E=FTE- TFE=FET- TE=ET- TE=O. 

We conelude: The elosed subspace on which E projects is contained in 
the null space of the operator FT - T F. This null space is elosed; let K 
be the projection on it. We have shown K~E for every EES and since 
F is the [east of the upper bounds of G, then K ~ F also. Hence (FT - T F) 
F=O or FTF= TF. But TEd' was arbitrary; ifwe repeat the same argu­
ment with T* and take the adjoint of the resulting equation then we get 
FTF= TF=FT. ThusF commutes with every TEd' so thatFEd"=d, 
proving elosure. The orthomodular identity is inherited from &(B(H)) 
and is therefore automatically valid in d. All parts of the theorem are 
proved. 

This theorem is of key importance for us. 
First, it provides a rich source of supply of orthomodular lattices by 

reas on of its assertion that each von Neumann algebra contains an ortho­
modular lattiee as its full set of projection operators. As we shall soon 
see, there are many such algebras and - accordingly - many accompany­
ing examples of lattices. A plentiful and varied supply of lattiees arises 
in this way; some atomic, some non-atomie; some modular, some non­
modular; some reducible, some irreducible. (This terminology will be 
explained shortly.) In fact, the only obvious lattiee-theoretie property 
shared by all these examples is orthomodularity. And thus the focus of 
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attention on this particular lattice-theoretic property. And thus indeed 
a paper with the title, "The Current Interest in Orthomodular Lattices." 

Second, by reason of its assertion that the projection lattice generates 
the algebra, the theorem suggests that the mathematics of the lattice and 
that of its containing algebra are elosely intertwined and that much is to 
be gained by exploring this connection. This turns out to be the case: 
indeed right at the outset Murray and von Neumann elassified the al­
gebras by means of a careful and detailed analysis of their projection 
lattices. After that, von Neumann's invention of continuous geometry 
showed that, for a restricted elass of operator algebras, their "dimension 
theory" was a special instance of a purely lattice dimension theory. So 
in these early examples lattice theory provided functional-analytic infor­
mation. Lately, the flow has been reversed, the algebra being used to 
deduce some purely lattice-theoretic facts about projection lattices. We 
have here a fascinating interplay between functional analysis and lattice 
theory. 

We shall devote the remainder of this section to the first instance of 
this interaction - the now famous Murray-von Neumann elassification 
of algebras into types I, II, and III. This is one of the principal results of 
their elassic 1936 paper [40]. This will not only illustrate how lattice 
theory can have an impact on analysis, but will also provide, as we men­
tioned earlier, many interesting examples of orthomodular lattices. 

The cardinal definition in the Murray-von Neumann analysis is this: 
If E and F are projections in the von Neumann algebra sl, then E and 
F are said to be equivalent relative to sl, (or to have the same dimension 
relative to sl) if there is an operator W in sl such that W* W = E, WW* = 
F. This idea is the basis for the entire "dimension theory" of von Neu­
mann algebras. It is an inspiration of genius, notwithstanding the fact 
that it is easy enough now in retrospect to argue for its "naturalness." 
The definition has an equivalent geometrical formulation: if E projects 
on the elosed subspace M, and F on N, then there is an operator W in 
sl having Ml. for null space, N for image; and whose restriction to M 
is a Hilbert space isomorphism (that is, preserves the inner product) of 
Mon N. Note two features of this definition: 

(1) the requirement that W belong to sl. The phrase "relative to sl" 
stresses this fact. 

(2) the heavy use of operator theory. 
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Even though it refers to the projection lattiee, the definition of equiv­
alence uses other operators from the algebra Question: Does it have a 
purely lattice-theoretie formulation? We shall not attempt to touch on 
this question now - it is a refrain that will occur again and again through­
out this paper. 

We shall use the notation E-F to signify that the projeetions E and 
F are equivalent. If it is necessary to distinguish the partieular algebra 
relative to which this equivalence is taken, we shall write E- F (sl) (for 
equivalence relative to sl) but for us this distinction will rarely be neces­
sary, a fixed von Neumann algebra sl being generally understood. 

Murray and von Neumann established then the following facts about 
this relation: 

(1) It is an equivalence relation on ~(sI). 
(2) It is completely additive. By this we mean: if(Ea ; IXEA), (Fa ; IXEA) 

are two families of projeetions from ~(SI) indexed by the same set A, 
each family being orthogonal, Eal. Ep if IX =IP and Fal.Fp if IX =I p, and 
the Ea's and Fa's pairwise equivalent, Ea - Fa for all IXE A, then V (Ea; 
IXEA)- V (Fa ; IXEA). 

(3) It is completely divisible. This perhaps inappropriate terminology 
means this: If E, FE~(sI), E-F, and if E= V (Ea; IXEA) where thefamily 
(Ea; IXEA) is orthogonal, then F can also be written as the span of an 
orthogonal family F = V (Fa; IXE A) where, especially, Fa - Ea for alllXE A. 

(4) It obeys the "parallelogram law," E v F - E - F - E 1\ F for any E, 
FE~(sI). 

(5) It fulfills the Cantor-Bernstein property: E- FI :s:; F, F - El :s:; E 
where E, F, El' FIE~(sI), then E-F. 

They concentrated their attention on the equivalence elasses of ~(SI) 
consisting of the pairwise disjoint subsets of ~ (sl) of mutually equivalent 
projeetions, and observed that by (5) the relation 

(*) [EJ:S:;[FJ<=>[E-FI:S:;F forsome FIE~(sI)J 

(where [E] denotes the equivalence elass of projeetions equivalent to 
EE~(sI)) effectively defined a partial order on the set of equivalence 
elasses. 

An immense technieal simplification takes place if we make the fol­
lowing restrictive assumption about sl: that its center consist only of the 
complex multiples ofthe identity operator. The center of sl is just sl (') sl', 
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so the assumption is this: d n d' = (AI). Von Neumann algebras satis­
fying this additional assumption are called factors. This assumption was 
made by Murray and von Neumann and used to establish the following 
key result: If d is a factor, then the set of equivalence elasses is totally 
ordered by (*). We shall use the notation [&'(d)] to denote this totally 
ordered set, and shall use the symbol [E] to denote a particular element 
of [&'(d)], the equivalence class containing the projection E. 

Since the ordering in &'(d) is characterized algebraically (E ~ F <=> E = 
EF), a *-isomorphism between von Neumann algebras will preserve 
order and therefore the lattice structure. The equivalence relation is al so 
defined algebraically so that a *-isomorphism between factors will yield 
an isomorphism of the totally ordered sets of equivalence classes. We 
conclude: the order type of the totally ordered set [&'(d)] is an algebraic 
in variant of the factor d. Two factors d and fJI cannot be *-isomorphic 
unIess their totally ordered sets [&'(d)], [&'(fJI)] have the same order 
type. (That is, having the same order type for [&'(d)], [&'(fJI)] is a neces­
sary condition for the *-isomorphism of the factors d and fJI. It is not 
sufficient.) (Interesting recent result: L. T. Gardner has shown that iso­
morphic von Neumann algebras are necessarily *-isomorphic [16].) 

Murray and von Neumann made an analysis of this totally ordered 
set [&'(d)] more detailed than a simple determination of its order type. 
The major additional new concept involved is that of finiteness, a pro­
jection E E d being finite if it is not equivalent to a proper subprojection 
ofitself. That is, E-F~E for FE&'(d) implies F=E. The key theorem 
is this: for every factor d on a separable Hilberi space there is a mapping 
D:&'(d)-+{x; O~x~ oo} that has the following properties (E, F repre­
senting projections in the factor d): 

(1) D(E)=O<=>E=O; 
(2) If E .lF, D(E+F)=D(E)+D(F); 
(3) E is finite <=> D (E) < oo; 
(4) E-F<=>D(E)=D(F). 

Moreover, there is the following uniqueness result for such a D: If D' sat­
isfies (1) through (4) then D' =PD for some P>O. 

This function D, unique up to multiplication by a positive real number, 
they termed the dimensionfimction. Since it is characterized uniquely, up 
to constant positive factor, by the properties (1)-(4) that involve only 
*-isomorphic invariant concept s, D itself is a *-isomorphic invariant. 
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Hence its range (again neglecting multiplication by a positive real con­
stant) is the same for *-isomorphic d's. It follows from property (4) that 
D is constant on the equivalence elasses of &'(d) and can therefore be 
considered as a function on the equivalence elasses. Moreover it is an 
easy consequence of (1)-(4) that D is an order isomorphism of [&'(d)] 
into {x; O~x~ oo}. Hence we have associated with every factor d a 
subset of {x; O~x~ oo} of the same order type of [&'(d)] and having 
this strong invariance property: a necessary condition for the *-iso­
morphism of two factors is that the subset of {x; O~x~oo} associated 
with one factor be obtainable from that associated with the other by 
multiplication by a positive number. (This is a stronger condition than 
saying merely that the [&'(d)]'s have the same type.) 

This phase of Murrayand von Neumann's work culminated in the 
determination of all possibilities for the ranges of the dimension func­
tions of factors.'1t turned out that there were only five principal "types." 
We list these possibilities in Table I along with some other information. 

TABLE I 

Murray-von Neumann classification of factors on a separable Hilbert space. (d is the 
factor, 9J(d) its projection lattiee.) 

The range of d's dimension 
function is precisely one 
of the following sets 
(neglecting multiplication by 
an tX>O). 

{O,I,2, ... ,n} 

{O, 1,2, ... , oo} 

{x;O~x~l} 

{x; O~X~oo} 

{O, oo} 

Type of 
d 

loo 

III 

IIoo 

III 

Example 
of such 
an d 

~(H), 
dim(H) 
=n 

~(H), 

dim(H) 
=~o 
new, non­
classical 

9J(d) is complete, 
orthomodular, 

modular, atomic, 
satisfies the chain 
conditions, but is 
non-distributive 
ifn~2. 

non-modular, 
and atomic 

modular, non­
distributive, and 
has no atoms 
non-modular, and 
has no atoms 
non-modular, and 
has no atoms. 
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This cIassification is a remarkable accomplishment made even more 
remarkable by the fact that it took four years to complete the cIassification 
by showing that factors of "type III" did actually exist. 

Since each von Neumann algebra contains a complete lattice of pro­
jections, each of the examples in Table I provides us with an example 
of a complete orthomodular lattice. We shall be referring back to the 
information contained in Table I. 

We summarize our discussion: 

THEOREM. Let.!il be afaetor on a separabte Hilbert space. There exists a 
mapping D :&'(.!iI)-+{x; O~x~ oo} satisfying thefollowing eriteria: 

(1) D(E)=O-E=O; 
(2) If E.lF, D(E+F)=D(E)+D(F); 
(3) E is jinite-D (E) < oo; 
(4) E-F-D(E)=D(F). 

This funetion, ealled the dimension funetion, is uniquely determined, up to 
a eonstant positive multiple, by eonditions (1)-(4). The range of D, neg­
leeting changes resulting by multiplieation by a real number >0, is an 
isomorphism invariant of .!il and must be one of the 5 types as listed in 
Table I. A faetor of eaeh type does aetually oeeur. 

C. The Various Kinds of Faetors and Their Projeetion Lattiees 

We refer to Table I. We have already verified that ~(H) is a von Neu­
mann algebra. It is a factor because ~(H)'=(AI) so that ~(H)rl~(H)'= 
~(H) rl (AI) = (AI). Similarly, (AI) is a factor. The projection lattice 
&'(~(H)) is, of course, the lattice of all projections in ~(H) that we dis­
cussed earlier. The dimension function in this case is quite familiar: it 
is nothing more than the function that assigns to each cIosed subspace 
of H (or to the corresponding projection operator) its ordinary Hilbert 
space dimension. The equivalence relation in &'(~(H)) is just that of 
having the same Hilbert space dimension, and the totally ordered set 
[&'(~(H))] has the same order type as the set of non-negative integers, 
together with a last element oo if dim(H)=~o. The situation for (AI) is 
totally trivial since here we have only the projections 0 and 1. 

We have referred in Table I to the fact that &'(~(H)) is "atomic." An 
atom in a lattice L with smallest element 0 is a non-zero element a such 
that xeL, x~a together imply x=O or x=a. In &'(~(H)), the one-dimen-
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sional projeetions are atoms, clearly, and the statement that f!J(fJiI(H)) is 
atomic refers to the fact that every non-zero projeetion is the span of 
the atoms (one-dimensional projeetions) it majorizes. The meaning of 
the term "chain eondition" is the standard one (see [4J), and the reader 
should have no diffieulty in seeing that f!J(fJiI(H)) satisfies the ehain eon­
ditions if and only if H is finite dimensional. 

The faetors of types II and III have totally different qualitative ehar­
aeteristies, and their discovery was an extraordinary aehievement. We 
eannot go into their eonstruetion but shall diseuss instead their proper­
ties, and espeeially the properties of their associated lattiees. The lattiees 
f!J(d) for d of type n or III differ fundamentally from the type I ease 
we have just diseussed. 

Consider the type n ease. Here the range of the dimension funetion 
is eontinuous, a faet that has the following eonsequenee: f!J(d) has no 
atoms. For if EEf!J(d), E#O, then D(E»O and we simply piek a pro­
jeetion FI with D(FI)=tD(E) (if D(E)= oo simply piek FI with D(FI) 
finite). Then FI F < E as ean be easily verified using the properties of D, 
so we have found F < E, F # O. It follows that f!J(d) has no atoms in the 
type II case. (The same is true in type In but a little proof is needed.) 
(Hence the type I and type II-type III f!J(d)'s exhibit a difference similar 
to that distinguishing atomie and eontinuous Boolean algebras.) It fol­
lows that a type II or type III faetor eontains no projeetions at all that 
have ordinary finite Hilbert space dimension, that is, projeetions whose 
subspaees are spanned by finitely many linearly independent veetors. It 
is quite clear then that these &':(d)'s satisfy no ehain eonditions. 

The projeetion lattice of type III faetor has this additional property 
as listed in Table I: it is modular. We now prove this important faet. 

We refer to Professor Birkhoff's article (page 1 and following) for an 
authoritative diseussion of the historieal origin of the modular lawand 
the part it has played in lattiee theory. The modular law goes baek to 
Dedekind. After the distributive lattiees, modular lattiees are the most 
thoroughly investigated In faet they seem to be the only non-distributive 
lattiees that have a reasonably eomplete theory. 

The modular law is this: E~1=>(Ev X)/'-F=Ev(X I\F). (for arbi­
trary X in f!J(d)). Let P=(Ev X)I\F, Q=Ev(X I\F). Sinee E~Ev X 
and E~F (by assumption), we have E~P, P being the greatest of the 
lower bounds of E v X and F. Obviously X v F ~ P so Q ~ P. The problem 
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is to show Q = P. The triek is this: the projeetion Z = (X - X 1\ Q) v 
(X v Q).L is at the same time a eomplement of P and a eomplement of 
Q (see, for example, [22]). Then by the parallelogram law, 

P= I - p.L = Z.L V p.L _ p.L _ Z.L _ Z.L 1\ p.L 
= Z.L = Z.L _ Z.L 1\ Q.L _ Z.L V Q.L _ Q.L 

=I_Q.L=Q. 

Henee P-Q and so D(P)=D{Q). But then 

D(Q)=D(P+(Q-P)=D(P)+D(Q-P) 

whenee D{Q-P)=O and so Q=P (we have used the properties of the 
dimension funetion as listed in the previous seetion, leaving it to the 
reader to eheek where eaeh particular property was used). 

The modularity of the projeetion lattice of a type 111 faetor is un­
expeeted sinee the projeetion lattice of PJ(H) is non-modular (for H in­
finite dimensional). As we remarked earlier, this faet is a eonsequenee of 
the existenee of non-elosed sums of elosed subspaees. We prove the non­
modularity of fJJ{B{H)) now. Simply seleet two elosed subspaees M and 
N whose sum M + N is not elosed. Seleet a veetor b E M v N = elosure 
(M + N) not in M + N, and let Z = M + (b) where (b) symbolizes the one­
dimensional subspaee spanned by b. It is easy to see that Z is elosed, 
that M~Z, and that N 1\ Z=N 1\ M. Clearly N I\Z~N 1\ M. IfxEN 1\ Z 
then XEN and x=m+Ab, A a eomplex number =Ab=x-mEM+N= 
A=O or bEM+N. We know b~M+N, so A=O, from whieh fact we 
conelude easily that XE N 1\ M. Thus the reverse inequality N 1\ Z ~ N 1\ M 
also holds, and so equality.) If PJ(H) were modular, then since M ~ Z, we 
would have 

(Mv N)I\Z=Mv(N I\Z) 

as we had above in type 111 faetor. However, by the equation N 1\ Z = 
N 1\ M just proved, the subspace on the right, M v (N 1\ Z), is just M 
and therefore does not eontain the veetor b. However b elearly belongs 
to the subspaee (M v N) 1\ Z. The modular law fails. 

Note where the argument that was used to prove the modularity in 
type 111 ease breaks down here. The parts of this proof up to and in­
eluding the existence of a common eomplement for (M v N) 1\ Z and 
Mv (N 1\ Z) are stiIl valid in fJJ(PJ{H)). However the last step of the proof, 
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where we used the existence of a finite valued dimension function, is not 
valid because we have no such function in ~(PA(H)), its (unique) dimen­
sion function assuming the value + oo. 

There is a way of 100king at the concepts of distributivity, modularity, 
and orthomodularity that helps one to understand the meaning of these 
concepts and the relationships between them. Suppose L is an (abstract) 
orthocomplemented lattiee. In this discussion it will be more convenient 
for us to use the distributive identities L6', L6" contained in Professor 
Birkhoff's book [4, p. 11] rather than the postulate L6listed in his paper. 
Substituting in these distributive identities an arbitrary triple a, b, e of 
elements of L, and permuting a, b, e in all possible ways, we obtain six 
propositions, which may or may not be true, concerning the distributivity 
of the triple a, b, e. These are: 

(1) (a v b) 1\ e=(a 1\ e) v (b 1\ e) 
(2) (bve)l\a=(bl\a)v(el\a) 
(3) (eva)l\b=(el\b)v(a"b) 

and propositions (1'), (2'), (3') obtained from these by interchanging v 
and 1\. For example, proposition (2') is (b 1\ e) v a=(b v a) 1\ (e va). 

If all of the propositions are true let us say that (a, b, e) is a distributive 
triple. 

L is distributive (by definition) if and only if every triple is distributive. 
L is modular if and only if a~b implies that (a, b, x) is a distributive 

triple for every XEL. To prove this simply note that in the presence of 
the assumption a~b the six laws listed above reduce to av(xl\b)= 
(a v x) 1\ b which is Professor Birkhoff's L5. Hence the modular law is 
a weakening of the distributivity requirement in that we require that 
only certain selected triples be distributive. 

L is orthomodular if and only if a~b implies that (a, b, a.l) is a distri­
butive triple. This is again easily checked by noting that the six distri­
butive laws reduce under the stated assumptions to the orthomodular 
identity. Hence the orthomodular lattice is seen to be a step further re­
moved from distributivity than the modular lattice for we now require 
not that every triple (a, b, x) be distributive if a ~ b but only the particular 
one (a, b, a.l). 

The implications: 

distributivity => modularity => orthomodularity 
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obviously follow from the statements given above. Neither arrow can be 
reversed, as our examples have shown. The historieal process seems to 
have followed this chain of implications, distributive lattiees being 
studied first, modular lattiees next, and orthomodular lattiees last. 

D. Continuous Geometries 

The previous sections summarize those portions of the "Mother Theory" 
(the theory of von Neumann algebras) that bear on the theory of ortho­
modular lattiees. Those sections constitute the first stage of our exposi­
tion. Now comes the second stage: continuous geometries. 

By a continuous geometry von Neumann meant a complete modular 
lattice L that satisfies these two additional conditions: 

(1) It is complemented, which means this: for any aeL there is an xeL 
such that a v x = 1, a II x = o. Such an x is called a complement of a. 

(2) It is continuous, which means this: if Jt is any totally ordered subset 
of L, then for any ae L, we have 

a II [V (m; meJt)] = V (a II m; meJt) 
and 

av [!\ (m; meJt)] =!\ (a v m; meJt) 

Let's discuss these axioms. 
The terms "complete" and "modular" have already come up, and there 

is nothing to add here. 
The complementation axiom (1) is reminiseent of the orthocomple­

mentation that has been a constant part of our discussion up to now. 
But "orthocomplemented" is stronger because an orthocomplemented 
lattice not only needs to satisfy (1) but also has to have a one-to-one 
order inverti\lg involutory map a~al. onto itself such that for every a, 
al. is a complement of a. 

The continuity axioms (2) are brand new; we have not run into any­
thing like them before. We shall be discussing them in some detaillater 
on when we take up Kaplansky's theorem, and so for the present content 
ourselyes with borrowing a few items from that discussion. Kaplansky's 
theorem states that ifaxiom (1) is strengthened to read "orthocomple­
mented" instead of just "complemented" then the axioms (2) are auto­
matically satisfied. An equivalent form: in a complete orthomoduIar 
lattice, modularity impIies continuity. Note that the continuity axioms 
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are trivial for finite chains .-It. Hence any lattice in which all chains are 
finite is trivially continuous. 

There are many examples of continuous geometries. Any complete 
Boolean lattice is a continuous geometry. The modularity is, of course, 
a special case of the much stronger distributivity, and the continuity is 
also a special case of "infinite distributivity" - this too will be explained 
later on when we discuss Kaplansky's theorem. Any modular geometric 
lattice (see Section 7 of Professor Birkhoff's artide) being a modular 
lattice of finite length is both complete and continuous and hence a con­
tinuous geometry. Likewise, the dassical projective geometries are con­
tinuous geometries. 

The projection lattice of a type In factor is a continuous geometry since 
it is essentially the complex (n-1)-dimensional projective geometry (the 
lattice of all subspaces of complex n-space). The projection lattice of a 
type 111 factor is another example. We have already proved that it is 
modular, and the continuity then follows by Kaplansky's theorem (since 
the projectian lattice of any von Neumann algebra is complete and 
orthomodular). Here, however, infinite chains do exist and the validity 
of (2) is far from trivial. Professor Birkhoff cites another interesting ex­
ample (his Sectian 8) namely, the continuous geometry CG (D) over an 
arbitrary division ring D. 

So much for the axioms and examples; now for the methods and 
results. 

Von Neumann based his analysis on three main concepts: (1) indepen­
dence, (2) perspectivity, and (3) distributivity. 

(1) Independence. The family (aa; (TEI) of element s of the continuous 
geometry L is independent [44, p. 8J if for any pair J, K of disjoint sub­
sets of the indexing set I we have 

(2) Perspectivity. The elements a, b of L are called perspective if they 
have a common complement. Namely, if there is an XEL such that 
avx=bvx=1, al\x=bl\x=O. [44, p. 16.] Write a-b if a and b are 
perspective. 

(3) Distributivity. Write (a, b, c) D if the distributive law 

(a v b) 1\ C = (a 1\ c) v (b 1\ c) 
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is valid for the particular ordered triple (a, b, e) of elements from L, and 
write (a, b, e) D if the dual equation got by exchanging v and /\ is valid 
The notation (a, b) D means (a, b, x) D for every x in L, and (a) D means 
(a, x, y) D for every x, y in L [44, p. 32]. 

Using these concepts, von Neumann proved that in a continuous ge­
ometry L: 

The relation (a, b, e) D is self-dual and is independent of the order of a, 
b, e [44, Part I, Theorem 5.1]. 

In terminology we have already used, if (a, b, e) D, then (a, b, e) is a 
distributive triple. 

The following eonditions on an element a E L are equivalent: 
(i) (a)D; 
(ii) ahas onlyone eomplement; 
(iii) ahas a eomplement b such that (a, b) D. 

(The set of such elements he called the center of the continuous geometry.) 
Re proved further: The center Z eontains the 0 and 1 of L, eontains along 
with any subset VII the least upper bound V (m; mEvII) and greatest lower 
bound /\ (m; mEvII) as computed in L (and thus is a eomplete lattice in 
its own right with respeet to the operations inheritedfrom L), is distributive 
with respeet to these operations, and contains along with everyelement its 
unique complement; in brief, the center of L is a eomplete Boolean sub­
lattice of L. Moreover the center of the "interval" L(O, a)=(xEL; O~ x~a) 
(easily seen to be itself a continuous geometry with the inherited opera­
tions) consists of all z /\ a, z running through the center of L. [44, Part I, 
Theorem 5.3; Part III, Theorems 1.2 and 1.6.] 

If L is a projection lattice of a von Neumann algebra d, then this 
lattice theoretic center is precisely the same as the set of projections in 
d n d'; that is, consists precisely of those projections in d commuting 
with all operators in d. So here we have the first instance of a lattice­
theoretic version of an operator-theoretic concept: the center. Corre­
sponding to a "factor" we have then an irreducible eontinuous geometry: 
one whose center consists solely of the elements 0 and 1. The assump­
tion of irreducibility for continuous geometries allows similar technical 
simplifications as in the case of operator algebras. 

Perspeetivity is transitive. [44; Part III, Theorem 2.2] This is one of 
the hardest theorems to proveo It follows by means of a series of intricate 
arguments based on all the above concepts. No simple proof is known 
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even today. Perspectivity is the lattice-theoretic version of the equiva­
lence of projections. Recall that two projections E and F in a von Neu­
mann algebra .91 are equivalent relative to .91 if there is an operator W 
in .91 such that W*W=E, WW*=F. We cannot transplant this defini­
tion to a lattice since it involves operators from the algebra; perspectivity 
is its replacement. While the transitivity of equivalence is trivial, the 
transitivity of perspectivity lies very deep, and von Neumann's proof of 
this fact using only the lattice structure was an impressive achievement. 

(The main result) IJ L is irreducible, then there is a unique mapping 
D : L~ [0, 1] satisJying: 

(i) D(a)=O~a=O, D(1)= 1; 
(ii) aA b=O~D(a v b)=D(a)+D(b); 
(iii) a and b are perspective ~D(a)=D(b). 

This D is the dimension function It generalizes the projection lattice 
dimension function in type In and 111 factors. And it comes from only 
lattice theory; there isn't a Hilbert space in sight ! 

In the face of this extraordinary achievement one's optimism is natu­
rally stimulated and one asks whether it might be possible to generalize 
von Neumann's theory of continuous geometries to indude all the pro­
jection lattices, not only those in factors of types In and 111' Kaplansky 
called for such a "more generallattice project" in the preface to his notes 
on Rings of Operators [28]. And in [35] F. Maeda wrote: " ... we may 
conjecture that with respect to dimensionality there is a lattice theory 
which contains both the continuous geometry and the operator rings." 
(This was in 1941.) This project, more-or-Iess vaguely formulated, has 
been the main impetus behind the rapid growth of orthomodular lattice 
theory. It is far from being successfully completed, and remains one of 
the major undone tasks of orthomodular lattice theory. 

Progress has been made however. In separate work Loomis [29] and 
S. Maeda [38], assuming the existence of an equivalence relation on a 
complete orthomodular lattice and assuming basic postulates for this 
equivalence relation, proceeded to then derive the major part of the di­
mension theory of operator algebras in this purely lattice-theoretic set­
ting. Mac Laren [33] and Ramsay [45] showed how to get such an 
equivalence relation from the lattice structure in certain cases, induding 
some non-modular ones. 

Other progress has not been concerned so specifically with this di-
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mension-type equivalence relation In [23J there is a discussion of some 
simple lattice properties shared by all projection lattices but not pos­
sessed by the general abstract orthomodular lattiee. This points up the 
fact that while complete orthomodular lattices are the natural vehide 
for generalizing projection lattiees of von Neumann algebras, they are 
by themselves too wide a dass. In [l1J, Peter Fillmore proved the re­
markable result that in the projection lattice of any von Neumann alge­
bra, perspectivity and unitary equivalence are the same, from which he 
obtained many interesting lattice-theoretic results - one notable result 
being the transitivity of perspectivity in any projection lattice. Even more 
recent is Topping's pro of [50J that the projection lattice of a von Neu­
mann algebra is semi-modular (or M-symmetric). These are two more 
properties of projection lattiees not shared by general orthomodular lat­
tices. Work along these lines is continuing, with a view to understanding 
more fully just what is "extra special" about the projection lattice of a 
von Neumann algebra as compared with the general complete ortho­
modular lattiee. 

I shall be discussing all of these pieces of work more fully later on -
in case the reader has become somewhat anxious at the sudden spate of 
undefined terrns. But I did want to scan briefty ahead at this point to 
give the reader some perspective. For this is a crucial point in the ex­
position. As I announced in the introduction, one of my purposes in 
writing this paper is to show the historical motivation behind the theory 
of orthomodular lattices. At this point the reader should have a "feel" 
for how the subject arose from the interaction of the theory of operator 
algebras and the theory of continuous geometries. If the reader at this 
stage does feel a natural curiosity as to whether von Neumann's theory 
of continuous geometries can in fact be generalized so as to indude all 
projection lattices, and does feel a bit of hope that it can, and does feel 
a sense of anticipation for the value and success of such a study, then I 
shall have done my job weIl. 

In back of all this stands von Neumann's wonderful achievement - the 
invention of continuous geometry. Of course continuous geometry is 
much more than a generalization of projection lattiees, even though the 
stress that we have put on that aspect might lead the reader to believe 
otherwise. For a more balanced account of the other aspects, one can 
consult Professor Birkhoff's artide and [42]. 
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One final note on notation The current terminology for a comple­
mented modular lattice satisfying axioms (1) and (2) is; von Neumann 
lattiee. We have used the older term "continuous geometry" solely to 
maintain historical continuity in this survey article. 

E. The Work of Loomis and S. Maeda 

In 1955, about twenty years after the first appearance of the work on 
von Neumann algebras and continuous geometry, Loomis and S. Maeda 
independently published papers on extending the Murray-von Neumann 
dimension theory to non-modular lattiees. Loomis worked with a com­
plete orthomodular lattiee, while S. Maeda employed a somewhat more 
general type of lattiee that included the complete orthomodular lattice 
as a special case. Since we are concerned with orthomodular lattiees, we 
shall follow Loomis' formulation. 

Loomis' paper was apparently the first published work studying the 
orthomodular identity as an explicit lattiee-theoretic axiom and con­
taining the explicit definition of an orthomodular lattiee. His first paper 
also derived some elementary theory of these lattices, although dimen­
sion theory rather than lattiee theory was the main theme of this paper. 
(Kaplansky had also isolated the orthomodular axiom and had done 
some unpublished work on these lattiees. The term "orthomodular" is 
due to Kaplansky.) 

Loomis started with a complete orthomodular lattice L. He then pos­
tulated at the outset an equivalence relation on L satisfying certain prop­
erties possessed by the dimensional equivalence re1ation in a von Neu­
mann algebra A structure of this type - complete orthomodular lattice 
pIus an equivalence re1ation - he called a dimension lattiee. He then 
developed, on the basis of his axioms, the dimension theory of von Neu­
mann algebras, without any further reference to Hilbert spaces or oper­
ator algebras. S. Maeda did much the same thing under somewhat more 
general hypotheses. The conclusion: modulo this mysterious ad hoe 
equivalence relation, the dimension theory of projection lattiee can be 
made purely lattiee-theoretie. The Loomis-S. Maeda generalization in­
cluded all projection lattiees, not just the modular ones. But their ac­
complishment was not directly comparable to von Neumann's invention 
of continuous geometry, for they assumed the existence of an equivalence 
relation, whereas he proved the existence of one (perspectivity). 
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Their work was nevertheless vitally important for many reasons. For 
one thing, it opened up the theory of orthomodular lattiees, beeause 
their work eontained the explicit definition of these lattiees, some frag­
ments of their elementary theory, and the implicit eonclusion that these 
lattiees were the natural vehicle for the Murray-von Neumann dimension 
theory. It therefore foeussed attention on the class of abstraet ortho­
modular lattiees. It al so raised the questions: Why was it neeessary to 
assume an equivalenee relation? What about abstraet orthomodular lat­
tiees? Do they have a general theory? (I asked this question of Kaplansky. 
Re was optimistie: "rm sure there is a theory.") 

In the seetion "Major Results" we shall diseuss in greater detail the 
work of Loomis and S. Maeda and shall also diseuss the reeent work of 
Mac Laren and Ramsay bearing on the question: is it neeessary to as­
sume an equivalenee relation? We shall aeeordingly go no further into 
these matters here. 

But I should like to add a few historieal eomments about the beginning 
of the general theory of orthomodular lattiees. I beeame interested in this 
question while writing my dissertation under Loomis on some aspeets 
of Segal's paper [47] on "non-eommutative integration." Segal's integral 
was defined on a subset of a von Neumann algebra having therefore 
operators rather than funetions for its domain. It turned out that a great 
deal of his material eould be earried over to dimension lattiees. While 
working on this transfer of eoneepts and theorems into the framework 
of abstraet dimension lattiees, I beeame interested in the study of ortho­
modular lattiees for their own sake. After eompleting my thesis in 1960, 
I devoted mueh of the next year to the study of these lattiees. 

D. J. Foulis took up the study of the general theory of orthomodular 
lattiees at about the same time. I shall have more to say about his work 
and the work of his students in the next seetion. Foulis and I were ap­
parently the first mathematieians to seriously take up the project of 
devising a general theory of orthomodular lattiees. Foulis also got into 
the subjeet through the door opened by Loomis and S. Maeda 

III. SOME BASIC ORTHOMODULAR LA TTICE THEOR Y 

In Seetion II we have traeed the lineage of orthomodular lattiee theory 
from its beginnings in the "Rings of Operators" papers of Murray and 
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von Neumann up through the appearance of the 1955 papers of Loomis 
and S. Maeda. In this Seetion we shall take up some of the post 1955 
work on the general theory of the abstraet orthomodular lattiee. 

We shall gradually abandon the historieal approaeh now as we get 
into the "clean" theory of these lattiees. Even though most of the results 
we discuss can be traeed directly to theorems about projection lattices 
or continuous geometries, motivating every result would simply take too 
much time. Moreover the reader will, if he is interested enough, hope­
fully be able to supply much of this motivation himself on the basis of 
the baekground material we have already given. 

The sample of results that we have selected for presentation here con­
stitutes part of the basic elementary theory of orthomodular lattices. The 
coverage is necessarily sketchy, and readers wishing to go more deeply 
into these matters can consult the leeture notes of Foulis [14] or Janowitz 
[25] or Professor Birkhoff's book [4]. 

A. Commutativity 

Let us say that the element a of the orthocomplemented lattice L com­
mutes with an element b if a=(a J\ b) v (a J\ b.L~ This definition first ap­
peared in print apparently in the 1936 paper of Birkhoff and von Neu­
mann [5, p. 833]. It also occurs in F. Maeda's book [36, p. 277] on con­
tinuous geometry. We shall abbreviate this relation aCb. It makes sense 
in any orthocomplemented lattice and Nakamura [41] discovered this 
interesting fact: The orthocomplemented lattice L is orthomodular if and 
only if the relation C is symmetric in L. It is an interesting exercise to 
verify that this lattice-theoretic commutativity and common algebraic 
commutativity (ab = ba) agree if L is the projection lattice of a von Neu­
mann algebra (indeed they are the same if L is just the projection lattice 
of a *-ring with identity). 

Conimutativity is a very useful concept in the study of orthomodular 
lattices. For example, we ean characterize the center of an orthomodular 
lattice L as the set of elements that commute with every other element 
of L, maintaining a perfect paralleI with the common algebraic notion 
of the center. This characterization of the center agrees with von Neu­
mann's characterizations: either as the set of "neutral" elements z (z is 
neutral if {z, a, b} is a distributive triple for every a, bE L) or as the set 
of elements with unique complements. 
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Foulis and I independently discovered the following theorem which 
tumed out to be a very useful principle in the day-to-day calculations 
of the theory and in the systematie presentation of the results. If one of 
the elements a, b, e eommutes with the other two, then (a, b, e) is a distri­
butive triple (meaning that any distributive law you care to write down 
for the elements a, b, e holds~ This result makes a systematie theory out 
of a mysterious bag of tricks, and makes it possible to give beginning 
students a swift well-motivated classroom introduction to the subject. In 
the use of this result the following additional (easily proved) facts are re­
quired: If a~b or a.lb, then aCb, if aCb then al.Cb, and if al Cb and 
a2 C b then (al v a2) C b and (al A a2) Cb. 

In the presence of commutativity the infinite distributive laws hold: 
if a(% C b for allcc, then b A (V a(%) = V (b A a(%) and 

b v (V a(%)= 1\ (b v a(%). 

(Here we need to assume L complete.) 
If a non-empty subset M of the orthomodular lattice L is closed under 

three operations A, v, and .1 let us say with Foulis that M is a sub­
orthomodular lattice of L. If S is any non-empty subset of L, let S' sym­
bolize the set of all x of L that commute with everyelement of S. Facts: 
S' is always a sub-orthomodular lattice of L, and if L is complete so is 
S'. There are many other properties of this prime operation all analogies 
of the centralizer operation in von Neumann algebras. Note that the 
center of L isjust E. For proofs and additional material see Foulis' papers 
[12, 13] and also [22]. 

B. The "Independenee" Theorem 

A family {a(%; cce A} of elements of an orthomodular lattice is called ortho­
gonal when a(%.l ap if IX '# p. The result we refer to is this: 

THEOREM. Let {a(%; cceA} be an orthogonalfamily of elements in the eom­
plete orthomodular lattice L. Suppose thatJor eaeh cceA we have ajamily 
oJ elements {a(%p; peB} satisJying a(%p~a(%Jor all peB, where B is afixed 
non-empty inde~ing seto Then 



CURRENT INTEREST IN ORTHOMODULAR LATTICES 467 

We have modelled the statement of this theorem after the statement 
of the eorresponding result in [1]. Here Amemiya and Halperin prove 
the eorresponding theorem for eomplete eomplemented modular lattiees 
with "strongly independent family" substituted for "orthogonal family." 
Both theorems have their origin in von Neumann's theory ofindependent 
families in a eontinuous geometry. 

The pro of of Amemiya and Halperin applies equally weil to the ortho­
modular ease and is so short we ean give it in full here. Let x = I\p Va aap. 
It is elear that x ~ V al\p aap, so that we need only prove x ~ V al\p aap· 
But 

x~V aap=aypv(V aap)~aypv(V aa)=aypv(a/\a~) 
a a*y a*y 

where a = V aa. Sinee this is true for every p, 

x~t;. [ayp v (a /\ a~)] =( t;. ayp) v(a /\ a~) 
the infinite distributive law diseussed in the previous seetion being avail­
able to us beeause eaeh ayp eommutes with eaeh a /\ a~. Let cy = I\p ayp 
so that cy ~ ay. To make the final ealeulation of the pro of elearer we use 
the following suggestive notation: if a.l b we write a$b for av b, and 
if a ~ b, b - a for b /\ al.. It is easy to show that the "orthomodular iden­
tity" is in this notation simply a~b=b=a$(b-a) and its dual is 

a~b=a=b-(b-a). 

Then, sinee x ~ cy v (a - ay) for all y EA, 

x~ 1\ (cy$(a- ay)) = 1\ (a-(ay-cy))= 1\ [a /\ (ay- cy)l.] 
y Y Y 

=a/\[ y (ay-Cy)]l.=a/\ [a- V Cy]l. 

=a-(a-V Cy)= V c y 

as was to be proved. Another proof of this result from a different point 
of view is given in [45]; compare the remark following Amemiya and 
Halperin's proof. 

By specializing to an indexing set B with two elements we obtain the 
following eorollary: 
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COROLLARY 1. If {aa V ba; IXEA} eonstitute an orthogonal family in L 
(i.e., ij (aa v ba) 1. (ap vbp) when IX:I: {3J , then 

V (aa A ba) = (V aa)A(V ba)' 

In this form the result was first obtained independently by Fillmore 
[11J and me [23]. The most useful consequence so far is this (let us say 
that "a and b have a common complement in e" if there is an XEL such 
that av x=bv x=e. a Ax=b AX=O): 

COROLLARY 2. If aa and b~ have a common eomplement in cafor eaeh IXEA, 
and ij {ca; IXEA} is an orthogonal family, then Vaa and V ba have a 
common eomplement in V ca' 

We can describe the result of this corollary as the "restricted ortho­
gonal additivity of perspectivity"; it is likewise due independently to 
Fillmore and me. For applications see [11, 23, 30J. 

C. Distributivity and Perspeetivity 

The center of an orthomodular lattice L consists of those a in L that 
make every triple (a, x, y) (for any choice of x and y) distributive. It is 
natural to inquire about pairs of elements a, b that make every triple 
(a, b, x) distributive (for any choice of x). It is often more convenient to 
study pairs that satisfy also aA b = O. What we are asking then, of the 
pair a, b is whether aA b =0 and all six identities 

(1) (avb)Ax=(aAx)v(bAX) 
(2) (b v X)A a=x A a 
(3) (xva)Ab=xAb 
(1') x=(xva)A(xvb) 
(2') (bAx)va=(bva)A(xva) 
(3') (xAa)vb=(xvb)A(avb) 

hold for any choice of XEL. 
WeIl, it turns out that in a projection lattice (whether modular or not), 

the validity (for all xEL) of any one of these six identities implies the 
validity of five others. But in a general orthomodular lattice this is no 
longer true. We can derive all six identities from any one of the last five, 
but cannot infer any of them from (1) above. We make therefore the 
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following two definitions: 
aV b if a 1\ b =0 and (a, b, x) is a distributive triple for all xeL; 
aSb if a 1\ b=O and (a v b) 1\ x=(a 1\ x) v (b 1\ x) for all xeL. 
(Actually the relation aV b was introduced by F. Maeda to mean (3) 

only.) Always V ~ S. The reverse implication is valid in any projection 
lattice and any modular orthomodular lattiee, but not in the general 
orthomodular lattiee. 

These notions are connected with perspectivity. Recall that a and b are 
perspective when there is an x such that a v x = b v x = 1, a 1\ x = b 1\ X = 0. 
In his work on continuous geometry, von Neumann makes constant use 
of the fact that if a and b are perspective, then an xe L can be found so 
that av x=b v x=a v b, a 1\ x=b 1\ x=O. That is to say, if a and b are 
perspective, then they are perspective in their own span. This is another 
result that fails to be true in a general orthomodular lattiee, but in this 
instance we can pin-point the reason why the result does not obtain: the 
failure ofthe modular law. Ifthere is an xe L such that a v x = b v x = av b, 
a 1\ x = b 1\ X = 0, let us say that a and b are strongly perspective. Then, in 
an orthomodular lattice L, perspectivity implies strong perspectivity if 
and only if L is modular [23]. 

Following notation introduced by Loomis, let us say that a and b are 
related if there exist elements al' bl0#;al ~a, O#;b l ~b with al and bl 
perspective, and strongly related ifwe can find al' bl0#;al ~a, O#;bl ~b 
with al and bl strongly perspective. We have the following interesting 
connections between the distributive type relations V and S introduced 
above, and these concepts: 

(1) aV b~a and b are not related (this is due to M. F. Janowitz); 
(2) aSb~a and b are not strongly related. 

In a projection lattice of a von Neumann algebra, "strongly related" and 
"related" are the same. 

These results were all suggested by theorems from continuous geom­
etry, and are the fruits of efforts to extend the ideas of continuous geom­
etry to orthomodular lattiees. It turns out, as illustrated above, that many 
theorems can be extended to projection lattices but not to general ortho­
modular lattices, such theorems being therefore not dependent on the 
modular law for their validity (since they hold in non-modular projection 
lattices) but instead on some more subtle lattiee-properties of projection 
lattiees. Stated in another way, the failure of these theorems in general 
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orthomodular lattiees reHects the extent to which abstract orthomodular 
lattiees over-generalize projection lattices. 

Some other aspects of this same phenomenon: In a projection lattice 
L, as in a continuous geometry, the center of any interval L(O, a), aeL 
consists of all z /\ a, zecenter (L). It is suggested to refer to this fact as 
the "relative center property." The relative center property does not hold 
in general orthomodular lattiees. However, we do have this positive result 
(due independently to Fillmore and Janowitz): IJ S = V then the relative 
center property holds. (They are in fact equivalent, but the reverse implica­
tion is easy.) Janowitz has also shown that if strong perspectivity and 
perspectivity agree on orthogonal elements (always true in a projection 
lattice) the n the relative center property holds. Surprisingly the reverse 
implication does not obtain here. 

We don't understand this whole situation very weIl. The projection 
lattiees have a limited usefuIness in suggesting results, since distributivity 
and perspectivity are much more well behaved in the projection lattice 
case than in the general case. Although some understanding about the 
general case is beginning to emerge as results accumulate (mainly from 
the active pen of M. F. Janowitz), it would seem that we are far from 
understanding the role of distributivity and perspectivity in orthomod­
ular lattices. 

D. Greechie's Examples [18] 

R. J. Greechie has discovered a bewildering array of examples of ortho­
modular lattices that lie at the opposite end of the spectrum from pro­
jection lattiees. Projection lattiees are "nice," almost every desirable the­
orem holding in them. Greechie's examples are "wild" and constitute a 
seerningly exhaustive family of counterexamples (that is, if a theorem 
holds in all Greechie's examples, then it is true). 

Except for projection lattices, examples of orthomodular nonmodular 
lattices are hard to come by. Greechie's method furnishes us with a rich 
and varied supply of such examples, and it is the only such general 
method available now. That is the reason f~r its importance and its in­
elusion in this paper. This presentation is based mainly on Theorem 3.8 
of [18]. 

The basic method is a construction procedure for "pasting" together 
a family of partially ordered sets. Suppose that (L,,; aeA) is a family of 
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two or more distinet partially ordered sets, with a partially ordered sub­
set Ka. singled out in eaeh one. (Aetually, any non-empty subset of La. is 
a partially ordered subset in its inherited ordering and thus ean serve as 
a Ka..) Assume that all subsets Ka. are order-isomorphie to a fixed par­
tially ordered set K. 

We now form a new partially ordered set L by pasting together the 
La.'s along the Ka.'s. Imagine the fixed partially ordered set K standing 
vertieally amidst the La.'s, and imagine that eaeh ZEK is eonneeted to 
its isomorphism-eorrespondent in Ka. by astring. Then eaeh ZE K will 
have eard (A) strings radiating from it, eaeh (".(-String going to the element 
Za.EKa. that eorresponds to Z under the isomorphism between Ka. and K. 
Now pull all the strings taut Eaeh Ka. will merge into K. The La.'s will 
eluster around K, with K as the "maypole," eaeh element in a set-theo­
retie differenee La. - Ka. maintaining its individual identity in L but eaeh 
element in a Ka. beeoming identified with its partner in K. 

Let L denote the resulting set The set L then eonsists of two kinds 
of element s : elements that result from identifieations and elements that 
do not. The elements that result from identifieations are in one-to-one 
eorrespondenee with K, and we shall regard K as a subset of L. For an 
x in L that is also in K, we shall use a subseripted symbol xa. to denote 
the old element of Ka. eorresponding to x under the isomorphism be­
tween Ka. and K. We shall also oeeasionally think of an element x in K 
as the set of all xa.'s, o(E A. The non-identified elements of L eonsist simply 
of all the elements in the set-theoretie differenees La. - Ka.. In partieular, 
if A is a finite set of n ~ 2 elements, if eaeh La. has la. elements (finitely 
many in eaeh case), and if eaeh Ka. (and hence K) has m elements, then 
the set L will eonsist of a total of 

m+ L(/a.-m)=m+ L 1a.-nm=N -m(n-l) 

elements, where N = L (la.; o(EA) is the total number of distinet element s 
we began with. 

L inherits a more-or-Iess natural partial ordering from its eonstituents. 
Reealling that for eaeh XE L exaetly one of the following mutually ex­
elusive possibilities must hold: either XE K or XE La. - Ka. for some unique 
0(, we ean define this partial ordering ease-by-ease as follows. For x, 
YEL, xi' y, we deelare x<y in these and only these cases: 
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(1) xEK, YEK and x<Y in K; 
(2) xEK, YELa-Ka and xa<Y in La; 
(3) xELa-Ka, YEK and x<Ya in La; 
(4) xELa-Ka, YELa-Ka and x<Y in La; 
(5) xELa-Ka, YELp-Kp, where a""p and there exists ZEK such that 

x < Z (using 3) and Z < Y (using 2). 
This prescription effectively defines a relation on L. The verification that 
this relation is a partial ordering on L presents no partieular difficulties 
- the transitivity being built in by (5) - and we leave the details to the 
reader. L is the partially ordered set obtained by "pasting together" the 
La's along the Ka's. 

Question,' When is this partial ordering a lattice ordering? Not always, 
not even in the simple case of two finite Boolean lattiees pasted together 
along asublattiee. Greechie gives aset of sufficient conditions that seems 
to apply to most cases that arise in practice. Of course, it is always pos­
sible in a partieular construction to simply verify after the fact that L 
is a lattiee. 

According to Greechie the partial orderi ng on L will be a lattice 
ordering (and in fact complete) if these four conditions are satisfied: 

(1) Each La is a complete lattiee. 
(2) Each Ka is closed under the taking of arbitrary least upper bounds 

and greatest lower bounds in La. In particular we are postulating closure 
under the taking of I u b's and gl b's of finite subsets of Ka so that Ka is 
asublattiee of La. Requiring closure under the taking of I u b's and gl b's 
of arbitrary subsets of Ka (computing these I u b's and gl b's in La) secures 
not only the completeness of the lattice Ka but guarantees in addition 
that (arbitrary) I u b's and gl b's are the same whether computed in Ka or 
in La. Moreover the "maypole" K will be a complete lattiee since it is 
isomorphie to each Ka. 

(3) Each Ka is the disjoint set-theoretie union of a proper order ideal 
la and a proper dual order ideal Ja' (The non-empty subset I of a lattiee 
L is an order ideal if I contains along with any element a all xEL satis­
fying x ~ a. I is proper if I"" L.) Note that we do not require I to be a 
lattiee ideal, although in some useful special cases it will be. For example 
we shall discuss some instances where la = [0, aa]' Ja = [ba, la]' so that Ka 
is the disjoint set-theoretie union of a principal ideal and a principal 
dual ideal. On the other hand, we shall also discuss cases where la= 
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[0", a,,] u [0", b,,] where a" /\ b" = ° (and correspondingly for J,,). In this 
case I" is always an order ideal but need not be a lattice ideal. 

(4) If 4J" is the isomorphism of K" onto K, and 4Jp that of Kp onto K, 
then the map 4Ji l 4J" (which is obviously an isomorphism of K" onto Kp) 
takes the order ideal 1(1. onto the order ideal Ip, and takes the dual order 
ideal J" onto Jp• This requirement ensures that in the matching of the 
K,,'s with the common lattice K, things don't get turned over. 

If these four conditions are satistied, then the ordering of the set L, 
which we get by pasting the L,,'s together along the K,,'s, will be a lattice 
ordering. These conditions, although complicated in appearance, are not 
difficult to verify in practice; we shall provide so me concrete illustrations 
shortly. The pro of that fultillment of these conditions guarantees a lat­
tice ordering is rather tedious and we refer the reader to [18] for the 
details. 

We are primarily interested in the orthomodular case. The constructed 
lattice L will be orthomodular if in addition to (1) through (4) we also 
require that: each L" be orthomodular, the dual order ideal J" cO!lsist 
precisely of the orthocomplements of the elements of the order ideal 1(1.' 
the lattice K be orthomodular and the isomorphisms 4J" preserve ortho­
complements. Again, we refer the reader to [18] for the details. 

Let's look at some examples obtained by Greechie's construction. 
(1) Horizontal Sums. This speeial case of Greechie's construction was 

discovered earlier by many people; the terminology is due to Mac Laren 
[33]. Here the L,,'s are arbitrary orthomodular lattiees, each 1(1. is just the 
zero element {O,,} of L", and each J" is just its largest element, {l,,}. Thus 
for each (x, K,,= {O", I,,} and the common lattice K is simply the two­
element orthomodular lattice K = {O, I}, 0< 1,0.1 = 1. In this simple case 
we can describe the construction quite vividly: We place all the L,,'s side­
by-side, tie together all the l,,'s and tie together all the O,,'s. In between 
the lattices are untouched The resulting contiguration L has the ob­
vious component-by-component order and orthocomplementation. By 
Greechie's general result L is a complete orthomodular lattice. In this 
speeial instance more can be said If each L" has more than two elements, 
then L is irreducible (its center consists of just ° and 1) and is never 
modular unIess each L" has length 2. (That is, L is modular if and only 
if in each L" x"<y,, implies x"=O,, or y,,= 1".) In Figure 1 we show the 
horizontal sum of the Boolean lattice of four elements and that of eight. 
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Fig. 1. Horizontal sum of 22 and 23 . 

It is the smallest non-modular irreducible orthomodular lattiee. 
(2) Dilworth's lattiee. This lattice is obtained by pasting together two 

copies of the eight element Boolean lattice 23 and then pasting another 
copy of 23 to the result. The construction as schematized in Figure 2 is 
self-explanatory. The result is a sixteen element non-modular irreducible 
orthomodular lattice which is not the horizontal sum of Boolean lattiees. 

Fig. 2. The construction of D 16 • 
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It was first discovered by Dilworth [7]. For some properties of this lat­
tice see [23]. 

(3) Greechie's [attice, "G32 o" The following schematic conventions 
introduced by Greechie are very convenient in describing this latticeo 
Re uses a "top view" rather than the "side view" schematizing 23 thus: 
0_0_00 The twelve element lattice of the first line of Figure 2 oh­
tained by pasting together two copies of 23 he schematizes thus: 

o_o_o~o 
~o 

the straight line break locating the place at which the pasting occurso 
Thus the top view of Dilworth's lattice is: 

"G32" is obtained by pasting together two copies of Dilworth's lattice 
along K={[O,a]u[O,g]}u{[a.L,l]u[g.L,l]} (refer to Figure 2)0 We 
get: 

Next we paste together in succession four copies of 23 to get: 

I I I '-'-i 
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Twist this whole configuration (no pastings) and insert it in the ring 
pasting it in at six places. This last pasting is not covered by Greechie's 
four conditions, but we can easily verify after the fact that the resulting 
partially ordered set, shown in Figure 3, is a lattice. It is in fact a 32 

Fig. 3. G32 (top view - see text). 

element non-modular irreducible, orthomodular lattice in which all ele­
ments #- 0, 1 are perspective. 

IV. THE PRINCIPAL RESULTS 

In this section I shalllist seven results (or elasses of results) that I regard 
as having special significance for orthomodular lattice theory. I have 
taken the risk of going on record with a subjective judgment like this 
because I do believe that (if my information is fairly complete and my 
judgment substantially correct) such a listing of major results has con­
siderable value. My seven candidates are: 

A. The Results of Loomis [29] and S. Maeda [38] 

I have already discussed these papers in II, E. Orthomodular lattice 
theory essentially begins with the appearance of these papers; hence 
their listing here as the first item I have been more or less vague about 
the results of these papers, and it is perhaps worthwhile to give some 
specific details. Loomis makes the following definition: 
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A dimension lattice is a complete orthomodular lattice together with an 
equivalence relation - satisfying these four axioms: 

(A) a-ü=>a=Ü; 
(B) If at J. a2 and b-at v a2, then b=bt v b2 with bt J. b2 and bt -at, 

b2 -a2; 
(c) If (a,,; (leA) is a family of pairwise orthogonal elements (a" J. ap if 

(l#P) and if(b,,; (leA) is a second suchfamily with a"-b,,for all (leA, then 
Va,,-V b,,; 

(D') If a and b have a common complement, then a - b. Re gives the 
dimension-theoretic definitions: 

aeL isfinite if a-b~a implies b=a; otherwise a is infinite; 
a and b are related if there exists al> bt , Ü#at ~a, 

ü#bt ~b, at-bt ; 
a is simple if x and a /\ x.l are not related for every x ~ a, 

and 
e is invariant if e and e.l are not related, 

and then establishes these basic facts: 
If a is finite and b - a t ~ a, then b is finite. 
If a is simple, then a is finite. 
If a is simple and b - at ~ a, then b is simple. 
If a-bt ~b and b-at ~a, then a-b (Schroeder-Bernstein) and espe­

cially: Given a, beL, there exists ao~a, bo~b such that the elements 
a /\ a~ and b /\ b~ are not related, and ao - bo. 

Loomis first discusses the irreducible case which he defines this way: 
any two nonzero elements are related In a few pages he derives the ex­
istence of the dimension function (that we discussed earlier). Re then 
goes on to discuss in the same spirit the technically more complicated 
reducible case. S. Maeda does not discuss the irreducible case separately, 
but carries through the general analysis from the beginning. 

The dimension theory of projection lattices is a special case of the 
Loomis-S. Maeda Theory (once you have verified that the intrinsically 
defined equivalence relation in projection lattices satisfies the Loomis­
S. Maeda axioms). It is worth repeating the conclusion that we have al­
ready drawn from this: the Murray-von Neumann dimension theory is 
basically lattice-theoretic, the complex Rilbert space and operator alge­
bra structure being unnecessary for its existence. 
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B. The Work of Foulis and his Students on the Abstract Orthomodular 
Lattice 

The orthomodular lattice, as an algebraic structure, can and should be 
studied as such an entity, in much the same way as groups and rings 
are studied as abstract algebraic structures. In fact, if we were not so 
elose to the beginning of the subject, this would be the way to approach 
it: as the structure theory of an axiomatic-algebraic object. 

Thanks to the pioneering work of G. Birkhoff and others, there is a 
generallattice theory in which the appropriate lattice-concepts have been 
isolated and studied This general theory serves as the framework to 
guide the study of the abstract orthomodular lattice and, since 1960, 
D. J. Foulis and his students have actively worked on such a study. What­
ever general theory we have today is due primarily to them. The best 
sources for the accumulated results are two unpublished sets of lecture 
notes, Foulis' University of Florida lecture notes of 1963 [14], and 
Janowitz's note of 1965 [25] from the University of New Mexico. 

Foulis and his people have worked on such topics as: homomorphisms 
of various types ineluding the specially important "residuated mappings" 
(Derderian), distributivity and the center (Janowitz), irreducibility and 
various strengthened forms of irreducibility (Catlin), modular pairs 
(Schreiner), examples (Greechie~ cartesian products, ideal theory, quan­
tifiers (Janowitz), and so on. All of this material is given in full detail in 
the notes referred to above. We have given some brief exerpts in Section 
III. Since it is probably not particularly valuable for a survey artiele of 
this kind to list many technical details, we shall not give any further 
description of the material here but refer the reader to the available 
notes. However one novel idea due to Foulis deserves mention, and that 
is his coordinatization of orthomodular lattice by Baer *-semigroups [12]. 

Let S be an involution semigroup. That is, aset with an associative 
binary operation and a mapping x-+x* of S into itself satisfying (ab)* = 
b*a*, (a*)*=a. A projection e is defined as usual:e=e2 =e*. We as­
sume also that the semigroup has a zero element 0, (characterized uni­
quely by XÜ=O=Ox for all xeS), and identity 1, (characterized uniquely 
by 1x=x1 =x for all xeS). Foulis calls S a Baer *-semigroup iffor every 
xeS, the set of all z in S satisfying xz=O is precisely the set eS for some 
projection e. In other words, the right annihilator of an arbitrary xeS 
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is a principal right ideal generated by a projection e. The projection e 
is uniquely determined by x and Foulis denotes it x'. Call a projection 
f elosed if f = 1". Then we have: the set of elosed projections of a Baer 
*-semigroup is an orthomodular lattice under the ordering e~f -e= ef 
and the orthocomplementation el. = e'. 

Foulis showed, more importantly, that every orthomodular lattice 
arises in this way! That is, given an orthomodular lattiee L, there is a 
Baer *-semigroup S such that L is isomorphic (as an orthocomplemented 
lattiee) to the lattice of closed projections in S. A great deal of attention 
has been focussed on this lattice-semigroup connection, and the interplay 
between these structures has helped formulate conjectures and prove 
theorems about orthomodular lattiees. 

Janowitz has generalized Foulis' idea to arbitrary lattiees [24]. He 
(Janowitz) defines a Baer semigroup as a semigroup S with 0 such that 
the left (resp. right) annihilator of every element is a principalleft (resp. 
right) ideal generated by a (not necessarily unique) idempotent. Janowitz 
shows that the set of left annihilators of elements of S forms a lattice 
under set-theoretic inclusion, and that every lattice can be obtained in 
this way (is isomorphic to such a lattice of left annihilators of elements). 
Janowitz's theorem shows that lattice theory is part of semigroup theory. 
Ideas of J. C. Derderian are vital in this work. 

Foulis gives an encompassing description of these and related results 
in an unpublished survey paper [15]. We have taken much of this ma­
terial from his paper. He raises the general problem: in this correspon­
dence between lattiees and semigroups, how do the various lattiee prop­
erties and semigroup properties match up? (This problem is complicated 
by the fact that the semigroup is not uniquely determined by the lattiee.) 
Foulis cites some known theorems. (Terminology: if the lattice L is iso­
morphie to the left annihilator lattice of elements of the semigroup S, we 
say that S coordinatizes L.) L is complemented modular - it can be co­
ordinatized by a left regular Baer semigroup (Janowitz). (S is left regular 
if for every xeS, Sx is the left annihilator of some yeS.) L admits an 
orthocomplementation making it into an orthomodular lattice - L can be 
coordinatized by a Baer *-semigroup (Foulis). 

C. Kaplansky's Theorem 

The result we refer to is this: 
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THEOREM [Kaplansky, 27]. Let L be a complete orthomodular lattice. 
Then if L is modular it is necessarily continuous. 

Hence the continuity axioms that von Neumann needed to "face the 
infinities" are, in a complete orthomodular lattiee, an automatic conse­
quence ofthe modular law. 

Continuity you will recall means this: ü Jt is any totally ordered subset 
of L (a "chain") and a is an arbitrary element of L then both 

(1) a" [V(m; meJt)]=V(a"m; meJt) 

and 

(2) av [I\(m; me Jt)] = I\(a v m; meJt). 

In these formulas Jt is a totally ordered subset of L - this is a crueial 
point. With Jt unrestricted, (1) and (2) are the much stronger infinite 
distributive laws [4, p. 118]. We have already seen instances of infinite 
distributivity, namely the result eited in Section III, A, that ü an element 
a of a complete orthomodular lattice L commutes with everyelement m 
of an (arbitrary) subset Jt of L, then (1) and (2) both hold. Since a com­
plete Boolean lattice is just a complete orthomodular lattice in which 
all pairs commute, every complete Boolean lattice is infinitely distributive 
and therefore eontinuous. But eontinuity is much weaker than infinite 
distributivity - since it depends on the validity of (1) and (2) for only 
chains Jt. It ean hold in the eomplete absence of any distributivity, either 
finite or infinite. 

Continuity does not obtain in the general orthomodular lattice. It fails 
to hold for example in the lattice {1J(~(H)) of all closed subspaces of in­
finite dimensional HHbert space. Suppose H separable with orthonormal 
basis {el' e2' ... }. Let Mn be the finite dimensional closed subspacespanned 
by the n veetors {el' e2"'" en}' and let A be the one-dimensional subspace 
spanned by the single veetor a= L~l (l/i) ei' The Mn eonstitute a totally 
ordered subset of {1J(~(H)) and V Mn =H so that A" (V Mn) = A" H = A 
But A " Mn = 0 for every n (as an easy check shows) so that V (A " Mn) = O. 
Hence V (A " Mn) ~ A ,,(V Mn) and the lattice is not eontinuous. Of 
course neither is it modular so we have no contradiction to Kaplansky's 
theorem. 

Some technieal points concerning the laws (1) and (2): It is easy to see 
that (1) is triviaIly true ü Jt has a largest element and (2) is trivially true 
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if .A has a smallest element. The simplest nontrivial instanee of (1) is 
when .A is a sequence ml < m2 < ... with no largest element (and dually 
for (2)). The totally ordered subsets .A ean be replaeed by well-ordered 
or direeted subsets without affeeting the definition; for a proof see the 
appendix to [36]. Also, in an orthoeomplemented lattice we ean get either 
one of the eontinuity laws from the other by taking orthoeomplements; 
henee in the orthoeomplemented ease we need prove onlyone of these 
laws. 

Amemiya and Halperin [1] have given an "elementary" (but teehni­
eally eomplieated) proof of Kaplansky's theorem. We are surely indebted 
to these authors for this self-eontained proof, beeause Kaplansky's orig­
inal proof employed some formidable teehnieal maehinery indeed, using 
in partieular von Neumann's eoordinatization theorem that a eomplete 
eomplemented modular lattice with four or more independent perspee­
tive elements of I u b 1 is isomorphie to the lattice of prineipal right ideals 
of a regular ring. Complete and detailed proofs of von Neumann's co Of­

dinatization theorem generally fill about half a good-size book [36, 44]. 
Aetually, Amemiya and Halperin make a thorough and detailed study 

of eomplemented modular lattiees, going eonsiderably beyond a proof 
of Kaplansky's theorem. They do however, in the appendix to their 
paper, supply a self-eontained, four-page proof that a eomplete ortho­
eomplemented modular lattiee is "finite," that is, eannot possesses an 
infinite independent family of non-zero pairwise perspeetive elements. 
One ean then get eontinuity from finiteness as in the pro of of their The­
orem 9.4, or as follows: 

If L is a eomplete orthoeomplemented modular lattiee, then it is easy 
to eheek that L(a, b), the set of all xeL satisfying a~x~b, is also a eom­
plete orthoeomplemented modular lattice with the lattice operations 
inherited from L and the orthoeomplementation x* = (xl. v a) 1\ b. Now, 
given arbitrary elements a and x in L, eheek that the elements al = a­
[(a 1\ x) v (a 1\ xl.)] and b l = al. - [(al. 1\ x) v (al. 1\ xl.)] are orthogonal 
and perspeetive (via x). (For that faet we need only orthomodularity.) By 
using a Zorn's lemma argument (or transfinite induetion) obtain a max­
imal family of pairs of non-zero elements {a", b,,} with these properties: 
a".lb" and a"",b" all (x, and (a"vb,,).l(apvbp) if (X=I=p. Let a=Va", 
b = V b" and e = av b and observe that a '" b by the additivity of perspec­
tivity discussed in Seetion III, B (the "independenee" theorem). Note also 
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that L(O, c.l) is Boolean and therefore certainly continuous) because by 
the maximality of the family {all' bll } it is not possible to find in L(O, c.l) 
orthogonal non-zero elements al' bl with al ",b l and therefore for every 
a, xEL(O, c.l), a=(a /\ x) v (a /\ x.l) which means that all pairs of elements 
of L(O, c.l) commute. Now by Amemiya and Halperin's Theorem 4.3 we 
can reduce the problem to proving that L(O, a) is continuous. But L(O, a) 
can be "doubled" in the terminology of Amemiya and Halperin. And 
now the methods of the Corollary to their Theorem 3.4 can be easily 
adapted to show that if L(O, a) is not continuous it has an independent 
sequence of non-zero pairwise perspective elements. This contradiets 
finiteness. 

However Kaplansky's original proof, like most original proofs, con­
tains the germ of the original discoveryand for this reason maintains a 
permanent independent value in spite of its heavy prerequisites. For this 
is not an easy theorem to guess - the implication modularity => con­
tinuity is not something one would naturally expect - and it is valuable 
to know why Kaplansky suspected it was true. Kaplansky says (in a 
letter) that the idea stemmed directly from the fact that modularity is 
the same as the sum of elosed subspaces being elosed; and he refers in 
this connection to Mackey's paper [31]. 

Mackey was the first to study in detail the lattice properties, especially 
modularity, of the elosed subspaces of topological and metrie vector 
spaces. In [31] one finds a thorough study of the lattice of "elosed" sub­
spaces of "linear systems," the theorem that the elosed subspaces M, N 
form a du al modular pair if and only if they have a elosed sum, the proof 
that dual modularity is a symmetric relation in the lattice of elosed sub­
spaces, theorems relating modularity to "tangency," and the like. The 
lattice of elosed subspaces of real normed linear spaces is also studied 
by Mackey; he proves for example that the lattiee of elosed subspaces 
of a real normed linear space is modular if and only if the space is finite 
dimensional, and that in the lattice of elosed subspaces of a Banach space, 
modularity and dual modularity are equivalent. Mackey's paper [31] 
has provided many valuable ideas and probably has stiIl many more of 
offer. 

Kaplansky applied these methods to an abstract orthocomplemented 
modular lattice by first using von Neumann's coordinatization theorem 
to represent the lattice as the set of projeetions in a *-regular ring, and 
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then exploiting the analogy between these rings and rings of operators 
on a Hilbert space. 

One final historical note: Kaplansky once asked von Neumann whether 
the idea that orthocomplemented complete modular => continuity had 
crossed his mind. Von Neumann's reply: he never looked at whether 
algebraic assumptions could lead to continuity. 

We shall have occasion later on to refer to the following corollary of 
Kaplansky's theorem (L continues to symbolize a complete orthomod­
ular lattiee): 

IJ L is modular, then perspeetivity is transitive in L. 

D. The Results oJ Mae Laren [33] and Ramsay [45] 

Mac Laren and Ramsay published elosely related (though separate) 
papers dealing with the question: for what complete orthomodular lat­
tices can we derive from the lattice structure a dimensional equivalence 
relation satisfying Loomis' axioms? Not for all, because there are com­
plete orthomodular lattiees that do not admit any dimensional equiva­
lence relation satisfying Loomis' axioms. On the other hand, if we impose 
on L the very strong assumption of modularity, then by the previous 
theorem of Kaplansky and by von Neumann's work on continuous ge­
ometry we know that perspectivity itself will do. Can we find some 
middle ground? 

To describe the results of these authors we need some definitions from 
their papers. A dimension lattice L is loeally finite if everyelement in L 
is the I u b of finite elements. A complete orthomodular lattice L is loeally 
modular if it contains a subset I that satisfies the following three condi­
tions: 

(1) I is a modular sublattice of L; 
(2) I is an ideal, and 
(3) everyelement of L is the I u b of elements from 1. 

A pair {a, b} is a modular pair if for every x in the lattiee L satisfying 
x~b we have (x v a)/\ b=x v (a /\ b). Lis semi-modular (or M-symmetric) 
if the relation of being a modular pair is symmetric. A complete ortho­
modular lattice L is nearly modular if it satisfies the following conditions: 

(1) L is semi-modular, and 
(2) if we denote by S the set of those elements a of L satisfying the two 

conditions: 
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(i) L(O, a) is a modular lattice, and 
(ii) (x, a) is a modular pair for every xEL, then everyelement of L 

is the I u b of elements from S. 
With these definitions we can summarize a main result of these authors 

as follows: 

THEOREM. The following conditioizs on a complete orthomodular lattice L 
are equivalent : 

(1) L is a locally finite dimension lattice; 
(2) L is locally modular; 
(3) L is nearly modular. 
We refer the reader to the original papers for the details of the proof 

and other related results. 
Mac Laren gets his dimensional equivalence relation this way: Denote 

by e(a) the central cover of the element aE L, that is, the gl b of all central 
elements majorizing a. (This gl b exists since the center of a complete 
orthomodular lattice is a complete sublattice, see I1I.A.) Then, given two 
elements a and b of L, Mac Laren calls them equivalent (or having the 
same relative dimension) if and only if e(a)=e(b) and for every ZECenter 
(L) such that Z /\ aES, Z /\ a and Z /\ b are perspective. If L has a trivial 
center this boils down to: elements of S are equivalent if and only if they 
are perspective; all elements not in S are mutually equivalent. 

The principal tools of proof used in both papersare Kaplansky's the­
orem (discussed in the preceding section) and von Neumann's theory of 
continuous geometries. 

Yet another approach to this problem of making an arbitrary com­
plete orthomodular lattice into a dimension lattice has been developed 
by M. F. Janowitz in an interesting paper [26]. 

E. Fillmore's Theorem: Unitary Equivalence and Perspectivity Are 
the Same 

While the projection lattice of a von Neumann algebra is always com­
plete and orthomodular, the converse is false, as we have seen. But the 
failure of the converse forces upon us this very natural question: under 
what additional conditions is a complete orthomodular lattice ortho­
isomorphic to the projection lattice of a von Neumann algebra? Clearly, 
this will be a very difficult question to answer. While some progress on 
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it has been made, namely, aresult of Zierler [52, 53] (see also [34]) 
giving conditions that guarantee an orthoisomorphism onto the full pro­
jection lattice of &I (H), we are stiIl apparently a long way from charac­
terizing the projection lattiees among the general orthomodular lattiees. 
Much more striking progress has been made on the less ambitious task 
of investigating lattice-properties of projection lattiees. 

A very nice reeent result along these lines is Topping's theorem [50]: 
The projection lattice of a von Neumann algebra is semi-modular. (See 
p. 64 for the definition of semi-modular.) 

However, the result we wish particularly to stress here is the following: 

THEOREM. EP. A. Fillmore, 11.] If L is the projection lattice of a von 
Neumann algebra.s;l, then two elements are perspective in L if and only if 
they are unitarily equivalent in .S;I. 

(Two projeetions E and F of a von Neumann algebra .S;I are unitarily 
equivalent in .S;I ifthere is a unitary operator U in.s;l such that U* EU = F. 
An operator U e&l(H) is unitary if U*U = UU* = 1.) 

As it stands this result belongs to operator algebra theory rather than 
lattice theory. However it has a number of extremely interesting lattiee­
theoretic consequences. In all that follows we shall use L to symbolize 
a complete orthomodular lattiee. 

COROLLARY 1. If L is the projection lattice of a von Neumann algebra, 
then perspectivity is transitive in L. 

The proof uses only the fact that the product of two unitary operators 
is unitary. For if E is perspective to F and F to G, then by FiIlmore's 
theorem there are unitary operations U and V in the algebra such that 
U* E U = F and V* F V = G. The operator W = U V is also in the algebra 
and is unitary (as a trivial manipulation shows) and W* EW = G. Hence 
E and G are unitarily equivalent and therefore (by Fillmore's theorem 
again) perspective. 

While the corollary to Kaplansky's theorem tells us that the modularity 
of L guarantees the transitivity of perspectivity, Corollary 1 reveals that 
modularity is by no means essential for this transitivity since transitivity 
obtains in the projection lattice of any von Neumann algebra modular 
or not. In his expository paper [21], Halperin (referring to continuous 
geometry) states: "It would be interesting to track downjust which parts 
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of the axioms are essential to prove transitivity of perspectivity." Cor­
ollary 1 seems to say that in the orthomodular case the transitivity of 
perspectivity has really nothing to do with either modularity or con­
tinuity. 

While the transitivity of perspectivity is itself lattice-theoretic, and 
could be adopted as an axiom, one would hope that it could be traced 
back to a simpler, more basic lattice property. 

It would indeed be interesting to attempt Halperin's program and try 
to isolate such a property. 

COROLLARY 2. Suppose L is the projection lattice of a von Neumann 
algebra. If the elements E, F of L are perspective, then there is an ortho­
automorphism 0 of L such that O(E)=F. 

Roughly speaking, this corollary states that every perspectivity in L is 
the restriction of an ortho-automorphism of L. (An ortho-automorphism 
o of the orthomodular lattice L is a one-to-one mapping of L onto itself 
such that E~F<:>O(E)~O(F) and O(E.L)=O(E).L.) Corollary 2 is, like 
Corollary 1, a simple consequence of Fillmore's theorem. For if E and 
F are perspective in L, then there is a unitary V such that V* EV = F. 
Then a routine check shows that the map lJ(X) = U*XU is an ortho­
automorphism of L such that O(E)=F. 

Corollary 2 ties the internaI structure of L to its automorphism group 
and exhibits a purely lattice-theoretic regularity of projection lattices not 
shared by the general run of orthomodular lattices. We refer the reader 
to [11] for some other interesting eonsequences of the theorem. 

Sinee the proof of Fillmore's theorem is rather teehnical, I shall not 
attempt to summarize it. However, there is a special ease whieh is really 
the heart of the proof and I sh all say a few words about this. Consider 
a separable infinite dimensional Hilbert space H with orthonormal basis 
{ ... , e-2, e-I' eo, el> e2, ... }. Let E be the elosed subspace spanned by the 
vectors {eo, el' e2' ... } and F that spanned by {el' e2' ... }. Then F ~ E and 
E - F is one dimensional being spanned by the veetor eo. Moreover E 
and F are unitarily equivalent in H by the "shift" operator. Hence, if 
Fillmore's theorem is really true, then E and F must be perspective. That 
is, there must exist a elosed subspace X of H such that E v X = F v X = 
H, E /\ X =F /\ X =0. Puzzle for the reader: Find such asubspace (ex­
plicitly in terms of the ei). 
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F. Gleason 's Theorem 

As Professor Birkhoff notes in his paper (Section 10), in modem measure 
theory (espoused particularly by Caratheodory) one considers measures 
defined on an abstract Boolean lattiee, without requiring in advance any 
specific representation of this lattiee as a field of sets. The defining con­
ditions are the same as usual (let B denote the Boolean lattice in question): 

(1) O~Jl(x)~ + oo for all xEB; 
(2) Jl(O)=O; 
(3) if {a/X;cxEA} is an orthogonal family, then Jl(Va/X)=LJl(a/X). By 

specifying the cardinality of the set A in (3) (and adding appropriate as­
sumptions about the completeness of B) we can obtain completely ad­
ditive measures (card (A) arbitrary), countably additive measures (card 
(A)=~o), and finitely additive measures (card (A)=2). The other quali­
fying adjectives can also be added: Jl isfinite if Jl(l)< oo, and so on. 

The point we wish to stress about this definition is that it makes no 
reference at all to the distributivity of the underlying lattiee. The ortho­
gonality is all that is needed. Hence the definition applies as it stands to 
the arbitrary orthomodular lattice. (Orthomodular rather than just 
simply orthocomplemented because an orthocomplemented nonortho­
modular lattice can carry a faithful finite measure Jl whieh has the un­
desirable property that for some a, b we have a < b but yet Jl(a) = Jl(b).) 

Such measures on general orthomodular lattices have been considered 
by Bodiou [6J, Gudder [19J, Holland [22J, Ludwig [30J, Mackey [32J, 
Randall [46J, Varadarajan [51J, and probably others. (In fact some of 
these authors, notably Mackey, consider measures on general "ortho­
modular partially ordered sets.") AIso the dimension function of Murray 
and von Neumann [40J is a special kind of measure on the projection 
lattice of a factor, the specialization consisting essentially in the require­
ment that the measure take the same value on equivalent projections. 
Hence, all in all, there has al ready been a great deal of attention devoted 
to these general measures, and, as a consequence, we have a large number 
of theorems about them But the one result above all others that points 
to the existence of a respectable theory of measures on non-distributive 
lattiees, even though it concems a very partieular lattiee, is the following 
result due to Gleason: 
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THEOREM [Gleason, 17]. Let H be a real or complex separable Hilbert 
space of dimension ~ 3. Then every finite countably additive measure JJ. 
on the orthomodular projection lattice &'(81(H)) has the form 

JJ. (E) = trace(TE) for all EE&'(81(H)) 

where T is an operator of trace dass (a fixed T for each JJ.). 
This is a Radon-Nikodym theorem, the operator T being the Radon­

Nikodym derivative of the measure JJ. with respect to the canonical mea­
sure "trace." The remarkable feature about Gleason's result, and the 
feature that allows us. to quote this as part of lattice theory rather than 
operator algebra theory, is its generality in assuming that JJ. is only a 
measure on the projection lattice as contrasted with the stronger assump­
tion that JJ. is a linear fimctional on the algebra 81(H). In fact, if we know 
that JJ. were the restriction of a positive linear functional, then Gleason's 
theorem would follow from known results even without the restriction 
dim(H)~3 (see for example Dixmier [9, p. 54, Theorem 1]). 

This brings us to one of the major differences between "distributive" 
and "non-distributive" measure theory. Given the measure JJ. ofGleason's 
theorem we can easily extend it to 81(H) by first extending to the self­
adjoint operators using the spectral theorem, 

+00 

-oo 

where (E;.) is the spectral family of the arbitrary self-adjoint operator S, 
and then extending to non-self-adjoint S by additivity. This is essentially 
the same procedure as is used in extending an ordinary measure on sets 
to an integral on functions. The difference is this: in the "distributive" 
case it is an easy matter to prove that the integral is additive, but in the 
non-distributive case it is extremely difficult. In fact if we could prove 
the additivity of the extension just described, we would have a proof of 
Gleason's theorem (since JJ. would then be the restriction of a positive 
linear functional). 

It was exactly this same difficulty that plagued Murray and von Neu­
mann in their extension of a dimension function to a trace. However, 
here they had the advantage that the measure to be extended (namely 
the dimension function) was invariant under equivalence. Even so the 
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proof was (and still is) extremely diffieult. Gleason, of eourse, assumed 
no invarianee. 

After Gleason's theorem the next natural question is: what is the 
eorresponding result for measures on the projeetion lattiees of other 
faetors? As far as I know, nothing is known. If the answers were known, 
one would then hope to extend the projeetion lattice results to measures 
on abstraet orthomodular lattiees (see [22]). However, such a program 
should probably wait until we get the answers in the projeetion lattice 
ease and until we leam more about the strueture of orthomodular lattiees. 

We c10se this seetion with a historieal note. The question that Gleason 
answered by determining all the measures on ~([1J(H)) arose in eon­
neetion with investigations of the foundations of quantum mechanies 
and was posed originally by Mackey. 

G. Dye's Theorem 

The theorem we refer to is this: 

THEOREM [Dye, 10]. Let M be a von Neumann algebra with no direet sum­
mands of type /2 in the large. Then any orthoisomorphism between the 
projection lattice of M and that of a von Neumann algebra N is im­
plemented by the direet sum of a *-isomorphism and a *-anti-isomorphism. 

It would take us too far into the theory of von Neumann algebras to 
c1arify eompletely the statement and meaning of Dye's theorem. We ean 
for our purposes put aeross its main idea with the loose paraphrase. IJ 
the lattiees are isomorphic, then the algebras are isomorphic. 

We have already mentioned this special ease of von Neumann's eo­
ordinatization theorem: A eomplete orthoeomplemented modular lat­
tiee with four or more independent perspeetive elements [of 1 u b 1] is 
isomorphie to the lattice of projeetions of a eomplete *-regular ring. One 
would like to prove a similar theorem for eomplete orthomodular lat­
tiees, or for a subc1ass of the eomplete orthomodular lattiees large enough 
to eontain all the projeetion lattiees. (Of eourse, then regular rings are 
out and a suitable generalization has to be found.) One valuable feature 
of Dye's theorem is that it gives us in advanee a prototype uniqueness 
theorem for sueh a representation. 

As we have said we eannot go too deeply into this theorem without 
beeoming enmeshed in the teehniealities of the theory of von Neumann 
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algebras. But we recommend [10] to the reader for a doser study of this 
important result. 

v. SOME BRIEF REMARKS ON QUANTUM MECHANICS 

Orthomodular lattice theory is dosely connected with the study of 
"quantum logic," more general "logic of physical systems" and indeed, 
although this latter connection has yet to be explored in any depth, with 
"pure" mathematical logic. The first item - the lattice-theoretic aspect 
of the foundations of quantum mechanics - is now under especially in­
tense scrutiny, both by mathematicians and physicists alike. In fact the 
extraordinary effort being applied to this problem accounts for asub­
stantial part of the current interest being shown in orthomodular lattices. 
I therefore regret that, because of lack of space (and of time), I was not 
able to indude a complete discussion of this topic. However, a fine 
survey report by Mac Laren [34] is available for those who wish to 
pursue it further. Mac Laren has a representative 24-item bibliography, 
and the reeent report by Randall [46] contains a rich up-to-date 130-
item bibliography. We have induded in part three of our bibliography 
a few items not listed by either Mac Laren or Randall. Taken all together, 
these listings constitute as complete and current a blbliography as is 
probably possible to give for such a rapidly developing subject. With 
these materials the interested reader should have no trouble working his 
way into the subject. The basic referenees that are referred to most often 
are the 1936 paper of Birkhoff and von Neumann [5], von Neumann's 
book [43], and Mackey's book [32]. Incidentally, Randall's impressive 
and scholarly report [46], the beginning of an ambitious attempt to 
provide a "universai mathematical foundation for all empirical sciences," 
makes very interesting readingo 

Perhaps I should make a few general comments here to whet the 
curiosity of the reader who might be wondering what in the world lat­
tice theory has got to do with quantum mechanics. Roughly, the con­
nection is this: The yes-or-no questions, or propositions, about a physical 
system (example of such a proposition: is the energy greater than six 
ergs?) are partially ordered by "implication" and have the natural ortho­
complementation wherein the orthocomplement of a proposition a is its 
negation, not-a. In dassical theory, these propositions constitute a 
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Boolean lattiee (Boolean algebra). But in quantum theory this is no 
longer true. The distributivity appears to be ineonsistent with the es­
sential new features of quantum mechanies, notably the Heisenberg un­
eertainty prineiple. There seems to be general agreement among all in­
vestigators that these propositions eonstitute an "orthomodular partiaIly 
ordered set"; but there the agreement ends. There seems to be no dear-eut 
reas on why they should form a lattiee, and indeed one may argue the 
question both ways (see [34, p. 10] and [3]). A standard form of quantum 
mechanies ean be obtained by identifying the set of propositions with the 
lattice of all projeetions on a separable infinite dimensional eomplex 
Hilbert space - our old friend &(91 (H)). As we now weIl know &(91 (H)) 
is rather speeial even among the orthomodular lattiees, let alone among 
the orthomodular partially ordered sets, and a great deal of eurrent work 
is direeted toward answering the questions: Is such a speeialization nee­
essary? Can it be justified on physieal (or philosophieal) grounds? Are 
there other alternatives? Perhaps the reader of these lines will now be 
sufficiently intrigued to sally forth and taekle these vexing problems for 
himself. 

University of Massachusetts, Amherst 

Note added January 1969 

Sinee this expository and surveyartide eontains mueh historieal ma­
terial, and sinee very reeent advanees in the theory are taken up in the 
Proceedings of the Conference on Orthomodular Lattiees and Empirieal 
Logie (held at the University of Massaehusetts in the summer of 1968), 
I have deeided, in spite of the long delay in publieation, to make no 
revision of it, and am publishing it here exaetly as it was written in the 
summer of 1966. 

NOTE 

• Reprinted from Trends in Lattice Theory (ed. by J. C. Abbott), Van Nostrand Reinhold 
Math. Studies #31, Van Nostrand Reinhold, New York, 1970. 
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N. S. KRONFLI 

INTEG RATION THEORY OF OBSERV ABLES 

ABSTRACT. Representations of abstract observables on a generalised logic are given in terrns 
of bounded vector-valued Borel measures on the real line whose ranges are in the dual 
space X* of the Banach space of states X. Each bounded observable is furthermore 
represented by an element u* of X* such that for any proper statepeX, u*(p) is the expecta­
tion value of u when the system is in the state p. 

I. GENERALlSED QUANTUM THEORY 

By generalised quantum theory is meant in this paper the list (2, Y, (9) 

where 2 is the proposition system assumed to form an orthocomplement­
ed weakly modular a-Iattice which we call generalised logic, Y is the set of 
(proper) states consisting of all the probability measures on 2 and (9 is 
the set of observables consisting of all the a-homomorphisms on the Borel 
a-algebra fJ# of the realline R into 2. Another ingredient to eonsider is 
the group Aut(Y) consisting of all the convex automorphisms of Y. This 
contains the symmetry operations of the system under consideration. For 
definitions see Varadarajan (1968, pp. 105-130). 

With such weak conditions on 2, the theory is very general and in­
dudes both quantum and dassical mechanics as speeial cases. Extra 
conditions must be imposed on the logic so as to reproduce the conven­
tional quantum formalism in terms of a separable Hilbert space. These, 
however, are not very dear physically. Restricting ourselyes to the 
generalised case (2, Y, (9), it is necessary to carry out further mathemati­
eal developments in order to investigate rigorously questions connected 
with partides, loealisability, dynamics, symmetries and seattering - some 
of the prineipal considerations of any physical theory. The main technical 
problem is that of obtaining useful representations of Y, 2, Aut(Y) and 
(9 in terms of entities eonnected with some topological vector space. Our 
aim in this series is to obtain sueh representations which, although not as 
sharp as in the quantum case, are strong enough so as to bring the subject 
into grips with modem analysis. In the re st of this section are outlined the 

C. A. Hooker (ed.), The Logico-Algebraic Approaeh to Quantum Mechanies, 497-502. 
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results obtained showing that the generalised theory is quite manageable 
mathematically. 

In a previous paper (Kronfl~ 1970) representations of f/ and Aut(f/) 
were obtained. Firstly we chose the most important topology, from the 
physical point ofview, on f/, namely that defined by the natural metric 

p(p, q)=sup~lp(a)-q(a)l:ae!C'} (p, qef/) 

with f/ being assumed separating. Let Xl be the set of all signed measures 
on !C' with finite variations. Defining 

where a-Ipl(a) is the total variation ofp at ae!C' and I is the identity on!C' 
the following were proved 

THEoREM 1.1. (Xl> II·U) is a real Banach space containing f/ as a closed 
convex subset with the norm II·U inducing the natural metric. 

THEoREM 1.2. Each convex automorphism of f/ is represented uniquely by 
a unit-normed linear one-one operator on (X, II ·11) onto itself, where X is 
the closure of the linear span of f/ in (Xl' II·U). 

These two theorems bear some resemblance to the corresponding ones 
in quantum theory and for this reason we call X the Banach space of states. 
Problems connected with symmetries, for example, are now easy to handIe 
using operator theory. For an application to abstract seattering see 
Kronfli (1969). 

To complete the picture we consider in this paper the representation 
theory of the observables (!) on the generalised Iogic !C'. For quantum 
Iogic the observables are represented by projection-valued (speetral) 
measures on the BoreI subsets of R which is equivalent to representing 
them by the corresponding self-adjoint operators on the Hilbert space of 
(quantum) states Jf. It is now the practice to regard each self-adjoint 
operator on Jf as a quantum observable although whether it can aetually 
be observed or not is stiIl a question of debate. Here we shalI obtain results 
rather similar to the quantum case. Each observable u on the generalised 
Iogic !C' is represented (one-one) by an X*-valued weakly countably 
additive BoreI measure on R satisfying speciaI boundedness properties 
similar to those of spectraI measures in the quantum case. The set of all 
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such measures is denoted by VI{. Here X* is the (Banach) dual of X. The 
question ofregarding each element of VI{ as an observable is investigated 
In fact we give conditions on (!J such that each measure in VI{ represents an 
observable. When (!J satisfies these conditions VI{ and (!J can be identified 

Finally we consider the bounded observables (!Jo on 2. We shall prove 
that each UE(!Jo is represented simply by a continuous linear functional 
u* on X, i.e. by an element U*EX*, with the desirable property that for 
any state PEf/, u*p=<p, u*) is the expectation value of U when the 
system is in the state p. This gives an important physical role to X* and 
we can call it the Banach space of bounded observables. 

II. INTEGRATION THEORY OF OBSERVABLES 

The first resuIt is an injection of the logic 2 into the dual X* of X. We shall 
adopt the following notation: for any linear functional f on X we write 

<p, f) for f(p) (pEX) 

PROPOSITION 2.1. There exists a natural injection T: 2 -+ X* such that 
(i) T(0)=O, 

(ii) IIT(a)ll~l (aE2), IIT(I)II=l, 
(iii) T is weakly countably additive on 2. 
Proof: For each aE2 consider the map T(a): p-+p(a) on X -+R. This 

is clearly a single-valued reallinear functional on X such that T(0)=O. 
Furthermore, for any PE X, 

I<p, T (a»1 =lp(a)1 ~'Ipl (a) ~Ipl (I) = IIp II 

implying that T(a)EX* and II T(a)1I ~ 1. Also for PEf/, <p, T(I) = p(I)= 1 
which means that II T(I)11 = 1. 

The map a-+ T(a) is an injection because T(a)= T(b) implies that 
p(a)=p(b) for all PEX and since f/ is separating and is contained in X 
this in turn implies that a = b. 

Thus T is one-one. 
It remains to prove (iii). Let (an) be a disjoint sequence in 2. Then for 

any PEX 
<p, T(V an)=p(V an)=LP(an)=L <p, T(an)· 

n n n n 

This completes the proof .• 
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COROLLARY 2.2. The natural injeetion T of Proposition 2.1 induees a 
metrie on !l' given by 

d(a, b)= II T(a)- T(b) II (a, bE!l') 

DEFINITION 2.3. Let .A+ be the set of all bounded weakly countably 
additive X*-valued measures on the Borel u-algebra !!4 of the realline. 
This is a real Banach space when equipped with the norm 

IIJllll =sup{IIJl(A)11 :AE!!4} (JlE.A+) 

Foraproofsee Dunfordand Schwartz(1958). From now on 11·11 withouta 
suffix will denote the norms of X or X*. Finally we define 

.A = {JlE.A+: IIJl(A)11 ~ I, <p, Jl(A) ~O (pEY, AE!!4), 

IIJl(R)11 = I}. 

The next result is the main representation theorem for @. 

THEOREM 2.4. There exists a one-one map u--'>u on @ into .A sueh that 

<p, u(A)=p(u(A)) (PEX, AE!!4) 

Proof: The required mapping u--'>!i is given by u= Tou where T is the 
injection in Proposition 2.1. The rest of the proof is straightforward using 
Proposition 2.1. • 

Remarks. Let UE@ and uE.A be the corresponding vector-valued 
measure as in Theorem 2.4. Then for any proper state pEY and AE!!4, 
<p, u(A) is the probability of finding the observable U in the Borel set A 
when the system is in the state p. Note also that Iluiil = 1. Compare the 
similarity of the above representation theorem with the corresponding 
one in quantum theory. 

The next result is an important property of the set .A. 

THEOREM 2.6. The set .A is a closed subset of (.A+, 11·111). 

ProoJ Let (Jln) be a sequence in .A which converges to Jl in (.A +, II· 111). 
Note that IIJlnlll = 1 and for any vE.A+, Ilv(A)11 ~ Ilvll l for all AE~. Thus 

-1[1-IIJl(R)II]1 =='1[IIJln(R)II-IIJl(R)II]1 
~ IIJln(R)- Jl(R)11 
~ IIJln-JlI11--'>0 (n--'>oo). 
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Hence IIJl(R)11 = 1. Furthermore, for each AE~ the sequence (1IJln(A)II) is 
bounded by 1 and Jln--+Jl implying that IIJl(A)11 :::; 1. Similarly <p, Jl(A) ~O 
for allpE9' andAE~. Thus JlEJt and Jt isdosed .• 

III. TOTAL AND BOUNDED OBSERVABLES 

We now come to the question of when can one regard each element of 
Jt as representing an observable. It is obvious that with each observable 
u there is a probability measure on R eorresponding to eaeh state of the 
system. It sounds reasonable to postulate the eonverse whieh roughly says 
that eaeh map on 9' into the dass of probability measures on R whieh 
satisfies eertain properties defines an observable. No philosophieal dis­
eussion of this is attempted here. We only give the mathematical formula­
tion. 

DEFINITION 3.1. Let:?1' be the set of all probability measures on the real 
line and let Hom (9', :?1') be the set of all eonvex homomorphisms on 9' 
into :?1'. Then aset of 0 bservables (!J on the logie il' is said to be total if to 
eaeh element ofHom (9', :?1') eorresponds a unique observable in (!J. 

THEOREM 3.2. Let (!J be to tal. Then to each element of Jt corresponds an 
observable. 

Proof: Let JlEJt and define PIl(E)=<p, Jl(E) (EE~) for eaeh pE[/. 
By Definition 2.3, <p, Jl(E) ~O when PE9'. Furthermore, 

PIl(E)=='I<p, Jl(E)I:::; Ilpll'll Jl(E) II :::;1 

sinee PE9' implies Ilpll = 1. AIso by definition of Jl, PIl (0)=0, PIl(R) = 1. 
Thus PIl E:?1'. Now eonsider the map JIl:P--+PIl of 9' into :?1'.1t is obvious 
that JIl EHom(9',:?1') and since (!J is total it defines a unique observable 
in (!J .• 

Thus when (!J is total we ean identify it with Jt. 

DEFINITION 3.3. An observable UE(!J is said to be boundedif and only ifits 
support, supp (u), is a eompaet subset of R. The set of all bounded observa­
bles will be denoted by (!Jo. 

THEOREM 3.4. Let u--+u be the injection of(!J into Jt defined in Theorem 2.4. 
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Then the map u-+u* given by 

u*= f xu(dx) (UE(I)o) 

R 

maps (1)0 into X* and is such that <p, u*) is the expectation value ofu when 
the system is in the state PE!/'o 

Proof: Since supp(u) is compact, the integral JR xu(dx) exists and is 
single-valued in X *. Thus u-+u* is a mapping of (1)0 into X *. Now let pE X, 
then <p, u*) = JR x <p, u(dx) since u is of compact support and hence a 
regular vector-valued Borel measure, see Dinculeanu (1967). By Theorem 
2.4, <p, u(A)=p(u(A)) (AE~) and hence for PE!/' JR x<p, u(dx) = 

= JR xpou(dx) which is the expectation value of u when the system is in 
the state p .• 

Remarks. With the notation of Theorem 3.4 we have a mapping of (1)0 

onto the subset 

,q-={f XU(dX):UE(I)O} 
R 

of the space X*. Physically this gives an important role to X* since each 
u* E,q- e X* is a bounded linear functional on X 'representing' a bounded 
observable u such that for any proper state p, u* (p) is the expectation value 
of u in this state. 

Department of Mathematics, Birkbeck College, 
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PROBABILISTIC FORMULATION OF 

CLASSICAL MECHANICS 

ABsTRAeT. Starting axiomatically with a system of finite degrees of freedom whose logic 
.!l' e is an atomic Boolean u-algebra, we prove the existence of phase space (J" as a separable 
metric space, and a natural (weak) topology on the set of states g (all the probability 
measures on .!l' e) such that (J" the subspace of pure states ~, the set of atoms of .!l' e and the 
space ~((Je) of all the atomic measures on (Jc, are all homeomorphic. The only physically 
accessible states are the points of (Jc' This probabilistic formulation is shown to be re­
ducible to a purely deterministic theory. 

This note treats the probabilistic theory of a system whose logic is a 
Boolean u-algebra and shows its reduction to a completely deterministic 
one. The set of states f/ consists of all the probability measures on the 
logic, and the set of observables (!) consists of all the u-homomorphisms on 
the real Borel u-field into the logic. This is a special case of generalised 
quantum theory as defined by Kronfli (1970) which includes both quantum 
logics and u-algebras as special cases. On the other hand, conventional 
quantum theory yields classical mechanics only as an approximation. 
The results obtained are not very surprising, although they are more de­
tailed technically. The main point, however, is the conclusion that a theory 
is deterministic if and only if its logic a Boolean u-algebra. It is hoped that 
this will lend support to the probabilistic point of view, adopted in the 
lattice-theoretic formulation of the generalised theory, as a fruitful 
approach to the mathematical analysis of fundamental physics. 

From this axiomatic formulation follows the existence of phase space 
as a separable metric space which is topologically and set theoretically 
equivalent to the set of all the pure states ~ of f/. In any state in ~ each 
observable is sharply defined with zero variance such that the states f/\~ 
become inaccessible physically. 

II 

The definition and existence of phase space follow from 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh 10 Quanlum Mechanies, 503-507. 
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THEOREM I. For a system with finite degrees of freedom whose logic ft' c 

is a Boolean a-algebra, there exist a separable metric space Q and a a­
homomorphism ep on the Borel a-field .?I(Q) of Q onto ft' C. 

Proof: The finiteness ofthe degrees oHreedom implies the existence of a 
finite set of observables which is complete. Let ft' 1 be the Boolean sub-a­
algebra of ft'c generated by the ranges of these observables. Then ft' 1 is 
countably generated, since the range of each observable is countably 
generated. Completeness means that ft' 1 is maximal, and hence equals 
ft'c. Thus ft'c is countably generated. 

By Loomis theorem (Loomis, 1947) there exists aset X, a a-algebra .911 

ofsubsets of X and a a-homomorphism h1 of .911 onto ft'c- Let (an) e ft'c 
generate ft'c. Since h1 is onto, there exists a countable set (An) e .911 such 
that an =h1 (An) (nEN). Let .912 be the sub-a-algebra of .911 generated by 
(An). Then h1 (d 1) is a sub-a-algebra of ft'c containing its generators (an)' 
and hence equals ft'c. Since .912 is countably generated, there exists a 
separable metric space Q and a a-isomorphism h2 on .?I(Q) onto .912 (see 
Parthasarathy, 1967, p. 133, Theorem 2.2). The proof is completed by 
putting ep=h1 oh2 •• 

From now on ft'c denotes a countably generated Boolean a-algebra, for 
instance when it is a Boolean a-algebra and the system has finite degrees 
of freedom. The set of all states will be denoted by g and the pure ones by 
&'. The space Q is as in Theorem 1. Let Qc={xEQ:ep({x})#0}. The 
separable metric space Qc will be called the phase space associated with ft' c­

[The author is not aware if there exists a ep, as in Theorem 1, such that 
QcE.?I(Q). In this case .?I (Qc) = {AE.?I(Q):AcQc}· This would then make 
.?I (Qc) and ft'c a-isomorphic. No such assumption is made here.] 

Recall that a Boolean algebra is atomic if every non-atomic element 
(#0) dominates at least one atom. It is essential that Qc#0. The next 
result shows that atomicity of ft' c is a sufficient condition. In a forthcoming 
paper we shall show that it is also necessary in order to make a Boolean 
system deterministic. 

THEOREM 2. Let ft'c be atomic. Then Qc#4>. Furthermore, the mapping 
y: x-+ep ({x}) is a bijection on Qc onto the set d of the atoms of ft' C. 

Proo/: Let aoEd and (an) generate ft'c. For each n, either ao<an or 
ao < a~. If necessary replace an by a~ so that ao < an for all n. Clearly (an) 
still generates ft'c. Since ep is onto let AnE.?I(Q) such that ep (An) = an· Put 
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B= nn An· Then q>(B) = /\n an>ao=f.0, implying B=f.0. Note that (An) 
generates al (D). Now 9l={Eeal(D):BcE or BnE=0} is a sub-u­
algebra of aI(D) containing its generators and hence equals 81(D). But 
since the latter contains all singletons, 9l=aI(D) is possible only if B= {x} 
for some xeD. But q>({x})=f.0, thus xeDc and Dc =f. 0. 

Now let x, yeDc' x=f. y and y(x)=y(y)=a say. Then {x} e {y}' implying 
a < a', i.e. a = 0, which is a contradiction. Hence x = y and y is one-one 
on DC" 

Let xeDc' ao=Y(x), aeff'c and a<ao. Then there exists Aeal(D) 
such that q>(A}=a. Now either xeA or xeA'. Thus either ao <a implying 
a = ao; or ao < a' implying a < a' i.e. a = 0. Hence ao is an atom. Thus y is an 
injection on Dc intod. 

Let aoed. As before we can choose a generating sequence (an) in !l'c 
such that ao<an for all n. Let A, Aneal(D) such that q>(A)=ao and 
q>(An) = an. Let Bn=A u An. Then q>(Bn)=an and, therefore, (Bn) generates 
81(D). Put B= nn Bn. Then q>(B)=f.0 and as in the first paragraph of the 
proof B={x} for some xeDc. Clearly xeA and hence AnQc=f.0. Thus 
0=f.y(x}<ao implying y(x)=ao. Take yeAnDc and x=f.y. Then 
o =f. y (y) < ao implying y (x) = y (y) = ao. But y is one-one making x = y, 
a contradiction. Thus A is a singleton and y is onto .• 

From now on !l'c will denote a countably generated atomic Boolean 
u-algebra 

Let d be the set of all atoms of !l'c. For each aed, define qa by 

{ 1 a<b 
qa(b)= 0 a<b' (be!l'c) 

Clearly, qae!/', since !l'c is atomic. Let .,I((D) be the set of all probability 
measures on (D, aI(D)). For each xeD define ~x to be the atomic measure 
e.,l((D) concentrated at x. Put &'(Dc) = {~x:xeDc}. The next result shows 
the simple structure of the set of pure states &'. 

THEOREM 3. The set of pure states on !l'c is precisely &'={qa:aed}. 
Furthermore. ep induees a bijeetion (fJ of &' onto &'(DJ. 

Proof: The proof ofthe first part is very much the same as that by Vara­
darajan (1968, Theorem 6.6). For the second part define (fJ:p-+poq> 
(pe!/'). Clearly, (jJ is a convex homomorphism on !/' into .,I((D) mapping 
the extreme points &' of !/' into the extreme points &'(D) of .,I((D). To 
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prove that iP is a bijection of &' onto &,(.QJ, let XE .Qe' (jx E &,(.QJ as defined 
above, and ax=Y(x). 

Define Px = qgx' Clearly 

XEA 
xeA' 

(Ae&i'(.Q)) 

Thus (jx=Pxocp = (jJ (Px), implying that iP maps &' onto &,(.QJ Finally,let 
qg,qbE&' such that (jJ (qg) = (jJ(qb)=(jx, say. This implies that y-l(a)= 
y-l(b)=x. But y is a bijection of.Qe onto d, and hence a=b or, equiva­
lently, qg = qb' proving that iP is one-to-one on &' .• 

So far no use was made of the topological properties of.Q. All the results 
obtained would work for .0 as an abstract set and &i'(.Q) a countably 
generated a-field of subsets of.Q containing all singletons. 

Let .A(.Q) be equipped with its weak topology. We define the weak 
topology on f/ to be the weakest such that iP is continuous on f/. Since.Q 
is a separable metric space, then.A (.0) is metrisable as a separable metric 
space and the spaces .Qe and &' (.Qe) are homeomorphic (see Parthasarathy, 
1967, pp. 42-43). We have now both topological and set theoretical 
equivalence of all three spaces .Qe, &,(.Qe) and &'. This topological equiva­
lence is important when considering continuous groups of convex auto­
morphisms of f/ and their induced representation for motions in .Qe, 
in particular the (one-parameter) dynamical group. 

III 

In this section is shown that the points of .Qe are the only physically 
aceessible states of the system sueh that at each point every observable is 
sharply defined with zero varianee. This depends on an important theorem 
of Varadarajan. Let B(.Q, R) be the set of equivalence elasses [JJ of all 
real-valued Borel functions f on .0, where fl,f2 E [JJ if and only if 
{xE.Q:fdx)# f2 (x)} EKer(cp). Let (!) be the set of observables on !l'c. 

THEOREM 4. There exists a mappingj:u-+[fuJ oj(!) into B(.Q, R) such that 
(i) u(E)=cp(f,.-l(E)) (EE&i'(R)), 

(ii) f,.(x) =0 for all xe.Qc,. 
Proof: See Varadarajan, 1968, Theorem 1.4 .• 
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COROLLARY. Let XEQe' UE(!) and [J..] be the eorresponding element in 
B(Q, R) as in Theorem 4. Then the expeetation value of U in the state x is 
fu(x), and its varianee is zero. 

Proof. Let Px=<p- 1 (õx) and Jlx:E-Px0<p(f,.-l (E))(EE~(R)). Then, 
clearly, Jlx is the atomie measure on R eoneentrated at fu(x). The expeeta­
tion value of U in the state Px is 

+00 +00 f tpAu(dt))= f tJlAdt)=f,.(x) 
-oo oo 

The varianee is 

+00 f t2pAu(dt))-f,.(X)2 =0 • 

-oo 

Now any eonvex automorphism on [j? is a one-ta-one mapping of rY' 
onto itself. This is the same for the dynamical group {Ut: tE R}. Starting 
the system in a weIl defined state PxErY'(XEQe), its state will always remain 
in rY' for all time t. 
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N. S. KRONFLI 

ATOMICITY AND DETERMINISM IN 

BOOLEAN SYSTEMS 

ABSTRACT. The logic of a Boolean system of finite degrees of freedom is shown to be 
atomic if and only if the system obeys a deterministic theory. This is, therefore, the physical 
meaning of atomicity. Furthermore, it is proved that nondeterminacy of such a system 
implies the nonexistence of phase space. 

In this note dassical mechanics is again considered as a special case of 
generalised physical theory defined by Kronfli (1970a). The same notation 
will be employed. We distinguish between a dassical theory and a (dassi­
cal) deterministic one. The former is one in which each pair of observables 
is compatible. Axiomatically, therefore, a dassical system offinite degrees 
offreedom will necessarily have a logic ff' which is a countably generated 
Boolean a-algebra. 

We define a deterministic system to be a dassical one such that there 
exists a non-empty subset YO of the set of its states Y where for each state 
in YO at least one observable has zero varianee and furthermore YO is 
an invariant of the dynamical subgroup q) of the group Aut(Y) of convex 
automorphisms of Y. This apparently weak condition gives the full 
determinism of dassical mechanies. 

The meaning of lattice atomicity for the logic of a dassical mechanieal 
system has been obscured in the literature. This note shows that atomicity 
is both a necessary and sufficient condition for a Boolean system of finite 
degrees of freedom to be deterministic. In other words, the two are syn­
onymous. 

UnIike a countably generated a-field of subsets of aset, an abstract 
countably generated Boolean a-algebra need not be atomic. (Take, for 
example, the quotient of all the Borel subsets of the unit interval on the 
line modulo the sets of Lebesgue measure zero.) In a previous paper 
(Kronfli, 1970b), atomicity of the (Boolean) logic of a dassical system of 
finite degrees of freedom, was shown to be a sufficient condition for the 
system to be deterministic. A Boolean system, although dassical, need not 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 509-512. 
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be deterministic. In this paper it is shown that atomicity is also a necessary 
condition. It will also be shown that without the condition of determinism, 
classical phase space need not even exist. The reader may compare the 
above-mentioned results with the objections to atomicity stated by 
Birkhoffand von Neumann (1936). 

II 

From now on !l' is a countably generated Boolean u-algebra (the logic 
of a classical system S of finite degrees of freedom), f/' is the set of all 
probability measures on !l' (the states of S) and 9 the set of all extreme 
points ofthe convex set f/' (the pure states of S). Our first result shows the 
equivalence of 9:# 0 to the atomicity of !l'. 

PROPOSITION 1. The set 9 is not empty if and only if !l' is atomic. In this 
case 9={q,,:aed}. where d is the set ofatoms of!l' and q" is the atomic 
measure concentrated at the atom a. 

Proof. Assume!l' is atomic. Then clearly for each aed, q"e9. Thus 
9:#0. That {q,,:aed} equals 9 follows from Theorem 3 of Kronffi 
(1970b). 

Conversely, assume 9:#0 and pe9. First we assert that range (p)= 
{O, I}. 1fthis is not so, then there exists ae!l'\{0, I} such that O<p(a)< 1. 
Define Pl' P2 ef/' by 

This gives 

Pl (x) = (p(a)t lp(X" a) 
P2(x)=(1- p(a))-lp(x" a') 

p= p(a~Pl +(1- p(a)).P2 

(x e !l') 

with Pl :# P2' since Pl (a)= 1 and P2(a)=0. This is a contradiction, since 
P is an extreme point of the convex set f/'. Hence, range (p) = {O, I}. Now 
let(an) e !l' generate!l'. Since p(x) is either 0 or 1 for each xe!l', we choose 
bn = an or bn = a~ such that p(bn) = 1 for all n. Clearly (bn) generates !l'. 
Put b= I\n bn• Since p(b)= 1 then b:#0. Let 

9l={xe!l':b<x or b<x'} 

Clearly,9l is a Boolean sub-u-algebra of!l' containing its generators (bn) 
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and, therefore, fJl = ft'. But since b =1= 0, the above result can not be possible 
unIess b is an atom of ft'. For, let xEft' and x<b. Since fJl=ft', then 
either b < x or b < x'. The first case gives x = b and the second x = 0. 
Hence b is an atom. 

With the assumption &' =1= 0 we proved that .91=1=0. It remains to show 
that ft' is atomic, i.e. each non-zero element of ft' dominates at least one 
atom. Let, therefore Q, Qc' ~(Q), qJ and y be as in Theorems 1 and 2 of 
Kronfli (1970b). Since qJ maps ~(Q) onto ft', then for each non-zero and 
non-atomic element aEft' there exists AE~(Q), which is not a singleton, 
since y is a bijection on Qc onto d, with AnQc=l=0 and qJ(A)=a. (It is 
easy to see that this corollary to Theorem 2 holds simply with the assump­
tion .91=1=0.) Let xEAnQc' Then y(x) is an atom and y(x)<a. This 
completes the proof. • 

Using the definition of determinism given in the first section, we show 
that determinism and atomicity of the logic are equivalent. The obvious 
candidate for [/'0 is &'. 

PROPOSITION 2. The countably generated Boolean a-algebra ft' is the logic 
of a deterministic system if and only if ft' is alomic. 

Proo! Let pE [/' and u be an observable whose variance in p is zero. Let 
r be its expectation value, 

f tpou(dt) 

R 

which is necessarily finite. Then 

f (t-r)2pau(dt)=O 

R 

Hence the function t-+(t-r)2 on R-+R is zero (pau) almost everywhere. 
This is possible only if pau is an atomic measure concentrated at r. Put 
a=u({r}). Then a is either 0 or an atom of ft'. But p(a)= 1, and hence a is 
an atom and p=qaE&'. Thus &' is not empty and by Proposition 1 ft' is 
atomic. Thus at least [/'0 e &'. AIso, each element of Aut ([/'), and hence of 
the dynamical group ~, is a bijection of &' onto itself. Therefore deter­
minism implies the atomicity of ft'. 
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Conversely, atomicity of !l' implies that the theory of the system is 
deterministic as was shown in Kronfii (1970b) .• 

COROLLARY. Let!l' be the logic of a Boolean system S offinite degrees of 
freedom. Then the phase space of S does not exist if S is non-deterministic. 

Proof. Assume S is non-deterministic with non-empty phase space. 
Since phase space is equipotent to f1jJ (Kronfli, 1970b), then f1jJ is not 
empty. From Propositions 1 and 2, S is deterministic, which is a contra­
diction .• 
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C. PIRON** 

SURVEY OF GENERAL QUANTUM PHYSICS* 

The abstract description of a physical system is developed, along lines originally suggested 
by Birkhoff and von Neumann, in terms of the complete lattice of propositions associated 
with that system, and the distinction between c1assical and quantum systems is made 
precise. With the help of the notion of state, a propositional system is defined: it is remarked 
that every irreducible propositional system (of more than three dimensions) is isomorphic 
to the lattice of all c10sed subspaces of a Hilbert space constructed on some division ring 
with involution. The propositional system consisting of a family of separable complex 
Hilbert spaces is treated as a particular case which is sufficiently general to inc1ude both 
c1assical and quantUID mechanies. The theory of the Galilean partic1e without spin is given 
as an illustration. Finally the basis for the statistical interpretation of wave mechanics is 
deve10ped with the help of Gleason's theorem in an appendix, a proof of essentially the 
first part of Gleason's theorem is given which is a little different (perhaps more geometric) 
from that originally given by Gleason. 

I. INTRODUCTION 

This paper is based on a series of seminars given at the University of 
Denver in the autumn of 1970, and eonsists of a review of work done by 
the author and eollaborators at the Institute of Theoretieal Physics, 
University of Geneva, during the past several years. It presents a for­
malism for the deseription of physical processes including both classical 
and quantum phenomena 

This formalism is obtained by taking seriously the realistic point of 
view of Einstein [4], and deseribing a physical system in terms of "ele­
ments of reality." Contrary to what one might expect, it is possible to 
justify the use of the linear structure of the Hilbert space without the use, 
at the outset, of the additivity which is eharaeteristic of probability 
theory (see, for example, Ludwig [9]). 

The statistical interpretation of quantum theory appears to provide a 
consistent basis for understanding the wave mechanieal formalism. The 
additivity eharacteristic of probability theory is clearly associated with 
this interpretation. However, it is possible, and of eonsiderable interest, to 
inquire on a more fundamentallevel for the souree of this idea 

If the basis for the statistical interpretation of wave meehanics is to 

C. A. Hooker (ed.), The Logico-Algebraic Approaeh to Quantwn Mechanies, 513-543. 
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emerge in a mathematically well-defined way from the study of aset of 
more fundamental axioms, it is dear that these axioms should be non­
statistical in nature, and should lead as well to a description of dassical 
systems as to quantal systems. An axiomatic framework of this kind can 
therefore provide a· unified structure for physics, which we shall call 
general quantum physics. 

It is also dear that a satisfactory axiomatic structure ofthe kind referred 
to above cannot be formulated a priori in terms of wave functions, since 
their use would imply a statistical interpretation at the outseto The role of 
the wave functions in general quantum physics must emerge from the 
analysis of the more fundamental theory. As said above, the linear struc­
ture of the Hilbert space does appear, without reference to any statistical 
notions, as the appropriate description of general quantal systems (a set 
consisting of a family of Hilbert spaces describes systems which are not 
purely quantal, and the purely dassicallimit is described by a family of 
trivial one-dimensional Hilbert spaces). It is in this way that the statistical 
interpretation for wave mechanics will emerge as a consequence of 
essentially nonstatistical axioms, and what is presupposed in dassical 
physics is dearly brought into evidence. 

It has been found that the mathematieal language of formai logie is 
appropriate for the formulation at the axioms of general quantum physics. 
This language, first introduced formally into physics by Birkhoff and von 
Neumann, [2] provides, within the context of a single general mathemati­
cal scheme (lattices), a precise way to state the difference between dassical 
and quantal systems. Ballentine [14] has remarked that, like von Neu­
mann's original formulation of the hidden variable problem, this lattice 
theoretic formalism may be "too abstract." What I hope to show in the 
discussion to follow is that such a formalism is not "too abstract," but, on 
the contrary, provides a preeise mathematical framework for the systema­
tic examination of the consequences of the intuitive ideas which are 
commonly held to be the basis for physical theories. It is only by such 
systematic analysis that one can answer questions about the structure of 
the theory which would otherwise be lost in endless semantic controversy. 
The setting for the development of new theoretical ideas, furthermore, can 
best be established by stating the conceptual basis of the present quantum 
theory in a preeise way. 

In Section II, a physical interpretation for the axioms of the theory is 
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given. The discussion is completely self-contained, and all definitions re­
quired for the mathematical treatment of systems of propositions are 
given. The complete lattice of propositions associated with a physical 
system is defined; the distinction between classicaI and quantal systems is 
then made precise with the second theorem of this section. In the classicaI 
theory, the lattice is distributive [2]. The axioms of general quantum 
theory are then presented (no restriction with respeet to distributivity is 
made), and the notion of state is defined The axiom of atomicity for the 
lattice is justified from this point of view, i.e., each state defines an atom (a 
minimal nontrivial proposition), and every atom defines a state. With 
these axioms, one may define a propositional system. 

In Section III, it is remarked that every propositional system can be de­
composed into irreducible ones and that every irreducible propositional 
system (of more than three dimensions) is isomorphic to the lattice of all 
closed subspaces of a Hilbert space constructed on some division ring with 
involution, and therefore the Hilbert space provides a concrete realization 
The definition of observables and symmetries is given in the Section IV, 
and the propositional system consisting of a family of separable complex 
Hilbert spaces is treated as a particular eas e which is sufficiently general to 
contain both the classical theory and the usual quantum theory. The 
theory of the Galilean particle without spin is given as an illustration in 
Section V. 

In Section VI, the basis for the statistical interpretation of wave me­
chanics is developed with the help ofGleason's theorem [5]. An appendix 
is given with a pro of of what is essentially the first part of Gleason's 
theorem. The demonstration is a little different (perhaps more geometric) 
from that originally given by Gleason. 

II. ABSTRACT DESCRIPTION OF A PHYSICAL SYSTEM 

It is the goal of a physical theory to describe and predict the results of 
experiments on a physical system, defined as a part of reality existing in 
space-time external to the physicist. One can only hope to describe such a 
system if it is sufficiently isolated; the concept of "isolation" is a question 
of definition or idealization. 

An affirmation made by a physicist concerning the actual properties of 
a particular physical system can be checked by experiment. Such a test 
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consists, in general, in a measurement for which the result is expressed by 
"yes" or "no." If the answer is "yes," the physicist's affirmation is con­
firmed, but, of course, not proved Ifthe answer is "no," then the physicist's 
affirmation is mistaken. One cannot prove that an affirmation is correet 
on the basis of experiment, but one can only hope to disprove the affirma­
tion. The possibility of disproving a theory is basic in physics. 

DEFINITION. We define a question to be a measurement (or experiment) 
leading to an altemative ofwhich the terms are "yes" and "no." 

A question consists of a procedure to be carried out with the physical 
system under consideration, and a rule for interpreting the possible results 
in terms of "yes" or "no." 

Examples. (El) Take the chalk and bend in with all your strength; then 
see if it is broken. 

(E2) Put Mr. X on the scale and aseertain that the pointer stops on the 
200 Ib mark. 

It is important to take account of the enormous variety of possible 
questions and of the great generality of this concept. 

If (x is a question, we denote by (X- the question obtained by exchanging 
the terms of the altemativeo For example, (E 1) - corresponds to the follow­
ing: Take the chalk and bend it with all your strength; then see if it is not 
broken. 

If {(X;} is a family of questions, we denote by ni (Xi (if there are just two, 
we write (X. P) the question defined in the following manner: 

One measures an arbitrary one of the (Xi and attributes to ni (Xi the 
answer thus obtained. 

It is easy to verify the following rule: 

(n (Xir = n((Xn 
i i 

There exists a trivial question which we shall denote as I and which 
consists in doing anything (or nothing) and stating that the answer is "yes" 
each time. 

DEFINITION. When the physical system has been prepared in such a way 
that the physicist may affirm that in the event of a measurement the result 
"yes" is certain, we shall say that the question is true. 
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If the outcome for the question {3 is not certain, the statement "{3 is 
true" is false, but we do not say "{3 is false." 

For certain pairs of questions {3, y, one may have the following relation: 

DEFINITION. If the physical system is prepared in such a way that {3 is 
"true," then one is sure that y is "true." We denote it as {3 < y and read it 
as "{3 less than y." 

Such a relation expresses a physical law. It is transitive for if 
"{3 true" => "y true" and if "y true" => "(j true," then "[3 true" => "(j true." 
Then this relation defines an equivalence: 

{3 - y iff {3 < y and y < {3 

DEFINITION. We define a proposition as an equivalence c1ass of ques­
tions, and denote by b the equivalence c1ass containing the question 
{3; Le., 

b={y I y-{3, y a question} 

It is easy to verify that if"{3 is true," then any y - {3 is "true." Hence we can 
say the proposition is "true" if and only if any and therefore all of its 
questions are "true." 

Let us as sume that it is possible to define the set of all propositions for a 
given system. It is, in fact, not a priori possible to define such aset, in 
general, but it is always possible to define one sufficiently large to contain 
all of the useful propositions. 

Let 2, then, be the set of propositions defined for a given physical 
system. We then have the following theorem. 

THEOREM. 2 is a complete lattice. 
Proof. First a (partial) orderi ng relation is defined on fi': 

b<d iff [3<(j with {3Eb and (jEd 

Second, given any family of propositions b;, there exists a greatest lower 
bound. For,let 
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this proposition satisfies the relations 

and x<bi 'Vi~X</\ bi 
i 

because "ni Pi is true" iff "Pi is true" 'Vi, and if "IX true" ~ "Pi true" 'V~ 
then "IX true" ~ "ni Pi true." 

But if the greatest lower bound exists for every family of propositions, 
then the least 1!pper bound exists as weU and is defined as 

V bi = /\ x 
i "e~ 

where 
F = {x I bi < x 'Vi} 

This subset F is never void since it contains always 1. • 
As apparent in the demonstration, the greatest lower bound of two 

propositions a and b has the following properties: 

"a /\ b true" ~ "a true" and "b true" 

which shows that /\ plays the same role as "and" in logic. However, for 
the least upper bound, we have only 

"a true" or "b true" ~ "a v b true." 

In fact, one has the following: 

THEOREM. If "avb true"<=>("a true" or "b true") for all a, be!l', then 
!l' is distributive: a /\ (b v e) = (a /\ b) v (a /\ e). 

Proof. "a /\ (b v e) true" <=> "a true" and ("b true" or "e true")<=>("a true" 
and "b true") or ("a true" and "e true")<=> "(a /\ b) v (a /\ e) true." • 

In classical theory, Ii' is the set of subsets ofphase space and is distribu­
tive. The implication to the right in the theorem stated above is the essen­
tial distinction between c1assical and quantum theory. 

Examples. (1) The selection of eggs into small, medium, and large. We 
use a gauge which consists essentiaUy of a hole such that an egg passing 
through the hole is caUed small; to this experiment there corresponds a 
question s. Another gauge with a larger hole classifies the egg as large if it 
does not pass through; to this experiment there corresponds a question I. 
Using {IX} for the equivalence c1ass of questions containing IX, the lattice is 
as given in Figure 1. The lines correspond to order relations. Note that 
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{s} 
(small) 

I 

slvil} 

(1- ·s-} 
(medium) 

o 
Fig. I. 

{I} 
(Iarge) 

{s} v {I} corresponds to a question, which consists ofboth measurements 
s and I; the answer is "yes" if one of the answers is "yes." We see that this 
lattice is distributive, and in fact "{s} v {I} true" iff" {s} true" or "{ I} true." 
We must make two operations to see ifan egg is "small or large." 

(2) The linear polarization of photons. The experiment co ns ists in 
placing a polarizer in a beam of linearly polarized photons. In fact, it is 
possible to verify, by dispatching photons one by one, that this experiment 
leads to a plain alternative. Either the photon passes through or it is ab­
sorbed. We shall define the question a.p by specifying the orientation of the 
polarizer (the angle </J) and interpreting the passage of a photon as a 
"yes." Experience shows that in order to obtain a photon prepared in such 
a way that a.p is "true," it is sufficient to consider photons which have 
traversed a first polarizer oriented at this angle </J. But experiment also 
shows that it is impossible to prepare photons capable of traversing with 
complete certainty a polarizer oriented at angle </J as weil as another 
oriented at an angle </J' # </J (modulo n) i.e., 

a.p . a.p' '" 0 

The corresponding lattice of propositions is then as given in Figure 2, for 
one cannot define a question which is "true" if and only if "a.p is true" or 
"a</>, is true." A photon is absorbed if it does not get through a polarizer; a 
second experiment on that photon cannot be performed. This lattice is 
not distributive; it therefore corresponds to a quantum system. 
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DEFINITION. We shall say that e is a eompatible eomplement for b ifit is a 
complement 

b A e = 0 and b v e = I 

and if there exists a question {3 such that 

{3Eb and r Ee 

In the case ofexample(l), {l-} and {I} are compatible complements, and 
it is a little exercise to prove that {/- . s -} is a compatible complement for 
{I} v {s}. In the case of example (2), the proposition al/>+("j2) is a compatible 
complement for al/>, but al/>' with l/J' =F l/J (mod n/2) is only a complement of 
al/>. 

In the general case, we shall posit the following axiom: 

AxIOM C. For each proposition, there exists at least one compatible 
complement. 

Let us recall the definition of asublattice generated by a family of 
propositions. Asublattice of!l' is a subset S of !l' such that ... 

b, eES=>bve, bAeES. 

The sublattice generated by a family of propositions is the sublattice inter­
section of all sublattices containing this family. 

AxIOM P. If b< e are propositions of!l' and if b' and e' are compatible 
complements for b and e, respectively, then the sublattice generated by 
{b, b', e, e'} is distributive. 

From this axiom, it immediately follows that 

b<e=>e' <b' 
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and hence the compatible complement is unique. Thus the mapping 

bl-+b' 

is an orthocomplementation: 

01 (b')'=b 
O2 b/\b'=O and bvb'=I 

0 3 b<e~e' <b' 

Furthermore, it is weakly modular: 

0 4 b<e~e/\(e'vb)=b 

THEOREM. Let 2' be a CROC, i.e., a complete, orthocomplemented, and 
weakly modular (01 to· ° 4) lattice. If one interprets the orthocomplement 
as a compatible complement, then 2' satisfies axioms e and P. 

Proof Let b < e be elements of 2'. We must show that the sublattice 
generated by {b, b', e, e'} is distributive. Weak modularity implies 

e/\(e'vb}=b and b' /\(bve')=e' 

These two relations are necessary and sufficient for the set 

{O, b, b' /\ e, e, e', b v e', b', I} 

to form a distributive sublattice .• 
The axioms e and P permit us to define the very important concept of 

compatibility. 

DEFINITION. In a CROC, two propositions b and e are said to be eom­
patible ifthe sublattice generated by {b, b', e, e'} is distributive. We shall 
denote this property by b +-+ e. 

There are many characterizations of the compatibiIity of two proposi­
tions [8,12]. Any one ofthese implies all of the others. The simplest is 

b+-+e-b /\ (e v b')< e 

which can be physically interpreted in the following way: b is compatible 
with e ir, whenever "b is true" and "e v b' is true," then e "is true." 

The following properties of compatible propositions are useful for the 
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"caleulus of propositions": 

b +-+ e =:> b +-+ e' 

b+-+e and b+-+d =:>b+-+e 1\ d, b+-+e v d 

If, in the triplet {a, b, e}, one proposition is compatible with the two others, 
then we have the distributivity relation: a 1\ (b v e)= (a 1\ b) v (a 1\ e). 

The sublattice generated by a family of mutually compatible proposi­
tions is distributive. 

DEFINITION. We define the notion of state as the family S of all proposi­
tions actually true for the given system. 

To be consistent with our definition of the lattice ofpropositions 2, the 
family S must have the following properties: 

(St) orts and [eS. 
(S2) If aeS and xe2, with a<x, then xeS. 
(S3) If a;eS, then 1\; a;eS. 
In addition to these properties, S must describe the system completely; 

this imposes a fourth property: 
(S4) S is maximal; that is, if a subset of 2 satisfies St, S2' S3 and 

contains S, it is equal to S. 
It is easy to see that with these properties, S possesses aminimaI element 

p= I\xES xeS (by S3) and is not 0 (according to St), and is of the form 

S={x I p<xe2} 

To satisfy the maximality condition S4' this proposition p must be an 
atom, i.e., a proposition different from 0 and such that 0 < x < p =:> x = 0 or 
x = p. We conelude that each state defines an atom, and every atom defines 
astate. 

By definition, if a proposition is different from 0, then it must be true for 
some state of the system. This justifies the following axiom At: 

AxIOM At. 2 is atomic: if a is different from 0, then there exists an 
atomp<a. 

AxIOM A 2 • If ae2 and p is an atom of 2 such that a' I\P=O, then 
(p va') 1\ a is an atom. 

To interpret this axiom A 2 , we must give the following definitions: 
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DEFINITION. A question P is said to be an ideal question if "a is true" 
before the measurement and a- {P} => "a is true" after the measure­
ment. 

DEFINITION. A question P is said to be of the first kind if a "yes" answer 
to P implies that" {P} is true" immediately after the measurement. 

If we know the state p of the system and perform an ideal measurement 
(x ofthe first kind, and if a "yes" answer is obtained, we shall see that we can 
predict only that (p v a') /\ a is true immediately after the measurement. 

We first note that in an ideal measurement of a, Pa = (p V a') /\ (p va) is 
true before the measurement because it contains p; but it is still true after 
the measurement because it is compatible with a. All other propositions x 
whieh are a priori true must contain p and be compatible with a and so are 
greater than Pa: 

(pv~/\(pv~<~v~/\~v~=x 

Since (x is of the first kind, and ifthe answer is "yes", then all x greater than 
a are true after the measurement. Then, a priori, one knows only that all 
elements greater than 

[(p v a') /\ (p va)] /\ a = (p v a') /\ a 

are true. If this were not an atom, the state after the measurement would 
not be known, and information would be lost in spite of the fact that the 
measurement was to have been as nonperturbative as possible. 

DEFINITION. A complete lattice satisfying the axioms C, P, Al, and A 2 

is called a propositional system. 
The center fL of a propositional system !l' is the set of all propositions 

compatible with all others in !l'. 

THEOREM. The center fL of a propositional system is a Boolean CROC, 
Le., a distributive CROC, whieh is isomorphie to the lattiee of subsets 
of aset. 

Proof. fL is a CROC because if z is in fL, then z' is in fL, and if Zj is in 
fL for all i, then Vi Zi and I\i Zi are in fL. It is obviously distributive. The 
rest of the proofis more technical; it can be found in [12]. 

This theorem allows one to distinguish the c1assieal case from the 
quantum case and from intermediate cases. A proposition system is said to 
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be purely dassical if its center fl' = 2. A propositional system is said to be 
purely quantal if its center contains only ° and I. In physics, there are a 
large number of intermediate cases for which the center contains non­
trivial propositions. We shall say for such cases that the system possesses 
superselection rules. 

III. REALIZATION OF A PROPOSITIONAL SYSTEM 

In the preceding section, we have defined a propositional system and we 
have given its physical interpretation. We will construct, in what follows, a 
concrete realization in a structure which is more convenient for explicit 
caleulation. To do this, it is necessary to define the notion of morphism: 

DEFINITION. A morphism of a CROC 2 1 into a CROC 2 2 is a mapping 
J1. from 2 1 into 2 2 such that: 

(1) J1.(Vi ai)= Vi J1.a;. 
(2) a<b'=>J1.a«J1.b)'. 
We denote by 0; the minimal element of 2; and by I; the maximal 

element of 2;(i = 1, 2). The preceding definition then implies the following 
properties: 

(3) J1.01 =02. 
(4) J1.(a') = (J1.a)' AJ1.I1. 
(5) J1.(I\; a;)= I\i J1.ai· 
Proof. (3) 01 <0'1, then J1.01 < (J1.01)' =>J1.°1 =02· 
(4) J1.I 1 A (J1.a)' = [J1.(a') v J1.a] A (J1.a)'. J1.(a') < (J1.a)' by (2), and hence by 

weak modularity, 

[J1.(a') v J1.a] A (J1.a)' = J1.(a') 

(5) J1.(l\i a;)=J1.[(Vi ai)'] = [J1.(Vi ai)]' AJ1.I1 =[Vi J1.(ai)J' AJ1.I1 = 
I\i ([J1.(a;)J' AJ1.I1)= 1\; (J1.ai) .• 

Example. Let [0, b] be a segment of a CROC 2, that is to say, the set 

{x I x<b, xE2} 

with the relative orthocomplementation 

XHX'=X' Ab 
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Then [0, b] is a sub-CROC; the canonical injection of [0, b] into 2 is a 
morphism. 

Proo! First, let us show that the mapping 

Xf-+Xr = x' /\ b 

is an orthocomplementation: 

x/\x=x/\x' /\b=O, xvx=xv(x' /\b)=b 

in view of weak modularity, and 

x<Y=> y' /\ b<x' /\ b, (xr)' = (x v b')/\ b=x 

Finally, it is trivial that the canonical injection is a morphism .• 
An isomorphism oftwo CROC's is just a morphism which is one to one 

and onto. 
The structure of a general morphism J.l. is very simple. The kernel of J.l., 

i.e., the set {Xl I J.l.x 1 = 02 }' is a segment [0, z] such that z is in the center of 
2 l' To prove this, take z to be the least upper bound of all propositions of 
the kernal; then, it is in the kernel. It is easily verified that for all xE2 b 

(z v x') /\ X is in the kernel; therefore (z v x') /\ x<z, hence z-x. If the 
center contains only 01 and I b then the morphism is injective or identically 
02' When the center is not trivial, the CROC can be decomposed into sub­
CROC's; to be precise, let us introduce a new concept as follows. 

The direet union of a family of CR OC's 2 ~ will be denoted by V ~ 2 ~ 
and is the CROC obtained as follows:1t is the set offamilies {xa }, where 
xa E2a , with the order relation 

{xa} <{Ya}-xa<Ya 'Va 

and the orthocomplementation 

{ xa} f-+ { x~} 

For each indexed /3, we can define a projection 1tp from Va 2 a onto 2 p 

which is the morphism 

{Xa}f-+Xp 

A CROC is said to be irreducible if it is not isomorphic to some direct 
union of two CROC's, each containing more than one element. The center 
of the direct union Va 2 a is isomorphic to the direct union of the centers of 
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the.g' oc' A CR OC is irreducible if and only if its center contains only 0 and 1. 
Knowing that the center of a propositional system is isomorphic to the 
lattice of subsets of aset, it is not difficult to prove that every propositional 
system is the direct union of irreducible propositional systems. 

With this result, to give a realization of a propositional system, it is 
sufficient to give such a realization in the irreducible case. 

THEOREM. Every irreducible propositional system (with possible excep­
tions in two and three dimensions) is isomorphic to the lattice of all dosed 
subspaces of a Hilbert space constructed on some division ring with 
involution. 

We do not give here the proof of this fundamental theorem [12]. We 
only discuss the converse in a particular case. Consider a complexHilbert 
space H; the set &'(H) of all its c10sed subspaces ordered by inc1usion 
defines a complete lattice because the intersection of any family of c10sed 
subspaces is c1osed. This lattice is obviously orthocomplemented, the 
orthocomplement of asubspace being defined by the orthogonal sub­
space. The easiest way to prove weak modularity is to utilize the one-to­
one correspondence between c10sed subspaces and projectors. Let us 
recall that two projectors commute ir and only ir their product is a pro­
jector, and that in such a case this product is the projector onto their 
intersection subspace. Denote by Pb the projector corresponding to the 
c10sed subspace b; if b<c, Pb and Pe commute and we may write 

thus 

Pbye,=1 -Pb' Ae=1 -(1 -Pb) Pe 

=1 -Pe+Pb 

Pby (b' Ae) = 1 - Pb' A (bye') 
=1 -(1 -Pb) (1 - Pe+Pb)=Pe 

To prove that &'(H) is a propositional system, it remains to show that the 
axioms Al and A2 are satisfied. The first is trivial, the rays of H corre­
sponding to the atoms. To prove A2, we must recall a c1assical result of 
analysis which affirms that the subspace linearly generated by a ray p and 
a dosed subspace b' is dosed, from which it follows that (p v b') 1\ b is a 
ray. 

To complete the interpretation of &'(H), let us show that commutivity 
is completely equivalent to compatibility. 
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If Pb and Pe commute, 

whence 

Pbve,=1 -(1 -Pb) Pe 
=1-Pe+PbPe 

PeA (bve,)=PA1 -Pe+PbPe)=PePb 
=PeAb 

Conversely, if b+-+e, then 

b=(b V e) 1\ (b V e') 

and since P b ve commutes with P b v e' = 1 - P b' AC' we can write 

Now, both Pbve and Pbve' commute with Pe, whence the conclusion. 

IV. THE GENERAL FRAMEWORK OF THE QUANTUM THEORY 

To give the framework of the quantum theory, it is not sufficient to de­
scribe the propositional system and the states; one must al so define ob­
servables and symmetries. We have seen in the preceding section that 
every propositional system can be realized as the direet union of irreduc­
ible lattiees of projectors of generalized Hilbert spaces. We will not 
consider here the most general case, but restrict our attention to a parti­
cular case which is sufficiently general to contain the classical theory and 
the usual quantum theory. 

Let us take a family of separable complex Hilbert spaces Ha where 
IX E Q and Q is some set of indices. We define the propositional system ff' as 
the direet union Va & (Ha)' Then a proposition is represented by a family 
of projectors {Pa}. The ordering relation 

is equivalent to 

PaQa=Pa VIXEQ 

The orthocomplementation is given by the mapping 
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Two propositions {P IX} and {Q,,} are eompatible if and only if 

[P", Q,,] =0 'VrxEQ 

The state of the system is eompletely determined by giving a ray (a 
subspaee of dimension one) in one of the spaees H" or, equivalently, by 
giving a family ofprojeetors all ofwhieh are null exeept for one whieh is of 
rank one. 

For a purely dassical system (e.g., a partide), the observables map from 
the phase spaee into the values of the seale of the measuring apparatus. For 
a purely quantal system (e.g., a spin-I/2 system) the observables are self­
adjoint operators whose eigenvalues are the values that are measured on 
the seale of the measuring apparatus. Our definition indudes both of these 
notions. Roughly speaking, we eall an observable a eorrespondenee be­
tween the propositions defined by the measuring apparatus and eertain 
propositions of the measured system: 

DEFINITION. Every morphism tP of a Boolean CROC f!J into a proposi­
tion system ~ is ealled an observable: 

f!J!~ 

For example, the sub-CROC generated by a proposition and its ortho­
eomplement defines an observable ealled a two-valued observable. More 
generally, every Boolean sub-CROC of a propositional system determines 
an observable. 

The observables tPi are said to be compatible with eaeh other if one of 
the following three equivalent properties are satisfied: 

(1) There exists an observable tP and morphisms Ili sueh that the fol­
lowing diagram is eommutative: 

(2) The sub-CROC generated by the images of tPi is Boolean. 
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(3) Every pair of propositions from the collection of the images of 4>i 
is compatible. 

The structure of the observables is dosely connected with the structure 
of a Boolean CROC. Let f!I be a boolean CROC and {xJ a family of 
elements of f!I such that 

XiAXj=O and V xi=1 
i 

Then f!I is the direet union of the segments [0, xJ The restriction of the 
observable 4> to one of the segments is a new observable whieh we denote 

by~ .. : i )2 
[0. xil 

Let k be the least upper bound of Ker 4>. Then 4>k is identically zero 
and 4>k' is injective. Let a be the least upper bound of the set of all atoms 
of [0, k']. If a= k', the observable 4> is said to have a pure ly discrete spec­
trum. On the other hand, if a=O, 4> is said to have a purely continuous 
spectrum. In general, an observable may be decomposed into a part 4>k 
which is identieally zero, a part 4>a with purely discrete spectrum, and a 
part 4>a' Ak' with purely continuous spectrum. 

An observable 4> such that 4>1 = 1 is compatible with a state described 
by an atom p if P is compatible with all the propositions in the image of 
4>. In this case, for any xEf!J, either 4>x is true or (4)x)' = 4>x' is true, and 
the greatest lower bound of the inverse image of all 4>x which are true 
defines an atom of f!I whieh is the "value" of 4> for the state p (in other 
words, p is an eigenstate of 4». This can never occur if 4> has a purely 
continuous spectrum. 

In the purely dassieal case, every space Ha is of dimension 1, and .p 
is isomorphic to the lattice of the subsets of Q. In this case, it can be 
proven [13] that an observable always has a purely discrete spectrum 
and that it is defined by a mapping of a part of Q into the atoms of f!J. 
In the purely quantal case, the set of indiees Q consists of a single element, 
and .p is isomorphic to &(H). In this case, the image of 4> in &(H) is a 
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Boolean sub-CROC which is the lattice of the projectors contained in 
an Abelian von Neumann algebra [1]. If His separable, this algebra is 
generated by a self-adjoint operator [11]. 

In general, the morphisms 1tao which project 2' = V. f!} (Ha) on the ir­
reducible components f!} (Hao) define a decomposition ofthe observable fjJ: 

~~~91::~ 
gil (Hao) 

Conversely, fjJ is completely determined by giving all of the fjJao' In our 
particular case, to each observable there therefore corresponds a family 
of self-adjoint operators {Aa}. 

DEFINITION. Every automorphism S of the propositional system 2' is 
called a symmetry. 

The structure of a syrnmetry is determined by the following result due to 

E. Wigner: 
THEOREM. Every symmetry S of the propositional system Va f!}(Ha) is 
given by a permutationj of the index set Q and by a family of unitary or 
antiunitary transformations Va mapping Ha onto H la' Each Va is defined 
only up to a phase. 

With each model of a physical system, there is associated, in a natural 
way, a group oftransformations G. This group acts not only on the system, 
but also on the measuring apparatus. The corresponding observable must 
be invariant under this double transformation. In other words, if S(g) is 
a representation of G by symmetries of the propositional system 2', and 
a(g) a representation of G by automorphisms of the Boolean CROC f1I, 
then the following diagram must be commutative: 

f!4 ; ~.P 

u(g) 1 15 (g) 

f!4 ; ~.P 

;. a(g)= 5(g).; 

Such a relation is called a system of imprimitivity [10]. 
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V. THE GALILEAN PARTICLE WITHOUT SPIN 

We define such a system by its observables and by the group which acts 
on them; only afterwards do we describe its dynamics in the presence of 
external interactions. A Galilean particle without spin is characterized 
by the observables momentum p, position q, and time t; all other oh­
servables are funetions of these. The group that we have to consider is 
G = {v, a, R, r}, acting in the seven-dimensional space (p, q, t), containing: 

(1) The Galilei transformations v: 

pHp+mv, qHq, tHt 

(2) The space translations a: 

(3) The rotations R: 

pHRp, qHRq, tHt 

(4) The time translations r: 

The Boolean CROC corresponding to the measuring apparatus is con­
structed from the subsets of R for the time and from the subsets of R3 

for the position and for momentumo In each of these cases, one has a 
priori two possibilities: Either fJI contains all subsets in question or f!J 
is the CROC of the Borel sets modulo the subsets of measure zero. The 
group G acts in a natural way on the elements LI EfJI and one obtains the 
following systems of imprimitivity: 

For the time t 

t(LI)=S(v) t(LI), t(LI)=S(a) t(LI) 
t(LI)=S(R) t(LI), t(LI +r)=S(r) t(LI) 

For the position q 

q(LI) = S (v) q(LI), 
q (RLI) = S (R) q (LI), 

q(LI +a)=S(a)q(LI) 
q(LI)=S(r)q(LI) 
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For the momentum p 

p(A +mv)=S(v) p(A), p(A)=S(a) p(A) 
p(RA)=S(R) p(A), p(A)=S(r) p(A) 

We suppose the dynamics of the Galilean partide to be reversible in 
the sense of thermodynamics, and postulate that the corresponding evo­
lution is given by symmetries which induce a representation of the one­
parameter translation group. The symmetry which describes the evolu­
tion of the system after a time r must change the proposition t(A) into 
t(A +r). 1fthis symmetry is represented by the family ofunitary transfor­
mations 

then the group multiplication law imposes the relation 

Va.., (r2) Va. (rl) = wa.(r2' rl) Va.(r l +r2) 

If one postulates some conditions of differentiability, we can define 

i Ott/la.. = 1~ (i/(h) (w; 1 (<5r, r) Va..(<5r) t/la.. - t/la.J 

= :Yea..t/la.. 

and 

Otat = lim (l/<5r) (atHt - at) 
cn-+O 

= X (at) 

which is the Schrödinger equation coupled with an ordinary differential 
equation. 

Next, let us write all of the above results more explicitly for the cases 
of the purely dassical Galilean partide and of the quantal Galilean 
partide. 

A. The Purely Classical Galilean Particle 

In this case, the proposition system is isomorphic to the subsets of the 

other hand, since all observables have a purely discrete spectrum, one has 
to choose the first possibility for PJ, i.e., one has to identify PJ with the 
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subsets of R or R 3• It is easy to verify that the following observables satisfy 

the imprimitivity relations: 

t{Ll)={(p, q, t) I tELleR} 

q{Ll)= {(p, q, t) I qELl eR3 } 

p{Ll)= {(p, q, t) I pELl eR3 } 

These observables may be defined as the inverse images of the following 
functions: 

{p, q, t)~t 

{p, q, t)~q 

(p, q, t)~p 

In the purely dassical case, the equations of evolution reduce to 

where here, 

In dassical mechanies, one imposes more, i.e., the canonical equations 

p{t)= -(\Jt"{p, q, t), q(t)= +opJt"{p, q, t) 

The Hamiltonian Jt"(p, q, t) must be such that the transformations of the 
group G act as canonical transformations, with a new Hamiltonian which 
is just the old one with the new variabIes. Because of this physical inter­
pretation, the Galilei transformation v must change q(t) into q(t)+v. This 
condition can be written 

opJt"(p+mv, q, t)=opJt"(p, q, t)+v 

The general solution is 

OpJt"(p, q, t)=(l/m) [p-A(q, t)] 

By integration, we find 

Jt"(p, q, t)={1/2m) [p-A{q, t)Y+ V{q, t) 

which is the most general Galilean covariant Hamiltonian. 
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B. The Quantal Galilean Partide 

One postulates that the observable t be eompatible with all other observ­
abIes. Then, as the system is represented by a family of Hilbert spaees {H,,}, 
one is led to identify the index IX with the points of R and to set IX = t. In 
these eireumstances, the symmetry S(r) defines for eaeh value of t a 
unitary transformation Jt;(r) between the spaees H t and H t + r • Thus one 
ean identifythe spaces H t in such a way as to have Jt;(r) = J. In this way, the 
representation S(g) of G is redueed in each Ht to a representation up to a 
phase of the subgroup Go={v,a,R}. In the space L2 (R 3 ) of square 
integrable funetions </J defined on R 3, this representation of Go may be 
written as follows: 

[V(v) <jJ] (x) = exp( - iJ-lv' x) <jJ(x) 
[V(a) </J] (x) = <jJ(x-a) 
[V(R) </J] (x) = <jJ(R-1x) 

It satisfies the eommutation relations of H. Weyl: 

V(v) V(a)=exp(-iJ-lv'a) V(a) V(v) 

Finally, the following observables satisfy the imprimitivity relations: 
For the time: 

The eorresponding family for Hermitian operators is 

For the position: 

where X..t is the eharaeteristic function of A 

(X)={1, if XEA 
X..t 0, if xiA 

The eorresponding three families of Hermitian operators are: 

{q;=x i }, i= 1,2,3 
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For the momentum: We give only the three families of Hermitian opera­
tors: 

{p;= -i(m/Jl) 8x'}' i= 1,2,3, m/Jl=n 

This model is identical with the usual model of spinless particles in 
nonrelativistic quantum mechanics in the Schrödinger picture. In this 
latter case, the time t is treated as a parameter and not as a variable of the 
L2-space on the same fo oti ng as x. This use of t agrees completely with the 
idea of time as a continuous superselection rule. 

In this quantal case, the equation of evolution reduces to 

where we have put 

t,= to +1:= t 

The Hamiltonian {Jrt } must be such that the symmetry corresponding 
to the Galilean transformation v must change ei into ei + v, where ei is 
defined by the family {eit}, and 

qt=i[Jrt, qt] 

According to this requirement, 

V(v)eitV(vt 1 =eit+ V 

On the other hand, 

V(v) Pt V(vt 1 =Pt+mv 

and it then follows that 

The operator Pt - mqt is therefore a function of the operator x and, of 
course, of t; i.e., 

Pt-mqt=A(x, t) 

The general solution for Jrt is obtained by adding to a particular solu­
tion some operator which commutes with qr- For a particular solution, 
we take 
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The general solution for the quantal Galilean partide is thererore ofthe 
form [7] 

~t=(I/li) {(I/2m) [Pt-A(x, t)J2+ V(x, t)} 

The formaI correspondence between the HamiItonians for the purely 
dassical and the quantal Galilean partides is the justification of the so­
called correspondence principle. 

VI. THE IDEAL MEASUREMENTS AND GLEASON'S THEOREM 

Suppose the system to be given in a state p, and consider the measure of a 
proposition a. If a is compatible with p, "a is true" or "a' is true," and then 
the result of the measurement of a question rx such that rxea and rx- ea' is 
certain. It is only in this case that one has really measured {a, a'}. If a is not 
compatible with p, it is impossible to predict the result; nevertheless, for 
the case in which rx is ideal and of the first kind (see Section II), immediately 
after the measurement the state of the system is (p v a') /\ a = ep aP if the 
result is "yes." We will show in the following that it is possible to calculate 
the probability for the answer "yes" in such an ideal measurement of a on 
the basis ofthe following assumption: The probabilityfor the answer "yes" 
depends only on the states before and after the ideal measurement. 

In other words, if p is the state before and a the proposition considered, 
the probability wp(a) for the answer "yes" is only a function of p and epaP. 

THEOREM. The function wp(a) must have the following properties: 
(1) O~wp(a)~ 1. 
(2) wp(a) = 1 ~p<a. 
(3) wp(a) + wp (a') = 1. 
(4) wp(a)+wp(b)=wp(a v b)a<b'. 
Proof The three first properties are trivial. To prove (4), we must make 

aremark. 
Let x and y be two compatible propositions. If we make an ideal mea­

surement of x and obtain the answer "yes," and immediately afterward 
perform the ideal measurement of y, and obtain the answer "yes," this 
constitutes an ideal measurement of x /\ y because 
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if x +-+ y, as it is easy to verify. Then, according to the rule of composition of 
probability, 

Wp(X AY)=Wp(x) wq,xp(Y) 

If a<b', this implies that 

wp(a)=wp(a v b) wq(a) 
wp(b)=wp(a v b) wq(b) 

where q=<PavbP' However, by our assumption, 

wq(a)=wq(b') 

since cPA)avb = <Pb'<Pavb' Then 

wp(a) + wp(b) = wp(a v b) [wq(b') + wq(b)] = wq(a v b) .• 

Conversely, let wp be a mapping from the propositional system 2 into 
the real interval [0, 1] satisfying the four conditions of the theorem for a 
given atom P; we can interpret wp(a) as the probability to obtain the 
answer "yes" if one performs an ideal measurement of the proposition a 
on the system in the state p. It is an important resuIt due to Gleason that 
given p, such a mapping is unique. 

THEOREM. Given 2 = Va. &>(Ha.)' where the Ha. are Hilbert spaces (of di­
mension =1= 2) on the reaIs, complexes, or quaternions and given pan atom 
of 2, there exists one and onlyone mapping W p from 2 into the real 
interval [0, 1] such that: 

(1) wp(x)= l-p<x. 
(2) wp(a)+ wp(b) = wp(a v b) if a<b'. 
Proof If a = {Qa.} and p is given by a projector of rank one P a.o defined 

on Ha.o' it is easy to verify that the mapping 

wp(a)=tr(P a.oQa.o) 

satisfies all the conditions. If there exists another such mapping, it must 
take a different value for some proposition a and since by (1) and (2), 

wp(a)=wp((pva')Aa)+wp(p' Aa) 
=wp((pva')Aa) 

it must be also different for some atom q. The ray corresponding to such an 
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atom q must be in the Hilbert space H ao' otherwise wp(q) cannot be dif­
ferent from zero. Now, it is possible to choose two unit vectors f and g, 
respectively, in the rays corresponding to p and q, in such a way that their 
scalar product is real. Then, to complete the proof, it is sufficient to show 
the unicity for the lattice of projectors of the real Hilbert space generated 
by f, g, and an orthogonal veetor; such unicity is a direct consequence of 
Gleason's theorem [5] (see appendix) .• 

As a consequence of the theorem, it is important to remark that not 
only does wp satisfy (2), but also the complete additivity 

~ wp(ai)=wp( y ai) if ai<aj Vi#j 

Then, for each observable ep, the mapping w p defines a complete measured 
Boolean algebra: 

8l~~~[0, 1] 

and we can apply the rules of probability in the usual way. If ep is repre­
sented by the family of self-adjoint operators {Aa}, we can define the 
expectation value by 

A = tr(P aoAao) 

APPENDIX 

In this appendix, we prove what is more or less the first part of Gleason's 
theorem. The demonstration is a little different, and perhaps more 
geometric. 

THEOREM. There exists one and onlyone mapping w from the lattice of 
subspaces of the real three-dimensional Hilbert space R 3 into the real 
interval [0, I] such that: 

(1) w(x)= 1-p<x for a given ray p. 
(2) w(a)+w(b)=w(a v b) for a.lb. 
Proo! The proof is given as the consequence of four lemmas. In the 

following, we represent the lattice of the subspaces of R 3 by the projective 
real plane in such a way that the line at infinity represents the two-dimen­
sional subspace orthogonal to the given ray p. In this plane, every ray is 
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represented by a point and the orthogonality relation between rays in­
duces an orthogonality relation between points. The desired mapping can 
be defined as a function w(q) ofthe points q of this space which takes on the 
value 1 for p and 0 for every point at infinity. 

LEMMA 1. Ifw(q) is continuous and ifthe value ofw(q) depends only on 
the angle <jJ between the rays p and q, then it is unique and is given by 

w(q) = cos2 <jJ 

Prao! In Figure 3, the position of a point q on the line is labeled by the 
square ofthe tangent of the angle between p and q; we have chosen A> 1. 

1-wp (q) 
qo~--------------~,~-----------------Lq , , , 

1/.:t 
" 

",1+1/.:t 
", , 

........ , ...... 

-------------7 
P 1 / 

/ 
/ 

/ 
/ 

/ 

w(q) 

Fig.3. 

/ 
/ 

/ 
/ 

/ 

/ 
/ 

/ 
/ 

/1+.:t 

/ 
/ 

/ 
/ 

Since Lq is orthogonal to q, and ql is orthogonal to the point at infinity on 
the line q~q, by point 2 of the Theorem, 

w(q~)+ w(q)=W(ql) 

Hence, by the hypothesis of Lemma 1, 

w(ql)=2w(q) 
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Using Pythagoras' theorem, 

4y=(1 + A)+ [1 + (l/A)] +A -(l/A)= 2(1 + A) 

and therefore 

z=t(A-l) 

The relation above is then 

2w(A)=w[t(A-l)] 

If we let x = 1/(1 + A) and w [(1- x)/x] = f (x), this becomes 

2f(x) = f(2x), x<t 

For 1/2~x~ 1, or A~ 1, we note that w(l/A)= 1-w(A), so that 
f(x)= 1-f(l-x). 

The demonstration is completed by remarking that for f(x) a conti­
nuous funetion, there exists one and onlyone solution, 

f(x)=x 

LEMMA 2. If w(q) is continuous, then its value depends only on the 
angle 4> between p and q. 

Proof. Because of the continuity hypothesis, it is sufficient to prove 
that W(ql)~W(q2) if A2>A I , where, as before, A=tan2 4>. 

From Figure 4, one sees that 

A2 = At/COS2 rjJ > Al 

and in this particular case, 

where q~ is the point on the !ine L orthogonal to q2' On the other hand, for 

0<A2 -Al <e 
it is always possible, by dividing the angle rjJ by n sufficiently large [such 
that rjJ2/n<e(1-rjJ2/n2)], to prove W(ql)~W(q2) by repeating the argu­
ment given above. 

LEMMA 3 (Gleason). If w(q) is continuous at some point qo, then it is 
continuous at every point. 
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Proo! First, we will show that if w(q) is continuous at qo, it is con­
tinuous at every point ql orthogonal to qo. Given e>O, let Ube the cor­
responding neighborhood of qo. Take the point qEqOql orthogonal to 
some point q' E U on the line qOql. For every point roE U, define by rl the 
point on the line roq orthogonal to ro and by r' the point on the same line 
roq orthogonal to q. The points rl for which the corresponding r'lies in U 
define a neighborhood of ql. Now, w(qO)+W(ql)=W(q')+w(q) and 

w(ro) + wh) = w(r') + w(q). 
Hence, 

Iw(rl)-w(ql)1 
= Iw(qo) - w(ro) + w(r') - w(q')1 
~Iw(qo)- w(ro)1 + Iw(r')- w(qo)1 +Iw(qo)- w(q')1 ~ 3e 

To complete the proof, it is sufficient to remark that given two arbitrary 
points, there always exists a point orthogonal to both (as can easily be seen 
directl y in R 3). 

LEMMA 4. The function w(q) is continuous at some point qo. 
Proo! The function w(q) is a decreasing function of A. along a line 

passing through the given point p. Given ql and Q2' two points on such a 
line, suppose A.z > A.l; then, there always exists a point r such that qzr is 
perpendicular to pr and q 1 r is perpendicular to pq 1. By the same reasoning 
used before, 

It is well known that a bounded decreasing function is continuous at 
some point. Then w(q) is continuous at some point qoEpq along the !ine 
pq. Now, 

if W(ql)-w(qZ)<e, then Iw(q)-w(qo)1 <e 

for every point of the triangle r, r', qz of Figure 5 .• 
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R. J. GREECHIE AND STANLEY P. GUDDER 

QUANTUM LOGICS 

PREFACE 

Although the authors have great interest in physics and philosophy we 
are not 'experts' in these fields; moreover our primary interest (and train­
ing) is in mathematics. For these reasons our presentation is essentially 
mathematical in nature. We realize that, when one presents an approach 
which purports to deal with physical situations, physical justifications 
should be given for one's assumptions. If further this approach has philo­
sophical ramifications then one ought to discuss these ramifications. In 
this paper we shall attempt to motivate the assumptions made; however, 
we shall minimize discussion of the philosophical import of these assump­
tions. 

Our main aim is to present so me mathematical tool s necessary for the 
study ofaxiomatic quantum mechanies, in particular the quantum logic 
approach. We feel that the mathematical toois, techniques and theorems 
must be first understood before physical and philosophical discussions 
about the subject can take place. It is our opinion that the quantum logic 
approach can give one, if nothing else, deeper insight into the understand­
ing of quantum phenomena. 

I. INTRODUCTION 

There are many advantages ofaxiomatic formulations for physical theo­
ries. First of all, by stating one's axioms carefully one is fully aware of the 
assumptions made in the theory and it is c1ear what hypotheses must be 
physically justified. These hypotheses may then be tested in the laboratory 
as a check of the theory. Of course, a physical theory can never be proved 
to be correct; the conclusions from the theory can only be compared with 
experimental results to test whether it is an approximate description of 
some small isolated portion of 'reality'. If the theory fails to compare 
favorably with the experimental results it must be abandoned as a theoret­
ical description for that portion of reality. Otherwise it may be retained 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 545-575 
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until a better theory is discovered. Secondly, an axiomatic approach give s 
a common 'universe of discourse' in which ideas may be discussed and 
conjectures formulated. Many of the great controversies in physics seem 
to result from difficulties in semantics. For example, it is our feeling that 
the controversy over hidden variables in quantum mechanics is caused to 
a certain extent by a failure in laying out the 'ground rules' for the game. 
Many arguments seem to result from the fact that the debators have dif­
ferent underIying physical formulations in mind and it is never c1earIy 
state d exactIy what assumptions one is making. If at the beginning a com­
mon universe of discourse in terms of an axiomatic formulation were es­
tablished these type s of problem s might vanish. Thirdly, if one operates 
under a consistent axiomatic madel for a physical theory one is assured 
that no mathematical contradictions will be encountered. For example, 
the difficulties in quantum electrodynamics stemming from the occurrence 
of divergences and infinities might be avoided if a consistent axiomatic 
model were constructed. Indeed this is one of the reasons for the introduc­
tion ofaxiomatic quantum field theory by Wightman and his co-workers. 

There are several axiomatic approaches to the foundations of quantum 
mechanics available in the physical and mathematical literature. One of 
these is the quantum logic approach initiated by Birkhoff and von Neu­
mann in 1936 [4]. This study has been continued by Mackey [54, 55], and 
Varadarajan [80], and has been refined and altered by Jauch, Piron [38, 39, 
40,45,46, 64] and others [1, 5, 14, 18,28,30,31,32,42,56,58,62,65,67, 
68,69,76,78,79,82,84]. Another is the algebraic approach first conceived 
by Jordan et al. [47] in 1934, developed further by Segal [71, 72] and others 
[50, 73, 74] culminating in the elegant theories of Haag [37], Wightman 
[77], and their co-workers. Another formulation has been proposed by 
Ludwig and his collaborators [51, 52] and has been recentIy refined by 
Mielnik [59, 60], Davies and Lewis [11, 12] and others [15, 16,36]. These 
models present different approaches to what appears to be essentiaIIy the 
same underIying theory. In fact there have been studies made comparing 
these different approaches [27, 35, 63]. Now it may seem, at first sight, to 
be wasteful and redundant to proliferate the literature with different ap­
proaches to the same subject. However, it has turned out that each 
approach adds new insights and different viewpoints which have led 
to fruitful results and contributed to a deeper understanding of quan­
tum theory. 
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Of course, most working physicists do not use and are probably eve n 
unaware of the above formulations. The majority of physicists rely upon 
the von Neumann [81] and/or Dirac [13] formulations of quantum me­
chanics and in so doing have achieved many extraordinary successes. We 
have no quarrel with these researcherso We only contend that a knowledge 
of some of the basic mathematical tool s involved in a consistent axiomatic 
model grounded upon physically justified assumptions may prove both 
useful and rewarding. 

One of the aims of the present paper is to present one of these models, 
namely the quantum logic approach, in some detail. This approach has 
evolved in several slightly different directions. One of these directions we 
attribute to Mackeyand another to Jauch-Piron. We single out these re­
searches only for expediency and, aIthough they have had profound in­
fluence on the subject, it must be realized that many others have made 
equally important contributions. 

Having treated these two major approaches to quantum logic in some 
detail we discuss several attempts to define a conditional, a-::Jb, in quan­
tum logic. The impact of our discussion is that there has been no success­
ful attempt to define a conditional, a-::Jb, which is an element of the logic 
and behaves in a fashion similar to that of elassicallogic. 

We conelude with a discussion of combinatorial quantum logic. Ortho­
gonality spaces are introduced in order to present a model which distin­
guishes between the two possible orderings induced by states. Other appli­
cations of this promising approach are given. 

II. OBSERVABLES, STATES AND QUESTIONS [55] 

Although, as we have stated in the introduction, there are several axio­
matic formulations for the foundations of quantum mechanics, they all 
seem to involve in so me degree the three basic, primitive notions of ob­
servable, state, and question. In the laboratory, the experimental physicist 
makes different measurements. He measures physical observables which 
have traditional names such as energy, momentum, position, spin, charge, 
magnetic moment, etc. He makes these measurements by subjecting a 
physical system to a measuring apparatus, and he is concerned with the 
outcomes of these interactions when the system is in so me specified state 
or condition. 
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Let us suppose that we have some fixed physical system which may exist 
in any one of a collection of states S = {s, S I, S2' ... } and that in this system 
one may measure the observables @={x,y, z, ... }. Now the result ofmea-
suring an observable x can usually be formulated as a number; e.g., the 
spin of the partide was + 2, the energy of the e1ectron was 3 ergo Of course, 
in practice, one repeats the experiment many times (keeping the state as 
fixed as possible) and obtains only a statistical distribution for the values 
of X. Thus, given an observable x and a state s, the experimentalist ob­
tains a probability distribution p(x, s) ('). By this we mean that given any 
set E of real numbers (mathematicians usually only consider Borel sets 
but we will not concern ourselves with such technicalities now) p(x, s) (E) 
is a number between 0 and I representing the probability that the obser­
vable x has a value in the set E when the system is in the state S. If we de­
note the set of all probability distributions by M we may now formulate 
our first axiom. 

AXIOM I. There is a map p: @ x S -+ M denoted by p(x, .1)('). (Of 
course @ x S denotes the set of all ordered pairs (x, s) where XE@ and 
SES.) 

If two observables have the same probability distribution in every state 
then there is no experimentaI way to distinguish them so they must be the 
same observable. Similarly if two states give the same probability distri­
butions for all observables they must be equal. We are th us led to our next 
axiom. 

AXIOM 2. If p(x, s) (E) = p(y, s) (E) for all SE S and all sets E of real 
numbers then x= y. Ifp(x, Sl) (E)=p(x, S2) (E) for all xE@and all sets E 
ofreal numbers the n Sl =S2' 

If we can measure an observable x then it is just as easy to measure the 
observable x2 ; simply take the measured values of x and square them. 
Now the probability that x2 has a value A. is the same as the probability 
that x has the values ± JA., and more generally the probability that x 2 

has a value in aset E of real numbers is the probability that x has a value 
in the set±J E= {A.:A.2 EE}. In the same way, iffis a real valued function 
and x is an observable thenf(x) is an observable and the probability that 
f(x) has a value in the set E is the probability that x has a value in the set 
f -1(E)= {A.:f(A.)EE}. Usually mathematicians consider only Borel func­
tions but again we omit the technicality. We are now ready for our next 
axiom. 



QUANTUM LOGICS 549 

AXIOM 3. If XE(!J and j is a real valued function then there is a YE(!J 
such that p(y, s) (E) = p(x, s) (f -l(E» for every SE S and every set of real 
numbers E. 

It follows from Axiom 2 that the observable Y in Axiom 3 is unique. 
We denote this observable by y=j(x). 

Now there is a particular type of observable which is extremely simple. 
These are the observables with only two possible values, say 0 and 1. We 
call such observables 'questions'. For example, a co unter is a question 
since it gives a measurement with only two possible outcomes: unactiva­
ted (or 0) and activated (or I). We thus define a question to be any obser­
vable x that satisfies p(x, s) ({O, 1 })= I for all SES; that is, x has thevalue 
o or I with certainty in every state. It is easy to show that XE(!J is a question 
if and only if x2 = x. There is another convenient way to describe ques­
tions. If E ~ R (R denotes the real line) then the characteristic junction 

{
I if A.EE. 

xiA.) = 0 ifA.~E. 
Now it is easy to show that XE(!J is a question if and only if x= XiY) for 
so me E~R, YE(!J. In particular if XE(!J the n we can associate with each 
E~ R a question xix). This question has the value I if x has a value in E 
and the value 0 if x has a value not in E. Notice if xix) = xiY) for all 
E~Rthen 

p(X, s) (E) = p(x, s) (xiI {I}) = P(xE(X), s) ({I}) 
= P(XE(Y)' s)({l}) = p(y, s)(E) 

for all SES, E~ Rand hence x= y. We thus see that not only can we asso­
ciate with any observable x a collection of questions {xix) :E~ R} but 
that this associated collection of questions determines x. 

Denote the set of questions by Q. We have seen that the system (Q, S) 
contains all the information given in «(!J, S). Since questions are far simpler 
than general observables it appears that we can make a more fundamental 
study by considering (Q, S) instead of «(!J, S). Let us now try to discover 
some of the mathematical properties of the system (Q, S). If aEQ and 
SES we define s(a)=p(a, s) ({I}). Now sea) may be interpreted as the pro­
bability that ahas the value 1 (or ahas the answer 'yes') in the state s. 
Notice if a, {3EQ and s(a) = s({3) for all sESthen by Axiom 2, a={3. It al so 
follows from Axiom 2 that if sl(a)=s2(a) for all aEQ then Sl =S2 so there 
are sufficientiy many questions to determine the state. If al' a2 E Q we de-
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fine IX l ~1X2 if S(lXl)~S(1X2) for all seS. Thus IX l ~1X2 ihl has a smaller pro­
bability of having an answer 'yes' than 1X2 in every state. It is easy to check 
that ~ is a partial order relation on Q; that is IX~IX for alllXeQ, IX~P and 
P~Y implies IX~Y, IX~P and P~IX impIies IX= p. Thus (Q, ~) is a partially 
ordered set or poset. Letfbe the functionj(A.)= l-A.. IheQ we define the 
observable IX' by IX' =j(IX). Notice 

p(IX', s) ({O, I}) = p(lX, s) (J-l {O, I}) = p(lX, s) ({O, I}) = 1 

for every seS so IX' eQ. AIso 

S(IX') = p(IX', s) ({I}) = p(lX, S)(J-l {I}) = p(lX, s) ({O}) 

= I - p(lX, s) ({I}) = I - S (IX) . 

Thus IX' corresponds to the negation of the question IX. !ffo andfl are the 
functions that are identically zero and one respectively and xet'J we de­
fine the observables 0 and 1 by O=jo(x) and 1 =jl(X) respectively. Notice 

peO, s) ({O, I}) = p(x, s) (JO-l {O, I}) = p(x, s) (R) = 1. 

Hence OeQ and also 

seO) = peo, s) ({I}) = p(x, s) (Jo-l {ID = p(x, s) (ep) = 0 

for all seS. Similarly 1 eQ and s(1) = 1 for all seS. Hence 0 ~ IX~ 1 for 
alllXeQ. We may interpret 0 and 1 as the questions whose answers are al­
ways 'no' and 'yes' respectively. In the poset (Q, ~) we say that y is the 
least upper bound of IX, peQ if IX, P ~ y and whenever IX, p ~ b we have 
y ~ b. The least upper bound need not exist, but when it does it is unique. 
We denote the least upper bound (or sup) of IX and p by IX V P when it 
exists. We define the greatest lower bound (or inf) of IX and P duallyand 
denote it by IX" P when it exists. The following lemma is easily proved. 

LEMMA 2.1. The operation IX -+ IX' is an orthocomplementation on Q. 
That is, IX" = IX for alllXe Q, if IX ~ P then P' ~ IX', and IX v IX' always exists 
and equals 1. 

Thus (IX, ~, ') is an orthocomplemented poset. This section has served 
only as an introduction to the physical and mathematical notions involved 
in an axiomatic approach to quantum mechanics. The theory has not been 
carried out far enough to give a mathematical model for a physical sys­
tem. In the next section we will start anew on a slightIy different tack and 
present a more detailed and complete mode!. The framework that we 
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have developed in the present section can be extended further [55] to ob­
tain amodel equivalent to that of the next section. However it is more 
common and possibly more instructive to begin with the questions as the 
axiomation elements as is done in the succeeding section. 

III. THE BIRKHOFF-VON NEUMANN-MACKEY APPROACH [80] 

In the last section we formulated an axiomatic theory based on the ohser­
vables and states of a physical system. We then derived the notion of ques­
tions which turned out to be more elementary than the observables. For 
this reason we now formulate an axiomatic model in which the questionS 
are the sole primitive axiomatic elements. We the n derive the concepts of 
states and observables in terms of these primitive elements. 

Let Q = {cx, P,y, ... } be the set of questions for a quantum system. A 
question may be interpreted as corresponding to a measurement or exper­
iment leading to two alternatives which we call 'yes' and 'no'. The above 
measurement or experiment consists of a procedure to be carried out with 
the physical system under consideration, and a rule for interpreting the 
possible results in terms of 'yes' and 'no'. It is well-known that there are 
measurements in quantum mechanics that interfere with each other such 
as position and momentum measurements. Suppose cx and P are non­
interfering questions (i.e. performing the experiment cx does not change 
the answers of P and vice-versa). If whenever the answer to cx is 'yes' it 
follows that the answer to P is 'yes' we write cx ~ p. Notice the relation 
~ has no apparent connection with the order relation in Section II. We 
cannot use that order relation here since our only axiomatic elements are 
questions and we want to derive the states. from these. The relation ~ 
should satisfy: 

(QI) cx ~ cx, for all CXEQ; 
(Q2) ifcx ~ P,P ~ cxthencx=p; 
(Q3) if cx ~ p, P ~ y then cx ~ y; 
(Q4) there are questions 0,1 such that ° ~ cx ~ 1 for all CXEQ. 
Thus Q is a pöset with universal bounds 0,1. A fundamental problem is 

whether Q is a lattiee, i.e. does cx v p and cx "p exist for all cx, pEQ? For 
example if cx " P exists it would (in this setting) be interpreted as the ques­
tion whose answer is 'yes' if and only if cx and P both have the answer 'yes'. 
If cx and P are interfering questions it is, to some researchers, doubtful 
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that an experimental apparatus can be constructed corresponding to such 
a question except under special conditions. For this reason we do not 
assume Q is a lattiee. In Figure I we diagram an example of a poset which 
is not a lattiee. In reading such diagrams, a rising line from cx to 13 means 
cx ~ 13 and there is no ~ =F IX, 13 such that IX ~ ~ ~ 13. 

1 

(3 

cx 

o 
Fig.l 

Given aeQ we define a' as the question whose alternatives are reversed; 
that is, we consider IX' to have a 'yes' answer if and only if the result of IX is 
'no'. It is clear that the following conditions are satisfied: 

(Q5) IX" =IX for alllXeQ; 
(Q6) if IX ~ 13 then 13' ~ IX' ; 

(Q7) IX v IX' exists and equals 1 for alllXe Q. 
Thus (Q, ~, ') forms an orthocomplemented poset. If IX ~ 13' we say cx 

and 13 are orthogonal are write lXJ..f3. Notice IX J.. 13 if and only if f3J..lX. We 
may interpret lXJ..f3 to mean that IX and 13 are non-interfering and that 13 has 
a 'no' result if IX has a 'yes' resull. In this case it is regarded as physically 
resonable to assume that IX v 13 exists. We extend this conclusion, mainly 
for mathematical convenience, to a countable number of questions. 

(Q8) If lX i is a sequence of mutually orthogonal questions then V lX i 

exists, i.e. Q is a-orthocomplete. 
We now make this into a statistical theory by introducing states. A state 

should completely describe the system as far as is physically possible. 
Experimentally the most we can determine about the questions of a physi­
eal system is the probabilities of getting 'yes' (and hence also 'no') results. 
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Thus given a question IX, the state should determine the probability that 
IX has a 'yes' resulto We therefore define a state s as a probability measure 
on Q; that is, s is a map from Q to the unit intervaI [0, I] e R such that 
(Sl) s(I) = I; (S2) s( V IX;) = LS(IX;) if lX;l.lXj , i #j = I, 2, .... 

A set ofstat~s S on Q is full if S(IX)~S(P) for all SES implies IX~P. One 
can give examples of systems satisfying (QI)-(Q7) which have no states at 
all [22]. Physically, one would expect to have enough states to capture the 
ordering on the questions. We therefore postulate: 

(Q9) There is a full set of states S on Q. 
If (Q, S) satisfies (QI)-(Q9) we call it a quantum logic. An orthocom­

plemented poset is called an orthomodular poset if IX ~ P implies IX v (P /\ IX') 
exists and equals p. The next Iemma has a straightforward proof. 

LEMMA 3.1. If (Q, S) is a quantum Iogic then Q is an orthomodular 
poset. 

Now there are quantum logics which are not lattiees. Let Q= {I, 2,3,4, 
5, 6} and Iet Q be the collection of subsets of Q with an even number of 
elements. Order Q by indusion and Iet ' be the usuaI set complementation. 

For AEQ, i= I, ... ,6 define S;(A)=~ ~ ~~ ~:~. Then S= {s;:i= 1, ... , 6} 

is a full set of states and (Q, S) is a quantum Iogic. However Q is not a 
lattice since, for example, {I, 2, 3, 4} 1\ {2, 3, 4, 5} does not exist . 

. We say that two questions IX, P are compatible (written aCp) ifthere are 
mutually orthogonaI questions 1X1, Pl' y such that IX = 1X1V y, P = Pl V y. We 
shall see that compatible questions are one s that can be answered simul­
taneously; that is, questions which do not interfere. In fact, the words 
compatible, simultaneously answerable, and non-interfering are frequently 
used synonymously. Notice if 1X1.P then IXCP and OCIX, I CIX for allIXEQ. 
Physically, our interpretation of IX~P demands that IXCP if IX~P. This 
need not happen if there is no full set of states which is another reas on we 
insist upon (Q9). 

LEMMA 3.2. If (Q, S) is a quantum Iogic then IXCP whenever IX~P. 
DynamicaI variables are very important in dassicaI physics and they are 

equally important in quantum mechanies. In dassicaI mechanics dynami­
eal variables are defined as funetions on phase space. Since we have no 
phase space in our present setting, we must define them differently. To 
distinguish these objects from their dassicaI counterpart (our definition 
will actually be a generalization of dynamicaI variabIes) we shall 
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call them 'observables'. An observable should be an object associated 
with our physical system which can be measured. That is, it determines a 
set of real numbers, the values of the observable. On the other hand, given 
any set of real numbers E an observable x gives us the question: 'Does x 
have a value in E?' Now it would be cumbersome mathematically to 
consider all subsets of R. For this reas on mathematicians usually consider 
a dass of subsets of R which is at the same time large enough to contain all 
the physically important subsets of Rand yet small enough to make the 
theory manageable. Now open intervals are certainly important subsets of 
R (these intervals correspond to inexact results of measurements such as 
'the result is between 2.03 and 2.05 degrees centigrade') and we would 
surely !ike to be able to take set complements and countable unions of sets 
and stilI remain within our dass of subsets. The dass of Borel subsets B(R) 
of R is defined to be the smallest collection of subsets of R that contains the 
open intervals and that is dosed under set complementation and countable 
unions [38, 48]. It is easy to show that open sets and dosed sets are Borel 
sets and that B(R) is dosed under countable intersections. Now if x is an 
observable and EeB(R) we have the corresponding question x(E): 'Does 
x have a value in the set ET. We thus define an observable x as a map 
from B(R) to Q that satisfies the following physically plausible conditions: 

(l!Jl) x(R) = 1 ; 

(l!J2) ifEnF=0,thenx(E)l.x(F); 

(l!J3) x(UEi)= V X (Ei) ifEi nEj =0,ii=j=1,2, .... 

It follows that x(0)=O and denoting the complement of EeB(R) by E' 
we have x(E')=x(E)'. To give an example of an observable, let (Xi be a 
sequence of mutually disjoint questions such that V (Xi = 1 and let Ai be a 
sequence of distinct real numbers. Defining the map x by x (E) = 
V {(Xj: AjeE}, EeB(R), it is easily checked that x is an observable. 

Two observables x, y are compatible (written xCy) if x(E)Cy(F) for 
every E, FeB(R). We shall show later that observables which are compa­
tible may be thought of physically as being observables which are simul­
taneously measurable. It can also be shown that a collection of compatible 
observables may be identified with a collection of dynamical variabIes. 

The reader should notiee that we have constructed a generalized proba­
bility theory. Instead of being a Boolean u-algebra of subsets of aset, our 
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events (questions) which are more general, form a logic with less structure 
than a Boolean a-algebra. The probability measures are replaced by states 
and the random variabIes by observables. Notice if x is an observable and 
s a state the n the probability that x has a value in EeB(R) is s[x(E)). 
Thus s [x (E)] corresponds to p(x, s) (E) in Section II. Before proceeding 
further, let us consider two exampIes of quantum Iogics. 

Example 1. Let D be a phase space and let B(D) be the Borel subsets of D 
(defined in a similar way as B(R) above). B(D) may be thought of as the 
set ofmechanical events. Now B(D) satisfies (Ql)-(Q8). A state is nowa 
probability measure on B(D) and from the existence of measures concen­
trated at points we see that B(D) has a full set of states and is thus a quan­
tum logic. If x is an observable it follows from a theorem of Sikorski­
Varadarajan [80] that there exists a (measurable) function j: D -+ R such 
that x(E)=j-l(E) for every EeB(R).Thus observables arejust inverses 
of dynamicaI variabIes. We thus see that the quantum logic generalizes 
classicaI mechanics and also the conventional Kolmogorov formulation 
of probability theory [48]. It is easily checked that all events (questions) 
and observables are compatible in this example. 

Example 2. Let H be a separable complex Hilbert space and let P 
be the collection of all closed subspaces of H. Ordering P by inclusion and 
defining the complement of asubspace as its orthocomplement it is easily 
seen that P satisfies (Ql)-(Q8). If rx.eP we denote the unique orthogonal 
projection on rx. by P", Now if C{J e H and II C{J II = 1 then the map rx. -+ (C{J, P"C{J > 
is astate. If rX.'!P choose a unit vector C{Jo in rx. which is not in p. Then 
(C{Jo, P"C{Jo> = 1 and (C{Jo, PpC{Jo> -# 1 so P has a full set of states and is thus 
a quantum logic. It is an interesting and important fact that every state is 
a convex combination of states of the above form. Indeed, Gleason [21] 
has shown that any state s on P has the form s (rx.) = Lr' A; (C{J;, PaC{J;), 
A; ~ 0, LA; = 1, C{J; is an ortho-normal set of unit vectors. Identifying 
closed subspaces with their orthogonal projections, an observable may be 
thought of as a projection-vaIued measure. Since, using the spectral theo­
rem [38], there is a one-one correspondence between projection-valued 
measures and self-adjoint operators, we may identify observables with 
self-adjoint operators. It is straightforward to show that rx., peP are com­
patible if and only if P" and Pp commute. It follows that two observables 
are compatible if and only ifthey commute. Of course, the present example 
gives the usu al framework of conventional quantum mechanics. We thus 
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see that the quantum logic is a generalization of conventional quantum 
mechanics. 

Let us now return to general quantum logics. If x is an observable we 
call {x(E):EeB(R)} the range of x. 

LEMMA 3.3 [80]. Two questions a, P are compatible if and only if they 
are in the range of a single observable. 

This last lemma justifies the fact that compatible questions are physi­
cally non-interfering questions since to measure two compatible questions 
we need measure only a single observable. 

A function f: R -... R is said to be a Borel function if f -I (E) e B(R) for 
every EeB(R). Again we consider Borel functions instead of arbitrary 
functions for mathematical manageability. It can be shown that the Borel 
functions form the smallest cIass of functions which contains the contin­
uous functions and which is cIosed under pointwise convergence. Now if x 
is an observable and u a Borel function on R then there is an operational 
significance for u(x). That is, if x has the value AeR the n u(x) has the 
value U(A). This is equivalent to saying that the question 'Does u(x) have 
a value in EeB(R)?' is the same as the question 'Does x have a value in 
u- I (E)?'. Motivated by this we define u(x) as u(x)(E)=x(u- 1 (E)) for all 
EeB(R). It is easily checked that u(x) is an observable and that u(x)Cx. 

THEOREM 3.4 [80]. Two observables x, y are compatible if and only if 
there is an observable z and Borel functions u, v such that x= u(z) and 
y=v(z). 

This last theorem shows that, physically, compatible observables are 
measurements that can be performed simultaneously (i.e., non-interfering) 
since to measure compatible observables one need only measure a single 
observable. 

One can continue this approach to a considerable extent and introduce 
such notions as time evolution, spectral theory, symmetry, superposition 
principle, superselection rules, scattering theory, and many others [18, 27, 
30,31,32,40,41,45]. However we refer the reader, interested in further 
study, to the literature and hope that we have conveyed some of the f1avor 
of this subject. 

lY. THE JAUCH-PIRON APPROACH [42, 65] 

In the last section we gave an approach to quantum logics and in this 
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section we present a slightly different approach. Each approach has its 
advantages and disadvantages. One of the advantages of the present ap­
proach is that it gives a much richer (and hence more specific) mathe­
matieal structure than that of Section III. For example one is able to de­
rive the existence of sups and infs in a reasonable physical manner and thus 
show that in this case Q is a lattice. A disad vantage of this approach is that 
the probabilistic interpretation seems to disappear (although it can be 
partly recovered later under certain conditions); this is at the same time an 
advantage since states can be defined without recourse to probabilistic 
statements and therefore no difficuIties arise attributing a state to an indi­
vidual system. 

In this approach the questions Q = {cx, /3, y, ... } are again take n as the 
primitive axiomatic elements where the questions are interpreted exactly 
the same as in Section III. If cxeQ the question cx- is the question obtained 
by interchanging the alternatives of cx. We have changed notation because 
we want to use ' for something else later. If {cx;} is a collection of questions 
(not necessarily countable) we denoted by ncxi (cx· /3 if there are two) the 
question defined in the following manner: Measure an arbitrary one of the 
cx/s and attribute to n ai the answer thus obtained. Clearly (nCXir = ncx i -. 
There exists a trivial question 1 which consists in doing anything (or 
nothing!) and stating that the answer is 'yes'. Let 0= 1-. 

DEFINITIONS. When the physical system is prepared in such a way 
that the resuIt of a measurement of cx is certain to be 'yes' then cx is true. 
If whenever the physical system is prepared so that cx is true we have /3 
true also the n we write cx :::;; /3. 

This last relation expresses a physicallaw. This order relation is weaker 
than the order given in Section III and in fact this is the essential difference 
between the two formulations. We shall see that this difference enables one 
to develop a much richer structure. Clearly cx :::;; cx for all cxe Q and cx :::;; /3, 
/3 :::;; y implies cx :::;; y. We define an equivalence relation cx '" /3 if cx :::;; /3 and 
/3 :::;; cx. A proposition is an equivalence dass of questions. We denote the 
equivalence dass containing cx by a = {/3 e Q:/3 '" cx}. We say a is true if any 
(and hence all) questions in a are true. 

At this point we see that the probabilistic interpretation of propositions 
is lost. For example let cx and /3 be questions.Define the question y in the 
following way: Flip a fair coin; if the coin comes up heads measure cx, if 
the coin comes up taiIs measure p. Define the question J as follows: Flip 
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a weighted coin in which the probability of heads is ! and the probability 
of tails is !; if the coin comes up heads measure et, if the coin comes up 
tails measure p. Now the two questions y and ij are equivalent since the 
only way y or ij can be true is if et and p are both true. Suppose we had a 
notion of the probability A. that et has a 'yes' answer and the probability 
fl that p has a 'yes' answer. Then the probability that y has a 'yes' answer 
would be 1-A. +1-fl while the probability ij has a 'yes' answer would be!A. + 
!fl which is, in general, different from 1-A. +1-fl. Thus there would be no 
unique way to associate a probability to the proposition containing y 
and ij. 

Let L be the set of propositions defined for a given physical system. If 
a, beL define a ~ b if et ~ P for all etea, peb. It is easy to see that if ai 
is a collection of propositions the n 1\ ai = {P:P "" net;, etiea;} and that Vai 
= 1\ {xeL:x ~ ai for all i}. We thus see that L is a eomplete lattiee. It is 
clear that 'a 1\ b true'<=> 'a true' and 'b true' so 1\ plays the same role as 
'and' in ordinary logic. This formulation overcomes the difficuIties one 
has in the formulation of Section III where one gives the interpretation to 
a 1\ b as the question which has answer 'yes' when a and b have a 'yes' 
answer in which case a and b must be measured simuItaneously. In this 
formulation a and b are not measured simultaneously but one at a time. 

For the sup in this formulation, however, we only have 'a true' or 
'b true' ='> 'a v b true'. In fact we have the following lemma. 

LEMMA 4.1 [63]. If 'a v b true'<=>('a true' or 'b true') for every a, beL 
then L is distributive; i.e., a 1\ (b v e) = (a 1\ b) v (a 1\ e) for all a, b, eeL. 

The implication 'a v b true' ='> 'a true' or 'b true' is an essential distinc­
tion between dassical and quantum theory. This implication holds in das­
sical theory but in general not in quantum mechanies. Thus in dassical 
theory L is distributive and it can then be shown [3] that L is isomorphic 
to the set of subsets of some phase space. 

Example. The linear polarization of photons. The experiment consists 
of placing a polarizer in a beam of linearIy polarized photons. By dis­
patching photons one by one, this experiment leads to an alternative: 
Either the photon passes through or is absorbed. We define the question 
et", by specifying the ori en tati on of the polarizer ( the angle <p) and inter­
preting the passage of a photon as a 'yes'. By experiment one can show 
that in order to obtain a photon prepared so that et", is 'true' it is sufficient 
to consider photons which have passed a first polarizer oriented at this 
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angle ep. Also experiments show that it is impossible to prepare photons 
capable of traversing with complete certainty a polarizer oriented at angle 
ep as weil as another oriented at angle ep' =F ep(mod Jt) i.e. (l",' (l",' '" O. The 
corresponding lattice of propositions is given in Figure 2. 

1 

... atp' 

o 
Fig.2 

One cannot define a question which is 'true' if and only if 'a", is true or 
a",' is true' since a photon which is absorbed does not get through the polar­
izer so a second experiment cannot be performed. Notice in this case 
'a", v a",' is true' #>- 'a", is true or a",' is true'. The lattice is not distributive 
and therefore corresponds to a quantum system. 

We say that b is a compatible complemenr of a if it is a complement of a 
(i.e., a 1\ b = 0, av b = 1) and if there is a question (lEa such that (l- Eb. 
For example in the polarization experiment a",+,,/2 and a", are compatible 
complements but no other a",' is a compatible complement for a",. 

Note. Every proposition has at least one compatible complement. This 
can be seen as foIlows. If aEL, let (lEa and let b be the equivalence class 
containing (l-. Then b is a compatible complement of a. 

AXIOM P. If a ~ b and a', b' are compatible complements of a, b res­
pectively, then the sub-lattice generated by {a, b, a', b'} is distributive. 

We canjustify Axiom P as follows. If a ~ b the n a and b are non-inter­
fering so they may be considered part of a classical subsystem and we have 
seen that classicaI systems are distributive. 

Suppose al' a2 are both compatibIe compIements of a. Then since a ~a 
by Axiom P, a, al' a2 are in a distributive sub-Iattice. But in a distributive 
lattice complements are unique so al =a2 • Hence compatibIe compIements 
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are unique. We denote the compatible complement of a by a'. It follows 
from Axiom P that a" = a, a ~ b implies b' ~ a' and a ~ b implies b = a 
v (b /\ a'). Thus L is a complete orthomodular lattice or CROC. We say 
that two propositions a, b are compatible if the sub-Iattice generated by 
ra, b, a', b' } is distributive. This definition is equivalent to the definition 
of compatibility given in Section III. 

A lP-state of L is a subset S eL satisfying: 
(Sl) 0 ~ S; 
(S2) ifaESanda ~ xthenxES; 
(S3) if aiES then AaiES; 
(S4) S is maximal, i.e., if a subset of L satisfies (Sl)' (S2), (S3) and 

contains S, it equals S. 
A JP-state corresponds physically to the set of propositions that are true 

for so me preparation of the system. Since a preparation determines and 
is determined by the set of propositions that are true for that preparation, 
a JP-state may be thought of as a preparation of the system. 

Let S be a JP-state and let p= A {a:aES}. Then by (S3)' pES. By (S2)' 
S={aEL:p ~ al. Nowpisan atom(i.e.0 ~Pl ~pimpliesPl=porO). 
Indeed, if there exists 0 ~ Pl ~ P and Pl ,eO, P then {aEL:Pl ~ a} satis­
fies (Sl), (S2), (S3) and properly contains S which contradicts (S4). Thus 
every JP-state defines an atom and every atom defines a JP-state. 

By definition if a proposition is different from 0, the n it must be true 
for so me preparation. We have therefore justified the next axiom. 

AXIOM Al. L is atomic (i.e. if a,eO there is an atom P ~ a). 
Axiom Al is equivalent to the axiom: Every proposition is contained in 

a JP-state. 
Our last axiom is the following: 
AXIOM A2. If a E L and P is an atom of L such that P :$ a' the n (p va') 

/\ a is an atom. 
Roughly speaking, the justification for A2 is that if p is the JP-state of 

the system and if an 'ideal measurement of the first kind' of a is made 
[42, 65] with the resulting answer 'yes' then the smallest proposition that 
is 'true' after the measurement is (p va') /\ a. Hence the resulting JP-state 
should correspond to (p va') /\ a so this proposition must be an atom. A 
similar interpretation for this axiom may be found in [67, 68]. 

Axiom A2 is called the semimodular or covering law. A complete lattice 
satisfying Axioms P, Al, and A2, i.e., a complete, atomic, semimodular, 



QUANTUM LOGICS 561 

orthomodular lattice is called a propositional system. A propositional sys­
tem L is irreducible if the onry elements of L compatible with all other 
elements of L are 0 and 1. 

THEoREM 4.2. Any propositional system is isomorphic to a direct 
product of irreducible propositional systems. 

One of the great achievements of this theory is the following. 
THEOREM 4.3 (Piron) [64]. Every irreducible propositional system of 

dimension ;:::: 4 is isomorphic to the lattice of all closed subspaces of a 
Hilbert space over adivision ring with involution. 

We thus see that a propositional system gives a structure which is very 
close to the conventional quantum mechanieal formalism in terms of a 
complex Hilbert space. This theory can then be considered as a 'deriva­
tion' of the Hilbert space that mysteriously occupies such an important 
place in conventional quantum mechanics. Of course an important prob­
lem is to give more physical information so that the division ring is deter­
mined (hopefully to be the complex numbers). One result alo ng these lines 
has been obtained by Gudder and Piron [34]. It states that if L admits an 
observable that is maximal in a certain sense then the division ring must 
contain the reals as a subfield. Examples of maximal observables are the 
position, momentum, and magnetic moment observables in conventional 
quantum mechanics. If further the division ring is a finite extension of R 
it follows from a theorem of Frobenius [66] that it must be the reais, com­
plexes, or quaternions. 

It follows from Theorem 4.3 that a propositional system L with dim 
L ;:::: 4 has a full set of states Y, although, as we have pointed out earlier, 
these states cannot be defined in terms of questions. In this way (L, Y) 
becomes a quantum logic which enjoys a stiIl richer structure. 

In summary, we define an abstract quantum logic (2, Y) to be a (1-

orthocomplete orthomodular poset 2 together with a full set of states Y. 
This structure seems to be the underlying framework for (almost) all 
quantum logical studies. In particular the models presented in Sections III 
and IV contain abstract quantum logics in which the axiomatic elements 
are given specific physical interpretations. 

V. HlDDEN V ARIABLE THEORIES 

As was mentioned in the introduction, one of the advantages gained by 
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an axiomatic formulation is that it presents a common universe of dis­
course in which to study deep quantum mechanical concepts. We also 
stated in Section III that many of the important concepts of quantum me­
chanies can be formulated within the quantum logie framework. Since we 
do not have the space to consider all these concepts, we shall attempt to 
iIIustrate the utility of the quantum logic approach by considering one 
concept which is not only important to this conference but has played a 
recurrent role throughout the history of the development of quantum the­
ory. This is the concept ofhidden variabIes. 

One of the problems in hidden variable discussions is that they have oc­
curred in different frameworks simultaneously and therefore investigators 
in many cases have been writing (and talking) about different subjects but 
have called them the same thing. Also it is very common that what one 
researcher calls hidden variables is entirely different from what another 
calls them so it is not surprising that some investigators are able to prove 
they do not exist while others prove they do. We would like to consider 
two hidden variable proofs in the quantum logic framework, one a proof 
that they do not exist and one a pro of that they do. 

lauch and Piron's interpretation of hidden variables is that if hidden 
variables exist then there would be states for which every prop­
osition is either true or false; that is, any question would have the ans­
wer 'yes' with certainty or the answer 'no' with certainty. They call such 
lP-states dispersion-jree. Thus, in their approach to quantum logics, if an 
atom p corresponds to a dispersion-free state we must have p ~ a or 
p ~ a' for every proposition aEL. It follows that p is compatible with 
every proposition. lauch-Piron go even further than this. Precisely, they 
say that a propositional system L admits hidden variables if every lP-state 
is dispersion-free [44]. Thus if L admits hidden variables the n each atom 
is compatible with every atom. It follows that each proposition is compa­
tible with every proposition (in particular L is distributive) and hence 
there are no interfering experiments and L is a dassieal propositional 
system. This is a contradiction since there are noncompatible proposi­
tions for quantum mechanical systems. These concepts can also be phra­
sed in the BVM (Birkhoff-von Neumann-Mackey) framework for quantum 
logic in which case we say a state is dispersion-jree if its values are just 0 
and 1, and a similar proof goes through. 

We now consider another interpretation of hidden variables phrased in 
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the BVM quantum logic context. We feel that the main difficulties in hid­
den variables discussions is that the investigators giving impossibility 
proofs [29, 44, 46, 49, 61, 81, 84] are not referring to the same thing as the 
hidden variable proponents. They are proving something is impossible 
but these things are not what hidden vari abI e researchers such as Einstein 
[17], Bohm and Bub [6, 7, 8,9], and others [2] are referring to when they 
speak of hidden variabIes. We will give a general definition in the BVM 
quantum logic context of what we feel an HV (hidden variabIes) theory is 
as described by HV proponents and prove that such a theory is always 
possible and is, in fact, unique in a certain sense. 

We first give an English-Ianguage version of what we feel the HV re­
searchers mean by an HV theory. 

The state s of a quantum mechanieal system is not complete in the sense that another 
variable w can be adjoined to s so that the pair (s, w) completely determines the system. 
That is, a knowledge of (s, w) enables one toprediet precisely the outcome of any single 
measurement. Furthermore, an average of (s, w) over the values of w gives the usual 
quantum state s. 

We now attempt to translate the above version of an HV theory into a 
mathematical-Ianguage version on a quantum logic (Q, S). First a single 
measurement corresponds to a Boolean sub a-algebra of Q. This is be­
cause in a single measurement there is no possibility of interference so the 
measurement corresponds to a distributive subsystem. To say that the re­
suIts of a measurement (corresponding to a Boolean sub a-algebra Bc. Q) 
are completely determined means that one has a dispersion-free state So 

defined on B (not on Q). We denote the set of dispersion-free states on B 
by SB. Recall that in probability theory a probability space is a triple 
(D, F, Il) where D is the set of elementary outcomes, F is the Boolean a­
algebra of events, and Il is a probability measure on F. 

DEFINITIONS. A quantum logic (Q, S) admits an HV theory if the re 
is a probability space (D, F, Il) with the following property: For any maxi­
maI Boolean sub a-algebra Bc. Q there is a map HB from S x D onto SB 
such that (i) W ~ His, w) (a) is measurable for every seS, aeB; (ii) Jo HB 
(s, w)(a)dll(w)=S(w) for every seS, aeB. Denote the set of maximal Boo­
lean sub a-algebras of Q by fJI. We caII «D, F, Il), {HB:BefJI}) an HV 
theory for (Q, S). An HV theory «D, F, Il), {HB: BefJI}) is minimal if 
His, wl)=His, (2) for every seS, BefJI implies wI = w2• 



564 R. J. GREECHIE AND S. P. GUDDER 

The definition merely says that for each 'completed' state (s, w) there is 
a dispersion-free state HB (s, w) for any single measurement B and (i), (ii) 
say that the avelage of these dispersion-free states over w give back the 
quantum state s. We consider only maximal Boolean sub a-algebras so 
that the theory does not become too cumbersome. This is reallyonly a 
technicality since any Boolean sub a-algebra is contained in a maximal 
one. The probability space (Q, F, /1) may be thought of as the space of hid­
den variabIes. If an HV theory is minimal, there exists aminimaI number 
of hidden variables - just enough to give all the dispersion-free states. We 
now state our main theorem [26]. 

THEOREM 5.1. Any quantum logic (Q, S) admits aminimaI HV 
theory «Q, F, /1), {HB:BEg$}). Furthermore, «Q, F, /1), {HB:BEg$}) is the 
unique minimal HV theory in the sense that if «Q', F', /1'), {HB' :BEg$}) 
is another HV theory, there exists a measurable mapr from Q' into Q such 
that HB(s, rw') (IX) = HB' (s, w') (IX) for all BEg$, w'EQ', SES, IXEB, 
/1'(r- 1(A»=/1(A) for all AEF and if «Q', F', /1'), {HB':BEg$}) is minimal 
then r is one-one. 

VI. THE CONDITIONAL 

We begin this section with a brief sketch of the treatment of the condition­
al in cIassicallogic. Let B be a Boolean algebra and tj a (lattiee) filter 
(i.e., (I) a, bEtj implies a 1\ bEtj; (II) aEtj, XEB with x ~ a implies XEtj) 
in B. We regard B as a logic and tj as the set of true propositions of B. 
For any two propositions a, b in B the conditional a::Jb (read 'a implies 
b') is the proposition a' u b. Thus a::J b is true in case a'ubE tj. By'divid­
ing out' the filter tj (or the dual filter of all false propositions) we obtain 
another Boolean algebra called the reduced algebra, B1 =B/tj. Let the 
elements of B1 be denoted by ti where aEB. Formally ti= {bEB I b v e= 
a v e for some eE B with e' E tj}. It turns out that the following statements 

are equivalent: (I) a::JbEtj, (2) a' v b= T, (3) ti ~ b. Thus in a Boolean 
algebra the statement 'a::Jb is true' may be translated into the statement 
'ti ~ b'. 

More than anything else the fact which allows us to regard the Boolean 
algebra B as a logic is the existence of a valid inferenee scheme (modus 
ponens)~ If aEtj and a::JbEtj then bEtj. The argument runs as follows: 
aEtj, a'ubEtj so al\(a'ub)Etj by (I); but since B is a Boolean algebra 
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(*) al\(a'ub)=al\bE/j; 

moreover a 1\ b ~ b so that b E /j by (II). 
(*) is the key to the above computations. The equation given in (*) is 

equivalent to saying that aCb. 
The question of whether there exists in quantum logic a conditional 

which is a logical proposition allowing a valid inference scheme has re­
ceived some attention. So farthe results are one-sided: If, for every a, bE!l' 
there is a proposition a-=:Jb behaving enough like the conditional ofclas­
sicallogic the n !l' is c1assical (a Boolean algebra). Here are four examples: 

(I) Fay [19] has proved the following: If a relation R is defined on an 
orthomodular lattice L by (a, b)ER if and only if a'vb=l, then R is 
transitive if and only if L is a Boolean algebra. 

(2) Skolem [75] defines an implicative lattice to be a lattice L with the 
property that for every a, b in L the re exists an element a -=:J b in L such that 

(i) al\(a-=:Jb)~b 

and 

(ii) ifal\c~bthenc~(a-=:Jb). 

He the n proyes that any implicative lattice is distributive. 
(3) Working in an orthomodular lattice L, Catlin [10] defines a relation 

I on L by (a, b)EI if there exists an element a-=:Jb satisfying (i) and (ii) 
above. (If such an element exists it is unique; in fact, a -=:J b = a' v b.) CatIin 
proyes (for exampIe) that (a, b)EI and (b', a')EI both hoId if and only if 
aCband (a' v b)Cx for all XEL. Thus (again) if a' v b behaves as the con­
ditional for every a, b in L, then L is a Boolean aIgebra. 

(4) Lukasiewicz [53] has developed a (c1assical) system in which a pro­
position P is assigned a truth vaIue [P]E IR satisfying 0 ~ [P] ~ 1. He 
defines the truth vaIues of the conditionaI P -+ Q and negation P as follows: 

{ I if ep] ~ [Q] 
[P -+ Q] = 1 - ep] + [Q] if[Q] < ep] 

and 

ep] = 1 - ep]. 

[P]= 1 is interpreted as 'P is true'. Intermediate values of [P] stand for 
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various degrees of certainty. Note that 

(i) EP] = 1 and [P -+ Q] = 1 implies [Q] = 1 

and 

(ii) [P -+ Q] = 1 and [Q -+ R] = 1 implies [P -+ RJ = 1. 

Jauch and Piron [43] considered an adaptation of the infinite-valued logic 
as developed by Lukasiewicz [53]. They argued as follows. Reichenbach 
[70] has proposed that the 

elementary propositions about quantum mechanieal systems should admit three truth 
values: True. false, and undetermined. In view of the fact, however, that the state of a 
system attributes to each yes-no experiment a probability function p(a) with O~p(a) ~ 1, 
it seems more natural, once one has passed beyond the ordinary double-valued logic, 
to consider 'quantum-Iogic' as an infinite-valued logic. 

The vari ou s degrees of certainty should depend on the state of the physical 
system. Thus they sought the existence in a quantum logic (L, 9') of a 
conditional p -+ q for each pair p, q in L. It must satisfy,for eaeh me //, 

(*) {1 ifm(p)~m(q) 
m(p -+ q) = 1 _ m(p) + m(q) if m(q) < m(p)" 

They showed that in a standard quantum logic there exist p and q that ad­
mit no conditional. 

Greechie and Gudder [24] generalized this result to an arbitrary quan­
tum logic. In fact, they did more. An outIine of the technical results is 
given below. 

Let (L, 9') be an abstract quantum logic and as sume that 9' is c10sed 
under theJormation oJmidpoints, i.e. 

Call a pair (a, b)eL x L conditional if there exists eeL such that for all 
me9' 

(**) mee) = min {l, m(a') + m(b)}. 

If e exists it is unique, write e=a -+ b. (Note that (*) and (**) are, in fact, 
the same condition.) Call (L, 9') eonditiona/ if a -+ b exists for all pairs 
(a, b). Then (L, 9') is conditional if and only if L={O,I}. Moreover, if 
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[J7 is strongly order determining, then a -+ b exists if and only if a ~ b or 
b ~ a. 

From a ditferent point of view, Piron has argued that a conditional 
a~b does not exist because 'no experimental arrangement is possible 
which measures the proposition a ~ b'. 

Thus the indications are that the conditional in quantum logic must be 
treated as arelation, perhaps nothing more than the relation ~. In this 
case the required valid inferenee scheme would be: a is true and a ~ b, 
therefore b is true. Here 'a is true' is apparently interpreted as ae tr 
where tr is the filter of all propositions true in some (fixed) state. 

E. L. Marsden has made an interesting observation (oral communica­
tion) on implication in a quantum logic. His approach has the advantage 
(or disadvantage?) ofignoring the states, i.e. of working completely with­
in the orthomodular poset. 

Let P be an orthomodular poset, Sa subset of P with I eS. Modifying a 
notion of cIassical logic (ef. A. Church, Mathematical Logic, Princeton 
University Press, 1956) Marsden defines an element deP to be a theorem 
based on S, written SI-,* in case there exist al' ... , aneP such that an=d 
and, for all i, either aiES or there existj, k <i with {ai> aj' ak} a commut­
ing set and a j = a' k vai. He also defines a C-filter in P to be a non-empty 
subset tr of P such that (l) if xetr and x ~ y then ye tr, and (2) if x, ye tr 
and xCy then x "yetr. 

Let S denote the C-filter generated by S. Theorem: deS if and only if 
SI-d. The difficulty with this is that S is not associated with any congru­
ence relation on P. Thus Seannot be used to form a reduced logic. 

VII. COMBINATORIAL QUANTUM LOGIC 

In this section we discuss some aspects of the combinatorial approach to 
quantum logic. 

We restrict our considerations to finite structures. Let (P, ~, ') be a 
finite orthomodular poset and A the set of atoms in P. Make A into a 
graph by defining, for a, beA, a1.b to mean that a ~ b' in P. For M~A, 
let M.1={xeA I x1.m for all meM} and M.L.L=(M.1).1. Let ~={D.L.LI D 
is an orthogonal subset of A}. Then (~, ~, .1) is isomorphic to (P, ~, '). 
Thus we may recapture (P, ~, ') from the orthogonality graph (A, 1.). We 
now pass to the orthogonality space (A, tf) by defining tf to be the set of all 
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maximal orthogonal sets in (A, .i), that is, the set of maximal complete 
subgraphs (or cliques) of the graph (A, .i). It is easy to see that (A, It) 
determines the graph (A, .i); thus we can recapture (P, ~, ') from (A, tf). 
The main reason for passi ng from the poset to the associated orthogonal­
ity space is psychological: The diagramatic representation for (A, It) is 
most perspicuous. 

We illustrate this process for the well-known orthomodular lattice D16, 

the Hasse diagram ofwhich is given in Figure 3. 

1 

o 
Fig.3 

Here A = {a, b, e, ... , g}, the orthogonality graph (A, .i) is given in Figure 
4, and the orthogonality space (A, tf) is given in Figure 5 where each line 
represents a clique Eelt. 

Note that the cliques of the orthogonality space correspond to the maxi­
maI Boolean subalgebras of the poset, for example {e, d, e} of Figure 5 
corresponds to {O, e, d, e, e', d' , e', I} of Figure 3. 

By focussing on the intertwining of the maximal subalgebras of an 
orthomodular poset and then translating into the orthogonality space we 
are able, in certain instances, to create structures tailored to predescribed 
criteria. We illustrate this with an example of a quantum logic (.!t', .9") in 
which .!t' is an orthomodular poset and .9" is a full but not strongly order 
determining set of states; moreover .9" is sufficient. First, recall the 
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b f 

a g 

Fig.5 

meaning of the terms full, strongly order determining, and sufficient. A 
set of states Y on an orthomodular poset.fR isfull (ororder determining) in 
case m(x) ~ m(y) for all mEY implies x ~ y; Y is strongly order deter­
mining in case {mEYlm(x)=I}~{mEYlm(y)=l} implies x ~ y; Y is 
sufficient (or satisfies the projection postulate) in case for all non-zero XE.fR 
there exists a (not necessarily unique) state mEY with m(x) = 1. (Note 
that in Section II we defined ~ in such a way that Y was full. AIso, in 
Section III, we eventually as sume (Q9) that the set of states on Q is full. 
Because of Theorem 4.3 there is, in fact, a strongly order determining set 
of states on the resulting structure of Section IV.) 

The example is given in Figure 6. This is a diagram of an orthogonality 
space (X, fff). The corresponding orthomodular poset may be obtained by 
the construction outlined above, by passi ng through the associated ortho­
gonality graph (X, .i) and on to the poset .fR = .fR(X, .i). The details of the 
argument that the structure has the required property appear in [23]. 

It is easy to see that an orthomodular poset with a strongly order deter-
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Fig.6 

mimng set of states !/ is in fact a quantum logic, i.e. !/ is full. We have 
just proven that the reverse implication fails: There exists a quantum logic 
with aset of states which is (sufficient but) not strongly order determining. 
B. Collings has given an example of an orthomodular lattice with a state 
space having these sam e properties. The example, however, is too com­
plicated to be given here. 

There exists [25] an orthomodular poset Pj,k with a distinguished ele­
ment xePj,k such that m(x) <jjk(O<j<k) for every state m on Pj,k; 
moreover Pj,k admits a full set of states if and only if ! <jjk. Thus we see 
in a rather dramatic fashion that the axiom of sufficiency does not follow 
from the other axioms of a quantum logic. 

Combinatorial quantum logic is useful for reasons other than axiomat­
ics. For example, one can prove the following theorem using the combi­
natorial methods alluded to above and expounded in [22, 25]. 



QUANTUM LOGICS 571 

THEOREM (Schrag). For any finite group G there exists a quantum logic 
(!t', sP) such that the full automorphism group of !t' is G. 

The combinatorial approach has also yielded results of a negative cha­
racter. For example, consider Finkelstein's [20] very readable presenta­
tion of what he calls a model quantum logic. Beginning with a finite set of 
entities he constructs a structure which is mathematically equivalent to a 
finite orthocomplemented projective geometry large enough to contain at 
least one plane, which, in turn, must be orthocomplemented. But there 
exists a combinatorial argument, due to R. Baer, that no such plane exists 
and therefore no such model quantum logic exists. This comment is not 
intended to be a criticism of Finkelstein's carefully presented argument 
but serves only to point out, once again, that combinatorics can play an 
important role in quantum logic. 

VIII. CONCLUSION 

In conclusion we wish to emphasize that quantum logic is not a closed 
subject. Although penetrating investigations have been made there exists 
no universaily accepted theory. The basic framework has not been estab­
lished to the satisfaction of eve n a majority of researcherso We feel that 
Jauch and Piron's axiom A2 has not been sufficiently justified; the prob­
lem appears intricately interwoven with the philosophical problem of 
what is meant by 'truth with certainty' in an empirical setting, with axiom 
(S3) in the definition of state, and with the 'ideal measurements of the 
first kind'. While in the Mackey-von Neumann presentation the axioms 
presented herein may be more easily accepted by some, in order to com­
plete this development it appears necessary to make the ad hoc axiom 
that the logic, in fact, is the usu al Hilbert space structure. 

There are numerous lines of investigation which may provide insight 
into the sought-for underlying theory. We take this opportunity to list 
four direetions which we consider of prime importance: 

(1) Provide a physically meaningful interpretation for existing infima in 
a quantum logic. This, of course, is one of Birkhoff and von Neumann's 
original suggestions. 

(2) Provide a connection between the structure of the state space and 
that of the underlying logic. 

(3) Develop a general theory of group representations on an abstract 
quantum logic. 
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(4) Explain the meaning of the word 'logic' in the title of this paper. 
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THE LABYRINTH OF QUANTUM LOGIes· 

1. THE DEVELOPMENT OF QUANTUM LOGIC 

The conceptual structure of the new quantum theory is in so me respects so 
different from that of classical physics that it has from the very beginning 
suggested radical departures in philosophy and logic. Specifically, a num­
ber of writers have considered non-standard systems of logic in connec­
tion with quantum mechanics (see bibliography). Two main directions 
may be discerned, initiated by Reiche~bach, and by Birkhoff and von 
Neumann. The aim of the present paper is first to present a unified expo­
sition of the mai n systems found in the literature, and second to discuss 
and evaluate the mai n logical and philosophical theses and arguments 
which have concerned the subject of quantum logic. 

The starti ng point for our exposition is Beth's semantic analysis of 
physical theories. This will make possible a semantic analysis of each of 
the systems of quantum logic to be discussed. Since the original present­
ation of these logical systems was in most cases rather imprecise, it would 
perhaps be better to speak of a reconstruction than of an analysis. But we 
do not think that our treatment does more violence to the original intent 
of the authors than does, say, the current semantic analysis of modal 
logic to the intent of the originators of the standard modal systems. 

2. THE FORMAL STRUCTURE OF A PHYSICAL THEORY 

We begin by outlining amodel for a certain kind of physical theory, 
derived from Beth's ideas concerning the application of formai semantic 
concepts to the study of scientific theories. In the next section we shall 
apply this to the specific case of the elementary quantum theory, and show 
how this leads to the conception of a 'logic of quantum mechanics'. 

Beth addressed himself specifically to non-relativistic theories which use 
a mathematical model to repr~sent the behavior of a certain kind of 

C. A. Hooker (ed.), The Logieo-Algebraie Approaeh to Quantum Mechanies, 577-607 
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physieal system [1], [3], [4], [5]. A physieal system is eapable of a eertain 
set of states, and these states are represented by the elements of a eertain 
mathematical space, the state-space. Specifie examples are the use of 
Euelidean n-spaee in classical meehanies and Hilbert space in quantum 
meehanies.1 

Besides the state-space, the theory uses a eertain set of measurable 
physical magnitudes to eharaeterize the physieal system. This yields the 
set of elementary statements of the theory: eaeh elementary statement U 
formuIates a proposition to the effect that a eertain such physieal magni­
tude m has a eertain value r at a eertain time t. (Thus we write U= U(m, 
r, t); or U= U(m, r) when abstraetingfrom variation with time.) Whether 
or not the magnitude m has the value r depends on the state of the system; 
in some states m has the value r and in others it does not. This relation 
between states on the one hand and the values of physieal magnitudes on 
the other may also be expressed as a relation between the state-spaee and 
the elementary statements. Thus, there eorresponds to an elementary 
statement U = U(m, r) a eertain subset h (U) of the state-space H: m has 
the value r if and only if the state of the system is represented by an ele­
ment of Hwhieh belongs to h(U). (We also say that h( U) is the set of ele­
ments of H which satisJy U.) The mapping h is the third characteristic 
feature of the theory; it eonneets the state-space with the elementary 
statements, and henee, the mathematieal model of the theory with the 
measurement-results.2 

This mapping h induees the semantie relations arno ng the elementary 
statements: 

(1) U is true if and only ifthe state of the system is represented by 
an element of h(U). 

(2) U is valid if and only if h ( U) = H. 

(3) U is semanticaJly entailed by V if and only if h(V)sh(U).3 

That this is as yet only a rough and preliminary eharaeterization of these 
semantie notions will be clear especially from the informaI nature of (1). 
But one can already see how this may lead to a eonsideration of various 
logical systems: it has traditionally been the task of logie to give a syste­
matie aceount ofvalidity and entailment. 
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3. THE ELEMENTARY STATEMENTS OF QUANTUM MECHANICS 

In the case of quantum mechanies, the states of a system are represented 
by the elements (state-vectors) of a Hilbert space. 4 For each measurable 
physical magnitude ('observable') m there is a Hermitean operator M on 
Hilbert space, with the following significance: m has the value r in state x 
if and only if Mx=rx. The following terminology is used here: when 
Mx=rx, the n r is ealled an eigenvalue of M, and x an eigenvector of M 
eorresponding to the eigenvalue r. So the veetors whieh satisfy the elemen­
tary statement U= U(m, r) are given by: 

(4) h(U)= {x: Mx=rx}. 

This abstraets from the possibility of variation with time. Quantum 
meehanics was originally developed in two forms: Heisenberg's matrix 
mechanies, in which the operator M is a funetion of the time, and 
Schrödinger's wave mechanies, in which the state-vector is a function of 
the time. 5 Thus, depending on which of these specific formulations we 
choose, we have either 

(4a) h(U(m, r, t»= {x: M,x=rx}, or 
(4b) h(U(m, r, t»= {x(t): Mx(t)=rx(t)} . 

But for our purpose the shallower analysis given by (4) wiII do in most 
cases. 

An operator transforms a veetor into another veetor, and in general the 
new veetor is not merely a sealar muItiple of the first one. So if the state 
of the system is represented by the state-vector x, we have three possi­
bilities: 

(5a) Mx = rx, 
(5b) Mx=r'x for some r':Fr, 
(5c) MX:Fr'x for any value r'. 

If the third possibility obtains, then the magnitude m does not have any of 
its possible values r, r', r", .... This sounds strange to the classical ear; 
the Bohr-Heisenberg explanation is that a measurable magnitude has a 
(sharp) value only in a certain kind of experimentaI situation.6 But this 
feature is quite independent of the Copenhagen interpretation; for exam­
pIe, Feyerabend sees a central difference between classicaI and quantum \ 
theory exactly in the breakdown of the principIe that "each entity posses-
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ses a/ways one property out of each category" [13], p. 51, and pp. 52-53. 
Of special interest here is the question of compatibi/ity or incompatibility 

of two physical magnitudes m and m'. This corresponds to the question 
whether or not two operators M and M' commute, i.e. whether MM' = 
= M' M. In particular, it is found that 

QPx-PQx=ilix 

where Q and P are the operators corresponding to the X-coordinate of 
position and momentum respectively. Thus Q and P do not commute. It 
means specifically that if x is an eigenvector of the one, it is necessarily 
not an eigenvector of the other; for if it were, say corresponding to the 
eigenvalues rand r', we would have 

QPx=Qr'x=r'Qx=r'rx=rr'x=rPx=Prx=PQx. 

in which case the difference between QPx and PQx would not be ilix but 
the zero-vector (since x cannot be the zero-vector, which represents no 
possible physical state). Therefore when the X-coordinate of position has 
a value r, then the X-eoordinate of momentum does not have any of its 
possible values r'. 

4. ALTERNATIVES IN QUANTUM LOGIC 

A Jogic is a system ofaxioms and/or rules which charaeterizes the set of 
valid sentences and the set of valid arguments for a eertain language. Thus 
a logic of quantum mechanies must do this for a certain language pertain­
ing to quantum mechanies. We shall take this language to be the language 
of the elementary statements (and perhaps complex sen te nee s built up out 
of these). 

At this point we must present a sehematic formalization of this language. 
This formalization is schematie in two ways. First, we intend to remain on 
the level of abstraction assumed by the writers whose work we discuss 
below. (There ean be no doubt that quantum logic represents, in each 
ease, a relatively shallow analysis of the language of quantum theory. 
But then, so does standard logic with respeet to mathematical discourse; 
the term 'logie' is traditionally associated with such a high level of ab­
straction.) Second, the various writers (implicitly) differ on certain points 
in this construetion, and we mean to aeeommodate all their approaches. 
The general strueture of this language L is then given by: 
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(6)(a) Syntax of L: The set of sentenees of L eomprises (at least) a 
set of elementary statements U(m, r). 

(b) Semantics of L: 
(i) Associated with L is a state-space H. 
(ii) Associated with eaeh elementary statement U(m, r) is a 

Hermitean operator Mon H; r denotes an eigenvalue of M. 
(iii) A model for L is a eouple K=<X,J) where X is an element 

(the system) to whieh the funetionfassigns a 10eationf(X) in 
H. (Heref(X) is the state-veetor for the system X.) 

(iv) The elementary statement U(m, r) is true in the model 
K=<X,J) if and only if the veetor x=f(X) is such that 
Mx=rx. 

The definitions of validity and semantie entailment ean be given in the 
form 

(7) U is avalid sentenee of L if and only if U is true in every 
modelfor L; 

(8) U is semantical/y entailed by V in L if and only if U is true in 
every model in whieh V is true; 

whieh are equivalent to those given by (1 )-(4) for elementary statements U.7 

We may note about L, first that it is what we have elsewhere ealled a 
semi-interpreted language [32], and second that its syntax and semanties 
have been left under-speeified in a number of respeets. Speeifieally, in the 
syntax we have left open the possibility that there are sentenees of L which 
are not elementary statements. About the elementary statements, we have 
said when they are true in a model, but not when they are falseo For both 
points there are two main alternatives, and various writers have chosen 
differently among these alternatives. 

Let us first eonsider the second question, the question when an elemen­
tary statement is falseo We have al ready noted that U(m, r) may fail to be 
true for either of two reasons: beeause for some values r' other than r, 
U(m, r') is true, or beeause for no value r' whatsoever U(m, r') is true. 
The latter possibility represents the divergenee from the classieal ease. 

One possible reaetion is to say that U(m, r) is false whenever it is not 
true - for whatever reason. However, this is not the only possible alter­
native; the history of logie provides ample preeedent for distinguishing 
false from not true. This distinetion is usually made via the prineiple: 
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(9) A sentence isjalse if and only if its denial is true. 

Ifwe construe the denial in such a way that it is true whenever the original 
sentence fails to be true, then this reduces to the previous case. When 
denial is construed in this way, we speak of exclusion negation.8 But, as 
has been pointed out many times, a denial is usually understood in the 
context of a definite set of alternatives. And then the denial is construed 
to assert that one of the other alternatives obtains. In this case we speak 
of choice negation. Specifically, we may take the set of eigenvalues of the 
operator M as the set of alternatives providing the context for U(m, r); 
its choice negation would then assert that the statevector x is such that 
Mx=r'x for a value r'=Fr. If we now uphold principle (9). for choice 
negation rather than exclusion negation, jalse no longer coincides with 
not true. This yields the first set of basic alternatives for quantum logic: 

(lA) U(m, r) isjalse in the model K= <X,/) ifand only if MX=Frx 
for x=j(x). 

(IB) U(m, r) isjalse in the model K=<X,/) ifand only if Mx=r'x 
for x=j(X) and some value r' =Fr .. 

In the first ease, the prineiple ofbivalenee holds for elementary staternents: 
U(m, r) is always either true or falseo In the second case, the truth-or­
falsity of U(m, r) presupposes that the system is in an eigenstate of the 
operator M. 9 

The second question, whether L cornprises sentences whieh are not 
elernentary staternents, must be understood in the context of our inten­
tion that L be a language of elementary statements. That means that any 
sentence of L must either be an elementary statement, or have been con­
structed out of elementary statements. We shall call an n-ary functionj 
of sentences into sentences an n-ary conneelive provided the truth-value 
(or lack of truth-value) ofj(Ut , ... , Un) in amodel K depends entirely on 
K,f, Ut> ... , Un. So for any sentence V of L there must be elementary 
statements Ut, ... , Un of L such that V=j(Ut , ... , Un) for a certain 
connectivef 

Connectives are usually associated with certain symbols of the Ian gu­
age; for example, the conjunction of two atornic sentenees in the language 
of the propositional caleulus is a non-atomic sentence produced by in­
fixi ng a dot or ampersand. If we follow this course of action the n connec-
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tives wilI rnap elernentary staternents into sentenees whieh are not el e­
rnentary staternents. It rnight be thought that the question of the logie 
of L wilI beeorne trivial if we do not introduee non-elernentary staternents 
by means of such eonneetive syrnbols. But this is not so, due to the exis­
tenee ofvarious sernantie relations among the elernentary statements (in the 
language of the standard propositional logie, the atomie sentenees are 
sernantieaIIy independent of eaeh other). So one rnight ask the question: 
is there an elernentary staternent V whieh qualifies as the exdusion nega­
tion of U(m, r), or as the choice negation of U(m, r), or as the eonjune­
tion of U(m, r) and U(m' , r') - and so on. This yieIds our second set of 
basie alternatives for quantum logie: 

(IlA) The language L has aset of eonneetives, eaeh of an integral 
degree n<O and defined for a eertain dass of n-tuples of ele­
rnentary staternents; the values of the eonneetives are again 
elernentary staternents. 

(IIB) The language L has aset of eonneetives, eaeh of an integral 
degree n<O and defined for a eertain dass of n-tuples of sen­
tenees of L; the values of the eonneetives are not elernentary 
staternents. 

Only when the strueture of L has been further speeified, by a choice 
arnong these alternatives and a eharaeterization of the set of eonneetives, 
ean the question of the logie adequate with respeet to L be broaehed. 

In the following seetions we shall present some rnain approaehes to 
quantum logie, explieating their intent to be that of forrnulating a logie 
adequate with respeet to L, given a certain choice from the pairs of alter­
natives (I) and (II). That a eertain amount of extrapolation wilI be in­
volved here, is unavoidable. Our purpose wilI be served if under our expli­
cation, each of these approaches to quantum logic is intelligible, in the 
sense of having a weIl-defined objeetive and well-defined criteria for 
success. The criteria for success are those which are standard in meta­
logical appraisal: the system must be at least sound and preferably com­
plete with respeet to validity and semantic entailrnent. (In the present 
paper, questions of cornpleteness wilI rnostly be disregarded; most of the 
writers discussed did not raise these questions.) 
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5. REICHENDACH'S APPROACH TO QUANTUM LOGIC 

Reichenbach chose alternatives (IB) and (IIB); this choice is what we 
shall mean by 'Reichenbach's approach'. (His discussions in [26], Sections 
30-34, are always in terms of measurement, but reference to his theoretical 
discussion of this subject in Section 21 shows how to represent his choice 
in terms of the mathematical model of operators and eigenvectors.) We 
shall first discuss Reichenbach's use of three-valued matrices, to imple­
me nt this choice, then Lambert's use of supervaluations for the same 
purpose, and finally, consider the limitations of this approach. 

5.1. Reichenbach's Use of Matrices 

Reichenbach introduced his choice of alternative (IB) as folIows: 

Ordinary logic is two-valued; it is constructed in terms of the truth-values truth and 
/alsehood. It is possible to introduce an intermediate truth-value which may be calIed 
indeterminacy, and to coordinate this truth-value to the group of statements which in 
the Bohr-Heisenberg interpretation are calIed meaningless. Several reasons can be 
adduced for such an interpretation. lf an entity which can be measured under certain 
conditions cannot be measured under other conditions, it appears natural to consider 
its vall,le under the latter conditions as indeterminate. It is not necessary to cross out 
statements about this entity from the domain of meaningful statements; all we need is a 
direction that such statements can be dealt with neither as true nor as false statements. 
This is achieved with the introduction of a third truth-value of indeterminacy. ([26], 
p. 145) 

Much philosophical puzzlement has been occasioned by the use of the 
term 'third truth value'. This term is unfortunate; the case can be stated 
much more perspicuously by saying that certain statement are neither 
true nor false, rather than that they have a third truth value, the value 
indeterminacy. A value assignment may assign T, F, or I to a sentence; or 
perhaps 1,0, or t; but this assignment is only a marker for the corre­
sponding class of sentences. 

The connectives introduced by Reichenbach are all defined by three­
valued truth-tables. These connectives are given by syncategorematic 
expressions in the language L; th us we see that Reichenbach chose alter­
native (IIB). It must be noted that Reichenbach lists only a few of the 
connectives definable by means of a three-valued matrix, and does not 
use even all of these in his subsequent discussions. It is not clear whether 
he meant all such connectives to appear in L, or only those which he lists. 

The mai n use made of this machinery is to express the statement 
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(10) The elementary statements U and V correspond to incompa­
tible magnitudes (are incompatible) 

in L by means of the sentence 

where the connectives v, "', --+ are given by the tables 

v T I F --+1 T I F "'I 
T TTT TFF I 
I T I I TTT F 
F T I F TTT T 

It is easy to see that (II) was constructed to satisfy the criterion that it be 
true if and only if U and Vare such that if U is true, or U is false, then V 
is indeterminate. This criterion is also satisfied by any connective 6 defined 
by placing T or For I in the blank spaces of the following table 

6 1 T F I 
T F F T 
F F F T 
I 

There are 27 such connectives, and the one given implicitly by (11) is one 
defined by placing a T in each blank space. In any case, a single connective 
could be used to express (10) in L. Certainly this connective is one which 
is not an obvious generalization of any two-valued truth-functional con­
nective; but neither is Reichenbach's "', which does not correspond to 
either choice negation or excIusion negation. 

From another point of view, however, no such connective can be used 
to express the notion of incompatibility adequately. For when m and m' 
are incompatible magnitudes, then (on choice (IB)) U(m', r') fails to be 
true or false in any model in which U(m, r) is true or false. But of course 
it could happen that U is true in a model, and V does not have a truth­
value in that mode!, although U and V do not correspond to incompatible 
magnitudes. For example, let Q and Q I be the operators corresponding to 
the X and Y coordinates of position respectively and P the operator 
corresponding to the X coordinate of momentumo Then suppose that in 
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K=(X,J), x=j(X) is such that Qx=rx and Q'x=r'x. The former entails 
that x is not an eigenvector of P. Hence U= U(q', r') is true in U and 
V = U(p, r") is indeterminate in K; by the above table we see that u6 V is 
true in K. Yet U and V do not correspond to incompatible magnitudes. 

In this sense, the semantic relation of incompatibility is not adequately 
expressed by any three-valued truth-functional connective, but at most by 
a three-valued modal connective. Reichenbach's sentence (II) stands to 
(10) approximately as does material implication to semantic entailment. 
Instead of choosing an object-Ianguage equivalent for (10), however, 
Reichenbach might have treated incompatibility as a relation among 
statements (to which one could appeal in arguments) and this relation he 
might ha ve defined by: 

(12) U v '" U semantically entails '" '" V 

The logic adequate to Reichenbach's formulation of L must rely both on 
the systems of three-valued logic developed by Post, Lucasiewicz, and 
Tarski (to which he refers in [26], p. 147) and special rules concerning this 
relation of incompatibility. An example of such a rule would be one vali­
dating the following argument form: 

(13) AvB 
e 
Therefore, A 

(e incompatible with B) 

- a generalized form of the disjunctive syllogism. We may understand 
Reichenbach's discussion of (I I) as implicitly conveying the conjecture 
that a complete system need only have the special rule: 

(14) If U is incompatible with V, infer (11)10 
The inferable sentences of form (II) are not three-valued tautologies of 
course; they are rather what Carnap would have called meaning postulates. 

We may point out here that if it were decided not to use a connective 
corresponding to incompatibility, the n one could also choose the three­
valued connectives for the language L in such a way that the dassical 
propositionallogic would govern them. One way to do this is to define all 
the usual connectives in terms of disjunction and negation in the usual 
manner, and then to let these two basic connectives be exclusion negation 
and exclusion disjunction defined by: 
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+ T I F -
TTT T F 
I T F F T 
F T F F T 
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The result would be that bivalence holds for complex sentences, classical 
propositionallogic is sound, and for example, the conjunction of two in­
compatible sentences is an always-false sentence. In that case alternatives 
(IB) and (HB) would be implemented by a procedure which only adds cer­
tain special rules to the standard logic (and which would require no re­
schooling of our logical intuitions). 

Two objections might be raised against this by Reichenbach: first, he 
appears to feel that (10) ought to have an object-Ianguage counterpart, 
and second, the non-standard connectives play a role in the 'suppression 
of causal anomalies' in [26], Section 33. We have already suggested a 
sense in which no three-valued truth-functional connective can be an 
adequate object-Ianguage counterpart to the semantic relations of in­
compatibility. But the further alternative of using a three-valued modal 
connective for this has its drawbacks also: it stillleaves us with the tasks 
of giving a sense to the iteration of this connective, in such sentences as 
'That U and Vare incompatible, is incompatible with W'. This use of 
'incompatible' is so far from its original intent that it seems to me to raise 
serious doubts concerning the introduction of any such connective. 

Secondly, if an anomaly can be shown to be avoidable by an analysis of 
its reformulation in L, this must be so due to the semantic structure of L. 
We can make this point clear by showing that the mere choice of alter­
native (IB) makes Reichenbach's argument possible in one of his main 
examples. The following passage contains Reichenbach's use of the 
properties ofhis three-valued disjunction in his analysis of the weil known 
n-siit interference experiment. 

Let BI be the statement: 'The partide passes through siit B;'. After a partide has been 
observed on the screen we know that ... if the partide did not go through n -1 of the 
siits, it went through the nth siit, and that if it went through one of the siits, it did not go 
through the others .... But since from these relations the disjunction [Bl V ... V Bn ] is 
not derivable, we cannot maintain that this disjunction is true; all we can say is that it is 
not false. It can be indeterminate. This will be the case if no observation of the partide 
at one of the slits has been made. [26], pp. 162-163 

Were the disjunction true, one could deduce that the particle must have 
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gO.1e through one of the slits, and this deduction would lead to the weII­
known anomaly that opening a new sIit affects the probability that a 
particJe going through one of the old slits will reach a given point on the 
screen (as discussed by Reichenbach in [26], Section 7). Hence the im­
portance of showing that the disjunction need not be true. 

But the analysis quoted above can be paraIIeled by a semantic analysis 
as foIIows. Let rl' ... , rn be the positions of the slits; let q be the measurable 
physical magnitude which is the position of the particJe at the time of its 
passage through the diaphragm, corresponding to the operator Q. Since 
q has rl' ... , r n as its only possible values, these are the eigenvalues of Q; 
and we have: 

(IS) At most one of U(q, rl),,,,, U(q, rn) is true; if all but U(q, ri) 
are false, then U(q, r;) is true, 

provMed 'false' is construed in accordance with aIternative (IB). The 
assumption of bivalence leads from (IS) to: one of U(q, rl)"', U(q, rn) 

must be true - and hence to anomaly. But since 'false' in (IS) is construed 
in accordance with (IB), this assumption of bivalence does not hold. This 
recognition of the failure of bivalence as a necessary condition for the 
correetness of (IS) bloeks the anomalous inferenee in just the sam e way as 
Reichenbach's analysis. 

Moreover, since 'U(q, r;) is true' can here be translated into 'Qx=rix', 
we see that this semantic analysis ean in turn be paralJeled by a purely 
quantum-theoretic analysis of the experimental situation. Thus the sup­
pression of the anomalies is also independent of the choice between aIter­
natives (lA) and (IB). 

5.2. Lambert' s Use of Supervaluations 

Karel Lambert has recently sought to implement Reichenbach's approach 
(choice of (IB) and (HB) in"[J9] by using not matrices but supervaluations, 
a device introduced by the present author in [35] and [33]. The advantages 
of doing so are that the connectives are automatically the cJassical ones, 
and cJassical logic remains sound for them. The semantic relation of in­
compatibility has no object-Ianguage counterpart, but as we have argu ed 
in the precedirtg section, this cannot be considered a weakness. 

Just as did Reichenbach, Lambert discusses the semantics in terms of 
measurement. We shalJ again reformulate this work as pertaining to a 
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eompletion of the language L in aeeordanee with alternatives (IB) and 
(HB). Sinee supervaluations are a mueh less well-known deviee than 
matriees, we shall do so in some more detail. To the syntax of L we add: 

(I6a) If A and B are sentenees of L then ,..., A and (A v B) are eom­
plex sentenees of L. Every sentenee of L is either an elemen­
tary statement of L or is a eomplex sentenee eonstrueted out of 
elementary statements of L in this manner. 

And to the semanties we add: 

(l6b) (i) A classical valuation over amodel K = <X,f) is a fune-
tion v whieh assigns to eaeh sentenee of L the value T or 
F, subjeet to the eonditions: 

1. if Mf(X)=rf(X) then v(U(m, r)=T 
2. if Mf(X)=r'f(X) and r'=Fr, then v(U(m, r»)=F 
3. v( -A)=Tif and only if v(A)=F 
4. veA v B)=Tif and only if v(A)=T or v(B)=T 

(ii) The supervaluation indueed by the model K is the fune­
tion s such that 

1. seA) = T if and only if veA) = T for every elassical 
valuation v over K 

2. s(A)=F if and only if v(A)=F for every elassieal 
valuation v over K 

3. seA) is not defined otherwise. 
(iii) The sentenee A is true in the model K if it is assigned T by 

the supervaluation indueed by K, and isfalse in the model 
K if it is assigned F by that supervaluation, and otherwise 
is neither true nor false in K. 

It must be noted that elause (l6b) (iii) does not eontradiet elause (6b) (iv). 
The search for the eorreet logieal system is made simpler by the following 
useful resuit: 

(17) A sentenee A is valid in L (as eompleted by (16)) if and only if 
A is assigned T by all elassieal valuations over all models. 

This means that the semantie relation of ineompatibility plays no role 
with respeet to the validity of sen te nee s ; also that elassical propositional 
logie is sound with respeet to L. 
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The relation ofineompatibility now plays a role only with respeet to the 
validity of arguments (semantie entailment). All cIassieally valid argu­
ments are stiIl valid, but there are further arguments whieh are valid due 
to the relation of ineompatibility. We shall here diseuss one example of 
this, whieh leads to a semantie eharaeterization of ineompatibility for L. 

Consider again the operators P and Q governed by the Heisenberg ex­
change relation 

(18) QPx-PQx=ilix 

It is cIear that if Qf(X) = rf(X) in the model K=<X,J), then f (X) is not 
an eigenveetor of P, and vice versa. From this it follows that some cIassi­
eal valuation v over Kwill assign Fto the eonjunetion 

U(q, r) & U(p, r') 

where & is defined in terms of v and - as usua!. Henee the supervalua­
tion indueed by K eannot assign T to this eonjunetion. In other words, this 
eonjunetion is not true in any mode!. From this it follows that it semanti­
eally entails any other sentenee of L. Thus the argument 

U(q, r) & U(p, r') 
henee - (U(q, r) & U(p, r'» 

is valid in L, though the eorresponding eonditional is not a valid sentenee. 
It is interesting to note that, eonversely, any sentenee whieh semanti­

eally entails its own negation is not true in any mode!. But it will not be 
false in every model, unIess the eorresponding eonditional is valid. 11 

So the following is a reasonable generalization of the notion of ineompa­
tibility to all the sentenees of L: 

(19) A and B are ineompatible with eaeh other if and only (A & B) 
semantieally entails - (A & B), but (A & B):::::J -(A & B) is 
not a valid sentenee of L 

- where :::::J is defined as usual in terms of v and -. 

5.3. The Limitations of Reichenbach' s Approach 

As we have seen, the choice of alternatives (IB) and (HB) ean be imple­
mented in various ways (ofwhieh Lambert's seem s the most direet). How­
ever what we have considered so far represents a rather shallow analysis 
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of the semantie strueture of the set of elementary statements. And these 
are surely more interesting in themselves than anyeomplex sentenees whieh 
may be eonstrueted out of them by means of extra neo us linguistie deviees. 
Let me hasten to add that the bare presentation of Reiehenbaeh's and 
Lambert's work, reformulated as pertaining to our language L, eannot 
hope to do justice to the philosophieal diseussions whieh aeeompanied 
their formalization. But it is only to be expeeted that the choice of alter­
native (IlA) wiII lead to a cIoser, deeper, analysis of the semantie relations 
among elementary statements. 

6. VON NEUMANN'S APPROACH TO QUANTUM LOGIC 

John von Neumann ehose alternatives (lA) and (IlA) in the earIiest 
work in quantum logie in the seetion eaIled 'Projeetions as Propositions' 
in [37].12 This initiative was pursued in different ways by Birkhoff and 
von Neumann [7] and Strauss [27], as weIl as some later writers. We shaIl 
diseuss these in turn, but first we wish to explain the basie idea of 'Pro­
jeetions as Propositions'. 

Let M be a Hermitean operator with the eigenvalues rl' ... , rk' .... 13 

Then there is a speeial set of Hermitean operators P I , ••• , Pk' ... eaeh of 
whieh has only the eigenvalues 0 and 1, and Mx=rjx if and only if 
Pix=x. These form a disjoint family of projective operators in the sense 
that 

(20)(a) 
(b) 
(e) 

PiPiX=PjX 
PiPjx=O when i=l-j 
x=Pt x+P2x+··· +Pkx+··· 

From this it foIlows that the elementary statements U(m, rJ and U(Pj, 1) 
semantieaIly entail eaeh other (given only the eonditions on L given by 
(6)).14 When alternative (lA) (bivalenee) is adopted, that means that 
U(m, ri) and U(Pi' I) are semantieaIly entirely equivalent. Thus we ean 
without loss regard every elementary statement as eoneerning the value of 
a quantity eorresponding to a projeetive operator. 

One point is in order to avoid eonfusion in the diseussion of negation 
below. The statements 
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are equivalent (and hence so are Mx =1= rix and PiX =1= x). But the statements 

Mx=r'x for some r' =l=ri 
Pix=r'x for some r' =1= 1 (i.e. Pix=O) 

are not equivalent. 
There are several ways to give so me intuitive content to this formaI 

possibility. First, we may see the transition from the Hermitean operator 
M to the projective (i.e. idempotent Hermitean) operators P i as a transi­
tion from 

to 

quantity m has the value r in system X 

system X has the property that the quantity m has the value 
r in it. (this property being a measurable quantity with possi­
ble values 1 and 0) 

A second point concerns the calculation of probabilities. Since PPx =Px, 
it folIows that Px is always an eigenvector of P corresponding to the eigen­
value 1, or the zero vector. Thus the expansion (20c) can be given in the 
form 

(21) X=C1X1 +C2X2 + ... +CkXk'" 

where Pix= CiXi, and Xi is a unit eigenvector of M corresponding to the 
value rio A basic postulate of quantum mechanics is that (after normaliza­
tion) the probability that a measurement for m upon a system with state 
vector X will (would) yield the value ri , equals c;ci . It is easily shown that 
this probability equals 1 (resp. 0) if and only if C;Ci=Ci= 1 (resp, 0). 
Remembering that Pix= CiXi, we see that U(Pi, 1) - respectively U(Pi> 0)­
may be read as: the probability that a measurement for m wilI (would) 
yield the villue r i equals 1 - respectively 0.1 5 (We may just note that this 
makes U(PiO) equivalent also to 'the probability that a measurement for 
m will (would) yield a value other than ri equals l' - which does not entail 
that U(m, r') is true for so me value r' =1= rj .) 

In the section 'Projections as Propositions' von Neumann explicitIy 
considered the sentential connectives of negation, conjunction, and dis­
junction, suggesting two ways to implement the choice of (lA) and (lIA). 
These two ways were worked out in some more detail by Strauss and by 
Birkhoffand von Neumann respectively. 
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6.1. Strauss' Use of Projection Operators 

Martin Strauss formulated the elementary statements of his language Q 
in [27] in such a way that they contain an explicit reference to a system. 
This means that one can refer to several systems in the same language 
(though no single sentence of Q refers to more than one system). We shall 
continue to consider only the simple case in which elementary statements 
concern the same system. 

To emphasize that all the sentences of Q are elementary statements 
(choice (IlA)), Strauss considers not sentential connectives but what he 
calls predicational connections; that is, he uses the form' Y is (F and G)' 
rather than' Y is F and Y is G', for example. This constitutes no essential 
difference; in view of the practice of the other wri~ers, we present his 
work as ifhe had considered sentential connectives. 

But finally, Strauss' elementary statements correspond only to those 
which may be given the form U(p, 1) - where p corresponds to a project­
ive operator P. Now it is easily seen that U(p, 0) is the choice negation of 
U(p, 1), since 

Px=Ox=O 
Px=rx for some r=l= 1 

are equivalent for the projective operator P. Strauss points out (following 
von Neumann) that the set of elementary statement of form U(p, 1) is 
stiIl c10sed under choice negation. For the operator P defined by 

(22) Px=x-Px (or: P=I-P) 

is again a projective operator, and is such that 

(23) Px = x if and only if Px = 0 
Px=O ifandonlyif Px=x 

Hence the statement U(p, 1) is equivalent to U(p,O) and is the choice 
negation of U(p, 1). Henceforth writing 'U(p)' for 'U(p, 1)', we see that 
every elementary statement can be given the form 'U(p)', and: 

(24) Every elementary statement U(p) has a choice negation --, U(p) 
namely the elementary state me nt U(p). 
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Next we may consider conjunction. The conjunction of U(p) and U(q) 
must be true if and only if both of these are true. So we must find project­
ive operator R such that Rx = x if and only if Px = Qx = x. Here the situa­
tion is that the caIculus of operators defines such an operator R for the 
operators P and Q, namely their product PQ, but only if they commute. 
So the set of elementary statements is not cIosed under conjunction on 
this approach, though conjunction is defined for an important subset: 

(25) The pair of elementary statements U(p) and U(q) has a con­
junction (U(p) & U(q)), namely U(r) where r is the quantity 
corresponding to the operator PQ, if and only if P and Q 
commute. 

Disjunction can be introduced definitionally as ,(, U(p) &, U(q)) and 
is defined only if P and Q commute: similarIy, of course, any other 
cIassical connec.tive can be introduced by definition. It must be noted that 
choice negation is the only significant famiIiar connective under which the 
set of elementary statements is cIosed for Strauss' approach. 

6.2. Birkhoff and Von Neumann' s Use of Subspaces 

The well-known joint paper of Birkhoff and von Neumann [7] provides a 
way to adopt alternatives (lA) and (IlA), and yet have the language 
cIosed under the usual statement connectives. This is not done by broade­
ning the set of elementary statements. Rather it is based on the observa­
tion that the projective operator stand in a one-to-one correspondence to 
the subspaces (cIosed linear manifolds) of the HiIbert space, but that the 
caIculus of projeetions is not isomorphic to the calculus of subspaces. 

To make this cIear, we have to say more about the geometry of HiIbert 
space. For any vectors x, y of the HiIbert space, the following are defined: 

the vector sum x + y, a vector 
the inner product (x, y), a sc~lar 

and the vectors x and y are orthogonal to each other if and only if (x, y) = o. 
A linear manifold is aset of vectors which is cIosed under addition of 
vectors and multipIication by sealars (if x andy belong, so does rx+r' y). 
If a Iinear manifold is topologicaIIy cIosed, then it is asubspace; a sub­
space of a HiIbert space is again a Hilbert space. Each subspace contains 
the null-vector 0; the smallest subspace is the null-space 0 which contains 
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only the null-vector. The subspaces of a Hilbert space play a role analo­
gous to the lines and planes through the origin in ordinary EucIidean 
3-space. This analogy provides a good intuitive guide to many of the 
points made below. 

If we perform the usual set-theoretic operations of intersection, union, 
and complementation on subspaces, we find that only the first of these 
produces new subspaces. But similar to union is linear union: the linear 
union S$T of S and T is the least subspace containing both. Similar to 
complement is orthogonal complement: the orthogonal complement SJ. of 
S is the set of vectors which are orthogonal to all the elements of S (again 
asubspace). The subspaces of a Hilbert space ordered by set incIusion, 
and with the operations of intersection, linear union, and orthogonal 
complementation form an orthocomplemented lattice. 

A basic theorem concerning subspaces is that if S is asubspace, then 
any vector z is equal to a sum x+y, where x belongs to S andy to SJ.. The 
projection on the subspace S is then defined by 

P(x+y)=x where XES, YESJ. 

Above we defined a projective operator as an idempotent Hermitean 
operator. It can now be shown that every projection on asubspace is a 
projective operator and vice versa. Specifically: 

(26) P is the projection on S if and only if P is the projective 
operator such that S= {x:Px=x}. 

The operator P defined by Px=x-Px is cIearly the projection on SJ. in 
this case; equivalently, SJ. = {x: Px=O}. 

In the preceding section we remarked that (given alternative (lA)) every 
elementary statement U(m, r) may be given the form U(p) = U(p, 1) 
with p corresponding to a certain projective operator P. Thus the Birkhoff­
von Neumann completion of L can be given by adding to the syntax and 
semantics: 

(27)(a) 
(b) 

Every sentence is an elementary statement. 
U(p) is true in K=<X,f) if and only if j(X) belongs to 
h(U(p)) = {x: Px=x}, and false otherwise. 

Note that (27b) does not contradict (6b) (iv) but only adds the principle of 
bivalence. We now have the result that every sentence U of L corresponds 



596 BAS C. V AN FRAASSEN 

to asubspace h(U), the set of vectors which satisfy U, in the sense of 
Section 2. The connectives will be defined in terms of this mapping h.16 

The complement P of a projective operator P corresponds to the ortho­
gonal complement S.1 of asubspace S, as we remarked above, so we have 
choice negation as before: 

(28) Every elementary statement U has a choice negation --, U, 
namely an elementary statement V such that h (V) = h (U).1. 

Considering now conjunction, recall that if P and Q commute, then PQ is 
again a projective operator with the property: 

PQx=x ifand only if Px=Qx=x. 

But that means that PQ is the projection on the intersection of the sub­
spaces on whichP and Q project. Accordingly, Birkhoffand von Neumann 
adopt the following generalization: 

(29) Every pair of elementary statements U and V has a conjunc­
tion (U & V), namely the elementary statement W such that 
h(W) =h(U) rl h(V). 

The question is now what the conjunction means if P and Q do not com­
mute. We stiIl have: (U & V) is true if and only if U and Vare both true, 
for all cases. Hence it is entirely correct to call this connective conjunction. 
For a pair of incompatible propositions, recall our discussion of the 
operators corresponding to the X-coordinates of momentum and posi­
tion respectively. These have no eigenvectors in common. Hence for two 
projective operators which correspond to specific values of position and 
momentum, the intersection of the two subspaces is as small as it possibly 
can be: it is the null-space. Thus the conjunction 

electron X has position rand momentum r' 

which was meaningless for Bohr and Heisenberg, always indeterminate­
or-false for Reichenbach, and not well-formed for Strauss, is always false 
for Birkhoff and von Neumann. This assimilates it to such other necessa­
rily false propositions as 

the table is red and green all over; 
The bar is warmer than itself; 
The cupola is both round and not round. 
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This is the obvious move if one accepts bivalence and also wishes the 
language to be closed under conjunction. For there is no eigenstate of 
both position and momentum - hence the conjunction in question cannot 
be true. Bivalence entails then that it is false. 

If we introduce disjunction v * again definitionally through de Mor­
gan's law, the principle 

for subspaces S and T shows that 

h(Uv *V)=h(U)t;Bh(V). 

This is like ordinary disjunction in that each disjunct semantically entails 
the disjunction. 

Nevertheless, this is by no means ordinary disjunction, as is shown 
by the fact that U v * V can be true even if neither U nor V is true (S u T 
is in general a proper subset of SEe T). Reminiscent of Aristotle's discus­
sion of future contingents is the fact that the law of excluded middle 
(Uv *, U) holds, although neither U nor ,U may be true in a given 
model. 

The character of the logic adequate with respect to the language L 
thus construed is of course determined by the character of the lattice 
of subspaces. This is in all cases a complete orthocomplemented lattice. 
If the dimension of the Hilbert space H is 0 or 1, the lattice satisfies 
the distributive law: 

(30) An(BEeC)=(AnB)t;B(AnC) 

and hence is a Boolean algebra. If H is finite-dimensional but of dimension 
greater than I, the lattice is not distributive but stiIl satisfies the weaker 
modular law: 

(31) AEe(BnC)=(AEeB)nC provided AsC. 

However, in quantum mechanics infinite-dimensional Hilbert spaces are 
used, and here even the modular law breaks down ([16], p. 22) Birkhoff 
and von Neumann were quite content to have distributivity fail, but they 
considered changes in quantum theory to preserve modularity (see 
especially [6]). 
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6.3. Extensions of Birkhoff and Von Neumann's Approach 

The work of Birkhoff and von Neumann eertainly influeneed every 
subsequent writer on the subjeet. Besides the ones we have already 
diseussed there has been important further work by Fevrier [Il] and [12], 
Fuehs [14], Emeh and Jaueh [10], Varadarayan [36], Mackey [21], 
Kochen and Specker [18], and Suppes [28] and [29]. Of these, we shall 
briefly discuss the contributions of Fevrier and Fuchs. 

Paulette Fevrier first attempted to develop a quantum logic by means 
of three-valued matrices; however, the values were true, contingently false, 
and necessarily false (or: false by virtue of incompatibility). She soon 
linked the truth-values with the subspaces of Hilbert space, and Birkhoff 
regarded her work as a continuation of von Neumann's and his own 
([6], p. 157). Most interesting from our point of view is that she eventually 
attempted to combine alternatives (IlA) and (HB) (following, she said, 
a suggestion by Beth - see [11], p. 382). Thus one would have one kind 
of connective which leads only from elementary statements to elementary 
statements, and another kind of connective which leads to sentences in 
general not even logically equivalent to elementary statements (such as 
exclusion negations). Other such combinations might be interesting - for 
example the choice of (IB) and (IlA). 

W. Fuchs' short artide [14] is notable mainly for his attempt to 
introduce a kind of implication, which is not merely the definitional 
analogue of the mated~1 conditiona!. Using our notation, he introduees 
his arrow by: 

(32) A -+ B is the proposition which says that h(A) ~ h(B). 

He then discusses restrictions on the introduction rules for implication 
to avoid the theorem A -+ (B -+ A). Such iteration of arrows is well­
formed only if the arrow is a sentential connective of L (and is not simply 
a symbol for the metalinguistie relation of semantic entailment). But then 
(32) is not satisfactory; since it does not define h(A -+ B), it does not 
teil us how to understand such iteration. A possible definition of 
h(A -+ B) is given by 

(33) h(A -+ B) = {H if h~A) ~ h(B) 
o otherWlse 
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which means that A ..... B is again an elementary statement if A and B 
are. This would yield an analogue to Lewis Ss strict implication (and 
A ..... (B ..... A) is not valid for it).17 

7. ARGUMENTS CONCERNING THE SIGNIFICANCE 

OF QUANTUM l,.OGIC 

The work discussed above has occasioned a number of reviews and 
discussions; many of these rather critical. Many of the criticisms I 
consider to have been cogent with respeet to the original formulation. 
But in this paper we have presented a reconstruction of the subject of 
quantum logic: from our point of view, each attempt at quantum logic 
has been an attempt to elucidate and exhibit semantic relations among 
the elementary statements. While I believe the reconstruction to be 
entirely faithful to the intent of the original work, it nevertheless avoids 
the difficulties noted by the above-mentioned criticisms - as I shall 
attempt to show. 

On the other hand, it has been suggested at various times that the 
subject of quantum logic throws a radical new light on the foundations 
of logic. If our reconstruction is correct, the work in quantum logic falls 
entirely within the scope of the semantic analysis of logic in general, so 
that this suggestion can hardly be true. But I would maintain that the 
semantic analysis of logic is of major importance to the foundations of 
logic, and that the attempts to formulate a logic of quantum mechanics 
constitute pioneering work in this field. 

7.1. Quantum Logic and Quantum Theory 

We may begin with a look at McKinsey and Suppes' very critical review 
of P. Fevrier's La structure des theories physiques [22]. They understood 
her aim to be a formalization of quantum theory based on a non-standard 
Iogic, ImpIicit in the work of Carnap and many of his contemporaries 
in philosophy of science is the following picture of a physicaI theory: 
it is ideally constructed by adding axioms with empiricaI content to a 
formalized system of Iogic and mathematics, say Principia Mathematica. 
The Iatter consists of standard logic pIus axioms for sets. In that sense 
one might say that the current picture of a physicaI theory impIied that 
its (eventual) formalization must be 'based on' standard logic. McKinsey 
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and Suppes understood Fevrier to be challenging this picture of a physical 
theory. 

Perhaps that is what she had in mind; in that case it is indeed fair 
to say that she "does not appear to appreciate the difficulties that would 
be involved in the heroic task of developing quantum mechanics in the 
framework of a non-dassical logic" ([22], p. 52), and that the mathe­
matieal part of this project "would be somewhat analogous to the writing 
of Principia Mathematica, though vastly more onerous" ([22], p. 54). 

But from our point of view a Iogic of quantum mechanics is simpIy 
an attempt to give a systematic account of the semantic relations among 
the eIementary statements of that theory. And these semantic reIations 
are to be deduced from the quantum theory - that is the sense in which 
this Iogic is a quantum Iogic. It is not meant to be the basis for a formaliza­
tion of the theory, or for a new, non-standard Principia. 

On the other hand, this does not mean that the research in quantum 
Iogic has no vaIue for foundationaI research in quantum theory. An 
exposition of the Birkhoff and von Neumann system is part of Ludwig's 
Die Grundlagen der Quantenmechanik [20]. EIegant reeent work in this 
area by Mackey [21] and Zierler [42,43], is dearly indebted to (or 
inspired by) that of Birkhoff and von Neumann. But none of these 
attempts invoIve the proposal to deveIop the theory in the framework 
of a non-standard mathematics. 

The point that the reIation between quantum mechanics and quantum 
logic is that the former provides the semantics for the latter, is aIso 
relevant to Feyerabend's critique of Reichenbach. 

First, Feyerabend sees as a central assumption in the dassical point 
of view the principIe that if m is a physical magnitude, then U(m, r) 
must be true for some value of r at any given time. He correctly points 
out the semantic feature of the elementary statements of quantum 
mechanics which is the vioIation of this assumption - and that this is 
sufficient to dissoIve the anomalies exhibited by Reichenbach ([13], pp. 
51-53). But of course, Reichenbach's three-vaIued logic is intended to 
reflect exactly this semantic feature. Thus it is hardIy a propos to say that 
"Reichenbach is one of those thinkers who are prepared to give up ... 
even cIassical logic because they cannot adjust themseIves to" the in­
adequacy of the dassicaI point of view ([13], p. 53). 

In Section 4 of [13], Feyerabend argu es that Reichenbach's system 
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violates his own criteria of adequacy. Reichenbach wrote: 

When we wish to incorporate all quantum meehanieal statements into three-valued 
logic, it will be the leading idea to put into the true-false class those statements which 
we call quantum meehanicallaws. ([26], pp. 159-160) 

Now Feyerabend argues, and Reichenbach admits, that the law of 
conservation of energy gets the middle value. Reichenbach writes: 

The principle requiring that the sum of kinetie and potential energy be constant con­
neets simultaneous values of momentum and position .... It follows that the principle 
of conservation of energy is eliminated ... from the domain of true statements, without 
being transformed into a false statement; it is an indeterminate statement. ([26], p. 166) 

Feyerabend adds: 

The same results if we use the statement in the form in which it appears in quantum 
meehanics. In this form the statement asserts that the sum of various operators, not 
all of them commuting, will disappear .... 

The last argument admits of generalization; every quantum-meehanical statement 
containing non-commuting operators can only possess the value 'indeterminate'. This 
implies that the commutation rules whieh are among the basic laws of quantum meeha­
nics as weil as the equations ofmotion ... will be indeterminate .... ([13], p. 54) 

These would indeed be disastrous consequences. But from the point of 
view of our present reconstruction, the discussion went astray at its very 
beginning. 

First, we have sharply distinguished between the language L of 
elementary statements, and the generallanguage of quantum theory. In 
the latter we encounter such statements as: 

Postulate J. A system with n degrees of freedom is completely specified by the normed 
state vector l/!t(ql, ... , qn) .... 
Postulate II. To every observable corresponds a Hermitean operator .... 

which are fo und in many texts and discussions of quantum theory (here 
quoted from Mandl [23]). The above statements are in fact examples 
of what philosophers of science have generally called correspondence rules 
(assuming that 'system' and 'observable' have counterparts in the 'ob­
servatian language'); for us they are part of the semantics of L; and 
for the physicist they are basic principles of the quantum theory. 

There is an obvious and excellent reason for distinguishing between 
these two languages: for it is easy to construct an artificial language 
satisfying the conditions we have placed on L, but no one has as yet 
shown how to formalize a language adequate to the complete develop­
ment of quantum theory. Were the latter formalized, we could join the 
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two languages (or perhaps the former would already be part of the latter). 
However, this should not affect the semantic structure of either. Since 
the development of quantum theory is within the framework of dassical 
mathematics, one would find that 

Mx=rx 

is always true or false, even if 

U(m, r) 

is sometimes neither true nor falseo (This is perfectly compatible with 
the fact that the one statement is true if and only if the other is true.) 
In Reichenbach's formulation, these two statements cannot be identified, 
for this very reason. 

As we have construed it, Reichenbach's proposal generates indeter­
minacies only arno ng elementary statements. Both Reichenbach and 
Feyerabend begin by considering the law of conservation of energy stated 
in its dassical form and construed, one is led to assume, in terms of 
elementary statements and numerical quantifiers. This is not a propos, 
and Feyerabend very rightly turns to the quantum theoretic formalism, 
in which the law has the form of an assertion that a eertain sum of 
operators equals zero. Some of these operators do not commute. But 
the important point is that this statement is not a sentence of L, but 
of the language of the theory of linear operators on Hilbert space. 
Therefore this statement must be true or false. The correct identifieation 
of the operators makes it true. Mutatis mutandis for the exchange rela­
tions and the equations of motion. 

To sum up, the laws of quantum mechanics concern the semantics of 
the language of elementary statements; they do not belong to it. (This 
shows equaIly why these laws are not indeterminate in Reichenbach's 
approach, and not necessarily false in the Birkhoff-von Neumann ap­
proach.) 

7.2. Quantum Logic and the Foundations of Logic 

Turning now to the significance of quantum logic for the philosophy of 
logic, we find that Fevrier, and Emch and Jauch, see in its development 
eoncrete support for Gonseth's point of view that logic is a 'physique 
de l'objet quelconque'. But once we accept that it is a logic only of the 
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set of elementary statements for a certain physical theory, we must fully 
coneur in Jordan's judgment on this matter: 
Man kann [es] naeh Birkhoff-Neumann so ausdrüeken, dass man von einer Quanten­
logik im Gegensatz zu einer klassischen Logik sprieht. Natürlich ist es Gesehmaeksaehe, 
ob man diese Bezeichnung anerkennen will; jedoeh ist sie jedenfalls dann naturgemäss, 
wenn man unter 'Logik' die Gesetze der möglichen Verknüpfungen von Aussagen ... 
über den Zustand eines physikalisehen Systems verstehen will - in dieser Auffassungs­
weise ist aueh die Logik eine empirisehe Wissenschaft .... ([17], p. 368) 

Only from such a general point of view does a multiplicity of logics make 
sense; and then the discovery of a non-standard logical structure does 
not constitute a conceptual revolution. 

Gonseth's characterization of logic is somewhat reminiseent of the 
views of Quine, according to whom logical principles, no more than 
physical laws, are immune to revision in the face of new experimental 
evidenee: 
Revision even of the logieal law of the excluded middle has been proposed as ameans 
of simplifying quantum meehanies; and what difference is there in prineiple between 
such a shift and the shift whereby Kepler superseded Ptolemy, or Einstein Newton, or 
Darwin Aristotle? ([251, p. 43) 

But this is an entirely misleading way of stating the point. No law is 
contradicted by the proposal of a non-standard quantum logic. Rather, 
what is shown is that we can construct Ianguages for which the familiar 
laws do not hold; hence, what is shown is that standard logic has a 
limited domain of application. This should come as no surprise; as purely 
[orrnaI possibilities, these non-standard Ianguages have been investigated 
by logicians since the second decade of this century. The (pleasant) sur­
prise is rather to see that these ideas concerning non-standard lagieal 
systems have a natural application in the set of elementary statements 
of a physical theory. This is weil argued by Putnam: 

perhaps this is what is meant when it is said that a three-valued logic does not eonstitute 
a real alternative to the standard variety: it exists as a ealeulus, and perhaps as a non­
standard way of using logical words, but there is no point to this use . 

. .. three-valued logic and other non-standard logies had first to be shown to exist as 
eonsistent formaI struetures ... The only remaining question is whelher one can de­
scribe a physical situation in whieh this use of logieal words would have a point. 

Such a physical situation (in the mierocosm) has indeed been deseribed by Reichen­
bach. ([241, pp. 76-77) 

That is, the question is whether there is a philosophically or scientifically 
interesting language of which we can say: this non-standard lagieal 
system is the logic of that language. 
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Finally, I should like to emphasize what I find philosophically the most 
significant feature of these attempts to formulate a 'logic of quantum 
mechanies'. These very diverse attempts can all be understood, as pursuing 
different but related aims, from the point of view of a semantic analysis 
of physical theories. I see in this point of view a powerful rival for the 
concept of a physical theory as a syntactic system with formation, 
transformation, and correspondence rules, and its emendations by means 
of coordinative definitions, reduction sentences, and meaning postulates. 
This strongly syntactic approach certainly led to a great deal of insight 
into the structure of scientific theories; perhaps the semantic approach, 
so fruitful in foundational work in logic and mathematics, will prove 
equally successful in further philosophical inquiry in science. 

Universily of Toronto 

NOTES 

... Presented at the Philosophy ofScience Association First Biennial Meeting, Piusburgh, 
October 1968. The research for this paper was supported by NSF grant GS-1566. 
1 Birkhoff and von Neuman [7] generalized the term phase space' to cover both cases; 
Weyl [40] used 'system space'. The term 'state-space' is adopted from systems theory; 
cf. [41]. Similar conceptions of the structure of physical theories can be found in 
Destouches [8], [9], Strauss [27] and in Weyl's interesting articIe [39]. 
2 While U(m, r, t) may be read as 'A measurement of m at t will (would) flnd the value 
r', this must not be understood as an operationalist identiflcation of meaning. The 
exact relation between U(m, r, t) and the outcomes of actual experiments is the subject 
of an auxiliary theory of measurement, which is only caricatured by the notion of aset 
of 'correspondence rules'; cf. [28]. 
3 Here we can let Vbe aset of e1ementary statements in which case h(V) = 1'\ {h(A):A E 

eV}. 
4 In this simplifled presentation we only consider pure cases, and not mixtures; this 
appears to be sufficient for a discussion of quantum logic. 
5 Cf. [IS], pp. 35-36 or [23], pp. lOO--101. 
6 We add the word 'sharp' since for each state (hence also those which are not eigen­
states) there is a determinate probabililY that the value r will be found upon a measure­
mentform. 
7 The principles of the theory should govem the choice of the state-space and of the 
operators, and/or limit the set of models; superselection rules may set further limitations 
8 The terms 'excIusion negation' and 'choice negation' are taken from Mannoury's 
discussions of the foundations of mathematics, which played an important role in the 
development of Intuitionism (ef. [2], pp. 20-22). Similar distinctions go back at least to 
the Arab logicians of the Middle Ages. 
9 For a semantic discussion of this notion of presupposition, see [33], Sections I and II. 
10 Conceming incompatibility; also needed are axioms to the effeet that if r #- r' and 
U(m, r) then not U(m, r'). 
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11 In terms of [33], U(m, r) and - U(m, r) presuppose that the state-veetor is an eigen­
veetor of M (hence - is choice negation), and a conjunction of incompatible sentences 
presupposes its own denial. We may note in addition that if we are content with the 
present, relatively shallow analysis of semantic relations among the elementary state­
ments, L can· be reformulated as a radical presuppositionallanguage [34], for which 
metalogical theorems are very straightforward. 
12 The question of bivalence is not raised explicitly; in the historical context this can be 
taken to signify its acceptance. 
13 We consider only a simple case: Mis assumed to have a discrete speetrum and to be 
non-degenerate. For the extension to other cases we refer to von Neumann's work. 
14 It should also be noted that the statement 'the value of m Iies in the interval r is also 
expressed by an elementary statement of the form U(p, 1), where p corresponds to a 
projeetive operator P; see [37], p. 252. A presentation of quantum theory which follows 
this approach e10sely is that of Temple [31]. 
15 This suggests, of course, that the set of elementary statements ought really to be 
broadened to inelude all probability statements concerning what a measurement for m 
will (would) find. J. von Neumann sketched such an extension in [38]. 
16 This will show more perspicuously how L is here a semi-interpreted language in the 
sense of [32]. The presentation of the subjeet most directly along these Iines is that of 
Ludwig [20], pp. 54-59. 
17 Cf. my discussion of the relation between S5 and semi-interpreted languages in [32], 
Seetion 5. 
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