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Preface

This book began in summer 2011 as an attempt to understand the mathe-
matical framework underlying quantum mechanics. Although I have long been
interested in physics, the immediate impetus for writing came from a reading
project with my friend Doug Martin in the Physics Department at Lawrence
University. In effect, this text is a first course in quantum mechanics from the
mathematical point of view, emphasizing the role of symmetry, and inspired
by J.S. Townsend’s A Modern Approach to Quantum Mechanics [22].

The history of mathematics is deeply entwined with the history of physics,
and the two subjects continue to influence each other in dramatic and inspiring
ways. Nevertheless, it is an unfortunate fact that physicists and mathemati-
cians often speak past each other and sometimes fail to appreciate the value
of each others’ concerns.1 A physicist colleague once sent me a small poster
for my office inscribed with the pithy phrase: “Mathematics: Physics without
Purpose.” I can imagine some of my mathematical colleagues retorting with
“Physics: Mathematics without Rigor.” While these taunts can be great fun,
they do not help bridge the gap between two powerful worldviews. Mathemati-
cians decry physicists’ desire to choose coordinates, and we tell them about
the beauty of abstract objects, generally defined as sets with further struc-
ture. Physicists often don’t see the point of these abstractions, and in any case
have little intuition for working with them. Instead, they are delighted with a
“debauch of indices” (E. Cartan) and are quite skilled at computing, which is
their real aim. After all, a physical theory is only justified qua physical theory
by its agreement with experiment.

This text takes a middle road, and is loosely structured as a conversation
between M(athematician) and P(hysicist). Starting with some basic physical
intuitions and experimental results, M and P set out to make a model of the
physical world. M introduces abstract mathematical objects, but she always
motivates them with reference to experiment and appeals to simplicity. In
this way, I hope that physicists already comfortable with the computations
of quantum mechanics will gain an appreciation for the natural way in which
these abstract objects arise. In response to these abstractions, P tends to

1Of course, there are mathematicians who work in the area of mathematical physics,
and physicists who identify primarily as mathematical physicists. These two communities
presumably understand each other reasonably well, and I am not thinking of them. Instead,
I refer to the majority of working mathematicians (who may not know much about modern
physics) and the bulk of experimental physicists (who may not know much about modern
mathematics).

xv



xvi Preface

choose coordinates, but M is careful to make him account for all the other
choices he could have made. P’s instinct is to say: “of course I could have
chosen differently, but then I would just need to do some bookkeeping to
translate between the resulting computations.” But M insists that they study
the particular structure of the collection of possible choices at each stage. In
general, this is a group structure, and M and P are naturally led to build
a model of the physical world based on group representations. Remarkably,
much of the mathematical structure of quantum mechanics falls out from
this procedure, giving it an aura of inevitability and extreme beauty. In this
way, I hope that mathematicians already comfortable with Lie groups and
their representations will gain an appreciation for quantum mechanics and
its myriad connections to pure mathematics. Of course, the main audience for
this book is the advanced undergraduate or beginning graduate student whose
understanding of both physics and mathematics is just beginning to grow.

Indeed, the student I have in mind will have taken courses in multivariable
calculus, linear algebra, abstract algebra, real analysis, and perhaps topology.
But she may not have seen any truly rich connections between these various
subjects, and in any case would benefit from an opportunity to review them
in a new context, where she will gain exposure to some graduate-level topics:
smooth manifolds, group representations, Lie algebras, and Hilbert spaces. My
aim is to introduce these new topics in a natural way, as an outgrowth of a
compelling physical and mathematical exploration. Moreover, an introduction
is all that I intend, leaving a deeper and fuller account to other texts and
future courses. Especially with regard to the analytic subtleties that arise in
the context of self-adjoint operators on Hilbert spaces, I am content to raise
awareness of the difficulties while avoiding getting bogged down in the details.
Students will be better able to comprehend a graduate course in real analysis
if they have some prior understanding of why one should bother with those
technical details in the first place. A great place to learn about the details
in the context of quantum mechanics is B.C. Hall’s excellent text Quantum
Theory for Mathematicians [10].

This book is not intended as a replacement for introductory physics texts
such as [9, 22]: the reader will not learn perturbation theory nor gain profi-
ciency at computing the energy levels or eigenstates of any but the simplest
quantum mechanical systems. Nevertheless, M and P do try out their model on
systems such as the infinite spherical well, the harmonic oscillator, and the hy-
drogen atom. But the point is always to illustrate the underlying mathematical
structure, not the explicit form of the solutions or their physical consequences.
A highly recommended undergraduate text for students of mathematics that
does present perturbation theory with applications to scattering problems is
[3], which has a more analytic focus than our text, and also provides a fuller
discussion of the relationship between quantum and classical mechanics.

Likewise, this text is not meant as a replacement for more advanced math-
ematical treatments of quantum mechanics such as [10, 20]. In particular, M
introduces a piece of mathematics only if she feels it is demanded by physi-
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cal considerations. And even then, she resists the temptation to develop the
ideas in even modest generality, preferring to stay close to the physical model
under development. Overall, one might read this book as a motivating intro-
duction to Lie groups and their representations, with focus on the quantum
mechanically relevant Heisenberg group H3 and special unitary group SU(2).

While the results described herein are well known, the presentation is
somewhat novel. In any case, my aim is to whet the appetite for further
study, and I hope this text serves to reveal the simplicity and beauty of a sub-
ject that is often perceived as complicated and intimidating. Exercises occur
throughout, and I have provided solutions to those tagged by the symbol ♣ in
Appendix A.4. In an effort to bridge the gap between the physics and math-
ematics literature, I have adopted some notation that may be more familiar
to physicists than mathematicians. In particular, time-derivatives are denoted
by ċ(t) rather than c′(t), and primes instead decorate objects viewed from M’s
point of view as compared with P’s. In addition, I denote complex conjugation
by α∗ rather than α, and use L† to denote the adjoint/Hermitian conjugate of
an operator rather than L∗. A brief review of key material from linear algebra,
multivariable calculus, and analysis is provided in Appendices A.1–A.3.

This book is dedicated to my son, Sebastian, and I certainly could not
have written it without the love, support, and patience of my wife Madera.
I would also like to thank my students Karl Mayer, Sanfer D’souza, and
Daniel Martinez Zambrano for working through early drafts of this material
as part of their Senior Experiences at Lawrence University—their questions
and comments have been extremely helpful. My colleague Allison Fleshman
from the Chemistry Department provided enthusiastic conversations and in-
sightful comments about the periodic table, and Doug Martin in the Physics
Department has given me continual encouragement and inspiration. Finally,
many thanks go to an anonymous reviewer for excellent suggestions that have
substantially improved the exposition.

Scott Corry
Appleton, WI

May 2016
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Plan of the Book

Part I: Spin

Chapter 1: Physical Space . . . in which M and P discover the group of
rotations, SO(3).

The book begins with a description of physical space as isomorphic to
R3, but care is taken to note that the choice of isomorphism is arbi-
trary. The argument by which this freedom of choice leads to an action
of SO(3) is carefully rehearsed so that it may serve as a template for
later discussions in less familiar contexts.

Chapter 2: Spinor Space . . . in which M and P discover the special uni-
tary group SU(2) and its relation to the group of rotations SO(3).

On the basis of the Stern-Gerlach experiment, spinor space is described
as isomorphic to C2, but once again the choice of isomorphism is arbi-
trary. Following closely the pattern of Chapter 1, this freedom of choice
leads to an action of SU(2). The relationship between physical space
and spinor space is established by showing that SU(2) is the universal
cover of SO(3).

Chapter 3: Observables and Uncertainty . . . in which M and P discover
the Lie algebra su(2) and its complexification sl2(C).

A discussion of quantum observables leads to the definition of several Lie
algebras and an exploration of their relationship to the corresponding
Lie groups. The Lie bracket is shown to have a physical interpretation
in terms of uncertainty.

Chapter 4: Dynamics . . . in which M and P discover the Schrödinger equa-
tion.

The time-evolution of spin-states is modeled as a curve in the unitary
group U(2), and this curve is shown to be determined by the Hamiltonian
of the physical system, obtained by quantizing the classical expression
for the energy.

xix
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Chapter 5: Higher Spin . . . in which M and P classify the representations
of SU(2).

The complex irreducible representations of SU(2) are classified by work-
ing with the corresponding representations of the Lie algebra sl2(C).
These representations are described explicitly and a physical interpreta-
tion is provided in terms of higher spin particles measured by a Stern-
Gerlach apparatus. The final section studies the irreducible representa-
tions of SO(3) as preparation for the theory of orbital angular momen-
tum in the second part of the book.

Chapter 6: Multiple Particles . . . in which M and P learn about the ten-
sor product.

The tensor product of spinor spaces provides a model for the spin-states
of a system of two particles. This leads to the Clebsch-Gordan problem
for SU(2), whose solution describes how the tensor product of irreducible
representations decomposes as a direct sum of irreducibles.

Part II: Position & Momentum

Chapter 7: A One-Dimensional World . . . in which M and P discover
the Heisenberg group, H1.

Position space L2(R) is introduced in order to model the position of
a particle in one dimension. The freedom of choice of an origin in physi-
cal space leads to an action of the group (R,+). This translation action
extends to an action of the Heisenberg group H1, and the correspond-
ing Lie algebra action provides the position and momentum operators.
The resulting framework is applied to several physical systems: the free
particle, the infinite square well, and the harmonic oscillator.

Chapter 8: A Three-Dimensional World . . . in which M and P combine
their studies of the Heisenberg group H3 and the rotation group SO(3).

Following the pattern developed for the one-dimensional world, posi-
tion space L2(R3) is introduced for three dimensions. This space carries
a translation action of the group (R3,+) which extends to an action of
the Heisenberg group H3. Hearkening back to Chapter 1, the choice of
a basis for physical space leads to an action of SO(3) on position space,
which combines with the Heisenberg action to yield an action of the
group G = H3 o SO(3). The corresponding Lie algebra action provides
the position, linear momentum, and orbital angular momentum opera-
tors. Several physical systems are studied: the free particle, the infinite
spherical well, the harmonic oscillator, and the Coulomb potential. In
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order to incorporate spin, the G-action is extended to an action of the
group G̃ = H3oSU(2) on spinor-valued wavefunctions. This framework
is applied to the hydrogen atom, and a discussion of identical particles
leads to the Pauli exclusion principle and some insight into the structure
of the periodic table of the elements.

Chapter 9: Toward a Relativistic Theory . . . in which M and P discover
the central extension of the Galilean group, the restricted Lorentz group
SO+(1, 3), and the Dirac equation.

The final chapter considers the relationship between the time-evolutions
of wavefunctions for observers in uniform relative motion. This leads
to an action of the central extension of the Galilean group in the non-
relativistic context, and to actions of the restricted Lorentz and Poincaré
groups in special relativity. The text ends with a discussion of the Dirac
equation describing a relativistic spin- 1

2 particle.
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Chapter 1
Physical Space

In which M and P discover the group of rotations, SO(3).

1.1 Modeling space
Let us imagine two observers, M(athematician) and P(hysicist). They are

located together, looking at empty space, armed with meter sticks and pro-
tractors. Their sense impressions will probably lead them to agree about the
following statements:

1. Space is three-dimensional and flat (i.e., not curved);

2. Their meter sticks are identical;

3. Their protractors are identical.

Of course, statement number 1 is imprecise. What does three-dimensional
really mean? What about flat? Nonetheless, these shared intuitions lead M to
propose the following model of the empty physical space surrounding them:

Definition 1.1. Physical space is a three-dimensional real inner product space
(V, 〈, 〉).

P politely asks M to motivate her choice of model. M responds by unpack-
ing her concise definition1: V is a vector space over the field of real numbers R.
To say that V is three-dimensional means that there exists an ordered set of
three vectors {v1,v2,v3} ⊂ V such that every v in V can be written uniquely
as

v = c1v1 + c2v2 + c3v3

for some particular real numbers c1, c2, c3. The uniqueness means that two
distinct 3-tuples of real numbers will yield distinct linear combinations of the
basis vectors vi. Now P understands that M is using a vector space to capture
the intuition that space is “flat,” and in this context “three-dimensional” ac-
quires a precise meaning that meshes with physical intuition: there are exactly
three independent directions in space, no more and no less.

An inner product on V is a function 〈, 〉 : V × V → R such that if c ∈ R
and v,v′,w ∈ V , then:

1See Appendix A.1 for a summary of basic concepts in linear algebra.

3
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i) 〈cv + v′,w〉 = c 〈v,w〉+ 〈v′,w〉 (linearity in first component);

ii) 〈v,w〉 = 〈w,v〉 (symmetry);

iii) 〈v,v〉 ≥ 0 with equality if and only if v = 0 (positive definite).

Exercise 1.2. Show that conditions i) and ii) for an inner product imply
linearity in the second component: 〈w, cv + v′〉 = c 〈w,v〉+ 〈w,v′〉 .

M summarizes by saying that an inner product is a bilinear, symmetric, pos-
itive definite function on V × V . So far, P isn’t very impressed with this as
motivation for M’s definition of space. But M continues: define the length of
a vector v in V to be |v| :=

√
〈v,v〉, which is a non-negative real number

by condition iii). Furthermore, define the angle2 between two nonzero vectors
v and w to be θ(v,w) := arccos

(
〈v,w〉
|v||w|

)
. Observer P now understands: an

inner product on V is an algebraic gadget that captures the notion of length
and angle. Since M and P have identical meter sticks and protractors, they
have the same notion of length and angle, hence they agree about the inner
product on V .

Exercise 1.3. Suppose that (X, 〈, 〉) is a real inner product space. Show that
the inner product 〈, 〉 is uniquely determined by the corresponding length func-
tion. That is, show that if two inner products define the same length function,
then they are the same. (Hint: Compute |x1 + x2|2).

Example 1.4. Fix an integer n ≥ 1, and consider the set Rn of all n-tuples
of real numbers:

Rn := {(x1, x2, . . . , xn) | xi ∈ R} .

Then Rn is an n-dimensional real vector space under the operations of
component-wise addition and scalar multiplication. The standard basis for
Rn is given by {e1, . . . , en}, where the vector ei has a 1 in the ith slot and
zeros elsewhere. Define the dot product of two vectors in Rn by the formula

(x1, x2, . . . , xn) · (y1, y2, . . . , yn) :=
n∑
i=1

xiyi.

The reader should check that · : Rn×Rn → R defines an inner product on Rn.
The resulting real inner product space (Rn, ·) is called real Euclidean n-space.

P is tired of all this formalism, and wants to start doing experiments. So he
begins to set up his lab. He is going to want to make measurements, so his first
order of business is to set up a coordinate system. In terms of the model, this
requires a specific choice of ordered basis {v1,v2,v3} for the vector space V .

2Here arccos : [−1, 1]→ [0, π] is the inverse of the cosine function. This definition makes
sense because of the Cauchy-Schwarz inequality which states that |〈v,w〉| ≤ |v||w| for all
vectors v,w ∈ V .
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l1 l2

l3

r1
r2

r3

FIGURE 1.1: The basis on the left is left-handed; the basis on the right is
right-handed.

The fact that V is three-dimensional guarantees that at least one such basis
exists, but P quickly realizes that there are in fact infinitely many distinct
bases to choose from, each of which corresponds to a different coordinate
system for his lab. However, P doesn’t like all coordinate systems equally. He
prefers one in which the coordinate axes are orthogonal. Moreover, it strikes
P as convenient to normalize his basis vectors to have length 1 (i.e., the same
length as his meter stick). Thus he decides to choose an orthonormal basis
{u1,u2,u3} for the inner product space (V, 〈, 〉), which means that the basis
vectors are pairwise-orthogonal and have unit length3. Observer M agrees that
this is a reasonable condition to impose on a choice of basis: after all, since M
and P agree about the inner product on V , they will also agree about whether
a given basis is orthonormal.

P has one more preference about coordinate systems: because he is right-
handed, he wants to use a right-handed coordinate system. By a right-handed
system he means the following (see Figure 1.1): if he points the fingers of his
right hand along the direction of his first coordinate axis, and curls them to-
ward his second axis, then his thumb will point in the direction of his third axis
(rather than in the opposite direction). Using physical intuition, P observes
that any orthogonal coordinate system is either right-handed or left-handed,
and that any two right-handed systems are related by a rotation, and similarly
for any two left-handed systems. However, to move a right-handed system onto
a left-handed system requires a reflection. At first, M is reluctant to build these
considerations into their model of space, but she finally relents after specify-
ing the following implication: the distinction between right- and left-handed
coordinate systems divides the collection of all bases for V into two disjoint
subsets. P’s preference for right-handed systems corresponds to the selection
of one of these two subsets as the positively oriented bases. If you flip the sign
of the third basis vector in a positively oriented basis, you get a negatively

3The Gram-Schmidt orthogonalization algorithm guarantees that such a basis exists.
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oriented basis and vice-versa (this flipping corresponds to the reflection across
the plane spanned by the first two basis vectors). The specification of which
subset is positive is called an orientation on V , so their model of space is now
an oriented three-dimensional inner product space. The next exercise makes
the notion of orientation rigorous and generalizes it to n dimensions.

Exercise 1.5. Suppose that X is an n-dimensional real vector space, and
that γ := {x1,x2, . . . ,xn} and γ′ := {x′1,x′2, . . . ,x′n} are two ordered bases
for X. Then there is a unique isomorphism Φ : X → X with the property that
Φ(xi) = x′i for all i. Since Φ is invertible, the determinant of Φ is a nonzero
real number. Define a relation ∼ on the set of all bases of X by saying that
γ ∼ γ′ if and only if det(Φ) > 0. Show that ∼ is an equivalence relation that
partitions the set of all bases for X into two subsets. The choice of one of
these subsets as positive is called an orientation on X.

After all of this discussion, P finally chooses a positively oriented orthonor-
mal basis β := {u1,u2,u3} for the oriented inner product space (V, 〈, 〉). Hav-
ing made this choice, he can think about space in more concrete terms as
follows. Given an arbitrary vector v ∈ V , there exist unique real numbers
a, b, c such that v = au1 + bu2 + cu3. This correspondence defines an isomor-
phism of vector spaces ϕ : V → R3 defined by ϕ(v) = (a, b, c). Moreover, since
P’s basis is orthonormal, ϕ actually yields an isomorphism of inner product
spaces ϕ : (V, 〈, 〉)→ (R3, ·). That is, ϕ not only preserves the vector space
structure, it also preserves the inner products.

Exercise 1.6. Suppose that (X, 〈, 〉) is an n-dimensional real inner prod-
uct space, and that γ := {u1,u2, . . . ,un} is an orthonormal basis for X.
For any vector x ∈ X, the fact that γ is a basis means that there exist
unique real numbers a1, a2, . . . , an such that x =

∑n
i=1 aiui. Show that the

function ϕ : X → Rn defined by ϕ(x) := (a1, a2, . . . , an) is an isomorphism
of vector spaces. Further, show that ϕ preserves the inner products, hence
is an isomorphism of inner product spaces: for all x1,x2 ∈ X, we have
〈x1,x2〉 = φ(x1) · φ(x2).

Thus, once P chooses a positively oriented orthonormal basis, he has identified
space with (R3, ·) endowed with the familiar right-handed orientation in which
the standard basis is positive. With this, P feels like he is back on firm ground
and starts thinking about some experiments he wants to perform. But M
interrupts with an annoying question: how does this more concrete description
of space depend on P’s choice of orthonormal basis?

To make the question more precise, M chooses a different positively ori-
ented orthonormal basis for (V, 〈, 〉), which she denotes by β′ := {u′1,u′2,u′3}.
As above, this choice of basis defines an isomorphism ϕ′ : (V, 〈, 〉) → (R3, ·).
But note that ϕ′ is not the same isomorphism as ϕ, so when P and M each
decide to describe space as (R3, ·), their descriptions do not agree. Neverthe-
less, they are both working with (V, 〈, 〉), so there must be a way of translating
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between the two descriptions. To discover the translation, consider the com-
posed function ϕ′ ◦ ϕ−1 : (R3, ·) → (R3, ·). This function is an isomorphism,
since it is the composition of two isomorphisms. Since it maps R3 to itself,
we say that it is an automorphism of the inner product space (R3, ·). We can
picture the situation via the commutative diagram below:

V V

ϕ

y yϕ′
R3 ϕ′◦ϕ−1

−−−−−→ R3.

In order to better understand the automorphism ϕ′ ◦ϕ−1, we pause to provide
a brief review of certain classes of linear operators on real Euclidean n-space.

1.2 Real linear operators and matrix groups
Suppose that L : Rn → Rn is a linear operator, and let ε := {e1, e2, . . . , en}

denote the standard basis of Rn (see example 1.4) . Then L is represented (with
respect to ε) by an n× n matrix of real numbers, which we also denote by L:

L = [Lij ] where L(ej) =
n∑
i=1

Lijei.

This means that the jth column of the matrix L is the vector L(ej). We
may now express the effect of the linear operator L as left-multiplication on
column vectors: if v = (v1, v2, . . . , vn), then viewing v as a column yields
L(v) = Lv ∈ Rn, where the ith component of Lv is

(Lv)i =
n∑
j=1

Lijvj ,

the dot product of the ith row of L with v.
The next few propositions express properties of the linear operator L in

terms of the corresponding matrix.

Proposition 1.7. The linear operator L is an automorphism of the vector
space Rn if and only if the matrix L is invertible.

Proof. The operator L is an automorphism if and only if it possesses an in-
verse: a linear operator M : Rn → Rn such that L ◦M = M ◦ L = id, the
identity transformation. But composition of linear operators corresponds to
multiplication of the corresponding matrices, so the existence of an inverse op-
erator is equivalent to the existence of a matrixM such that LM = ML = In,
the n× n identity matrix.
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Denote by GL(n,R) the set of all invertible n×nmatrices with real entries.
Note that this set has the following properties with respect to the operation
of matrix multiplication:

i) (closure) If A and B are in GL(n,R), then so is their matrix product
AB, since the inverse of AB is equal to B−1A−1.

ii) (identity) The identity matrix In ∈ GL(n,R), and it satisfies InA =
AIn = A for all A ∈ GL(n,R).

iii) (inverses) If A is in GL(n,R), then so is A−1, since (A−1)−1 = A.

iv) (associativity) Matrix multiplication is associative: (AB)C = A(BC) for
all matrices A,B,C of compatible sizes. This follows from the fact that
matrix multiplication corresponds to the composition of linear operators,
and composition of functions is associative.

These statements mean that GL(n,R) forms a group under matrix multipli-
cation; it is non-abelian since AB 6= BA for matrices in general.
Definition 1.8. The group of all invertible n × n real matrices, denoted
GL(n,R), is called the real general linear group. It is the symmetry group
of the vector space Rn.
Proposition 1.9. Suppose that L ∈ GL(n,R). Then L preserves the dot
product on Rn if and only if L−1 = LT , the transpose of the matrix L. (By
“preserves the dot product” we mean that Lv ·Lw = v ·w for all v,w ∈ Rn.)
Proof. Recall that the transpose of a matrix is obtained by reflecting across
the main diagonal: (LT )ij := Lji. We first show that for all v,w ∈ Rn, we
have Lv ·w = v · LTw. Indeed, note that if we think of v and w as column
vectors, then wT is a row vector, and we may express the dot product as
matrix multiplication: v ·w = wTv. Replacing v by Lv yields

Lv ·w = wT (Lv) = (wTL)v = (LTw)Tv = v · LTw.

(Here we have used the fact that (AB)T = BTAT for any two matrices of
compatible sizes.) We now apply this identity to the dot product of Lv and
Lw:

Lv · Lw = v · LTLw.
Clearly, if L−1 = LT , then LTL = In and L preserves the dot product as
claimed. Going the other direction, if L preserves the dot product, then we
find that v ·w = v · LTLw for all v,w. Subtraction yields

0 = v ·w− v · LTLw = v · (In − LTL)w.

Since this equation holds for all v and w, we may take v = (In − LTL)w to
find that

(In − LTL)w · (In − LTL)w = 0.
Since the dot product is positive definite, it follows that (In−LTL)w = 0 for all
w. Thus, In−LTL is the zero operator, so that LTL = In and L−1 = LT .
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Denote by O(n) ⊂ GL(n,R) the subset of matrices satisfying the condition
L−1 = LT . Such matrices are called orthogonal. The reader should check that
O(n) is a subgroup of GL(n,R): a subset containing the identity matrix and
closed under matrix multiplication and inverses.

Definition 1.10. The group of all invertible n × n real matrices satisfying
L−1 = LT , denoted O(n), is called the orthogonal group. It is the symmetry
group of real Euclidean n-space (Rn, ·).

Exercise 1.11. Suppose that L : Rn → Rn is a linear operator. Show that
L ∈ O(n) if and only if L preserves the lengths of vectors: |Lv| = |v| for all
v ∈ Rn. (Hint: use proposition 1.9 and compute |L(v + w)|2.)

Proposition 1.12. The determinant of an orthogonal matrix is ±1.

Proof. If L is orthogonal, then In = LTL. Taking the determinant of both
sides yields 1 = det(In) = det(LTL) = det(LT ) det(L) = det(L)2. It follows
that det(L) = ±1.

Now endow (Rn, ·) with the orientation for which the standard basis ε is
positive. If L ∈ GL(n,R) is an invertible matrix, we say that L is orientation
preserving if L sends positively oriented bases to positively oriented bases.
By exercise 1.5, we see that L is orientation preserving if and only if detL >
0. It follows from the previous proposition that an orthogonal matrix L is
orientation preserving if and only if detL = 1; such matrices are called special
orthogonal, and they form a subgroup of the orthogonal group.

Definition 1.13. The special orthogonal group is the subgroup SO(n) ⊂
O(n) of orthogonal matrices with determinant 1. It is the symmetry group of
oriented real Euclidean n-space.

Before returning to our observers M and P in three dimensions, we take a
close look at all of these groups in the cases n = 1 and n = 2.

Example 1.14. For n = 1 we have the following groups:

• GL(1,R) = R×, the group of nonzero real numbers;

• O(1) = {±1}, the sign group;

• SO(1) = {1}, the trivial group.

Example 1.15. The real general linear group GL(2,R) consists of 2× 2 real
matrices with nonzero determinant. Hence, we have

GL(2,R) =
{[

a b
c d

]
| ad− bc 6= 0

}
.

Equivalently, a 2 × 2 real matrix is an element of GL(2,R) if and only if its
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columns form a basis for R2. Concretely, this means that neither column is a
scalar multiple of the other.

Writing out the orthogonality condition I2 = LTL we find[
1 0
0 1

]
=
[
a c
b d

] [
a b
c d

]
=
[
a2 + c2 ab+ cd
ab+ cd b2 + d2

]
.

Equating entries, we obtain the conditions a2+c2 = b2+d2 = 1 and ab+cd = 0.
Interpreting these relations as dot products, we see that L is orthogonal exactly
when the columns of L have unit length and are orthogonal to each other. Thus,
a 2 × 2 real matrix is an element of O(2) if and only if its columns form an
orthonormal basis for (R2, ·).

Note that for any choice of a, c such that a2 + c2 = 1, the point (a, c) lies
on the unit circle in R2. Hence, there exists a unique angle θ ∈ [0, 2π) such
that a = cos(θ) and c = sin(θ) (see Figure 1.2). The remaining two conditions
on b and d then imply that (b, d) = ±(− sin(θ), cos(θ)). Thus, we have the
following description of the orthogonal group O(2):

O(2) =
{[

cos(θ) − sin(θ)
sin(θ) cos(θ)

]
,

[
cos(θ) sin(θ)
sin(θ) − cos(θ)

]
| 0 ≤ θ < 2π

}
.

Finally, if we demand that the determinant is +1, we find that only half
of the matrices in O(2) remain as special orthogonal matrices:

SO(2) =
{
Lθ =

[
cos(θ) − sin(θ)
sin(θ) cos(θ)

]
| 0 ≤ θ < 2π

}
.

Hence, each element of SO(2) is uniquely determined by an angle θ ∈ [0, 2π).
In fact, the special orthogonal matrix Lθ describes a counter-clockwise rotation
through the angle θ (see Figure 1.2). The first standard basis vector e1 = (1, 0)
is sent to (cos(θ), sin(θ)), while the second standard basis vector e2 = (0, 1) is
sent to (− sin(θ), cos(θ).

Exercise 1.16. Generalize the analysis in the preceding example to show that
for all n ≥ 1:

a) an n × n real matrix L is in GL(n,R) if and only if the columns of L
form a basis for Rn;

b) an n× n real matrix L is in O(n) if and only if the columns of L form
an orthonormal basis for (Rn, ·).

Part b) of the previous exercise has the following important consequence.
We have defined a linear operator L on real Euclidean n-space to be orthogonal
if its matrix with respect to the standard basis satisfies LT = L−1. But in
fact, the next proposition shows that this relation between the transpose and
inverse of an orthogonal operator holds for the matrix of L with respect to
any orthonormal basis. We will make use of this fact in proposition 1.19 in
the next section.
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e2

e1

(a, c) = (cos(θ), sin(θ))

(b, d) = (− sin(θ), cos(θ))

θ
Lθe1

Lθe2

FIGURE 1.2: The 2 × 2 special orthogonal matrix Lθ defines a counter-
clockwise rotation through the angle θ.

Proposition 1.17. Let L : Rn → Rn be a linear operator, and γ :=
{u1, . . . ,un} be any orthonormal basis for (Rn, ·). Denote by [L]γ the ma-
trix representing L in the basis γ. Then L is an orthogonal transformation if
and only if [L]Tγ = [L]−1

γ .

Proof. Let Q be the change of basis matrix from γ to ε, the standard basis.
Recall that the jth column of Q is simply the basis vector uj . Hence, by part
b) of the previous exercise, Q is orthogonal and Q−1 = QT . Then writing L
for [L]ε as usual, we have [L]γ = QLQ−1 = QLQT . We may then compute

[L]Tγ [L]γ = (QLQT )TQLQT = QLTQTQLQT = Q(LTL)QT .

From this equation we see that [L]Tγ [L]γ = In if and only if LTL = In as
claimed.

1.3 SO(3) is the group of rotations
Recall the situation of M and P, illustrated by the following diagram:

V V

ϕ

y yϕ′
R3 ϕ′◦ϕ−1

−−−−−→ R3.
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P has chosen an orthonormal basis β = {u1,u2,u3} for the inner product
space (V, 〈, 〉), thereby obtaining an isomorphism ϕ : (V, 〈, 〉)→ (R3, ·). Mean-
while, M has chosen a different orthonormal basis β′ = {u′1,u′2,u′3}, thereby
obtaining a different isomorphism ϕ′ : (V, 〈, 〉) → (R3, ·). To study the differ-
ence in their descriptions of physical space, we are considering the composition
ϕ′ ◦ ϕ−1.

Since this composition of isomorphisms is an automorphism of R3, we
may identify it with an invertible matrix of real numbers, i.e., an element of
GL(3,R). Moreover, because the automorphism ϕ′ ◦ ϕ−1 preserves the dot
product, the corresponding matrix is actually an element of the orthogonal
group O(3). But because M and P both chose positively oriented bases, the
automorphism ϕ′ ◦ϕ−1 preserves the orientation on (R3, ·), which means that
its determinant is 1. As a concise summary, M says that the difference between
the two descriptions of space is the automorphism ϕ′ ◦ ϕ−1, which may be
identified with an element of the special orthogonal group SO(3).

Exercise 1.18. Show that the matrix representing ϕ′ ◦ ϕ−1 with respect to
the standard basis on R3 is simply the change of basis matrix from the ba-
sis β to the basis β′. Recall that this is the matrix representing the identity
transformation id : V → V with respect to the bases β and β′:

[id]β
′

β := [bij ] where uj =
3∑
i=1

biju′i.

In example 1.15, we saw that the group SO(2) consists entirely of rota-
tions. In the next proposition, we establish the corresponding result for three
dimensions.

Proposition 1.19. The special orthogonal group SO(3) consists of rotations
in real Euclidean 3-space. More precisely, for each non-identity element A ∈
SO(3), there is a unique line of R3 that is fixed pointwise by A. Moreover, A
acts as a rotation through some angle θ around this fixed axis.

Proof. Let A ∈ SO(3) be an arbitrary special orthogonal matrix. We begin
by showing that 1 is an eigenvalue for A, so that A fixes the line spanned
by a corresponding eigenvector in R3; this line will turn out to be the axis of
rotation.

Note that the characteristic polynomial pA(λ) := det(A− λI3) is a degree
3 polynomial with real coefficients and hence has at least one real root, say
λ0 ∈ R. Thus, λ0 is an eigenvalue for A, and we may choose a unit length
eigenvector u ∈ R3 such that Au = λ0u. Now use the fact that A preserves
the dot product:

1 = u · u = Au ·Au = λ0u · λ0u = λ2
0u · u = λ2

0.

Thus, we see that any real eigenvalue of A satisfies λ0 = ±1.
There are two cases depending on the factorization of the characteristic

polynomial over R:
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i) the polynomial pA(λ) factors into linear factors over R, so that A has 3
real eigenvalues λ0, λ1, λ2, each of which is ±1 by the previous argument.
Then 1 = det(A) = λ0λ1λ2, which implies that at least one of the
eigenvalues is +1. If all three of them are +1 then A is the identity.
Otherwise, only one of the eigenvalues is +1, and the corresponding
1-dimensional eigenspace is the unique line that is fixed pointwise by A.

ii) the polynomial pA(λ) factors into a linear factor (x − λ0) and an irre-
ducible quadratic. By the quadratic formula, the complex roots of the
irreducible quadratic factor are complex conjugates, say λ1 = λ∗2 ∈ C.
It follows that 1 = det(A) = λ0λ1λ2 = λ0|λ1|2. Since |λ1|2 > 0, we
see that λ0 = −1 is impossible in this case, so that λ0 = 1. Again, the
corresponding 1-dimensional eigenspace is the unique line that is fixed
pointwise by A.

Thus, we have established that 1 is an eigenvalue for A, and we have
chosen a unit length eigenvector u such that Au = u. Expand {u} to an
orthonormal basis γ := {u,v,w} for (R3, ·). In the basis γ, the linear operator
A is represented by a matrix of the following form:

[A]γ =

 1 v w
0 a b
0 c d

 .
In fact, v = w = 0. Indeed, we simply need to use the orthonormality of the
basis together with the orthogonality of the matrix A to compute:

v = Av · u = v ·ATu = v ·A−1u = v · u = 0.

The proof that w = 0 is the same, with w in place of v.
Therefore, in the basis γ, our special orthogonal transformation A is rep-

resented by a matrix

[A]γ =

 1 0 0
0 a b
0 c d

 =
[

1 0T
0 B

]
,

where we have written B for the 2×2 matrix in the lower right. Now by propo-
sition 1.17, the matrix [A]γ satisfies [A]Tγ [A]γ = I3. But explicit computation
then shows that

I3 = [A]Tγ [A]γ =
[

1 0T
0 BTB

]
,

so that BTB = I2 and B ∈ O(2). But we also have that 1 = det(A) = det(B),
so that in fact B ∈ SO(2). As revealed in example 1.15, the elements of SO(2)
describe rotations, and we may write [A]γ explicitly as

[A]γ =

 1 0 0
0 cos(θ) − sin(θ)
0 sin(θ) cos(θ)
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for some angle 0 ≤ θ < 2π. The matrix clearly reveals the effect of the linear
operator A: it fixes the axis spanned by the eigenvector u while rotating the
plane perpendicular to that axis through the angle θ.

Once P recognizes SO(3) as the group of rotations, he adds to the previ-
ous discussion as follows: his choice of the basis β leads to the identification
ϕ : (V, 〈, 〉)→ (R3, ·), sending β to the standard basis ε of R3. Then M’s choice
of basis β′ determines an automorphism A of (V, 〈, 〉) defined by A(ui) = u′i.
In physical terms, A rotates P’s coordinate axes onto M’s. In terms of P’s
description, the automorphism A is represented with respect to the basis β
by the matrix A := [A]β ∈ SO(3). Explicitly, we have

A := [aij ] where A(uj) = u′j =
3∑
i=1

aijui.

It follows from exercise 1.18 that A is the inverse of the matrix representing
ϕ′ ◦ ϕ−1. Thus, the matrix A ∈ SO(3) that describes (with respect to β)
the rotation that moves P’s coordinate axes onto M’s is the inverse of the
change of basis matrix describing the translation from P’s description to M’s.
Conversely, an arbitrary element of SO(3) will describe for P a way of rotating
his coordinate axes to obtain a new right-handed coordinate system, hence a
new positively oriented orthonormal basis for (V, 〈, 〉). Thus, the group SO(3)
acts as the group of rotations on P’s copy of space (R3, ·), serving to connect
P’s basis with all other possible choices of positive orthonormal basis. The
next definition specifies exactly what it means for a group to act on a set.

Definition 1.20. Let G be a group, and X a set. Then a G-action on X is a
function G×X → X (denoted by (g, x) 7→ g ?x) with the following properties:

• (g1g2) ? x = g1 ? (g2 ? x) for all g1, g2 ∈ G and x ∈ X;

• e ? x = x for all x ∈ X, where e ∈ G is the identity element.

In the case where X is a vector space, we can make the additional requirement
that each g ∈ G acts linearly on X:

g ? (cx+ y) = c(g ? x) + (g ? y) for all x, y ∈ X and scalars c.

Such a linear G-action is called a representation of the group G. Almost all
of the group actions considered in this text will be linear representations, and
we will have much more to say about them in Chapter 5.

Exercise 1.21. Show that left-multiplication (A,x) 7→ A?x := Ax defines an
action of SO(3) on R3. This is clearly a linear action, and we refer to it as
the defining representation of SO(3). We will study the other representations
of SO(3) in Section 5.6.
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FIGURE 1.3: Observer M’s rotated coordinate system (dashed) drawn on
top of P’s coordinate system (solid). The vector L represents a spinning top’s
angular momentum.

Observer P wants to try all this out to make sense of it. So having laid
out his coordinate system, he starts a top spinning at the origin, with its axis
of rotation along the third axis. When he looks down on it from the positive
third axis, it is spinning counter-clockwise. The angular momentum4 of the
top is represented by a vector L = (0, 0, c), where c > 0 is the magnitude
(see Figure 1.3). This entire description derives from P’s initial choice of the
basis β, which yielded the identification with R3. As above, suppose that M’s
basis β′ is obtained from β via the rotation A. What is the column vector5
representing the top’s angular momentum under M’s identification of space
with R3? As explained above, since the rotation sending P’s basis to M’s is
represented by the orthogonal matrix A := [A]β , the observed coordinates
transform according to A−1 = AT . Hence, M will measure AT [0, 0, c]T for
the angular momentum of the top. Take a simple example: suppose that M’s
coordinate system is obtained by rotating P’s through an angle of π2 counter-
clockwise around P’s second axis (see Figure 1.4). Then u′1 = −u3,u′2 = u2,
and u′3 = u1. Thus, the rotation A is defined by

A(u1) = −u3, A(u2) = u2, A(u3) = u1.

The matrix of A with respect to P’s basis β is

A =

 0 0 1
0 1 0
−1 0 0

 .
4See Section 2.1 for a brief discussion of angular momentum.
5For reasons of typographical economy, we have been writing elements of R3 as row

vectors (a, b, c), although they are really columns [a, b, c]T for the purposes of matrix mul-
tiplication.
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FIGURE 1.4: A rotation of π/2 radians about the u2-axis. The dashed lines
in both pictures show P’s coordinate axes.

Hence, M will measure AT [0, 0, c]T = [−c, 0, 0]T for the angular momentum of
the top. This is what we should expect, because P’s positive third axis points
along M’s negative first axis.

P thinks of all this as an elaborate bookkeeping device. M understands
this point of view, but advocates for a richer viewpoint. Namely, because
P’s choice of positively oriented orthonormal basis is arbitrary, the only way
to make his identification of space with (R3, ·) independent of this choice
is to remember that SO(3) acts on this inner product space. Moreover, any
physically meaningful mathematical object connected with this model of space
should also be independent of the choice of basis, hence must support an action
of SO(3). That is, we expect to find that the mathematical gadgets that serve
as models for physical systems will support a natural action of the group
SO(3). Observer P nods politely and changes the subject ... he wants to tell
M about something called the Stern-Gerlach experiment.



Chapter 2
Spinor Space

In which M and P discover the special unitary group SU(2) and its
relation to the group of rotations SO(3).

In 1922, Otto Stern and Walter Gerlach sent a beam of silver atoms
through an inhomogeneous magnetic field and measured the resulting deflec-
tion of the atoms. Before we can understand the surprising results of their
experiment, we need just a bit of information about the classical theory of
angular momentum.

2.1 Angular momentum in classical mechanics
Suppose that the function r : R → R3 describes the position of a parti-

cle with mass m, so that at time t, the particle is at the location r(t) =
(x(t), y(t), z(t)). Then the velocity of the particle is given by the time-
derivative ṙ, and its linear momentum is defined to be p := mṙ. Thus, the
linear momentum is a measure of the particle’s linear motion, taking into ac-
count both its velocity and mass. For a similar measure of rotational motion,
we define the angular momentum of the particle with respect to the origin as
L := r× p, the cross product of the particle’s position and linear momentum
(see Figure 2.1).

Now let’s revisit the top, T , that observer P started spinning at the end of
the previous chapter. The top has its axis of symmetry aligned with the z-axis,
and is spinning counter-clockwise at the rate of ω radians per second—so T

p
r

L

FIGURE 2.1: The position, linear momentum, and angular momentum of a
particle moving in three-dimensional space.
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makes a full revolution every 2π/ω seconds. Consider a point of T at height
z and distance r ≥ 0 from the z-axis. As T spins, the point follows a circular
trajectory:

r(t) = (r cos(ωt), r sin(ωt), z). (2.1)

If we assume that T has a uniform mass density, ρ, then a small volume ∆V
centered at our point will have mass ρ∆V . Treating this small volume as
a single particle, it has angular momentum r × ṙρ∆V . Integrating over the
spatial extent of T ⊂ R3 at a given instant yields the angular momentum of
the spinning object T :

L :=
∫
T

r× ṙρdV.

Let’s work this out explicitly in the case where T = BR is the ball of
radius R > 0 centered at the origin. Note that the derivative of the circular
trajectory (2.1) is

ṙ(t) = (−rω sin(ωt), rω cos(ωt), 0),

so the cross product is r× ṙ = rω(− cos(ωt)z,− sin(ωt)z, r). Using cylindrical
coordinates, we compute that at any instant of time we have:

L :=
∫
BR

r× ṙρdV

= ωρ

∫ R

z=−R

∫ √R2−z2

r=0

∫ 2π

θ=0
(−r cos(θ)z,−r sin(θ)z, r2)rdθdrdz.

The first two components of this integral are zero due to the inner inte-
gration over θ, while for the z-component we have

Lz = ωρ

∫ R

z=−R

∫ √R2−z2

r=0

∫ 2π

θ=0
r3dθdrdz

= 2πωρ
∫ R

z=−R

∫ √R2−z2

r=0
r3drdz

= π

2ωρ
∫ R

z=−R
(R2 − z2)2dz

= 8
15πωρR

5.

Note that the total mass of the ball isM = 4
3πR

3ρ, so that the z-component of
the angular momentum may be rewritten as Lz = Iω, where I := 2

5MR2 is the
moment of inertia of the spinning ball. Finally, defining the angular velocity
vector as ω := (0, 0, ω), we may write the angular momentum as L = Iω. We
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see that the angular momentum is a vector quantity in R3 that incorporates
both the rate of rotation and the distribution of mass around the axis of rota-
tion. Observe that spinning the ball clockwise rather than counter-clockwise
corresponds to replacing ω > 0 by −ω < 0, which has the effect of reversing
the direction of the angular momentum L. In particular, for any angular speed
ω, the vector L points along the z-axis, with magnitude determined by the
absolute value of ω, and direction (“up” or “down”) determined by the sign
of ω.

Of course, there is nothing special about the z-axis here. If ω is an arbitrary
vector in R3, then it spans a line of rotational symmetry for the ball BR,
and L = Iω is the angular momentum of BR when it spins counter-clockwise
around ω at the angular speed of |ω| radians per second. Of course, a counter-
clockwise rotation around ω is a clockwise rotation around −ω, so changing
the rotational sense (without changing the angular speed) simply replaces L
by −L.

We would like to find a way of measuring the angular momentum of the
ball in a laboratory. It turns out that if the ball is small and electrically
charged, then there is an ingenious way of measuring its angular momentum
that relies on the classical theory of magnetic fields. We will describe the
details below, but the upshot is that with the right experimental setup, the
observed deflection of the ball in the z-direction will be directly proportional
to the z-component, Lz, of its angular momentum, so that we can measure the
ball’s angular momentum by instead measuring the magnitude of its spatial
deflection.

So suppose that our spinning ball is small, and that it carries a distribution
of electric charge. The rotating charge turns the ball into a little magnet,
characterized by itsmagnetic dipole moment, µ, a vector quantity proportional
to the angular momentum, L:

µ = γL.

Here, the constant of proportionality, γ, depends on the charge distribution
on the ball. The important point for us is that this magnetic dipole moment
determines the force that the ball will experience if placed within an external
magnetic field.

In particular, if B is an inhomogeneous magnetic field with dominant di-
rection z, and strength increasing linearly in the positive z-direction, then the
ball will experience a force in the z-direction, proportional to the z-component
of µ (i.e., proportional to the z-component of L). Hence, if we were to send
the ball down the x-axis through the field B, then the ball would be deflected
in the z-direction, traveling up if Lz > 0, down if Lz < 0 (if Lz = 0, then the
ball would experience no deflection). Moreover, if we confine the field B to a
region of fixed length along the x-axis, and if we know the constant velocity of
the ball as it travels down the x-axis, then the magnitude of the z-deflection
will be directly proportional to the magnitude of Lz. This is the fact that
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FIGURE 2.2: A Stern-Gerlach device oriented in the positive z-direction.
The vertical arrows indicate the z-component of the resulting inhomogeneous
magnetic field.

Stern and Gerlach used as the basis of their experiment with silver atoms1
in 1922. By a Stern-Gerlach device (see Figure 2.2), we will mean a device of
fixed length that produces such an inhomogeneous field B.

Now imagine sending a beam of these spinning balls down the x-axis,
through a Stern-Gerlach device oriented in the positive z-direction as de-
scribed in the previous paragraph. We assume that all of the balls have the
same linear velocity, but that their angular momenta are distributed among all
directions and a large range of angular speeds. That is, we have carefully pre-
pared the translational motion, but have made no special preparation of the
rotational motions. In particular, the z-components of the angular momenta,
Lz, will form a continuous range of values, positive and negative. Since the
z-deflection of an individual ball is proportional to the z-component of its
angular momentum, we should find a continuous spread of the beam in the
positive and negative z-directions.

Being small and charged, we expect our spinning ball to provide a crude
classical model of the electron, considered as a charged point particle. So,
applying the previous thought experiment to a beam of electrons, we record
our conclusion as a

Classical Expectation: We should observe a continuous spread
of the electron beam in the positive and negative z-directions, re-
flecting a continuous range of values for Lz among the individual
electrons (see Figure 2.3).

But the experimental results are strikingly at odds with this expectation:

1The experiment described actually requires a neutral particle in order to avoid the
Lorentz force that a moving charge would experience. However, the magnetic moment of a
silver atom is due almost entirely to the magnetic moment of its outermost electron, so in
effect, Stern and Gerlach were detecting the angular momentum of the electron (see [22, pp.
1–4]). Hence, for the idealized Stern-Gerlach thought experiments discussed here, we speak
in terms of the negatively charged electron, even though the actual historical experiment
requires a neutral particle.
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FIGURE 2.3: The classical expectation for the behavior of an electron-beam
in a Stern-Gerlach device.
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FIGURE 2.4: The actual behavior of an electron-beam in a Stern-Gerlach
device.

Experimental Result: The electron beam splits into two dis-
crete pieces, with half the electrons deflecting upward as if they
have Lz = ~

2 , while the other half deflects downward by the
same amount, as if they have Lz = −~

2 (see Figure 2.4). Here,
~ = 1.054573× 10−34 kg ·m2/s is the reduced Planck constant.

Faced with this experimental fact, the only conclusion we can draw is
that the crude classical model of the electron as a spinning charged ball is
wrong. Instead of displaying a continuous range of angular momenta, the beam
behaves as if it contains a 50-50 mix of two types of electrons: those that are
“spin up” and those that are “spin down” along the z-direction. While the sign
for each electron appears to be random, the magnitude of the z-component
of angular momentum is fixed at ~

2 . But the phenomenon is actually stranger
still, because there is nothing special about the z-direction!

Indeed, suppose that we turn on the electron beam before establishing the
magnetic field B. Then we could choose any unit vector, u, orthogonal to
the beam’s direction, and set up a Stern-Gerlach device with orientation u,
inducing an inhomogeneous magnetic field as described above, but now with
dominant direction u. From the rotational symmetry of physical space, the
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electron beam will behave just as before: half of the electrons will be deflected
in the +u-direction, half in the −u-direction, but the amount of deflection will
always be the same, corresponding to a u-component of angular momentum of
magnitude ~

2 . This is quite bizarre, because (thinking classically) it seems to
suggest that each electron is spinning at the same rate around every axis, with
half of them spinning clockwise, half counter-clockwise! As described below
(belief 2), one way out of this difficulty is to give up on the idea that individual
electrons possess a definite angular momentum, and instead think in terms of
definite probabilities for measurement outcomes.

2.2 Modeling spin
As P finishes his description of various Stern-Gerlach experiments2, M is

stunned. Nevertheless, these things have been revealed through careful ex-
periment, and there is no denying them. The question is: how to model this
phenomenon? Just as P and M made a short list of shared intuitions that
led to their model of physical space in Chapter 1, they now make a list of
shared beliefs about the electron, coming from their knowledge of the Stern-
Gerlach experiments. If u is a unit vector in physical space (V, 〈, 〉), then SGu
denotes a Stern-Gerlach device producing an inhomogeneous magnetic field
with dominant direction u.

1. An electron passing through an SGu will return an angular momentum
measurement of ±~

2 , which we think of as “spin up” and “spin down”
along the direction u;

2. Until we make a measurement with an SGu, a particular electron may
have no definite spin along u, but it does have a definite probability of
returning each of the values ±~

2 when measured by an SGu;

3. If an electron exits an SGu spin up, then it will measure spin up if
measured immediately by a successive SGu. Likewise, if an electron
exits an SGu spin down, then it will measure spin down if measured
immediately by a successive SGu;

4. More generally, if the angle between u and u′ is α, then an electron that
exits an SGu spin up will measure spin up with probability cos2 (α

2
)

if measured immediately by an SGu′. Similarly, an electron that exits
an SGu spin down will measure spin down with probability cos2 (α

2
)
if

measured immediately by an SGu′.

2One can imagine a number of different experiments involving multiple Stern-Gerlach
devices arranged in sequence, with different orientations (see [22, pp. 5–9]). Beliefs 3 and 4
come from the results of such experiments
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P thinks about this list for a while, and observes that together these beliefs
imply that measurement with a Stern-Gerlach device does something to the
electron. Indeed, by beliefs 1 and 3 he can produce electrons that will measure
spin up along u with probability 1, by blocking the electrons that emerge spin
down from the SGu. Given such a beam of electrons, belief 4 says that if
u′ is orthogonal to u, then half of the electrons will measure spin up when
measured by an SGu′. But again by 4, the electrons in this spin up along
u′ stream will each measure spin up along u with probability 1

2 . Thus, the
measurement with SGu′ has changed the definite probabilities announced in
belief 2. M agrees with P and concludes that any successful model of spin will
have to include a concept of measurements as “operating” on spin-states.

Since belief 1 says that there are two distinct measurement outcomes (spin
up and spin down), while belief 2 suggests that general states are some kind of
combination of these possibilities, it seems reasonable to look for a model based
on a 2-dimensional vector space. Roughly speaking, a basis should correspond
to states of definite spin up and spin down (announced by belief 3), while
a general state should be a linear combination of the basis. Moreover, belief
4 (which arises from experimental data) reminds P of Malus’ law about the
intensity of polarized light transmitted through a linear polarizer. M and P
discuss this for a while, and after trying and failing with real vector spaces,
they instead propose the following model involving the complex numbers.3

Definition 2.1. Spinor space is a two-dimensional complex inner product
space (W, 〈|〉). The spin-states of an electron are represented by unit vectors
in W , and two unit vectors represent the same spin-state if one is a scalar
multiple of the other. That is, the unit vectors w and w′ represent the same
spin-state if and only if w = eiθw′ for some θ ∈ R.

Recall that a complex inner product space is a complex vector space W
together with a function 〈|〉 : W ×W → C such that if α ∈ C and a,a′,b ∈W ,
then4

i) 〈αa + a′|b〉 = α∗ 〈a|b〉+ 〈a′|b〉 (conjugate-linear in first component)5;

3The reader may well wonder why it is necessary to employ complex numbers. While
there are a variety of reasons for the use of complex numbers in quantum mechanics, the
immediate reason in terms of our current story is that if we were to use real numbers,
then we would need to find a natural way of translating rotations of physical space R3 into
rotations of R2. But there is no relationship between the rotation groups SO(3) and SO(2)
that is suitable for this purpose. As we will see in the course of this chapter, there is an
extremely elegant relationship between the groups SO(3) and SU(2), the analogue of the
rotation group for C2, and this relationship plays a central role in the theory of quantum
mechanical spin.

4Here, α∗ denotes the complex conjugate of a complex number α.
5We follow the convention common in the physics literature of defining a complex inner

product to be conjugate-linear in the first component and linear in the second. Mathemati-
cians usually do the opposite, and take inner products to be linear in the first component
and conjugate-linear in the second. This difference in conventions can lead to confusion, so
beware.
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ii) 〈a|b〉 = 〈b|a〉∗ (conjugate symmetry);

iii) 〈a|a〉 ≥ 0 with equality if and only if a = 0 (positive definite).

Exercise 2.2. Show that conditions i) and ii) for an inner product imply
linearity in the second component:

〈
a|αb + b′

〉
= α 〈a|b〉+

〈
a|b′

〉
.

As in the real case, an inner product on W determines a norm ‖a‖ :=√
〈a|a〉. Moreover, the Cauchy-Schwarz inequality holds: |〈a|b〉| ≤ ‖a‖‖b‖ for

all a,b ∈ W . Two vectors a and b are defined to be orthogonal in (W, 〈|〉) if
and only if 〈a|b〉 = 0.

Exercise 2.3. Suppose that (X, 〈|〉) is a complex inner product space. Show
that the inner product 〈|〉 is uniquely determined by the corresponding norm.
(Hint: compute ‖x1 + x2‖2 and ‖x1 + ix2‖2. Compare exercise 1.3).

Example 2.4. Fix an integer n ≥ 1, and consider the set Cn of all n-tuples
of complex numbers:

Cn := {(α1, α2, . . . , αn) | αi ∈ C} .

The set Cn is an n-dimensional complex vector space under the operations of
component-wise addition and scalar multiplication. Moreover, define the dot
product of two vectors in Cn by the formula

(α1, α2, . . . , αn) · (β1, β2, . . . , βn) :=
n∑
i=1

α∗i βi.

Then · : Cn × Cn → C defines an inner product on Cn. The complex inner
product space (Cn, ·) is called complex Euclidean n-space.

After unpacking all of this terminology, M reiterates the meaning of defi-
nition 2.1: the possible spin-states of an electron are given by the unit vectors
in (W, 〈|〉), where two unit vectors correspond to the same spin-state if and
only if they differ by a complex number of modulus 1, called a phase. This
phase ambiguity is somewhat mysterious at this point, and the first order of
business is to find a way of producing some quantities associated to spin-states
in a phase-independent way.

To this end, we now present some convenient and powerful notation, intro-
duced by P.A.M. Dirac in 1939 and popularized in his classic textbook [2]. If
we use the symbol ψ to denote a spin-state, then ψ is actually an equivalence
class of unit vectors in (W, 〈|〉). Nevertheless, we will generally think of ψ as
an actual unit vector, always remembering that the vector is only well defined
up to a phase eiθ. We will often write |ψ〉 instead of ψ to emphasize that we
have chosen a unit vector in W to represent the spin-state. The unit vector
|ψ〉 is called a ket, being the latter half of a bracket 〈a|b〉. Hence, every ket
determines a unique spin-state, but each spin-state is represented by infinitely
many kets, any two of which differ by a phase eiθ. For each ket |ψ〉, there is a
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corresponding bra 〈ψ|, which is the linear mapping from W to C given by the
inner product6:

〈ψ|(a) := 〈ψ|a〉 = 〈a|ψ〉∗.

We must remember that the inner product 〈ψ|a〉 depends on a choice of a
representing ket |ψ〉, and not only on the spin-state.

Exercise 2.5 (♣7). Show that the bra corresponding to the ket eiθ|ψ〉 is
e−iθ〈ψ|. More generally, if |ψ〉 = c1|φ1〉 + c2|φ2〉 is a complex linear com-
bination, then 〈ψ| = c∗1〈φ1|+ c∗2〈φ2|.

The next proposition eliminates the phase ambiguity in our description
by showing that spin-states are in one-to-one correspondence with orthogonal
projections onto lines in W .

Proposition 2.6. There is a one-to-one correspondence between spin-states
and rank one orthogonal projections on W :

ψ ←→ Pψ = |ψ〉〈ψ|.

Here, Pψ : W →W is given by the formula Pψ(a) = 〈ψ|a〉|ψ〉.

Proof. Suppose that ψ is a spin-state, and choose a representing ket |ψ〉. Any
other ket representing ψ is of the form eiθ|ψ〉, and hence spans the same
complex line C|ψ〉 contained in W . Any a ∈ W can be written uniquely as
a = b + b⊥ for b ∈ C|ψ〉 and b⊥ ∈ (C|ψ〉)⊥, the orthogonal complement to
C|ψ〉. In terms of this decomposition, the orthogonal projection onto the line
C|ψ〉 is defined as Pψ(a) = Pψ(b + b⊥) := b (see Figure 2.5). But note that
b = 〈ψ|a〉|ψ〉 =: |ψ〉〈ψ|(a), so that Pψ = |ψ〉〈ψ| as claimed.

Conversely, suppose that P : W → W is any rank one orthogonal pro-
jection on W . Choose a basis ket |ψ〉 for the 1-dimensional range of P , and
note that any other choice differs from |ψ〉 by a phase eiθ. It follows that P
determines a unique spin-state ψ such that P = Pψ.

Note that if two kets differ by a phase, then so will their projections onto
the line spanned by ψ:

Pψ(eiθ|φ〉) = eiθPψ(|φ〉).

We can eliminate this phase dependence by taking the squared norm of the
projections:

‖Pψ(eiθ|φ〉)‖2 = ‖Pψ(|φ〉)‖2 = |〈ψ|φ〉|2|〈ψ|ψ〉|2 = |〈ψ|φ〉|2,

where we have used the fact that eiθ has modulus 1 and |ψ〉 has unit norm.
Thus, we have succeeded in producing a quantity that depends only on the

6That is, 〈ψ| := 〈ψ|−〉 : W → C is an element of the dual space of W .
7♣ indicates an exercise with a solution in Appendix A.4.
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FIGURE 2.5: Orthogonal projection onto the complex line spanned by |ψ〉,
with one real dimension suppressed.

spin-states ψ and φ, and not on the choice of representing kets. Note that
the real number |〈ψ|φ〉|2 is between 0 and 1, since it is the squared length
of the orthogonal projection of a unit vector (alternatively, this follows from
the Cauchy-Schwarz inequality). Hence, we may interpret this number as a
probability, as recorded in the following interpretation, fundamental to all
that follows.

Probability Interpretation: Given two spin-states ψ and φ, the
probability that φ, when measured with a “ψ-device,” will be found
in the state ψ is given by the squared modulus of the inner product
|〈ψ|φ〉|2.

But what kind of thing is a “ψ-device”? To answer this and to make a
connection with their list of beliefs coming from the Stern-Gerlach experi-
ments, M and P need to establish a connection between spinor space (W, 〈|〉)
and physical space (V, 〈, 〉). Observer P is eager to help, so as in the previ-
ous chapter, he chooses a right-handed orthonormal basis {u1,u2,u3} for V
which yields the identification of physical space with (R3, ·) together with the
rotation action of SO(3). Henceforth, we will denote a Stern-Gerlach device
SGu3 by SGz since such a device is oriented along P’s positive z-axis if P
labels his three coordinate axes by x, y, z as usual.

Having thus installed his SGz, every electron that P measures comes out
either spin up or spin down along the z-direction (beliefs 1 and 3). These two
outcomes correspond to two distinct spin-states, represented by kets |+z〉 and
|−z〉 in W , uniquely determined up to individual multiplication by phases.
Moreover, these kets form an orthonormal basis of W . Indeed, belief 3 says
that the probability of |+z〉 being found in the state |+z〉 upon measurement
is 1, while the probability of it being found in the state |−z〉 is 0. Since these
probabilities are given by the squared absolute values of the inner products,
the kets are orthonormal as claimed.

Thus, an arbitrary ket |φ〉 in W can be written uniquely as
|φ〉 = c+|+z〉+ c−|−z〉, where c+, c− are complex numbers satisfying
|c+|2 + |c−|2 = 1. Moreover, the probability that an electron with spin-state
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φ will be spin up when measured with P’s SGz is given by

|〈+z|φ〉|2 = |〈+z|c+|+z〉+ 〈+z|c−|−z〉|2 = |c+|2.

Similarly, |c−|2 is the probability that φ will be spin down when measured
by an SGz. Thus, the model nicely captures belief 2: general spin-states are
superpositions of the spin up and spin down states, with coefficients that de-
termine the definite probabilities for measurements. The complex coefficients
c+, c− are called probability amplitudes.

The preceding discussion shows that every unit vector in physical space
yields an ordered pair of orthogonal spin-states. In particular, P’s choice of
basis for physical space (together with his installation of an SGz) has deter-
mined an orthonormal basis for spinor-spaceW , up to phases. Continuing with
her investigation from Chapter 1, observer M wonders how a different choice
of basis for V would change the basis for W? Before we take up her question,
we pause to remind the reader of some different types of linear operators on
complex Euclidean n-space.

2.3 Complex linear operators and matrix groups
This section follows the pattern of Section 1.2, extending the results ob-

tained there for real linear operators to the complex case. Most of the proofs
extend easily to the complex situation, so we only briefly mention the neces-
sary changes.

Suppose that L : Cn → Cn is a linear operator, and let ε := {e1, e2, . . . , en}
denote the standard basis of Cn (see example 2.4) . Then L is represented (with
respect to ε) by an n × n matrix of complex numbers, which we also denote
by L:

L = [Lij ] where L(ej) =
n∑
i=1

Lijei.

The proof of proposition 1.7 works just as well in the complex case to show
that L is an automorphism of Cn if and only if the matrix L is invertible.

Definition 2.7. The group of all invertible n× n complex matrices, denoted
GL(n,C), is called the complex general linear group. It is the symmetry group
of the vector space Cn.

Definition 2.8. If B is a complex m×n matrix, then its conjugate transpose
B† is the n ×m matrix obtained by taking the ordinary transpose of B and
then replacing each entry with its complex conjugate:

(B†)ij := B∗ji.
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Proposition 2.9. Suppose that L ∈ GL(n,C). Then L preserves the dot
product on Cn if and only if L−1 = L†, the conjugate transpose of the matrix
L.

Proof. Adapt the proof of proposition 1.9 by replacing the ordinary transpose
with the conjugate transpose.

Definition 2.10. The group of all invertible n×n complex matrices satisfying
L−1 = L†, denoted U(n), is called the unitary group. It is the symmetry group
of complex Euclidean n-space (Cn, ·).

Exercise 2.11. Suppose that L : Cn → Cn is a linear operator. Show that
L ∈ U(n) if and only if L preserves the norm of vectors: ‖Lw‖ = ‖w‖
for all w ∈ Cn. (Hint: use proposition 2.9 and compute ‖L(v + w)‖2 and
‖L(v + iw)‖2. Compare exercise 1.11.)

Proposition 2.12. The determinant of any unitary matrix is a complex num-
ber of modulus 1.

Proof. If L is unitary, then In = L†L. Taking the determinant of both
sides yields 1 = det(In) = det(L†L) = det(L†) det(L) = det(L)∗ det(L) =
|det(L)|2. It follows that |det(L)| = 1 as claimed.

Definition 2.13. The special unitary group is the subgroup SU(n) ⊂ U(n)
of unitary matrices with determinant 1.

Example 2.14. The case n = 1 is somewhat more interesting in the complex
case than in the real case:

• GL(1,C) = C×, the group of nonzero complex numbers;

• U(1) = {eiθ | θ ∈ R}, the phase group;

• SU(1) = {1}, the trivial group.

Exercise 2.15. Show that the unitary group U(1) is isomorphic to the special
orthogonal group SO(2).

Example 2.16. The complex general linear group GL(2,C) consists of 2× 2
complex matrices with nonzero determinant:

GL(2,C) =
{[

α β
γ δ

]
| αδ − βγ 6= 0

}
.

As in the real case, a 2 × 2 complex matrix is an element of GL(2,C) if and
only if its columns form a basis for C2.

Writing out the unitarity condition I2 = L†L we find[
1 0
0 1

]
=
[
α∗ γ∗

β∗ δ∗

] [
α β
γ δ

]
=
[
|α|2 + |γ|2 α∗β + γ∗δ
β∗α+ δ∗γ |β|2 + |δ|2

]
.
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Thus, the conditions for L to be unitary are |α|2 + |γ|2 = |β|2 + |δ|2 = 1 and
α∗β + γ∗δ = 0. Interpreting these relations as dot products, we see that L is
unitary exactly when the columns of L have unit norm and are orthogonal to
each other. Thus, a 2× 2 complex matrix is an element of U(2) if and only if
its columns form an orthonormal basis for (C2, ·).

If in addition we require that det(L) = 1, then using the formula for the
inverse of a 2 × 2 matrix, we find that the unitarity condition L† = L−1

becomes [
α∗ γ∗

β∗ δ∗

]
=
[

δ −β
−γ α

]
⇐⇒ α = δ∗ and β = −γ∗.

Thus, we find that the special unitary group is

SU(2) =
{[

α β
−β∗ α∗

]
| |α|2 + |β|2 = 1

}
.

This group will play a major role in the remainder of our story.
Exercise 2.17. Generalize the analysis in the preceding example to show that
for all n ≥ 1:

a) an n× n complex matrix L is in GL(n,C) if and only if the columns of
L form a basis for Cn;

b) an n × n complex matrix L is in U(n) if and only if the columns of L
form an orthonormal basis for (Cn, ·).

c) Let L : Cn → Cn be a linear operator, and γ := {u1, . . . ,un} be any
orthonormal basis for (Cn, ·). Denote by [L]γ the matrix representing
L in the basis γ. Then L is a unitary transformation if and only if
[L]†γ = [L]−1

γ . (Hint: adapt the proof of proposition 1.17.)
Now we rejoin observers M and P, who are still puzzling over spinor space.

Recall M’s question: how would a different choice of basis for physical space
V affect the basis for spinor space W obtained by the installation of a Stern-
Gerlach device along the third axis? To study this question, P continues to
consider the basis γ := {|+z〉 , |−z〉} for W coming from his third basis vec-
tor u3 in physical space. But M considers the different orthonormal basis
γ′ := {|+z′〉 , |−z′〉} for W that arises from her basis β′ for V , together with
her installation of an SGz′ oriented along her third basis vector u′3. Just as
in Chapter 1, these two orthonormal bases for W determine distinct isomor-
phisms Φ,Φ′ : (W, 〈|〉) → (C2, ·), defined by sending γ, γ′ respectively to the
standard basis of C2. As before, in order to determine the translation between
their two descriptions of spinor space, we consider the automorphism of (C2, ·)
defined by the composition Φ′ ◦Φ−1. The situation is pictured in the following
diagram:

W W

Φ
y yΦ′

C2 Φ′◦Φ−1

−−−−−→ C2.
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By the discussion above, the automorphism Φ′ ◦ Φ−1 may be identified
with an invertible matrix of complex numbers, i.e., an element of GL(2,C).
Moreover, because the automorphism Φ′ ◦Φ−1 preserves the dot product, the
corresponding matrix is actually an element of the unitary group U(2).

Exercise 2.18. Show that the matrix of Φ′ ◦ Φ−1 with respect to the stan-
dard basis on C2 is the change of basis matrix from γ to γ′. (Compare exer-
cise 1.18.)

Going further, M observes that by exploiting phases, she can change her
basis kets (without changing the corresponding spin states) to arrange for the
matrix to be an element of the special unitary group SU(2). Indeed, setting
δ := det(Φ′ ◦ Φ−1), proposition 2.12 shows that |δ| = 1.

Exercise 2.19. Choose a square root of δ, and denote it by
√
δ. Show that√

δ ∈ U(1), and hence may be used as a phase. Then consider the orthonormal
basis of W given by γ′′ :=

{√
δ |+z′〉 ,

√
δ |−z′〉

}
. This basis, while distinct

from γ′, corresponds to the same pair of orthogonal spin-states. As usual,
sending the basis γ′′ to the standard basis of C2 determines an isomorphism
Φ′′ : (W, 〈|〉)→ (C2, ·). Use exercise 2.18 to show that

Φ′′ ◦ Φ−1 = 1√
δ

Φ′ ◦ Φ,

and conclude that Φ′′ ◦ Φ−1 is an element of SU(2).

We now assume (after adjustment by a phase as above) that M’s basis
kets |±z′〉 yield an automorphism Φ′ ◦Φ−1 which is an element of the special
unitary group SU(2). Following in the pattern of his comments about SO(3)
in Chapter 1, observer P summarizes the situation as follows: his choice of
the z-basis γ leads to the identification Φ: (W, 〈|〉)→ (C2, ·), sending γ to the
standard basis of C2. Then M’s choice of basis γ′ determines an automorphism
B of (W, 〈|〉) defined by B(|+z〉) = |+z′〉 and B(|−z〉) = |−z′〉. In terms of P’s
description, the automorphism B is represented with respect to the basis γ by
a matrix B := [B]γ . Explicitly, we have B := [βij ], where

|+z′〉 = β11|+z〉+ β21|−z〉 and |−z′〉 = β12|+z〉+ β22|−z〉.

It follows from exercise 2.18 that B is the inverse of the special unitary matrix
Φ′ ◦ Φ−1. Thus, the matrix B ∈ SU(2) that describes (with respect to γ)
the automorphism that moves the z-basis onto the z′-basis is the inverse of
the change of basis matrix describing the translation from P’s description to
M’s. Conversely, an arbitrary element of SU(2) will describe for P a way of
superposing the z-basis to obtain a new orthonormal basis forW , hence a new
pair of orthogonal spin-states.

Thus, SU(2) acts on spinor space (C2, ·) similarly to the way SO(3) acts
on physical space (R3, ·). But M wants an answer to the following question:
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if the rotation A ∈ SO(3) connects P’s right-handed orthonormal basis for
V to M’s, how can we determine the corresponding matrix B ∈ SU(2) that
connects P’s z-basis for W to M’s z′-basis? This is really a question about the
relationship between the action of SO(3) on R3 and the action of SU(2) on
C2. Before considering the actions, we should ask a more basic question: what
is the relationship between the groups themselves?

2.4 The geometry of SU(2)
The group SU(2) consists of unitary 2 × 2 matrices with determinant 1.

Thus, the 2 × 2 complex matrix B is in SU(2) if and only if B† = B−1 and
det(B) = 1. In example 2.16, we discovered the explicit form of these matrices:

B =
[

α β
−β∗ α∗

]
α, β ∈ C and |α|2 + |β|2 = 1.

If we write α = a1 + ia2 and β = b1 + ib2 for aj , bj ∈ R, the condition on
α and β becomes

a2
1 + a2

2 + b21 + b22 = 1,

which defines the unit sphere S3 ⊂ R4. Thus, as a topological space, SU(2)
is the three-dimensional unit sphere. In particular, it is path connected and
simply connected8.

In an effort to establish a connection between the groups SU(2) and SO(3),
we would like to discover a natural way in which SU(2) acts on R3 via rota-
tions. We begin with the observation that SU(2) acts on itself by conjugation:
(B,M) 7→ B ?M := BMB−1 defines an SU(2)-action on SU(2) in the sense
of definition 1.20. Thinking of the copy of SU(2) being acted upon as the
3-sphere S3, we have an action of SU(2) on S3. This is close to what we want,
because the tangent space to S3 at any point is a copy of R3.

2.4.1 The tangent space to the circle U(1) = S1

In order to motivate and clarify the notion of the tangent space to SU(2) =
S3 ⊂ R4, consider the simpler case of the group U(1) consisting of complex
numbers of modulus 1. Note that a complex number z = x+ iy ∈ U(1) if and
only if x2 + y2 = 1, so U(1) is the unit circle S1 ⊂ R2.

From Figure 2.6, it is clear that the tangent space to the circle S1 at
the point (1, 0) is the vertical line x = 1. Since we want our tangent spaces

8Path connected means that any two elements of S3 may be joined by a continuous path
in S3. Simply connected means that all loops in S3 may be continuously contracted to a
point, which formalizes the idea that S3 has “no holes.”
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1 + T1S
1

S1

1

iy

eiy

FIGURE 2.6: The tangent line to the circle S1 at the identity.

to be closed under vector addition and scalar multiplication, we will refer
to the vertical line x = 1 as the translated tangent space, and use the term
tangent space for the vertical line x = 0, which is a vector subspace of R2.
Since the point (1, 0) corresponds to the identity element z = 1 of the group
U(1), we denote this tangent space by T1S

1 and write

T1S
1 = {iy | y ∈ R} = iR ⊂ C.

The translated tangent space is then given by

1 + T1S
1 = 1 + iR ⊂ C.

But how could we determine this tangent space without relying on the
picture? Well, suppose that c : (−ε, ε)→ C = R2 is a one-to-one differentiable
curve with the property that c(t) ∈ U(1) = S1 for all t and c(0) = 1 ∈ U(1).
That is, c is a parametrization of the curve S1 near the identity. Then the
derivative ċ(0) ∈ R2 is a tangent vector to S1 at the identity. The totality of
all such tangent vectors forms the tangent line T1S

1. But note that we have
1 = c(t)c(t)∗ for all t, since each c(t) ∈ U(1) is a complex number of modulus
1. Taking the derivative with respect to t and evaluating at t = 0 yields:

0 = ċ(0)c(0)∗ + c(0)ċ(0)∗

= ċ(0) + ċ(0)∗.

We see that the derivative ċ(0) must be a purely imaginary complex number:
ċ(0) = iy for some y ∈ R. Thus, this computation reproduces the description
of the tangent space T1S

1 provided above.
Note that every element of iR does indeed arise from a curve c. Indeed,

for any y ∈ R, consider the curve c(t) := eity ∈ U(1). Then c(0) = 1 and
ċ(0) = iy.
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2.4.2 The tangent space to the sphere SU(2) = S3

We wish to determine the tangent space at the identity of SU(2) by follow-
ing the strategy described for the circle group U(1) in the previous section.
Recall that SU(2) = S3 ⊂ R4. It will be convenient to make the explicit
identification of the element (x0, x1, x2, x3) ∈ R4 with the matrix[

x0 + ix3 x2 + ix1
−x2 + ix1 x0 − ix3

]
.

Such a matrix is in SU(2) if and only if x2
0 + x2

1 + x2
2 + x2

3 = 1, which defines
the three-dimensional sphere S3 ⊂ R4. The identity matrix I corresponds to
the point (1, 0, 0, 0), and we denote the tangent space to S3 at this point by
TIS

3.
So suppose that c : (−ε, ε)→ R4 is a one-to-one differentiable curve satis-

fying c(t) ∈ SU(2) = S3 for all t and c(0) = I ∈ SU(2). Then as in the case
of the circle, the derivative ċ(0) ∈ R4 is a tangent vector to S3 at the identity,
and the totality of all such tangent vectors forms the tangent space TIS3. But
since the curve c lies entirely within SU(2), we have I = c(t)c(t)† for all t.
Taking the derivative and evaluating at t = 0 yields

0 = ċ(0)c(0)† + c(0)ċ(0)†

= ċ(0) + ċ(0)†.

From this, we see that the derivative must be a skew-Hermitian matrix:
ċ(0)† = −ċ(0). But ċ(0) corresponds to a vector (x0, x1, x2, x3) ∈ R4, and
this vector yields a skew-Hermitian matrix if and only if x0 = 0. It follows
that

ċ(0) =
[

ix3 x2 + ix1
−x2 + ix1 −ix3

]
for some x1, x2, x3 ∈ R.

Note that this matrix has trace zero in addition to being skew-Hermitian. We
will show below that every such matrix is the tangent vector of some curve c,
so that the tangent space is

TIS
3 =

{[
ix3 x2 + ix1

−x2 + ix1 −ix3

]
| x1, x2, x3 ∈ R

}
.

Recall that in the case of U(1) = S1, we found that the tangent space was
i times the vector space R. Following in this pattern, consider the real vector
space H0(2) of 2× 2 Hermitian matrices with trace zero. Thus, X ∈ H0(2) if
and only if X† = X and tr(X) = 0.
Exercise 2.20. Show that a general element of H0(2) looks like

X =
[

x3 x1 − ix2
x1 + ix2 −x3

]
x1, x2, x3 ∈ R.

Check that the tangent space to S3 at the identity may be described as TIS3 =
iH0(2).
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As promised, we now wish show that every element of iH0(2) does arise
from a curve c in the manner described above. Recall how we did this for the
circle at the end of the previous section: given an element iy ∈ iR, we wrote
down the curve c(t) := eity with tangent vector iy at t = 0. We can make an
analogous argument for the sphere S3 provided we have a suitable exponential
function for matrices. In the next section we show that such a function exists.
For now we will simply assume the existence of the matrix exponential function
together with the properties listed below in proposition 2.21. So suppose that
X ∈ H0(2) is an arbitrary 2 × 2 Hermitian matrix with trace zero. Then
define c(t) := exp(itX), which defines a differentiable curve in the space of
2 × 2 matrices with complex entries. In fact, in proposition 2.31 we will see
that c(t) ∈ SU(2) for all t, so that we have a curve in SU(2) = S3 as desired.
Moreover, c(0) = I and ċ(0) = iX ∈ iH0(2), thus showing that iX ∈ TIS3.

2.4.3 The exponential of a matrix
IfA is an arbitrary n×n complex matrix, we want to define a matrix exp(A)

with properties that generalize the usual exponential for complex numbers.
We will do so by making use of the power series for the ordinary exponen-
tial function, replacing the scalar argument by a matrix. In order to justify
this construction, we will need to extend some familiar analytic results to the
setting of matrices, which is the purpose of this section. For the convenience
of readers wishing to skip the analytic justification, we begin with a propo-
sition that lists the basic properties of the matrix exponential; after reading
proposition 2.21, the reader can safely jump to proposition 2.31.

Proposition 2.21. There exists a function exp: M(n,C) → GL(n,C) that
assigns to each n × n matrix A an invertible matrix exp(A) defined by the
following absolutely convergent power series:

exp(A) :=
∞∑
k=0

1
k!A

k.

This matrix exponential function satisfies the following properties:

a) exp(0) = In;

b) If AB = BA then exp(A+B) = exp(A) exp(B) = exp(B) exp(A);

c) exp(A)−1 = exp(−A);

d) If B is invertible, then exp(BAB−1) = B exp(A)B−1;

e) For a fixed matrix A, the function c : R → GL(n,C) defined by c(t) :=
exp(tA) is differentiable, and ċ(t) = Ac(t) for all t ∈ R. In particular,
ċ(0) = A.
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Before we can give the proof, we have some preliminary work to do. Sup-
pose that {Am} is a sequence of n×n complex matrices. We define convergence
of matrices entrywise: Am → A ∈M(n,C) if and only if (Am)ij → Aij for all
1 ≤ i, j ≤ n. In order to study convergence, it will be useful to introduce a
norm on the space of matrices.

Definition 2.22. The norm of a matrix A ∈M(n,C) is the supremum of the
vector norms ‖Ax‖, where x ranges over all unit vectors in (Cn, ·):

‖A‖ := sup‖x‖=1‖Ax‖.

Proposition 2.23. The matrix norm has the following properties:

i) ‖A‖ ≥ 0 with equality if and only if A = 0 (positive definite);

ii) ‖αA‖ = |α|‖A‖ for all α ∈ C (scalars);

iii) ‖A+B‖ ≤ ‖A‖+ ‖B‖ (triangle inequality);

iv) ‖AB‖ ≤ ‖A‖‖B‖ (submultiplicative).

Proof. We prove only iv), leaving the first three to the reader. The key obser-
vation is that for any non-zero vector x, we have the inequality

‖A‖ ≥
∥∥∥∥A x
‖x‖

∥∥∥∥ = ‖Ax‖
‖x‖ .

Multiplying through by ‖x‖, we see that ‖A‖‖x‖ ≥ ‖Ax‖ for all x. Then for
any unit vector x we have

‖A‖‖B‖ = ‖A‖‖B‖‖x‖ ≥ ‖A‖‖Bx‖ ≥ ‖ABx‖.

It follows that ‖A‖‖B‖ ≥ ‖AB‖ as claimed.

Exercise 2.24. Prove parts i)–iii) of proposition 2.23.

The next proposition provides a relationship between the norm of a matrix
and the size of its entries.

Proposition 2.25. Let A ∈ M(n,C) be an n × n matrix. Then for all
1 ≤ i, j ≤ n we have the inequalities

|Aij | ≤ ‖A‖ ≤
n∑

k,l=1
|Akl|.

Proof. Denote by aj ∈ Cn the jth column of the matrix A. Then applying A
to the jth standard basis vector yields:

‖A‖2 ≥ ‖Aej‖2 = ‖aj‖2 =
n∑
k=1
|Akj |2 ≥ |Aij |2.
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For the other inequality, let x be any unit vector in Cn. Then using the fact
that the norm of a vector is at most the sum of the moduli of its components,
we find that

‖Ax‖ ≤
n∑
k=1
|(Ax)k|.

But for each 1 ≤ k ≤ n we have

|(Ax)k| =

∣∣∣∣∣
n∑
l=1

Aklxl

∣∣∣∣∣ ≤
n∑
l=1
|Akl||xl| ≤

n∑
l=1
|Akl|.

Putting this together with the previous inequality yields:

‖Ax‖ ≤
n∑

k,l=1
|Akl|.

This inequality holds for all unit vectors x, so ||A|| ≤
∑n
k,l=1 |Akl| as claimed.

Proposition 2.26. Let {Am} be a sequence of matrices in M(n,C). Then
Am → A entrywise if and only if ‖Am −A‖ → 0 in R.

Proof. First suppose that Am → A entrywise, and define Bm := Am −A. We
wish to show that ‖Bm‖ → 0. So let ε > 0 be given, and choose δ = ε/n2.
Since Am → A entrywise, it follows that Bm → 0 entrywise, so there exists
M > 0 such that for m ≥ M all entries of Bm have modulus less than δ. It
then follows from proposition 2.25 that

‖Bm‖ ≤
n∑

k,l=1
|(Bm)kl| < n2δ = ε.

For the other direction, suppose that ‖Bm‖ → 0, and consider the ij-entry
of the sequence {Bm}. By proposition 2.25, we have |(Bm)ij | ≤ ‖Bm‖ → 0,
showing that the sequence {(Bm)ij} converges to zero. Since this argument
holds for all i, j, it follows that Bm → 0 entrywise, so Am → A.

Exercise 2.27. Adapt the proof of the previous proposition to show that a
sequence of matrices {Am} is Cauchy with respect to the matrix norm if and
only if for all 1 ≤ i, j ≤ n, the sequence of ij-entries {(Am)ij} forms a Cauchy
sequence in C.

Recall that C is complete, so that every Cauchy sequence of complex num-
bers converges. By proposition 2.26 and exercise 2.27, we see that the same
is true for M(n,C) with respect to the matrix norm: Cauchy sequences of
matrices converge.

Now suppose that
∑∞
k=0Ak is an infinite series of matrices, with partial

sums Sm := A0+A1+· · ·+Am. As in the case of scalars, we say that the infinite
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series converges if and only if the corresponding sequence of partial sums
converges. Moreover, the next proposition shows that absolute convergence
implies convergence for matrices, just as for scalars.

Proposition 2.28. Suppose that
∑∞
k=0Ak is an infinite series of matri-

ces with the property that the corresponding series of norms converges:∑∞
k=0‖Ak‖ < ∞. Then

∑∞
k=0Ak also converges in M(n,C). Such a series

is called absolutely convergent.

Proof. By definition, the convergence of
∑∞
k=0‖Ak‖ means that the sequence

of partial sums Tm := ‖A0‖ + · · · + ‖Am‖ converges in R. Thus, {Tm} is a
Cauchy sequence. We wish to show that the sequence of matrix partial sums
Sm := A0 + · · · + Am converges in M(n,C). It suffices to show that {Sm} is
Cauchy with respect to the matrix norm. So let ε > 0 be given. Then since
{Tm} is Cauchy, there exists M > 0 so that for all m > l ≥ M we have
|Tm − Tl| < ε. But then

‖Sm − Sl‖ = ‖Al+1 + · · ·+Am‖ ≤ ‖Al+1‖+ · · ·+ ‖Am‖ = |Tm − Tl| < ε.

Hence, {Sm} is Cauchy and therefore convergent.

Exercise 2.29. Adapt the proof of proposition 2.26 to show that a matrix
series

∑∞
k=0Ak is absolutely convergent if and only if for all 1 ≤ i, j ≤ n, the

series of ij-entries
∑∞
k=0(Ak)ij is absolutely convergent in C.

The following proposition shows that absolutely convergent series of ma-
trices can be multiplied term-by-term.

Proposition 2.30. Suppose that
∑∞
k=0Ak and

∑∞
k=0Bk are absolutely con-

vergent series of matrices in M(n,C). For each k ≥ 0 define a matrix

Ck :=
k∑
l=0

AlBk−l = A0Bk +A1Bk−1 + · · ·+AkB0.

Then
∑∞
k=0 Ck is absolutely convergent and

∞∑
k=0

Ck =
( ∞∑
k=0

Ak

)( ∞∑
k=0

Bk

)
.

Proof. We start by showing absolute convergence:
m∑
k=0
‖Ck‖ ≤

m∑
k=0

k∑
l=0
‖Al‖‖Bk−l‖

≤

(
m∑
k=0
‖Ak‖

)(
m∑
k=0
‖Bk‖

)

≤

( ∞∑
k=0
‖Ak‖

)( ∞∑
k=0
‖Bk‖

)
.
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Thus, the partial sums of the series
∑∞
k=0‖Ck‖ are bounded above. By the

monotone convergence theorem, it follows that
∑∞
k=0 Ck is absolutely conver-

gent. By exercise 2.29, each matrix entry series
∑∞
k=0(Cm)ij is an absolutely

convergent series of complex numbers.
Write A,B,C for the matrix sums of the three infinite series. To show that

C = AB, we will show that Cij = (AB)ij for all 1 ≤ i, j ≤ n. Fixing i and j,
we know that the ij-entry of C is

Cij = lim
m→∞

m∑
k=0

(Cm)ij = lim
m→∞

m∑
k=0

k∑
l=0

(AlBk−l)ij .

In fact, slightly more is true. Note that each term (AlBk−l)ij occurs exactly
once in this limit for k ≥ l ≥ 0. Let {ct} denote the ordering of these terms
obtained by first listing all those corresponding to k = 0, then k = 1, then
k = 2, etc. Within each value of k we list the terms in order of increasing l.
Then

∑∞
t=0 ct is an absolutely convergent series converging to Cij . Indeed, for

each m > 0, let k(m) be the integer such that cm = (AlBk(m)−l)ij . Then

m∑
t=0
|ct| ≤

k(m)∑
k=0

k∑
l=0
|(AlBk−l)ij |

≤
k(m)∑
k=0

k∑
l=0

n∑
s=1
|(Al)is(Bk−l)sj |

≤
n∑
s=1

k(m)∑
k=0
|(Ak)is|

k(m)∑
k=0
|(Bk)sj |


≤

n∑
s=1

( ∞∑
k=0
|(Ak)is|

)( ∞∑
k=0
|(Bk)sj |

)
.

Thus, the partial sums of
∑∞
t=0 |ct| are bounded above, yielding absolute con-

vergence. But the partial sums of
∑∞
k=0(Cm)ij form a subsequence of the

partial sums of
∑∞
t=0 ct, so both these series converge to the same limit Cij .

Now consider the ij-entry of the product of the mth partial sums of A and
B: ((

m∑
k=0

Ak

)(
m∑
k=0

Bk

))
ij

=
m∑
k=0

m∑
l=0

(AkBl)ij .

This sequence (indexed by m ≥ 0) is a subsequence of the partial sums of
a rearrangement of

∑∞
t=0 ct. Since rearrangements of absolutely convergent

series converge to the same limit, it follows that this sequence also converges
to Cij :

Cij = lim
m→∞

((
m∑
k=0

Ak

)(
m∑
k=0

Bk

))
ij

= (AB)ij .
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We are now ready to prove proposition 2.21:

Proof of Proposition 2.21. We begin by showing that the infinite series
exp(A) :=

∑∞
k=0

1
k!A

k is absolutely convergent. Note that by the submul-
tiplicativity of the matrix norm, we have ‖Ak‖ ≤ ‖A‖k for all k ≥ 0. Thus,
the infinite series

∑∞
k=0

1
k!‖A

k‖ is dominated by the series
∑∞
k=0

1
k!‖A‖

k which
converges to e‖A‖, the ordinary exponential of the real number ‖A‖. By the
comparison test, it follows that exp(A) is absolutely convergent.

The fact that exp(0) = In is immediate from the series definition, while
exp(A)−1 = exp(−A) follows from taking B = −A in part b).

To prove part b), we use proposition 2.30:

exp(A) exp(B) =
( ∞∑
k=0

1
k!A

k

)( ∞∑
k=0

1
k!B

k

)

=
∞∑
k=0

k∑
l=0

1
l!(k − l)!A

lBk−l.

However, because we are assuming that AB = BA, we have the binomial
formula:

(A+B)k =
k∑
l=0

(
k

l

)
AlBk−l = k!

k∑
l=0

1
l!(k − l)!A

lBk−l.

Returning to the expression for the product of the exponentials, we find that

exp(A) exp(B) =
∞∑
k=0

1
k! (A+B)k = exp(A+B).

Since A+B = B +A, it follows that exp(B) exp(A) = exp(A+B) as well.
The proof of part d) is a straightforward computation using the fact that

BAkB−1 = (BAB−1)k:

B exp(A)B−1 =
∞∑
k=0

1
k!BA

kB−1 =
∞∑
k=0

1
k! (BAB

−1)k = exp(BAB−1).

Finally, we prove that c(t) := exp(tA) is differentiable by checking each
matrix entry. So fix i and j and consider the corresponding matrix entry
function:

cij(t) = exp(tA)ij =
∞∑
k=0

tk

k! (A
k)ij .

This is a power series with infinite radius of convergence, defining an analytic
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function of the real variable t. Power series may be differentiated term-by-term
within their radius of convergence, so we see that

ċij(t) =
∞∑
k=1

tk−1

(k − 1)! (A
k)ij =

∞∑
k=0

tk

k! (A
k+1)ij .

But (Ak+1)ij =
∑n
l=0Ail(Ak)lj , so

ċij(t) =
∞∑
k=0

tk

k!

n∑
l=0

Ail(Ak)lj =
n∑
l=0

Ail

∞∑
k=0

tk

k! (A
k)lj = (A exp(tA))ij .

This holds for all of the matrix entries, so ċ(t) = A exp(tA) as claimed.

As a first application of the properties of the matrix exponential, we show
in the next proposition that exp(iX) is unitary if X is Hermitian.

Proposition 2.31. Let X be an n×n Hermitian matrix, so that iX is skew-
Hermitian. Then exp(iX) ∈ U(n) is a unitary matrix. If in addition X has
trace zero, then exp(iX) ∈ SU(n).

Proof. Recall that by the Spectral Theorem A.32, the Hermitian matrix X
has real eigenvalues λi ∈ R and is diagonalized by a unitary matrix U . That
is, UXU−1 = diag(λ1, . . . , λn). Now compute the exponential:

exp(iX) = exp(iU−1diag(λ1, . . . , λn)U)
= U−1 exp(diag(iλ1, . . . , iλn))U

= U−1

( ∞∑
k=0

1
k!diag((iλ1)k, . . . , (iλn)k)

)
U

= U−1diag(eiλ1 , . . . , eiλn)U.

Hence, exp(iX) is unitary, being the product of three unitary matrices.
If the trace of X is zero, then λ1 + · · ·+ λn = 0. Moreover,

det(exp(iX)) = det(U−1diag(eiλ1 , . . . , eiλn)U)
= det(U)−1 det(diag(eiλ1 , . . . , eiλn)) det(U)
= ei(λ1+···+λn)

= e0

= 1,

so exp(iX) is an element of SU(n).

2.4.4 SU(2) is the universal cover of SO(3)
The space of 2× 2 traceless skew-Hermitian matrices iH0(2) came to our

attention in Section 2.4.2 as the tangent space to SU(2) at the identity. A basis
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for this real vector space is given by { 1
2iσ1,

1
2iσ2,

1
2iσ3}, where the σj ∈ H0(2)

are the Pauli matrices

σ1 =
[

0 1
1 0

]
, σ2 =

[
0 −i
i 0

]
, σ3 =

[
1 0
0 −1

]
.

In Chapter 3 we will provide an explanation for the scalar factor of 1
2i (see

also example 2.35 below). For now, we define an inner product 〈, 〉 on iH0(2)
by taking { 1

2iσ1,
1
2iσ2,

1
2iσ3} to be orthonormal and extending bilinearly.

Exercise 2.32. Show that, taking 1
2iσj as an orthonormal basis, the squared

length of an element iY ∈ iH0(2) is given by 〈iY, iY 〉 = 4 det(iY ).

Recall that SU(2) acts on itself by conjugation. The following exercise
shows that SU(2) also acts by conjugation on the tangent space TIS3.

Exercise 2.33. Suppose that B ∈ SU(2) and iY ∈ iH0(2). Then define
B ? iY := B(iY )B−1. Show that ? defines an SU(2)-action on iH0(2) in the
sense of definition 1.20 from Chapter 1.

Our ultimate goal is to obtain a relationship between the group SU(2)
and the group of rotations SO(3), and we are now close, because we have
an action of SU(2) on the three-dimensional real vector space iH0(2). Mor-
ever, our choice of orthonormal basis { 1

2iσj} determines an isomorphism
F : (iH0(2), 〈, 〉) → (R3, ·) defined by F ( 1

2iσj) := ej . We may use this identi-
fication to transfer the SU(2)-action to R3.

Exercise 2.34. Show that the function SU(2)× R3 → R3 defined by

(B,x) 7→ F

(
1
2iB

[
x3 x1 − ix2

x1 + ix2 −x3

]
B−1

)
(2.2)

defines an action of SU(2) on R3.

The situation is summarized in the following diagram, where the top row
is the conjugation action of SU(2) on its tangent space, and the bottom row
is the action (2.2):

SU(2)× iH0(2) ?−−−−→ iH0(2)

id×F
y yF

SU(2)× R3 F?(id×F−1)−−−−−−−−→ R3.

Note that the SU(2)-action on iH0(2) preserves the determinant:

det(B ? iY ) = det(B(iY )B−1) = det(B) det(iY ) det(B)−1 = det(iY ).

It follows from exercise 2.32 that the action of SU(2) on R3 obtained via
the isomorphism F preserves lengths in (R3, ·). By exercise 1.11, we find that
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SU(2) acts on (R3, ·) via orthogonal operators. Thus, we get a continuous
group homomorphism f : SU(2) → O(3) defined explicitly as follows: given
B ∈ SU(2), write

B

[
x3 x1 − ix2

x1 + ix2 −x3

]
B−1 =

[
y3 y1 − iy2

y1 + iy2 −y3

]
.

Then f(B) is the orthogonal matrix that maps (x1, x2, x3) to (y1, y2, y3).

Example 2.35. Consider the matrix

B =
[
eiθ 0
0 e−iθ

]
∈ SU(2).

To determine f(B) ∈ O(3), we make the computation

B

[
x3 x1 − ix2

x1 + ix2 −x3

]
B−1 =

[
x3 e2iθ(x1 − ix2)

e−2iθ(x1 + ix2) −x3

]
.

Using Euler’s formula to rewrite the upper right-hand corner yields:

e2iθ(x1 − ix2) = (cos(2θ) + i sin(2θ))(x1 − ix2)
= (cos(2θ)x1 + sin(2θ)x2)− i(cos(2θ)x2 − sin(2θ)x1)
= y1 − iy2.

Together with the observation that y3 = x3, we see that

f(B) =

 cos(2θ) sin(2θ) 0
− sin(2θ) cos(2θ) 0

0 0 1

 .
Note the curious fact that f(B) describes a clockwise rotation in the x1x2-
plane through the angle 2θ—twice the angle θ appearing in the matrix B (see
example 1.15 and Figure 1.2).

As mentioned earlier, SU(2) is path connected, so by continuity, the image
of f must be contained in the path connected component of the identity of
O(3). This is the set of matrices in O(3) that may be joined to the identity
by a continuous path in O(3).

Exercise 2.36 (♣). Show that the set of 3× 3 orthogonal matrices that may
be joined to the identity matrix by a continuous path in O(3) is the subgroup
of rotations SO(3). (Hint: the determinant is a polynomial in the entries of a
matrix, hence continuous.)

Exercise 2.37. Prove that the kernel of f : SU(2) → SO(3) is the set of
matrices in SU(2) that commute with all of the Pauli matrices σ1, σ2, σ3.
Then prove that the only such matrices in GL(2,C) are scalar matrices (i.e.,
multiples of the identity). Conclude that the kernel of f is {±I}.
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The previous two exercises demonstrate that f induces an isomorphism
between SU(2)/ {±I} and a subgroup of SO(3), namely the image of f . In
fact, f is a surjection, so that SU(2)/ {±I} is isomorphic to SO(3). To see
this, let A ∈ SO(3) be arbitrary. Then by exercise 1.19, there exists a unit
vector u = (u1, u2, u3) ∈ R3 and an angle θ such that A is the rotation about
the axis spanned by u through the angle 2θ. Consider the following 2 × 2
complex matrix:

B := cos(θ)I + 2 sin(θ)F−1(u)
= cos(θ)I − i sin(θ)(u1σ1 + u2σ2 + u3σ3)

=
[

cos(θ)− u3 sin(θ)i − sin(θ)(u2 + u1i)
sin(θ)(u2 − u1i) cos(θ) + u3 sin(θ)i

]
.

Exercise 2.38 (♣). Show that B is an element of SU(2), and that f(B) = A.
(Hints: extend {u} to a positively oriented orthonormal basis {u,v,w} for
(R3, ·). Then show that left-multiplication by the matrix f(B) ∈ SO(3) fixes
u and rotates the plane spanned by v and w through the angle 2θ.)

The results in this section combine to establish the following theorem.

Theorem 2.39. Consider the mapping f : SU(2)→ SO(3) defined by sending
B ∈ SU(2) to the matrix f(B) ∈ SO(3) taking (x1, x2, x3) to (y1, y2, y3),
where

B

[
x3 x1 − ix2

x1 + ix2 −x3

]
B−1 =

[
y3 y1 − iy2

y1 + iy2 −y3

]
.

Then f : SU(2) → SO(3) is a continuous, surjective, two-to-one homomor-
phism with kernel {±I}, so that SU(2) is a double cover of SO(3).

The group SU(2) is called the universal double cover of SO(3) because
it is simply connected—a theorem from topology ensures that SU(2) is the
unique simply connected group that covers SO(3). For a nice exposition of
the relationship between SO(3) and SU(2) that makes use of the geometry of
quaternions, see [18], which goes on to study the “generalized rotation groups”
SO(n), U(n), SU(n), and Sp(n).

2.5 Back to spinor space
Recall the question facing M and P at the end of Section 2.3: suppose

that M’s basis for physical space is obtained from P’s through a rotation
A : V → V represented by a matrix A ∈ SO(3). The columns of A are P’s
description of M’s basis. What matrix in SU(2) represents the transformation
that sends P’s z-basis for spinor space to M’s z′-basis? Well, by theorem 2.39,
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there are exactly two matrices ±B ∈ SU(2) such that f(±B) = A, where
f : SU(2) → SO(3) is the double cover. These matrices represent (in the z-
basis) transformations ±B : W →W . In particular, the columns of B are P’s
description of a pair of orthogonal spin-states. (Note that since −1 ∈ U(1) is
a phase, the choice of sign does not affect the spin-states.)

P is convinced: the spin-states corresponding to the basis B|±z〉 must
correspond to M’s third basis vector u′3 for V . That is, her SGz′ will pro-
duce exactly the spin-states represented by B|z〉,B|−z〉 upon measurement.
M agrees, but emphasizes that they have not derived or proved this fact, but
rather discovered a desirable feature to add to their model. That is, just as
physical space turned out to be (R3, ·) together with the rotation action of
SO(3), spinor space has turned out to be (C2, ·) with its SU(2)-action. But
the model is not complete until the connection between physical space and
spinor space has been specified. Just as the model for physical space was mo-
tivated by physical intuition and the model for spinor space was motivated
by experiment, the proposed connection between the two spaces is motivated
by the purely mathematical fact that SU(2) is the universal double cover of
SO(3).

M summarizes the story so far: when P sets up his right-handed coordi-
nate system by choosing the orthonormal basis {u1,u2,u3} for physical space
(V, 〈, 〉), his model of physical space becomes the rotation action of SO(3) on
(R3, ·). He interprets a particular matrix A ∈ SO(3) as telling him how to
rotate his coordinate axes to obtain M’s right-handed coordinate system cor-
responding to her basis {u′1,u′2,u′3}. Furthermore, he decides to identify his
copy of R3 with the space iH0(2) of traceless 2 × 2 skew-Hermitian matrices
by sending the standard basis vector ej to 1

2iσj , where σj is the jth Pauli ma-
trix. Via this identification, SO(3) acts on iH0(2). In fact, this action comes
from the conjugation action of SU(2) on iH0(2) via the universal double cover
f : SU(2)→ SO(3).

When M and P start observing electrons, they model the electron spin us-
ing spinor space (W, 〈|〉). When P sets up his SGz, he identifies spinor space
with the SU(2)-action on (C2, ·). When M sets up her SGz′, she makes a
different identification of spinor space with (C2, ·) by sending her basis |±z′〉
to the standard basis. In particular, her SGz′ defines an ordered pair of or-
thogonal spin-states, and these are obtained from P’s basis by applying either
of the elements ±B = f−1(A) ∈ SU(2).

P decides to check whether this connection between physical space and
spinor space accords with their beliefs about electron spin from the beginning
of Section 2.2. In particular, he sets out to check whether belief 4 holds in the
model. Recall that belief 4 states that if u and u′ are unit vectors making an
angle α in physical space, then an electron that exits an SGu spin up will
measure spin up in an SGu′ with probability cos2(α2 ). To investigate, P takes
u = u3 and u′ = sin(α)u1 + cos(α)u3, so u′ is obtained from u by a rotation
in the xz-plane through an angle α (see Figure 2.7). The question is: what is
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FIGURE 2.7: A rotation by α in the xz-plane. The dashed lines show P’s
coordinate axes.

the probability that |+z〉 will be found to be spin up when measured by an
SGu′? This probability is given in the model by the quantity |〈+u′|+z〉|2.

The matrix describing the rotation in the xz-plane through an angle α is:

A =

 cos(α) 0 sin(α)
0 1 0

− sin(α) 0 cos(α)

 .
Exercise 2.40. Check that left multiplication by A on R3 corresponds under
the isomorphism F to the conjugation on iH0(2) by the matrix

B =
[

cos(α2 ) − sin(α2 )
sin(α2 ) cos(α2 )

]
.

That is, verify explicitly that f(B) = A.

The matrix B represents in the z-basis the automorphism of spinor space
obtained by sending the z-basis to the basis |±u′〉. Thus,

|+u′〉 = cos
(α

2

)
|+z〉+ sin

(α
2

)
|−z〉.

The probability that |+z〉 will be measured spin up by an SGu′ is then

|〈+u′|+z〉|2 = |〈+z|+u′〉|2

=
∣∣∣〈+z|(cos

(α
2

)
|+z〉+ sin

(α
2

)
|−z〉

)∣∣∣2
=

∣∣∣cos
(α

2

)
〈+z|+z〉+ sin

(α
2

)
〈+z|−z〉

∣∣∣2
= cos2

(α
2

)
.
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Chapter 3
Observables and Uncertainty

In which M and P discover the Lie algebra su(2) and its complexification
sl2(C).

3.1 Spin observables
In classical mechanics, observables are modeled by functions on the phase

space of the physical system under observation. As a simple example, consider
P’s representation of physical space as (R3, ·). Then the phase space for a free
particle is the six-dimensional space R3 × R3 describing all of the particle’s
possible locations and momenta: (x,p) = (x, y, z, px, py, pz). The act of P mak-
ing an observation of the particle corresponds to the evaluation of a function
g : R3×R3 → R at the state of the particle. For instance, if P wants to observe
the z-coordinate of the particle, then he evaluates the function g(x,p) = z at
the state of the particle. If P wants to observe the z-coordinate of the parti-
cle’s angular momentum, then he evaluates the function l(x,p) = xpy − ypx
at the state of the particle.

Notice that in the preceding description of classical observables, the act
of evaluation is the measurement, while the function itself is the observable.
In practice, P doesn’t think about this distinction too much, because he is
confident that making a measurement doesn’t affect the state of the particle.
However, he knows that measuring the spin of an electron does affect the state
of the electron, which raises the question: how are spin observables modeled
in this theory?

The function corresponding to a classical observable is a gadget that incor-
porates all of the possible observed values into a single entity. For instance, the
function l(x,p) = xpy − ypz packages together all the possible measurements
of the z-coordinate of the particle’s angular momentum. Thus, the mathemat-
ical object corresponding to a spin observable should package together all of
the possible observed values. In the case of electron spin, belief 1 from Sec-
tion 2.2 says that the observable “spin in the u-direction” has only two possible
observed values, ±~

2 , corresponding to orthogonal spin-states represented by
the kets |±u〉 in spinor space. These kets are only determined up to phases in
U(1), but by proposition 2.6, the orthogonal projections |±u〉〈±u| : W → W
are uniquely determined by the spin-states. Thus, we can package the possible

47
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observed values together by defining the operator

Su := ~
2 |+u〉〈+u| −

~
2 |−u〉〈−u|.

The operator Su is a sum of the orthogonal projections corresponding to the
states of definite “spin in the u-direction,” each weighted by the observed
value for that spin-state. The important point is that Su contains all of the
information about the original spin-states and observed values. Indeed, Su
is a Hermitian operator on (W, 〈|〉) with eigenvectors |±u〉 and associated
eigenvalues ±~

2 . For example, the operator Sz is represented by the Hermitian
matrix ~

2σ3 with respect to the z-basis, where σ3 is the third Pauli matrix
introduced just before exercise 2.32.

Conversely, the Spectral Theorem A.32 may be phrased in terms of projec-
tions as follows: if H is an arbitrary Hermitian operator on (W, 〈|〉), then its
eigenspaces are orthogonal and H has a spectral decomposition as the weighted
sum of the orthogonal projections, P1, P2, onto the eigenspaces, the weights
being the real eigenvalues, λ1 ≥ λ2:

H = λ1P1 + λ2P2.

If P1 = I and P2 = 0, then H = λI is a scalar operator, corresponding
to an observable with only one possible observed value for all spin-states.
For an example, consider the operator S2

z = ~2

4 σ
2
3 = ~2

4 I, which corresponds
to the observable “square of the z-component of spin angular momentum.”
Otherwise, P1 and P2 have orthogonal, one-dimensional ranges corresponding
to a pair of orthogonal spin-states φ1, φ2. The operator H corresponds to the
observable characterized as follows: the state φj has the definite value of λj in
the sense that measurement of φj with an “H-device” will yield the value λj
with probability 1. For a general spin-state, ψ, we write |ψ〉 = c1|φ1〉+ c2|φ2〉,
where |c1|2 + |c2|2 = 1. Then each act of measuring ψ with an “H-device” is
modeled by the following procedure: choose one of the twoH-eigenstates φ1, φ2
according to the probabilities |c1|2, |c2|2 respectively. Then the measurement
of ψ with H changes the spin-state to the randomly chosen state ψj and yields
the observed value λj .

In light of this discussion, M proposes the following definition.

Definition 3.1. A quantum observable on spinor space (W, 〈|〉) is a Hermi-
tian operator H : W →W .

Note that, if H is a quantum observable, then the act of measuring ψ with
an “H-device” does not corresponding to applying H to the ket |ψ〉. Rather,
the probabilistic procedure outlined above generalizes beliefs 1–3 from Sec-
tion 2.2 to statements about arbitrary quantum observables on spinor space.
At the same time, it successfully implements the idea (announced by M and
P in Section 2.2) that quantum measurements should involve “operating” on
spin-states: a quantum measurement projects the state onto a randomly cho-
sen eigenstate of the corresponding observable.
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Of course, some functions on R3 × R3 represent more interesting classi-
cal observables than others. Similarly, not all quantum observables will be
physically interesting, and in particular, not all of them will correspond to
Stern-Gerlach devices in physical space. The observables Su that do corre-
spond to Stern-Gerlach devices will be called the spin observables.

To get a better sense of these spin observables, consider their matrices in
the z-basis, |±z〉, for W . It is easy to write down the matrix of Su in the
u-basis:

[Su]u = ~
2

[
1 0
0 −1

]
= ~

2σ3 ∈ H0(2).

To obtain the matrix in the z-basis, write

[Su]z = B[Su]uB−1 = B
~
2σ3B

−1,

where B ∈ SU(2) is the change of basis matrix from the u-basis to the z-basis.
We have been led (once again) to consider the conjugation action of SU(2)
on H0(2), the real vector space of 2× 2 Hermitian matrices with trace 0.

Example 3.2. Spin in the x-direction corresponds to the operator

Sx = ~
2 |+x〉〈+x| −

~
2 |−x〉〈−x|.

To find the change of basis matrix, B, first note that the following matrix
describes a π

2 -rotation of the xz-plane, mapping P ’s z-axis onto his x-axis.

A =

 0 0 1
0 1 0
−1 0 0

 .
By exercise 2.38, the following matrix B maps to A via the double cover
f : SU(2)→ SO(3):

B = 1√
2

[
1 −1
1 1

]
,

and hence is the change of basis matrix from the x-basis to the z-basis. We
compute

[Sx]z = ~
4

[
1 −1
1 1

] [
1 0
0 −1

] [
1 1
−1 1

]
= ~

2

[
0 1
1 0

]
= ~

2σ1.

A similar computation reveals that [Sy]z = ~
2σ2, using the change of basis

matrix
B′ = 1√

2

[
1 i
i 1

]
.

Thus, we find that the matrix representations of the spin observables
Sx, Sy, Sz with respect to the z-basis are ~

2 times the Pauli matrices σj .
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In fact, we could have discovered this based on our previous work, without
any explicit computation. Indeed, multiplication by − i

~ leads to the SU(2)-
action on iH0(2) that we considered in Section 2.4.4. There, we identified
iH0(2) with R3 according to the isomorphism F defined by F ( 1

2iσj) = ej .
By doing so, the conjugation action of SU(2) on iH0(2) became identified
with the rotation action of SO(3) on R3, thereby yielding the double cover
f : SU(2) → SO(3). This means that if u = (u1, u2, u3) is an arbitrary unit
vector, and f(B) = A ∈ SO(3) describes a rotation of the z-axis onto the line
spanned by u, then

B
1
2iσ3B

−1 = F−1(Ae3) = F−1(u) = 1
2i (u1σ1 + u2σ2 + u3σ3) .

Multiplying this equation by −~
i yields

[Su]z = B
~
2σ3B

−1 = ~
2 (u1σ1 + u2σ2 + u3σ3) ∈ H0(2).

The vector space iH0(2) has now come to our attention twice, once as the
tangent space to SU(2) = S3 at the identity, and once as a space of quantum
observables (scaled by − i

~ ). At this point it seems wise to take a closer look.

3.2 The Lie algebra su(2)
SU(2) is both a geometric and an algebraic object, and these two struc-

tures interact nicely. More precisely, we have seen that SU(2) = S3 is the
3-dimensional unit sphere, which is a smooth manifold in R4. Roughly speak-
ing, this means that near each point, the sphere S3 looks like R3, with a
well-defined tangent space. (For a one-dimensional example, think about the
unit circle S1 contained in R2; see Figure 2.6.) This allows us to speak of
differentiable functions S3 → R, and more generally of differentiable map-
pings S3 →M andM→ S3 to or from other smooth manifolds. In particu-
lar, since the group operations of multiplication and inversion on SU(2) are
given by polynomials in the matrix entries, they define differentiable mappings
mult : S3 × S3 → S3 and inv : S3 → S3. These facts make SU(2) an example
of a Lie group: a group that is also a smooth manifold such that the group
operations are differentiable mappings.

In Section 2.4.2, we found that the tangent space to SU(2) = S3 at the
identity is given by the real vector space of 2 × 2 skew-Hermitian matrices
with trace 0:

TIS
3 = iH0(2).

Moreover, we saw that SU(2) acts by conjugation on itself, as well as on its
tangent space iH0(2). At the time, the action on the tangent space was verified
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in a completely algebraic fashion: the reader checked in exercise 2.33 that if
iY is a 2 × 2 skew-Hermitian matrix with trace zero, then so is B(iY )B−1

for all B ∈ SU(2). We would now like to reveal the geometric content of this
action on the tangent space, showing that it is the derivative of the conjugation
action of SU(2) on itself.

For a fixed B ∈ SU(2), consider the mapping gB : SU(2)→ SU(2) defined
by conjugation: gB(M) := BMB−1. Given a tangent vector iX ∈ iH0(2),
define c : (−ε, ε)→ SU(2) by c(t) := exp(itX). Then by propositions 2.21 and
2.31, c is a differentiable curve in SU(2) satisfying c(0) = I and ċ(0) = iX.
Applying gB to c yields another differentiable curve in SU(2), given by
gB(c(t)) = Bc(t)B−1. The derivative of this transformed curve at t = 0 is
also a tangent vector to SU(2) at the identity I = gB(c(0)):

d

dt
(gB(c(t))) |t=0 = d

dt
(Bc(t)B−1)|t=0

= Bċ(0)B−1

= B(iX)B−1.

The process described in the previous paragraph associates to each tangent
vector iX ∈ TIS3 a new tangent vector via differentiation. As explained more
fully in Appendix A.2, this association of tangent vectors to tangent vectors
is the derivative of the map gB : S3 → S3, which is a linear operator denoted1
by DgB : TIS3 → TIS

3. Indeed, since gB is built out of matrix multiplication
and inversion, it is continuously differentiable. Moreover, since gB maps the
identity of SU(2) to itself, its derivative maps the tangent space at the identity
to itself. We record the results of this discussion in the following proposition.

Proposition 3.3. The conjugation action of SU(2) on its tangent space
TIS

3 = iH0(2) arises via differentiation from the conjugation action of SU(2)
on itself. That is, for B ∈ SU(2)

DgB(iX) = B(iX)B−1 for all iX ∈ iH0(2),

where gB(M) := BMB−1 for M ∈ SU(2). This SU(2)-action on its tangent
space is called the adjoint action of SU(2).

The vector space structure on TIS
3 comes entirely from the geometric

aspect of the Lie group SU(2): tangent spaces to manifolds are always vector
spaces. We now want to ask whether TIS3 has any extra algebraic structure,
coming from the algebraic aspect of the Lie group SU(2). We have just seen
that TIS3 carries an action of SU(2), but is there any structure that makes
reference only to the tangent space itself?

To investigate this question, we employ a similar line of analysis as

1In order to simplify the notation, we will generally write DgB instead of (DgB)I as in
Appendix A.2, since we will almost always be working with the derivative at the identity I
of our Lie groups.
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above. For each tangent vector iY ∈ iH0(2), we have the mapping
hY : SU(2)→ iH0(2) defined by the adjoint action:

hY (B) := B(iY )B−1.

The mapping hY from SU(2) = S3 to TIS3 is differentiable, taking the identity
of SU(2) to the tangent vector iY . Hence, its derivative at the identity is a
linear transformation DhY : TIS3 → TIS

3. Here, as usual, we identify the
tangent space to the vector space TIS3 at the point iY with TIS3 itself.

Proposition 3.4. The derivative of the adjoint action of SU(2) on its tangent
space iH0(2) is given by the following formula: for iY ∈ iH0(2),

DhY (iX) = (iX)(iY )− (iY )(iX) for all iX ∈ iH0(2),

where hY (B) := B(iY )B−1 for B ∈ SU(2). The matrix

[iX, iY ] := (iX)(iY )− (iY )(iX)

is called the commutator of iX and iY .

Proof. The derivative of hY is computed just as described in the paragraphs
before proposition 3.3: given a tangent vector iX ∈ iH0(2), consider the dif-
ferentiable curve c(t) := exp(itX) satisfying c(0) = I and ċ(0) = iX. Then
applying hY yields a curve in iH0(2), and the derivative of this transformed
curve at t = 0 is DhY evaluated at iX:

DhY (iX) := d

dt
(gY (c(t))) |t=0

= d

dt
(c(t)(iY )c(t)−1)|t=0

= d

dt
(c(t)(iY )c(t)†)|t=0

= ċ(0)(iY )c(0)† + c(0)(iY )ċ(0)†

= (iX)(iY )− (iY )(iX)
=: [iX, iY ].

The next exercise reveals some properties of the commutator.

Exercise 3.5. Show that the commutator

[iX, iY ] := (iX)(iY )− (iY )(iX)

satisfies the following properties for all iX, iY, iZ ∈ iH0(2) and all a ∈ R:

i) [iX, iY ] ∈ iH0(2) (closure);
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ii) [aiX + iY, iZ] = a[iX, iZ] + [iY, iZ] (linearity in first slot);

iii) [iX, iY ] = −[iY, iX] (skew-symmetry);

iv) [iX, [iY, iZ]] + [iY, [iZ, iX]] + [iZ, [iX, iY ]] = 0 (Jacobi identity).

Properties ii) and iii) together imply linearity in the second slot as well.

Definition 3.6. A Lie algebra is a vector space g together with a Lie bracket
operation [, ] : g× g→ g satisfying the properties listed in exercise 3.5. (Note:
if g is a vector space over the field F, then condition ii) means that the Lie
bracket must be F-linear.)

Exercise 3.7. Check that the real vector space iR with the trivial bracket
[ix, iy] = 0 for all x, y ∈ R is a Lie algebra. Since iR is the tangent space
at the identity to the Lie group U(1) (see Section 2.4.1), we denote this Lie
algebra by u(1).

We see that the tangent space of SU(2) at the identity, endowed with the
commutator as Lie bracket, is a real Lie algebra, denoted su(2). Since the
Lie bracket is bilinear and skew-symmetric, it is completely determined by its
values on pairs of distinct basis elements. Using the basis

{ 1
2iσj

}
for iH0(2),

these values are called the commutation relations of su(2):[
1
2iσ1,

1
2iσ2

]
= 1

2iσ3[
1
2iσ2,

1
2iσ3

]
= 1

2iσ1[
1
2iσ3,

1
2iσ1

]
= 1

2iσ2.

Exercise 3.8. Verify the commutation relations for su(2) listed above.

Now recall that we have identified iH0(2) with R3 via the isomorphism F
defined by F ( 1

2iσj) = ej . Transferring the Lie bracket on su(2) to R3 via this
isomorphism turns R3 into a Lie algebra with the same commutation relations:

[e1, e2] = e3

[e2, e3] = e1

[e3, e1] = e2.

P immediately recognizes these relations as defining the familiar cross product
of vectors in physical space! It is as if physical space (together with the cross
product) has “spilled out” from the Lie group SU(2) in the form of its Lie
algebra su(2). Even more, we have seen that SU(2) acts on su(2), and sending
B ∈ SU(2) to the matrix representing its conjugation action with respect
to the basis

{ 1
2iσj

}
defines the double cover f : SU(2) → SO(3) connecting
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rotations of physical space to the corresponding change of basis matrices for
spinor space.

The exponential map introduced in Section 2.4.3 furnishes the connection
between elements of the Lie algebra and the Lie group: if iX ∈ su(2) = iH0(2),
then exp(iX) ∈ SU(2). For example, if θ is a real number, then

exp(iθσ1) = exp
[

0 iθ
iθ 0

]
=
[

cos(θ) i sin(θ)
i sin(θ) cos(θ)

]
exp(iθσ2) = exp

[
0 θ
−θ 0

]
=
[

cos(θ) sin(θ)
− sin(θ) cos(θ)

]
exp(iθσ3) = exp

[
iθ 0
0 −iθ

]
=
[
eiθ 0
0 e−iθ

]
.

Exercise 3.9. Verify the preceding computations.

Applying the universal covering map f : SU(2) → SO(3) to the matrices
computed above, we find that (see example 2.35 and exercise 2.38)

f(exp(iθσ1)) =

 1 0 0
0 cos(2θ) sin(2θ)
0 − sin(2θ) cos(2θ)

 ,
f(exp(iθσ2)) =

 cos(2θ) 0 − sin(2θ)
0 1 0

sin(2θ) 0 cos(2θ)

 ,
f(exp(iθσ3)) =

 cos(2θ) sin(2θ) 0
− sin(2θ) cos(2θ) 0

0 0 1

 .
Note that f(exp(iθσj)) gives a clockwise rotation through the angle 2θ around
the jth coordinate axis in R3. That is, the “phase angle” θ gets doubled in
the passage from spinor space to physical space. It is in order to account for
this doubling, and for the counter-clockwise orientation of planes in physical
space, that we use the basis

{ 1
2iσj

}
for su(2) rather than {iσj}. Indeed, the

computations above show that f(exp( θ2iσj)) is a counter-clockwise rotation
through the angle θ around the jth coordinate axis, for which reason the
matrices 1

2iσj are called generators of rotations.
In Section 3.1, we discovered a relationship between spin observables and

generators of rotations: the observable Sz = ~
2σ3 corresponds to the generator

− i
~Sz = 1

2iσ3 of rotation around the z-axis. More generally, multiplication by
− i

~ yields a correspondence between spin observables and generators of rota-
tions about axes in physical space: if u = (u1, u2, u3) is a unit vector in physical
space, then the observable “spin in the u-direction” is represented by the op-
erator Su = ~

2 (u1σ1 + u2σ2 + u3σ3), and − i
~Su = 1

2i (u1σ1 + u2σ2 + u3σ3) is
the generator of rotation about the u-axis.

M summarizes as follows: the adjoint action of SU(2) on its Lie algebra
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su(2) (given by conjugation) is P’s model of physical space, with the Lie
bracket corresponding to the cross product. P’s model of spinor space is the
action of SU(2) on C2. The quantum observables on spinor space are given by
the Hermitian operators, and the spin observables correspond to the orbit of
~
2σ3 under the conjugation action of SU(2) on H0(2). The connection between
spinor space and physical space is effected by means of a correspondence
between spin observables and infinitesimal generators of rotations: if Su is the
spin observable corresponding to a Stern-Gerlach device in the direction u,
then − i

~Su is the generator of rotation about the u-axis.

3.3 Commutation relations and uncertainty
While P is quite pleased to see his old friend the cross product emerge

from all this formalism, M wonders about the meaning of those commutation
relations for the spin observables. Strictly speaking, the spin observables live
in the space H0(2) = isu(2) of 2-by-2 Hermitian matrices, rather than in
iH0(2) = su(2) itself, and this space is not closed under the commutator. For
instance, consider the commutator of the observables Sx and Sy, represented
by the Hermitian matrices ~

2σ1 and ~
2σ2 respectively:

[Sx, Sy] =
[
~
2σ1,

~
2σ2

]
= ~2

[
1
2σ1,

1
2σ2

]
= i~

~
2σ3 = i~Sz ∈ iH0(2).

For this reason, we introduce a new, larger Lie algebra, called the complexifi-
cation of su(2).

Definition 3.10. If (g, [, ]) is a real Lie algebra, then the complexification of
g is the complex Lie algebra

gC := g⊕ ig

with complex scalar multiplication

(a+ ib)(X + iY ) := aX − bY + i(bX + aY )

for all (a+ ib) ∈ C and X + iY ∈ gC. The Lie bracket is defined by

[X + iY,X ′ + iY ′] := [X,X ′]− [Y, Y ′] + i([X,Y ′] + [Y,X ′])

for all X + iY,X ′ + iY ′ ∈ gC.

Exercise 3.11. Check that gC is a complex Lie algebra.

In the case of su(2), we find that

su(2)C := su(2)⊕ isu(2) = iH0(2)⊕H0(2) = M0(2,C),
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where M0(2,C) denotes the vector space of 2-by-2 complex matrices with
trace 0.

Exercise 3.12 (♣). Show that if M is an arbitrary 2-by-2 complex matrix,
then there exist unique Hermitian matrices H,K such that M = H+ iK. This
is called the Cartesian decomposition of M . Moreover, show that M has trace
0 if and only if H and K both have trace 0.

The complexified Lie algebra su(2)C is a 3-dimensional complex Lie alge-
bra, with the same commutation relations as su(2) when expressed using the
basis { 1

2iσj}. But the Hermitian operators {~2σj} = {Sx, Sy, Sz} also provide
a basis for su(2)C, for which the commutation relations are

[Sx, Sy] = i~Sz,
[Sy, Sz] = i~Sx,
[Sz, Sx] = i~Sy,

and these are the ones that M is interested in at the moment. More generally,
the next exercise provides an even larger Lie algebra where the commutators
of arbitrary quantum observables may be computed.

Exercise 3.13. Show that the real vector space iH(2) consisting of 2-by-
2 skew-Hermitian matrices is closed under the commutator [, ], and that
(iH(2), [, ]) is a real Lie algebra. Furthermore, show that the complexification
of this Lie algebra is (M(2,C), [, ]), consisting of all 2-by-2 complex matrices.
Finally, show that {~2 I, Sx, Sy, Sz} forms a basis for M(2,C).

Since the observables Sx and Sy do not commute, they are not simulta-
neously diagonalizable, i.e., they have different eigenvectors. Of course, we
already knew this because we know the eigenvectors explicitly (they are |±x〉
and |±y〉 respectively). In physical terms: states with a definite value of Sx do
not have a definite value of Sy. But again, this is just a weak form of belief
4 from Section 2.2 which states that an electron in the spin-state |+x〉 has
probability 1

2 of being observed in each of the states |±y〉. As described below,
in order to understand what the commutation relation means in this context,
we need to imagine performing the Sy-measurement on |+x〉 not just once,
but many times.

More generally, suppose that |ψ〉 = c+|+z〉+ c−|−z〉 is a ket in W repre-
senting the spin-state of an electron. Recall that ψ has a probability |c+|2 of
being measured spin up by an SGz, and a probability |c−|2 of being measured
spin down. We define the expectation value of Sz for the state ψ to be

|c+|2
~
2 + |c−|2

(
−~

2

)
= 〈ψ|Sz|ψ〉 =: 〈Sz〉ψ .

This is the average value P would find if he made many measurements of Sz
on identical copies of the state ψ. We extend this definition to an arbitrary
quantum observable as follows.
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Definition 3.14. If H : W → W is an observable (i.e., Hermitian opera-
tor), then the expectation value of H in the spin-state ψ is the inner product
〈ψ|H|ψ〉, which we denote by 〈H〉ψ.

Proposition 3.15. If H : W → W is an observable and ψ is a spin-state,
then the expectation value 〈H〉ψ is a real number. We interpret the expectation
value as the average value we would find if we made a large number of H-
measurements on identical copies of the state ψ.

Proof. SinceH is Hermitian, the Spectral Theorem A.32 guarantees that there
is an orthonormal basis of eigenkets for W , say {|φ1〉 , |φ2〉}. Thus, we may
express the state ψ as a linear combination of H-eigenstates:

|ψ〉 = c1|φ1〉+ c2|φ2〉.

Applying H, we find that

H|ψ〉 = c1H|φ1〉+ c2H|φ2〉 = c1λ1|φ1〉+ c2λ2|φ2〉,

where λ1 and λ2 are the real eigenvalues of H. Then the expectation value
〈H〉ψ = 〈ψ|H|ψ〉 is obtained by applying the bra 〈ψ| = c?1〈φ1|+ c?2〈φ2| (see
exercise 2.5):

〈ψ|H|ψ〉 = (c?1〈φ1|+ c?2〈φ2|)(c1λ1|φ1〉+ c2λ2|φ2〉)
= |c1|2λ1 + |c2|2λ2,

which is a real number since the eigenvalues λj are real. The expectation value
is thus a weighted average of the possible observed values λj , where the weights
are the probabilities of obtaining these values on any given measurement of
the state ψ.

Definition 3.16. The uncertainty of an observable H in the spin-state ψ,
denoted ∆ψH, is the standard deviation, i.e., the square root of the expectation
value of the operator (H − 〈ψ|H|ψ〉 I)2 in the state ψ:

(∆ψH)2 :=
〈
ψ|(H − 〈ψ|H|ψ〉 I)2|ψ

〉
=

〈
ψ|(H2 − 2 〈ψ|H|ψ〉H + 〈ψ|H|ψ〉2 I)|ψ

〉
=

〈
ψ|H2|ψ

〉
− 〈ψ|H|ψ〉2 .

The uncertainty provides a measure of the “spread” of the observed H-
values for ψ around the expectation value 〈ψ|H|ψ〉. In particular, if φ is an
eigenstate for H with eigenvalue λ ∈ R, then it is a state of zero uncertainty
for H:

(∆φH)2 =
〈
φ|H2|φ

〉
− 〈φ|H|φ〉2 = λ2 〈φ|φ〉2 − (λ 〈φ|φ〉)2 = 0.

This makes sense, because the state φ will always yield the value λ when
measured by an “H-device.”
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Exercise 3.17 (♣). Show, conversely, that if φ is a state of zero uncertainty
for an observable H, then φ is an eigenstate for H.

In the following proposition, we show that the Cauchy-Schwarz inequality
provides some information about the product of uncertainties.

Proposition 3.18. Suppose that H,K : W → W are observables on spinor
space. Fix a spin-state ψ and define new observables by subtracting the expec-
tation values:

H̄ := H − 〈ψ|H|ψ〉I, K̄ := K − 〈ψ|K|ψ〉I.

Then
(∆ψH)(∆ψK) ≥

∣∣〈ψ|H̄K̄|ψ〉∣∣ .
Proof. For the purposes of this proof, we think ψ as an actual unit vector
in W rather than as an equivalence class, so that we may use the defining
property of the adjoint operator (see proposition A.28):

(∆ψH)2 =
〈
ψ|H̄2ψ

〉
=
〈
ψ|H̄H̄ψ

〉
= 〈H̄†ψ|H̄ψ〉 = 〈H̄ψ|H̄ψ〉 = ‖H̄ψ‖2,

using the fact that H̄† = H̄ because H̄ is Hermitian. Similarly, we have
(∆ψK)2 = ‖K̄ψ‖2.

The Cauchy-Schwarz inequality then says that the product of these norms
is greater than or equal to the modulus of the inner product:

(∆ψH)(∆ψK) = ‖H̄ψ‖‖K̄ψ‖ ≥ |〈H̄ψ|K̄ψ〉| = |〈ψ|H̄K̄ψ〉|.

In the final equality, we have again used the defining property of the adjoint
and the fact that H̄ is Hermitian.

Note that the product H̄K̄ ∈ M(2,C) is not Hermitian unless H and K
commute, so it does not represent an observable in general. Nevertheless, by
exercise 3.12 we can write it uniquely as a sum H̄K̄ = X + iY where X and
Y are Hermitian.

Exercise 3.19. Show that if H̄K̄ := (H − 〈H〉ψI)(K − 〈K〉ψI) = X + iY is
the Cartesian decomposition of H̄K̄, then Y = 1

2i [H,K].

Putting all of these results together, we obtain the uncertainty principle
for quantum observables on spinor space:

Theorem 3.20 (Uncertainty Principle). Suppose that H,K : W → W are
observables on spinor space, and fix a spin-state ψ. Then

(∆ψH)(∆ψK) ≥ 1
2 |〈ψ|[H,K]|ψ〉| .
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Proof. Using the notation of proposition 3.18 and exercise 3.19, we have

(∆ψH)(∆ψK) ≥
∣∣〈ψ|H̄K̄|ψ〉∣∣

= |〈ψ|(X + iY )|ψ〉|
= |〈ψ|X|ψ〉+ i 〈ψ|Y |ψ〉|
≥ |〈ψ|Y |ψ〉|

=
∣∣∣∣〈ψ ∣∣∣∣ 1

2i [H,K]
∣∣∣∣ψ〉∣∣∣∣

= 1
2 |〈ψ|[H,K]|ψ〉| .

Applying the uncertainty principle to the spin observables Sx and Sy with
the commutation relation [Sx, Sy] = i~Sz, we obtain:

(∆ψSx)(∆ψSy) ≥ 1
2 |〈ψ|i~Sz|ψ〉| =

~
2 |〈ψ|Sz|ψ〉| .

In words: for a given spin-state ψ, the product of the uncertainties of Sx
and Sy must be greater than or equal to ~

2 times the absolute value of the
expectation value of Sz.

The uncertainty principle quantifies the sense in which there is a tradeoff
between the simultaneous determination of non-commuting observables for
a single spin-state. For instance, if ψ is a state with a nonzero expectation
value for Sz, then the less uncertainty there is in its values for Sx, the more
uncertainty there must be in its values for Sy. The inequality even holds when
ψ is a state of zero uncertainty for Sx, since the expectation value 〈ψ|Sz|ψ〉 on
the right-hand side is also zero in that case. Indeed, we know from exercise 3.17
that if ∆ψSx = 0, then ψ must be one of the Sx-eigenstates |±x〉. Thus, the
absolute certainty about the value of Sx means that we have no information
about the values of Sy or Sz: each of the Sx-eigenstates has equal probability
of being measured spin up or spin down by an SGy or an SGz. Hence, we
may compute the expectation value and uncertainty as:

〈ψ|Sz|ψ〉 = 1
2

(
~
2

)
+ 1

2

(
−~

2

)
= 0,

(∆ψSy)2 =
〈
ψ|S2

y |ψ
〉
− 〈ψ|Sy|ψ〉2 =

〈
ψ

∣∣∣∣~2

4 I
∣∣∣∣ψ〉− 0 = ~2

4 .

We see that the uncertainty inequality holds in the trivial form 0 · ~2 ≥ 0.
Thus, the commutation relations for su(2)C lead to the uncertainty princi-

ple expressing a numerical inequality that goes further than anything explicitly
stated in beliefs 1–4 from Section 2.2. Both P and M are delighted to see that
they have gotten more out of their model than they explicitly put in.
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3.4 Some related Lie algebras
We have now encountered several different Lie algebras, all with the com-

mutator as Lie bracket:

u(1) = iR Lie algebra of the Lie group U(1),
su(2) = iH0(2) Lie algebra of the Lie group SU(2),

su(2)C = M0(2,C) complexification of the Lie algebra su(2),
iH(2) Lie algebra of 2-by-2 skew-Hermitian matrices,
M(2,C) complexification of iH(2).

Note that in the case of u(1) = iR, the Lie bracket is trivial: [ix, iy] = 0 for all
x, y ∈ R. This is a reflection of the fact that the Lie group U(1) is abelian. It
is natural to ask whether the final three Lie algebras come from Lie groups,
in the same way that u(1) and su(2) come from U(1) and SU(2) respectively.
We will take them one at a time, and in each case, show that the answer is
“yes.”

3.4.1 Warmup: The Lie algebra u(1)
In order to present the outline of the general argument, we begin with the

case of the one-dimensional Lie algebra iR with trivial bracket. Starting with
this Lie algebra, how might we discover the group U(1), together with the
fact that it is actually a smooth curve? Following a hunch from our previous
work, we consider the exponential mapping

exp: iR→ C

and observe that for any it ∈ iR, we have exp(it) ∈ U(1), the group of complex
numbers of modulus 1. In Section 2.4.1 we simply noted that U(1) is the unit
circle in the complex plane, and thus clearly a smooth curve. We now make a
more careful argument using the Implicit Function Theorem A.40, organizing
things so that the generalization to higher-dimensional Lie algebras will be
clear.

To this end (see Figure 3.1), we think of C as R2 by identifying a complex
number x+ iy with the point (x, y). Consider the function φ : R2 → R defined
by φ(x, y) = x2 + y2. Then (x, y) ∈ U(1) if and only if φ(x, y) = 1; that is,
U(1) = φ−1(1). Now the derivative of φ at any point (a, b) is represented by
the Jacobian matrix of partial derivatives:

(Dφ)(a,b) =
[

2a 2b
]
.

If (a, b) 6= (0, 0), then this matrix has rank 1. Let’s assume that b 6= 0, although
a similar argument goes through under the assumption that a 6= 0. If we make
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x

y

φ−1(1) = U(1)

1A

B

a

b

g(u) =
√

1− u2

φ(x, y) = x2 + y2

R0 1

FIGURE 3.1: The Implicit Function Theorem for the circle U(1).

the further assumption that (a, b) ∈ U(1) (i.e., that φ(a, b) = a2+b2 = 1), then
we may apply the Implicit Function Theorem to obtain open sets a ∈ A ⊂ R
and b ∈ B ⊂ R and a differentiable function g : A→ B such that

graph(g) := {(u, g(u)) | u ∈ A} = {(u, v) ∈ A×B | u2 + v2 = 1}
= U(1) ∩ (A×B).

Thus, the portion of U(1) near the point (a, b) is given by the graph of a
differentiable function, and is thus a smooth curve in R2. The tangent space
to U(1) at (a, b) is simply the tangent line to the graph of g at that point.

Of course, in this simple case, the use of the Implicit Function Theorem is
unnecessary, because we can write down a formula for the function g explicitly:

g(u) = ±
√

1− u2,

where the sign is chosen to match the sign of b. However, in the examples
below, such explicit formulas are difficult to obtain, and the Implicit Function
Theorem comes to the rescue.

3.4.2 The Lie algebra sl2(C)
The complex Lie algebra su(2)C may also be considered as a six-

dimensional real Lie algebra, with basis { 1
2iσj ;

1
2σj}. Viewed this way, we

want to know whether su(2)C is the Lie algebra of some (six-dimensional) Lie
group, in the same way as su(2) is the Lie algebra of the (three-dimensional)
Lie group SU(2). To figure this out, let’s follow the pattern of our analysis of
u(1), and consider the exponential of matrices in M0(2,C).
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Note that every traceless complex matrix M ∈M0(2,C) has the form

M =
[
α β
γ −α

]
α, β, γ ∈ C.

The eigenvalues of M are given by the roots of the characteristic polynomial

det(M − λI) = λ2 − (α2 + βγ) = λ2 + det(M).

Hence, if det(M) 6= 0, then M has two distinct eigenvalues ±λ, and hence is
diagonalizable: QMQ−1 = diag(λ,−λ) for some invertible matrix Q. We then
have

exp(M) = exp(Q−1diag(λ,−λ)Q) = Q−1diag(eλ, e−λ)Q.

Taking the determinant now reveals that

det(exp(M)) = det(Q−1diag(eλ, e−λ)Q) = 1,

so exp(M) is an element of the special linear group SL(2,C) of 2-by-2 complex
matrices with determinant 1.

Now suppose that det(M) = 0. Then compute the square of M :

M2 = (α2 + βγ)I = − det(M)I = 0.

Hence, the infinite series defining the matrix exponential (see Section 2.4.3)
truncates at the second term, and

det(exp(M)) = det(I +M) =
∣∣∣∣ 1 + α β

γ 1− α

∣∣∣∣ = 1 + det(M) = 1.

Hence, in all cases we have exp(M) ∈ SL(2,C) for M ∈M0(2,C).
SL(2,C) is certainly a group, but in order to be a Lie group, it must

have a nice geometric structure as a smooth manifold. To prove that this is
the case, consider SL(2,C) ⊂ M(2,C) = R8, where we identify the space of
2-by-2 complex matrices with R8 via the map

(x1, . . . , x8) 7→
[
x1 + ix2 x3 + ix4
x5 + ix6 x7 + ix8

]
.

Identifying C with R2 via (y1, y2) 7→ y1 + iy2, the determinant becomes a
function det : R8 → R2 given by

det(x) = (x1x7 − x2x8 − x5x3 + x6x4, x2x7 + x1x8 − x6x3 − x5x4).

At any point x, the derivative of det is a linear transformation (D det)x : R8 →
R2 with Jacobian matrix of partial derivatives[

x7 −x8 −x5 x6 −x3 x4 x1 −x2
x8 x7 −x6 −x5 −x4 −x3 x2 x1

]
.
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If x 6= 0, then this matrix has rank 2. For the purposes of this computation,
we will assume that x1 + ix2 6= 0, although a similar argument works for
any other nonzero matrix element. Under this assumption, the final 2-by-
2 block of the Jacobian matrix is invertible. Now suppose further that x
corresponds to a matrix in SL(2,C), so that det(x) = (1, 0). Then writing
x = (a,b) with a = (x1, . . . , x6) ∈ R6 and b = (x7, x8) ∈ R2, we have a
continuously differentiable function det : R6×R2 → R2 with det(a,b) = (1, 0).
Moreover, we have seen that the final 2-by-2 block of the Jacobian matrix at
(a,b) is invertible. By the Implicit Function Theorem, there exist open sets
a ∈ U ⊂ R6 and b ∈ V ⊂ R2 and a differentiable map g : U → V such that

graph(g) := {(u, g(u)) | u ∈ U} = {w ∈ U × V | det(w) = (1, 0)}
= SL(2,C) ∩ (U × V ).

Since U × V is an open set in R8 containing x = (a,b), this means that
the portion of SL(2,C) near x is given by the graph of the differentiable
g : U → R2. The inverse of the differentiable map G : u 7→ (u, g(u)) is given by
the projection (u,v) 7→ u, showing that SL(2,C) looks like (is diffeomorphic
to) R6 near x. The tangent space to SL(2,C) at x is given by the image of
the linear transformation (DG)a : R6 → R8.

So, SL(2,C) is both a group and a six-dimensional manifold. Moreover,
since matrix multiplication and inversion are given by polynomials in the ma-
trix entries, it follows that these operations are continuously differentiable, so
SL(2,C) is a Lie group. Moreover, we have shown that the matrix exponen-
tial defines a map exp: M0(2,C)→ SL(2,C). All that remains is to show that
M0(2) is actually the tangent space to SL(2,C) at the identity.

For this, we make the argument which should be familiar from our work
with SU(2) in Section 2.4.2: suppose that c : (−ε, ε) → SL(2,C) is a smooth
parametrized curve with c(0) = I. Then ċ(0) is tangent to SL(2,C) at the
identity. But det(c(t)) = 1 for all t, so by the chain rule (see theorem A.37
and proposition A.38), taking the derivative at time t = 0 yields

0 = d

dt
det(c(t))|t=0 = (D det)I(ċ(0)).

The identity matrix corresponds to the vector (1, 0, 0, 0, 0, 0, 1, 0) ∈ R8, so
the Jacobian matrix at the identity is

(D det)I =
[

1 0 0 0 0 0 1 0
0 1 0 0 0 0 0 1

]
.

Recall that we are identifying the matrix ċ(0) with a vector (x1, . . . , x8) as
follows:

(x1, . . . , x8) 7→
[
x1 + ix2 x3 + ix4
x5 + ix6 x7 + ix8

]
= ċ(0).

Viewing ċ(0) as a column vector in R8, the derivative condition becomes

(0, 0) = (D det)I(ċ(0)) = (x1 + x7, x2 + x8).
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As a matrix condition, this is equivalent to demanding that

0 = x1 + ix2 + x7 + ix8 = tr(ċ(0)).

Hence, every tangent vector to SL(2,C) has trace zero. On the other hand,
if M ∈ M0(2,C) is arbitrary, then defining c(t) := exp(tM) defines a curve
in SL(2,C) satisfying c(0) = I and ċ(0) = M . This shows that TISL(2,C) =
M0(2,C) as claimed.

From here, the argument is exactly like the one for SU(2) from Section 3.2:
the group SL(2,C) acts by conjugation on itself, hence on its tangent space
M0(2,C). This defines the adjoint action of SL(2,C). By differentiation, we
discover the commutator bracket on M0(2,C), which endows M0(2,C) with
the structure of a Lie algebra, denoted sl2(C). Putting all of this together, we
have established the following proposition:

Proposition 3.21. The complexification of the Lie algebra of SU(2) is the
Lie algebra of SL(2,C):

su(2)C = sl2(C).

While the Implicit Function Theorem allows us to see that SL(2,C) looks
locally like R6, it tells us nothing about the global topology of the group. For
that, we will make an algebraic argument. We begin by recalling the polar
decomposition of a matrix.

If M ∈ GL(n,C) is an invertible matrix, then we may write M = UP ,
where U ∈ U(n) is unitary and P ∈ H(n) is Hermitian with positive eigen-
values (i.e., positive definite). Moreover, U and P are uniquely determined by
M . To justify these assertions and describe U and P explicitly, we begin by
considering the matrix M†M .

Exercise 3.22 (♣). Show that M†M is Hermitian with positive eigenvalues,
so it has a positive definite square root P such that P 2 = M†M .

Now define U := MP−1, so that M = UP . Note that U is unitary as
required:

U†U = P−1M†MP−1 = P−1P 2P−1 = I.

Exercise 3.23. Show that the polar decomposition M = UP of an invertible
matrix M is unique.

Now specialize to the case of a special linear matrix M ∈ SL(n,C), i.e., a
matrix with determinant 1. Then we have

1 = det(M) = det(UP ) = det(U) det(P ).

Since P is positive definite and U unitary, we have det(P ) = r > 0 and
det(U) = eiθ ∈ U(1). It follows that r = 1 = eiθ, so that in fact U ∈ SU(n)
and P is positive definite with determinant 1.

Finally, we specialize further to the case C ∈ SL(2,C). Then we have
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the polar decomposition C = BP where B ∈ SU(2) and P is positive
definite with determinant 1. We may diagonalize P via a unitary matrix:
P = Qdiag(λ, λ−1)Q−1 for some λ > 0. Setting a := log(λ), it follows that

P = Q exp(diag(a,−a))Q−1 = exp(Qdiag(a,−a)Q−1).

Hence, P may be expressed (uniquely) as the exponential of a Hermitian
matrix of trace zero. Since H0(2) is a 3-dimensional real vector space and
SU(2) = S3, it follows that as a topological space we have

SL(2,C) = S3 × R3.

In particular, SL(2,C) is connected and simply connected, but not compact.
We will study the Lie group SL(2,C) further in Section 9.3, where we will

develop a physical interpretation for it as a symmetry group in the context of
special relativity.

3.4.3 The Lie algebra u(2)
The real Lie algebra (iH(2), [, ]) is four-dimensional, with basis { 1

2iσj},
where we have added the identity σ0 := I to the list of Pauli matrices. Our
question is thus whether iH(2) is the Lie algebra of some four-dimensional
Lie group. Following the outline of our investigation of su(2)C, the following
exercise gives a proof of the fact that iH(2) is the Lie algebra of the unitary
group U(2).

Exercise 3.24. Recall the definition of the 2-by-2 unitary group:

U(2) := {U ∈M(2,C) | UU† = I}.

i) Show that if iX ∈ iH(2) is an arbitrary skew-Hermitian matrix, then
exp(iX) ∈ U(2) is a unitary matrix. (See proposition 2.31.)

ii) Identify M(2,C) with R8 as in the previous section, and identify H(2)
with R4 via

(y1, y2, y3, y4) 7→
[

y1 y2 + iy3
y2 − iy3 y4

]
.

Show that, via these identifications, the map M 7→ MM† becomes the
continuously differentiable function Φ: R8 → R4 defined by

Φ(x) =


x2

1 + x2
2 + x2

3 + x2
4

x1x5 + x2x6 + x3x7 + x4x8
−x1x6 + x2x5 − x3x8 + x4x7

x2
5 + x2

6 + x2
7 + x2

8

 ,
and that U(2) = Φ−1(1, 0, 0, 1).
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iii) Compute the Jacobian matrix of partial derivatives representing the
derivative (DΦ)x at any point x ∈ R8. Show that if x corresponds to
an invertible matrix, then (DΦ)x has rank 4.

iv) Now suppose that x ∈ R8 corresponds to a unitary matrix. Use the
Implicit Function Theorem to show that U(2) is diffeomorphic to R4

near x, and conclude that U(2) is a Lie group.

v) Argue that the tangent space to U(2) at the identity is given by the space
of skew-Hermitian matrices, iH(2).

vi) Conclude that iH(2), endowed with the commutator [, ], is the Lie algebra
of U(2), denoted u(2).

Once again, to determine the global topology of U(2), we make an algebraic
argument. Given a unitary matrix M ∈ U(2), we know that det(M) = eiθ ∈
U(1). It follows that the matrix M ′ := diag(e−iθ, 1)M has determinant 1 and
hence is in SU(2). Thus, we may define a mapping from U(2) to the product
U(1)× SU(2) = S1 × S3 by

M 7→ (det(M),M ′).

The inverse mapping from U(1)×SU(2) to U(2) is clearly given by (eiθ, B) 7→
diag(eiθ, 1)B. Since both of these mappings are continuous, we see that, as a
topological space, U(2) is the product of the circle and the 3-sphere:

U(2) = S1 × S3.

In particular, U(2) is compact and connected but not simply connected, due
to the “hole” coming from the S1-factor.

3.4.4 The Lie algebra gl2(C)
We have saved the easiest for last: consider the general linear group

GL(2,C) ⊂M(2,C), consisting of all invertible 2-by-2 complex matrices. This
group is defined by the non-vanishing of the determinant function. In terms of
our usual identification of M(2,C) with R8, Section 3.4.2 shows that a point
x corresponds to an invertible matrix if and only if

x1x7 − x2x8 − x5x3 + x6x4 6= 0 or x2x7 + x1x8 − x6x3 − x5x4 6= 0.

That is, the subset GL(2,C) is obtained by removing the intersection of two
quadric hyper-surfaces from R8. In particular, GL(2,C) is an open subset
of R8, and hence is an 8-dimensional submanifold. Thus, GL(2,C) is a Lie
group, and its tangent space at every point (in particular the identity) is
R8 = M(2,C). The Lie algebra of GL(2,C) is (M(2,C), [, ]), which we denote
by gl2(C). By the Cartesian decomposition of an arbitrary complex matrix
(exercise 3.12), it follows that gl2(C) is the complexification of the Lie algebra
u(2):

u(2)C = gl2(C).
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Exercise 3.25. Extend the argument above to show that GL(n,C) is a Lie
group for any n ≥ 1, and that its Lie algebra gln(C) = (M(n,C), [, ]) consists
of all n-by-n complex matrices.

More generally, by [11, Corollary 3.45], any closed subgroup G ⊂ GL(n,C)
is a Lie group (called amatrix Lie group), and the Lie bracket on the associated
Lie algebra, g, is given by the commutator, as in all of our examples above.
Moreover, the matrix exponential function maps g into G. As a particular
example that will be important in Section 5.5, the unitary groups U(n) are
all matrix Lie groups, with Lie algebras iH(n) consisting of skew-Hermitian
matrices. As we showed explicitly in proposition 2.31, the exponential mapping
exp: iH(n)→ U(n) takes skew-Hermitian matrices to unitary matrices.
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Chapter 4
Dynamics

In which M and P discover the Schrödinger equation.

P wants to actually do some physics. That is, he would like to see what
happens to the electron under various external forces, due to the presence of
electric or magnetic fields for instance. These external fields will presumably
have some effect on the spin-state of the electron, which will therefore evolve
in time. So M and P are led to the question: how should they model time-
evolution?

Their thinking goes as follows: as time elapses, the spin-states change.
That is, if the electron is initially in the spin-state ψ, then at time t it will be
in a possibly different spin-state ψt. Thus, for every t ∈ R, we have a function
Ut taking spin-states to spin-states defined by Ut(ψ) = ψt. Recall that a spin-
state is actually an equivalence class of unit vectors (kets) in spinor space W ,
where two kets are equivalent if they differ by a phase in the group U(1). In
order to obtain a simple model, M and P assume1

1. Each function Ut is actually defined on all of spinor spaceW , taking unit
vectors to unit vectors. Hence, if |ψ〉 is a ket representing the spin-state
ψ, then the ket |ψ〉t := Ut|ψ〉 represents the spin-state ψt. For ease of
notation, we will write |ψt〉 = |ψ〉t to indicate that (unless explicitly
stated otherwise), we use the time-evolution of the initial ket |ψ〉 to
represent the time-evolution of the spin-state ψ.

2. Each Ut preserves the superposition of spin-states. That is, if
|ψ〉 = c1|φ1〉+ c2|φ2〉 is the initial ket, then at time t the ket will have
evolved to |ψt〉 = c1|φ1〉t+c2|φ2〉t. That is, Ut : W →W is a linear map.

Since Ut is linear and preserves unit vectors, it actually preserves the norm of
all vectors, and so must be a unitary linear operator on W by exercise 2.11.

In terms of P’s identification of W with C2 via the z-basis, we see that
Ut ∈ U(2), the group of 2 × 2 unitary matrices. Explicitly, Ut is invertible
and U−1

t = U†t . Thus, the time evolution of the electron is modeled by a
function U : R → U(2) defined by U(t) := Ut. Observer M notes that U(0) =
U0 = I is the identity transformation, and wonders if U might be a group
homomorphism. That is, should we expect that U(s + t) = U(s)U(t) for all

1In fact, a fundamental theorem of E. Wigner implies that any bijection from the space
of spin-states to itself that preserves the modulus of the inner product between spin-states
comes from either a unitary or anti-unitary operator on W , uniquely defined up to a phase.
See [23, Chapter 2, Appendix A] for a precise statement and proof of Wigner’s theorem.

69



70 Symmetry and Quantum Mechanics

s, t ∈ R? Observer P doesn’t think so: if this condition holds, then an initial
spin-state ψ would evolve in time s+ t to the state

ψs+t = Us+tψ = Us (Utψt) = Us(ψt) = (ψt)s.

In words, an electron initially in the spin-state ψ would evolve in time s + t
to the same state as that achieved in time s by an electron initially in the
spin-state ψt. While this seems reasonable when the external fields are time-
independent, it seems quite unlikely to occur when the fields are changing
with time.

4.1 Time-independent external fields
M and P decide to investigate the time-independent case first. Thus, they

imagine that the electron is in the presence of some external fields that are
constant in time, and that the time-evolution is modeled by a group homomor-
phism U : R→ U(2). They make the further assumption that U is continuous,
which captures their intuition that small changes in time should correspond
to small changes in spin-states. P is surprised when M tells him that the com-
bination of U being continuous and a homomorphism forces U to be C∞, i.e.,
to possess derivatives of all orders (see [17, Chapter 10, corollary 11].)

Thus, we can think of U : R→ U(2) as defining a smooth curve in the Lie
group U(2), passing through the identity at time t = 0. Hence, the derivative
of U at t = 0 yields an element of the tangent space, i.e., the Lie algebra u(2)
consisting of 2× 2 skew-Hermitian matrices (see Section 3.4.3). Remembering
the correspondence Su ↔ − i

~Su between spin observables and generators of
rotations in su(2), we define a Hermitian operator H by the formula

H = −~
i
U̇(0) ∈ iu(2) = H(2).

Now fix a time, t, and compute the derivative of U while using the group
homomorphism condition U(s+ t) = U(s)U(t):

U̇(t) = lim
s→0

U(s+ t)− U(t)
s

= lim
s→0

U(s)U(t)− U(t)
s

=
(

lim
s→0

U(s)− I
s

)
U(t)

= U̇(0)U(t)

= − i
~
HU(t).
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By the Existence and Uniqueness Theorem [13, theorem 6.2.3], U is the unique
solution to this equation passing through the identity at time t = 0.

Conversely, given any Hermitian operator H on W , multiplication by − i
~

yields an element − i
~H ∈ u(2). The function U : R→ U(2) defined by U(t) :=

exp(− i
~ tH) is a smooth group homomorphism with derivative − i

~H at t = 0.
Moreover, by proposition 2.21e), it satisfies the differential equation

U̇(t) = − i
~
HU(t) for all t.

Thus, there is a one-to-one correspondence between continuous homomor-
phisms U : R→ U(2) and Hermitian operators H on spinor space C2. The op-
erator H is called the Hamiltonian of the physical system, and the Schrödinger
equation specifies the relationship between the Hamiltonian H and the time-
evolution U :

i~U̇(t) = HU(t).

Getting back to the physics, P wants to discover the time-evolution U , so
he must choose a particular HamiltonianH to model the specific external fields
that impinge upon the electron. This is real physics, not abstract mathematics:
P must use his knowledge of classical physics to cook up a Hamiltonian oper-
ator to input into his quantum model. A good choice of Hamiltonian should
lead to a model of the physical system with predictive and explanatory power.

As M wonders how to select a Hamiltonian, P points out that the operator
H, being Hermitian, must correspond to a quantum observable. Moreover, the
Schrödinger equation reveals H to have the units of energy (kg · m2/s2), so
with any luck the Hamiltonian H will correspond to the energy of the electron
in the presence of the given (time-independent) fields. So, P decides on the
following strategy: he will write down the classical expression for the energy
of the electron in the given external fields, then quantize2 the expression by
replacing classical observables with appropriate quantum observables, thus
obtaining his Hamiltonian H. The time evolution U(t) = exp(− i

~ tH) will
then be obtained by exponentiation.

As we have seen several times now, the easiest way to exponentiate a skew-
Hermitian matrix is to diagonalize it. That is, to compute U , we should first
find the eigenvalues and eigenvectors for the Hamiltonian H. This amounts to
finding the real eigenvalues E2 ≥ E1 forH, and then solving the corresponding
eigenvector equations for nonzero kets |φj〉 ∈ C2:

H|φj〉 = Ej |φj〉.

In the physical context, the preceding equation is called the time-independent
Schrödinger equation, and the spin-states φj are called stationary states, be-
cause they remain constant in time, although their representing kets evolve

2This is a highly non-trivial process in general, see [10, Chapter 13] and [20, Chapter 2,
Section 2].
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via a phase:

U(t)|φj〉 = exp
(
− i
~
tH
)
|φj〉 = e−

iEjt

~ |φj〉.

These two stationary states provide an H-eigenbasis for spinor space, and the
associated eigenvalues Ej are their definite energies. An arbitrary spin-state,
ψ, may be expressed as a superposition of the two stationary states:

|ψ〉 = c1|φ1〉+ c2|φ2〉.

It follows that the time-evolution of ψ is given by

|ψt〉 = U(t)|ψ〉 = c1U(t)|φ1〉+ c2U(t)|φ2〉 = c1e
− iE1t

~ |φ1〉+ c2e
− iE2t

~ |φ2〉.

Note that if E1 6= E2, then the spin-state |ψt〉 will generally differ from |ψ〉
by more than just a phase, so that ψt 6= ψ and we really do have a non-trivial
time-evolution of spin-states.

Example 4.1. The classical expression for the energy of an electron in a
magnetic field B : R3 → R3 is

E = −µ ·B,

where µ is the magnetic dipole moment of the electron. Recall from Section 2.1
that µ is proportional to the angular momentum of the electron, which we
now interpret as the electron’s spin. So, replacing µ by the vector operator
γS := γ(Sx, Sy, Sz), we obtain the Hamiltonian

H := −γS ·B.

For the electron, the proportionality constant is γ = − ge
2m , where m is the

mass of the electron, −e is the (negative) charge of the electron, and g is an
experimentally determined dimensionless constant with a value very close to
2.

Now suppose that B = (0, 0, Bz) is a time-independent field pointing along
the z-axis. Then the Hamiltonian becomes

H = ge

2mBzSz = ω
~
2σ3,

where we have introduced the quantity ω := ge
2mBz. The stationary states for

H are simply the eigenkets for Sz, namely the basis vectors |±z〉, with corre-
sponding energies E± = ±ω ~

2 . In this basis, the time-evolution is given by

U(t) = exp
(
− i
~
tH
)

= exp
(
− iωt2 σ3

)
=
[
e−

iωt
2 0

0 e
iωt

2

]
.

Consider a general spin-state, ψ, expressed in the z-basis as |ψ〉 = c1|+z〉+ c2|−z〉.
Its time evolution is given by

|ψt〉 = c1e
− iωt2 |+z〉+ c2e

iωt
2 |−z〉

= e−
iωt

2
(
c1|+z〉+ c2e

iωt|−z〉
)
.
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Thus (ignoring the phase out front), the spin-state ψt is represented by the
ket c1|+z〉+ c2e

iωt|−z〉, from which we see that the time-evolution is periodic,
with period T = 2π

ω , inversely proportional to the magnetic field strength Bz.
Note that U(t) is actually in SU(2) for all t, and that it maps to a rotation
around the z-axis under the double cover f : SU(2)→ SO(3). For this reason,
physicists often describe this time-evolution as “spin precession around the z-
axis.” Of course, this isn’t quite right, since the kets |ψt〉 live in C2 while the
z-axis is in R3, but the intuitive physical picture is appealing.

However, there is an experimentally accessible quantity that actually does
precess around the z-axis, namely the expectation value of the vector observable
S:

〈S〉ψt :=
(
〈Sx〉ψt , 〈Sy〉ψt , 〈Sz〉ψt

)
.

This is the average (time-dependent) vector that we would obtain, were we to
make many separate measurements of Sx, Sy, and Sz on identical copies of
the time-dependent spin-state |ψt〉 = c1|+z〉 + c2e

iωt|−z〉. After adjusting by
an overall phase and perhaps shifting the time parameter, we may assume that
the coefficients, ci, are real, with c1 = cos(α) and c2 = sin(α) for some α ∈ R.
Then we compute

〈Sx〉ψt = 〈ψt|Sx|ψt〉

= ~
2
[

cos(α) sin(α)e−iωt
] [ 0 1

1 0

] [
cos(α)

sin(α)eiωt
]

= ~
2 sin(α) cos(α)

(
eiωt + e−iωt

)
= ~

2 sin(2α) cos(ωt).

Similar computations reveal that

〈Sy〉ψt = ~
2 sin(2α) sin(ωt)

〈Sz〉ψt = ~
2 cos(2α).

Hence, as a vector in R3, we have

〈S〉ψt = ~
2 (sin(2α) cos(ωt), sin(2α) sin(ωt), cos(2α)) ,

which is a time-dependent vector of constant length ~
2 , making a constant angle

of 2α with the z-axis, and precessing counterclockwise around the z-axis with
an angular speed of ω.

Exercise 4.2. Verify the expressions for the expectation values in the previous
example.
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4.2 Time-dependent external fields
Now M and P turn to the case of external fields that are time-dependent.

In this case, the time-evolution is modeled by a function U : R→ U(2) that is
not a homomorphism. Nevertheless, M and P make the assumption that U is
continuously differentiable. Thus, U still defines a differentiable curve in the
Lie group U(2), passing through the identity at time t = 0. At an arbitrary
time t, the derivative of U is an element of the tangent space to U(2) at the
element Ut:

U̇(t) ∈ TUtU(2).

In order to obtain an element of the Lie algebra u(2) = TIU(2), we need a
way to identify these two tangent spaces. Define Rt : U(2) → U(2) to be the
map “right multiplication by Ut.” That is, Rt(A) := AUt for all A ∈ U(2). The
map Rt is simply the restriction to U(2) ⊂M(2,C) = R8 of the linear operator
onM(2,C) given by right-multiplication by Ut. Since linear operators are their
own derivatives (see definition A.34), it follows that (DRt)I : u(2)→ TUtU(2)
is given by (DRt)I(iX) = iXUt for all skew-Hermitian iX ∈ u(2). Thus, at
every time t, we can define a Hermitian operator H(t) via the formula

− i
~
H(t) := U̇(t)U−1

t ∈ u(2).

Hence, the continuously differentiable time-evolution function U : R → U(2)
yields a continuous Hamiltonian function H : R→ iu(2), where iu(2) denotes
the space of Hermitian matrices. Multiplying both sides of the forgoing equa-
tion on the right by i~Ut yields the Schrödinger equation once again, this time
with a time-dependent Hamiltonian:

i~U̇(t) = H(t)U(t).

Again, by the Existence and Uniqueness Theorem [13, theorem 6.2.3], U is the
unique solution to this differential equation satisfying U(0) = I.

So, if P wants to model the dynamics of electron spin in the presence of
external time-dependent fields, he must choose an appropriate Hamiltonian
function, starting with his knowledge of energy in classical physics and then
quantizing the result as before. But now the passage from the Hamiltonian to
the time-evolution is more difficult: instead of simply exponentiating, P must
solve the Schrödinger equation for U(t). Depending on the particular structure
of the Hamiltonian H(t), this may be difficult, and approximation techniques
may be necessary in practice.

Note that the time-evolution U(t) acts on kets via U(t)|ψ〉 = |ψt〉, so we
may rewrite the Schrödinger equation in terms of kets as

i~
d|ψt〉
dt

= H(t)|ψt〉, (4.1)
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and solve directly for the ket-valued function |ψt〉 rather than the matrix-
valued function U(t).

Example 4.3. Let’s modify the previous example by considering an oscillat-
ing magnetic field aligned with the z-axis: B = (0, 0, Bz cos(βt)). The Hamil-
tonian3 for the electron in this field is time-dependent:

H(t) = ge

2mS ·B = ge

2mBz cos(βt)Sz = ω
~
2 cos(βt)σ3.

To find the time-evolution of a spin-state |ψ〉 = a1|+z〉 + a2|−z〉, we write
|ψt〉 = c1(t)|+z〉+ c2(t)|−z〉, and we must solve the Schrödinger equation:[

ċ1(t)
ċ2(t)

]
=
[
− iω2 cos(βt) 0

0 iω
2 cos(βt)

] [
c1(t)
c2(t)

]
,

with initial conditions cj(0) = aj. This is an uncoupled system of linear, first-
order equations, which are easily solved by separation of variables. We find
that [

c1(t)
c2(t)

]
=

 a1 exp
(
− iω

2β sin(βt)
)

a2 exp
(
iω
2β sin(βt)

)  ,
so that the time-evolution of ψ is given by

|ψt〉 = a1 exp
(
− iω2β sin(βt)

)
|+z〉+ a2 exp

(
iω

2β sin(βt)
)
|−z〉

= exp
(
− iω2β sin(βt)

)(
a1|+z〉+ a2 exp

(
iω

β
sin(βt)

)
|−z〉

)
.

Ignoring the phase out front, we see that ψt is represented by the ket
a1|+z〉+ a2 exp

(
iω
β sin(βt)

)
|−z〉. Hence, the time-evolution is periodic, with

period T = 1
β arcsin

(
2πβ
ω

)
.

Exercise 4.4. Show that the expectation value of the vector observable S is

〈S〉ψt = ~
2

(
sin(2α) cos

(
ω

β
sin(βt)

)
, sin(2α) sin

(
ω

β
sin(βt)

)
, cos(2α)

)
.

4.3 The energy-time uncertainty principle
Viewing kets as column vectors, we may take the conjugate transpose of

equation (4.1) to obtain the Schrödinger equation for bras, viewed as row

3We are ignoring the electric field that would be generated by the time-varying magnetic
field.
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vectors:
−i~d〈ψt|

dt
= 〈ψt|H(t).

Suppose that O(t) is a (possibly time-dependent) Hermitian operator on
spinor space, corresponding to a quantum observable. If ψ is an initial spin-
state, then the expectation value of the observable at any time t is given by
the inner product

〈O(t)〉ψt = 〈ψt|O(t)|ψt〉 .

Note that the time-dependence enters via both copies of the evolving state
ψt, as well as through the explicit time-dependence of O(t). Using the Leibniz
rule twice, we compute:

d

dt
〈ψt|O(t)|ψt〉 = d

dt
(〈ψt|)O(t)|ψt〉+ 〈ψt|

d

dt
(O(t)|ψt〉)

= i

~
〈ψt|H(t)O(t)|ψt〉+

〈
ψt|Ȯ(t)|ψt

〉
+
〈
ψt| −

i

~
O(t)H(t)|ψt

〉
= i

~
〈ψt| (H(t)O(t)−O(t)H(t)) |ψt〉+

〈
ψt|Ȯ(t)|ψt

〉
= i

~
〈ψt|[H(t), O(t)]|ψt〉+

〈
ψt|Ȯ(t)|ψt

〉
.

In particular, if the operator O is time-independent and commutes with the
HamiltonianH(t) for all t, then the expectation value 〈ψt|O|ψt〉 is independent
of time, i.e., a constant of the dynamics. For instance, in examples 4.1 and
4.3 from this chapter, the Hamiltonian is a multiple of the spin observable
Sz. Hence, Sz commutes with the Hamiltonians, but Sx and Sy do not. As a
consequence, the expectation value of Sz is constant in both examples, while
the expectation values of Sx and Sy vary with time.

Now suppose that O is an arbitrary time-independent observable, so that

d

dt
〈ψt|O|ψt〉 = i

~
〈ψt|[H(t), O]|ψt〉 .

The appearance of the commutator on the right-hand side makes observer P
think of uncertainty (see Section 3.3). He reminds M that at any particular
time t, Theorem 3.20 asserts the inequality

∆ψtH(t)∆ψtO ≥
1
2 |〈ψt|[H(t), O]|ψt〉| =

~
2

∣∣∣∣ ddt 〈ψt|O|ψt〉
∣∣∣∣ .

If the right-hand side of the previous inequality is non-zero, we define the
quantity

∆O
ψtτ := ∆ψtO∣∣ d

dt 〈ψt|O|ψt〉
∣∣ ,
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and obtain the inequality

∆ψtH(t)∆O
ψtτ ≥

~
2

which is reminiscent of the uncertainty relations for the spin operators derived
in Section 3.3. But M and P wonder: what is the physical interpretation of
this inequality?

First of all, note that the left-hand side is a function of t, which enters in
two ways: through the spin-state ψt and through the Hamiltonian H(t). The
first factor on the left-hand side gives the uncertainty in the energy of the state
ψt. The second factor may be interpreted as follows: it is the time necessary
for the expectation value of O in the state ψt to change by an amount equal
to the uncertainty of O in the state ψt. The inequality thus expresses a precise
tradeoff between the energy uncertainty and some sort of characteristic time
for the observable O as the state ψt evolves.

If we set ∆ψtτ := infO∆O
ψt
τ , then this quantity represents the time re-

quired for the state ψt to change in any appreciable way4. Moreover, since the
preceding inequality holds for all observables O, we must have

∆ψtH(t)∆ψtτ ≥
~
2 .

This energy-time uncertainty principle expresses a tradeoff between the energy
uncertainty and the evolutionary time for the state ψt.

4.3.1 Conserved quantities
In the previous section, we saw that if O is a time-independent observable

that commutes with the Hamiltonian H(t) for all times t, then for any initial
spin-state ψ, the expectation value 〈O〉ψt is independent of t. We say that the
expectation value 〈O〉ψt is a conserved quantity for the dynamics specified by
H(t).

Going further, suppose that ψ is an eigenstate for the observable O, so
that O|ψ〉 = λ|ψ〉 for some λ ∈ R. Hence, ψ is a state of zero uncertainty
for O: it will return the value λ with probability 1 when measured with an
“O-device.” Still assuming that O commutes with H(t) for all t, we find that
ψt is also an eigenstate for O with the same eigenvalue λ:

O|ψt〉 = OH(t)|ψ〉 = H(t)O|ψ〉 = H(t)(λ|ψ〉) = λH(t)|ψ〉 = λ|ψt〉.

Thus, for all times t, the state ψt has definite O-value λ, so that λ is a con-
served quantity for the time-evolution of the state ψ. Since this holds for all
eigenvalues of the operator O, we say that O-values are conserved quantities
for the dynamics specified by H(t).

4I am indebted to [5, p. 52] for this line of analysis. Here, infO denotes the greatest lower
bound as O ranges over the space of time-independent quantum observables.
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The Hamiltonians in examples 4.1 and 4.3 are multiples of the operator
Sz, and hence commute with Sz. It follows that the z-component of spin is a
conserved quantity for the dynamics in both cases.



Chapter 5
Higher Spin

In which M and P classify the representations of SU(2).

While P is still coming to grips with the “naturalness” of this model, M
marvels at its tidiness: starting with some intuitions about physical space and
the Stern-Gerlach experiments, they have arrived at a model based entirely
on the Lie group SU(2). Physical space is the adjoint action of SU(2) on its
Lie algebra su(2), and spinor space is the multiplication action of SU(2) on
C2. Moreover, these two spaces are connected by the correspondence between
spin observables and generators of rotations: if Su is the observable “spin in
the u-direction,” then − i

~Su generates rotation about the u-axis in physical
space. Moreover, the commutation relations for the complexified Lie algebra
su(2)C = sl2(C) yield uncertainty inequalities for the spin observables. Finally,
the dynamics of spin-states are determined by a Hermitian Hamiltonian func-
tion H(t) ∈ iu(2), which determines the unitary time-evolution U(t) ∈ U(2)
via the Schrödinger equation

i~U̇(t) = H(t)U(t).

Just as P starts to get out some laboratory equipment, M interrupts him
with an intriguing question. Since the multiplication action of SU(2) on C2

models electron spin and the adjoint action models physical space, what might
other actions of SU(2) be good for? Note that SU(2) acts linearly on both
spinor space and its Lie algebra su(2), so they are representations of SU(2) in
the sense of definition 1.20. In this language, the multiplication action of SU(2)
on C2 is called the defining representation of SU(2). Observer M would like
to know whether a different representation of SU(2) might describe particles
that behave differently than the electron in Stern-Gerlach experiments? Can
an analysis of the representations of SU(2) predict the possibilities for the out-
comes of such Stern-Gerlach experiments? Quite reasonably, P wonders what
other representations exist, and if they can be classified. Before answering this
question, we need to introduce some general concepts and terminology about
group representations. This will lead into a lengthy and purely mathematical
analysis of the representation theory of SU(2) and its Lie algebra su(2). But
in Section 5.5 we will return to the physics and provide an interpretation of
this representation theory in terms of spin angular momentum.

79
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5.1 Group representations
Suppose that G is a group and V is a vector space. Recall from defini-

tion 1.20 that V is a representation of G if G acts on V as linear transforma-
tions. That is, we have a function G × V → V (denoted (g,v) 7→ g ? v) such
that for all g1, g2 ∈ G and v ∈ V :

(g1g2) ? v = g1 ? (g2 ? v)
e ? v = v,

and for each g ∈ G,

(g,v) 7→ g ? v is a linear operator on V .

Before we can classify the representations of G, we need to specify when
two representations should be considered the same.

Definition 5.1. Suppose that G × V1 → V1 and G × V2 → V2 are two rep-
resentations of the same group G. Then a linear transformation φ : V1 → V2
is a morphism of G-representations if the diagram below commutes, so that
φ(g ?1 v) = g ?2 φ(v) for all g ∈ G and v ∈ V1:

G× V1
?1−−−−→ V1

id×φ
y φ

y
G× V2

?2−−−−→ V2.

If, in addition, φ is an isomorphism of vector spaces, then φ is called an
isomorphism of G-representations.

We are mainly interested in the case where V is a finite-dimensional vector
space over the complex numbers.

Exercise 5.2. Suppose that V is a finite-dimensional complex vector space,
and G×V → V is a representation. Choose an isomorphism φ : V ∼−→ Cn, and
consider the function Φ: G × Cn → Cn defined by Φ(g,x) := φ(g ? φ−1(x)).
Show that Φ is a representation of G on Cn, and that φ is an isomorphism of
G-representations.

Hence, in order to classify finite-dimensional complex representations of G
up to isomorphism, it suffices to consider representations on the spaces Cn.
So suppose that G × Cn → Cn is a representation. This action determines a
map ρ : G→ GL(n,C) defined by

ρ(g) := matrix of x 7→ g ? x with respect to the standard basis of Cn.

The group action condition (g1g2)?x = g1?(g2?x) translates into the fact that
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ρ is a group homomorphism. Moreover, we have g ? x = ρ(g)x for all g ∈ G
and x ∈ Cn, so the homomorphism ρ determines the original representation
of G. Making use of the fact that GL(n,C) is a Lie group, we will require the
mapping ρ to be differentiable in the case where G is also a Lie group.

Definition 5.3. An n-dimensional complex matrix representation of a Lie
group, G, is a differentiable homomorphism ρ : G→ GL(n,C).

Given two representations of a group, G, we can build a larger represen-
tation that contains them both.

Definition 5.4. Suppose that V1 and V2 are representations of G. Then the
direct sum V1 ⊕ V2 is the G-representation defined by

(g, (v1,v2)) 7→ (g ? v1, g ? v2).

Example 5.5. Consider the defining representation of SU(2) on C2 and
the complexification of the adjoint representation of SU(2) on C3. In terms
of group homomorphisms, the fundamental representation corresponds to the
identity mapping id : SU(2) → SU(2) ⊂ GL(2,C), while the complexified ad-
joint representation corresponds to the universal double cover f : SU(2) →
SO(3) ⊂ GL(3,R) ⊂ GL(3,C). Then the direct sum is the representation on
C2 ⊕ C3 = C5 defined by the homomorphism ρ : SU(2) → SU(2) × SO(3) ⊂
GL(5,C) given by

ρ(B) =
[

B 02×3
03×2 f(B)

]
.

Definition 5.6. Suppose that G×V → V is a G-representation, and W ⊂ V
is a vector subspace of V . Then W is invariant if g ?w ∈W for all g ∈ G and
w ∈W . In this case we say that G×W →W is a subrepresentation of V .

Clearly, if V = V1 ⊕ V2 is the direct sum of two G-representations, then
V1 = V1 ⊕ {0} and V2 = {0} ⊕ V2 are each invariant subspaces of V . This
motivates the following definition.

Definition 5.7. The representation V is irreducible if its only invariant sub-
spaces are {0} and V .

So, if V is an irreducible representation of G, then V is not the direct sum
of positive-dimensional G-representations. For general groups, G, the converse
is not true. That is, a G-representation may fail to be irreducible, even if it
cannot be written as a direct sum.

Exercise 5.8. Consider the Heisenberg group H1 ⊂ GL(3,C) defined as

H1 :=


 1 a c

0 1 b
0 0 1

 | a, b, c ∈ R

 ,
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and its representation on C3 by left-multiplication. Show that the only invari-
ant subspaces are

{0}, span{e1}, span{e1, e2}, C3,

and conclude that this representation cannot be written as a direct sum of
positive-dimensional representations.

Unlike the Heisenberg group, some groups1 (including SU(2)) have the
complete reducibility property, meaning that every finite-dimensional complex
representation may be written as a direct sum of irreducible representations.
For such groups, the problem of classifying their complex, finite-dimensional
representations amounts to providing a complete description of the isomor-
phism classes of their irreducible complex matrix representations. This is our
goal for SU(2) in the remainder of this chapter.

Proposition 5.9. The Lie group SU(2) has the complete reducibility prop-
erty: if V is a finite-dimensional complex representation of SU(2), then V is
isomorphic to a direct sum of irreducible representations.

Proof. Choose a complex inner product, 〈|〉, on V . Then construct a new inner
product by averaging over the group SU(2) = S3 ⊂ R4:

〈v|w〉′ := 1
vol(S3)

∫
SU(2)

〈B ? v|B ?w〉dS3,

where dS3 denotes the measure on S3 induced by Lebesgue measure on R4.
This inner product is invariant under the action of SU(2) on V :

〈B ? v|B ?w〉′ = 〈v|w〉′ for all B ∈ SU(2).

Now suppose thatW1 ⊂ V is a nonzero invariant and irreducible subspace,
which must exist by the finite-dimensionality of V . If W1 = V then we are
done, so suppose that W1 6= V , and consider the orthogonal complement
V1 := W⊥1 . Then V = W1 ⊕ V1, and V1 is an invariant subspace: if v ∈ V1,
then for all B ∈ SU(2) and w ∈W1 we have

〈B ? v|w〉′ = 〈B−1 ? (B ? v)|B−1 ?w〉′ = 〈v|B−1 ?w〉′ = 0,

since B−1 ? w ∈ W1. This shows that B ? v ∈ W⊥1 = V1 as claimed. If V1
is irreducible, then we are done. If not, then choose a nonzero invariant and
irreducible subspace W2 ⊂ V1 and repeat the above argument to find the
invariant subspace V2 = W⊥2 satisfying V = W1 ⊕ W2 ⊕ V2. By the finite-
dimensionality of V , this procedure must eventually terminate with a direct
sum decomposition of V into irreducible representations.

1Compactness is a sufficient but not necessary condition. A necessary and sufficient
condition is that the Lie group be semi-simple [7, Appendix C.2].
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Corollary 5.10. If V is a finite-dimensional complex representation of
SU(2), then there exists2 a complex inner product on V that is SU(2)-
invariant. The group SU(2) acts via unitary transformations on the resulting
complex inner product space.

5.2 Representations of SU(2)
Consider the ring of polynomials in two variables over the complex num-

bers:

C[w1, w2] =

p(w1, w2) =
N∑

j,k=0
cjkw

j
1w

k
2 | cjk ∈ C

 .

As a complex vector space, this ring is countably infinite dimensional, with a
basis consisting of the monomials wj1wk2 for j, k ≥ 0. The polynomials p(w1, w2)
may be viewed as functions on the space C2, and the defining representation
of SU(2) on C2 then yields a representation of SU(2) on C[w1, w2] defined by
composition:

B ? p := p ◦B−1.

The appearance of the inverse is related to the fact, already noticed at the
end of Section 2.3, that if B ∈ SU(2) describes the automorphism that moves
P’s z-basis onto M’s z′-basis for spinor space, then B−1 is the change of basis
matrix that describes the translation from P’s coordinates to M’s. Moreover,
as the following computation shows, the inverse is required in order that ?
defines an action of SU(2):

(AB) ? p = p ◦ (AB)−1

= p ◦ (B−1A−1)
= (p ◦B−1) ◦A−1

= A ? (p ◦B−1)
= A ? (B ? p).

Example 5.11. Let’s compute the action of SU(2) on the polynomial
w2

1 + w1w2. Consider a general matrix B ∈ SU(2):

B =
[
α −β∗
β α∗

]
.

2In Section 5.5 we will see that this inner product is unique up to scalar multiples if V
is irreducible.
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Then

B ? (w2
1 + w1w2) = (w2

1 + w1w2) ◦B−1

= (w2
1 + w1w2) ◦

[
α∗ β∗

−β α

]
= (α∗w1 + β∗w2)2 + (α∗w1 + β∗w2)(−βw1 + αw2)
= ((α∗)2 − α∗β)w2

1 + (α∗β∗ + |α|2 − |β|2)w1w2

+((β∗)2 + αβ)w2
2.

Note that this polynomial is also homogeneous of degree 2, just like the original
polynomial w2

1 +w1w2. As the next exercise shows, this preservation of degree
is a general feature of the action.

Exercise 5.12. Show that the SU(2)-action on C[w1, w2] preserves degrees,
in the sense that if p(w1, w2) is homogeneous of degree m ≥ 0, then so is B?p
for every B ∈ SU(2).

Since this action preserves the degree of polynomials, the representation is
not irreducible, and in fact we have the following direct sum decomposition:

C[w1, w2] =
⊕
m≥0

Wm,

whereWm := {homogeneous polynomials of degree m}, an invariant subspace
of dimension m+1 with basis {wm1 , wm−1

1 w2, . . . , w
m
2 }. Let’s examine the first

few of these finite-dimensional representations.

• For m = 0, we have the constant polynomials, W0 = C, on which every
element of SU(2) acts as the identity. This is the trivial representation
of SU(2), and is clearly irreducible.

• For m = 1, we have the linear polynomials, W1 ' C2, where we have
used the isomorphism c1w1 + c2w2 7→ (c1, c2) ∈ C2, thought of as a row-
vector. Then the SU(2) action onW1 becomes B?(c1, c2) = (c1, c2)B−1.
By inspection, this representation is irreducible. Moreover, it is actu-
ally isomorphic to the defining representation of SU(2) on C2, defined
by (B, c) 7→ Bc, where c ∈ C2 are column-vectors. Indeed, define
φ : C2 → C2 to be the following map from the space of row-vectors to
the space of column-vectors:

φ(c1, c2) =
[
−c2
c1

]
.

To see that φ is an isomorphism of representations, consider any element
B of SU(2):

B =
[
α −β∗
β α∗

]
.



Higher Spin 85

Then we compute:

φ(B ? φ−1(c)) = φ((c2,−c1)B−1)

= φ

(
(c2,−c1)

[
α∗ β∗

−β α

])
= φ(c2α∗ + c1β, c2β

∗ − c1α)

=
[
c1α− c2β∗
c1β + c2α

∗

]
=

[
α −β∗
β α∗

] [
c1
c2

]
= Bc.

Note that we have made essential use of the fact that B−1 = B† for
B ∈ SU(2).

• For m = 2 we have the quadratic polynomials, W2 ' C3. In fact,
this representation is isomorphic to the 3-dimensional representation
of SU(2) that we have already encountered: the complexified adjoint
representation su(2)C. Recall that this is the conjugation-action of
SU(2) on the space M0(2,C) of 2 × 2 traceless complex matrices. To
discover an isomorphism between the representations W2 and su(2)C,
first note that the monomials in W2 are eigenvectors for the elements
Bθ := diag(eiθ, e−iθ) ∈ SU(2):

Bθ ? w
2
1 = e−2iθw2

1

Bθ ? w1w2 = w1w2

Bθ ? w
2
2 = e2iθw2

2.

Hence, we should look for matrices in M0(2,C) that are eigenvectors
for the conjugation-action of Bθ. A glance at example 2.35 from Sec-
tion 2.4.2 and a little playing around with the Pauli matrices reveals
that σ1 ± iσ2 and σ3 do the job:

Bθ(σ1 − iσ2)B−1
θ = e−2iθ(σ1 − iσ2)

Bθσ3B
−1
θ = σ3

Bθ(σ1 + iσ2)B−1
θ = e2iθ(σ1 + iσ2).

Since {σ1 ± iσ2, σ3} is a basis of su(2)C over the complex numbers, we
may define an isomorphism of vector spaces, φ : W2 → su(2)C by

φ(−w2
1) = σ1 − iσ2, φ(w1w2) = σ3, φ(w2

2) = σ1 + iσ2.

We wish to show that φ is actually an isomorphism of SU(2)-
representations. To that end, suppose that

B =
[
α −β∗
β α∗

]
, |α|2 + |β|2 = 1
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is an arbitrary element of SU(2). Then by explicit computation we see
that

Bσ3B
−1 =

[
α −β∗
β α∗

] [
1 0
0 −1

] [
α∗ β∗

−β α

]
=

[
α −β∗
β α∗

] [
α∗ β∗

β −α

]
=

[
|α|2 − |β|2 2αβ∗

2α∗β |β|2 − |α|2
]

= α∗β(σ1 − iσ2) + (|α|2 − |β|2)σ3 + αβ∗(σ1 + iσ2).

On the other hand, we have

B ? w1w2 = w1w2 ◦B−1

= (w1α
∗ + w2β

∗)(−w1β + w2α)
= −α∗βw2

1 + (|α|2 − |β|2)w1w2 + αβ∗w2
2,

which shows that φ(B ? φ−1(σ3)) = Bσ3B
−1 as required. Similar com-

putations for σ1 ± iσ2 and w2
j establish that φ : W2 → su(2)C is an

isomorphism of SU(2) representations.

Exercise 5.13. Finish the argument by showing that

φ(B ? φ−1(σ1 ± iσ2)) = B(σ1 ± iσ2)B−1.

You should begin by showing that

σ1 − iσ2 =
[

0 0
2 0

]
and σ1 + iσ2 =

[
0 2
0 0

]
.

So, all of the representations of SU(2) that we have seen in previous chap-
ters occur at the beginning of the list of representations Wm. The remarkable
fact (to be established in the remainder of this chapter) is that each Wm is
irreducible, and together they account for all of the irreducible complex repre-
sentations of SU(2). Rather than showing directly that eachWm is irreducible,
we will instead show the irreducibility of an associated representation of the
Lie algebra su(2). The main classification result is stated as theorem 5.27 to-
ward the end of Section 5.4. But before we can prove that theorem (or even
really understand its statement) we need some general information on rep-
resentations of Lie algebras, and their relationship to representations of Lie
groups.
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5.3 Lie algebra representations
Definition 5.14. Suppose that g1 and g2 are Lie algebras. Then a Lie algebra
homomorphism is a linear map ϕ : g1 → g2 that preserves the Lie brackets:

ϕ([X,Y ]) = [ϕ(X), ϕ(Y )] for all X,Y ∈ g1.

Recall from exercise 3.25 that gln(C) = M(n,C) is the vector space of
n×n complex matrices, with the commutator as Lie bracket. As an analogue
of definition 5.3, we have

Definition 5.15. An n-dimensional complex matrix representation of a (real
or complex) Lie algebra, g, is a Lie algebra homomorphism ϕ : g→ gln(C).
(Note that if g is a real Lie algebra, then we only require ϕ to be R-linear.)

The key point of this definition is that every complex matrix representation
of a Lie group determines a complex matrix representation of its Lie algebra
via differentiation. Although the result is true in general, we will prove it only
for matrix Lie groups (i.e., closed subgroups of some GL(n,C)), where the Lie
bracket is the commutator (see comments at the end of Section 3.4.4).

Proposition 5.16. Suppose that ρ : G→ GL(n,C) is a matrix representation
of a matrix Lie group G. Then the derivative of ρ at the identity3 of G is a
matrix representation of the corresponding real Lie algebra, g:

Dρ : g→ gln(C).

Proof. The fact that Dρ is R-linear is immediate from the definition of the
derivative as a linear map (see Appendix A.2), so we just need to check that
it preserves the Lie brackets. So suppose that X,Y ∈ g are elements of the
Lie algebra, and choose parametrized curves cX , cY : (−ε, ε) → G satisfying
cX(0) = cY (0) = I and ċX(0) = X, ċY (0) = Y . Recall (see proposition 3.4)
that the Lie bracket on g is obtained by differentiating the conjugation action
of G on g:

[X,Y ] = d

dt

(
cX(t)Y cX(t)−1) |t=0.

So we must compute

Dρ([X,Y ]) = Dρ

(
d

dt

(
cX(t)Y cX(t)−1) |t=0

)
= d

dt
Dρ
(
cX(t)Y cX(t)−1) |t=0,

3As mentioned earlier, we will generally write Dρ instead of the more cumbersome (Dρ)I
as in Appendix A.2, trusting the reader to understand that we are working with the deriva-
tive of ρ at the identity of the Lie group G.
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where in the second step we have used the fact that the linear transformation
Dρ is continuous, and hence commutes with differentiation. Now fix t, and set
B = cX(t). Then we have (using the chain rule in the form of proposition A.38
in the third and in the final line):

Dρ
(
BY B−1) = Dρ

(
BċY (0)B−1)

= Dρ

(
d

ds

(
BcY (s)B−1) |s=0

)
= d

ds
ρ
(
BcY (s)B−1) |s=0

= d

ds
ρ (B) ρ (cY (s)) ρ(B)−1|s=0

= ρ (B) d

ds
ρ (cY (s)) |s=0ρ(B)−1

= ρ (B)Dρ (Y ) ρ(B)−1.

Returning to our previous computation and using the chain and Leibniz
rules, we get

Dρ([X,Y ]) = d

dt
ρ (cX(t))Dρ (Y ) ρ (cX(t))−1 |t=0

= Dρ(ċX(0))Dρ(Y )ρ(cX(0))−1

−ρ(cX(0))Dρ(Y )Dρ(ċX(0))
= Dρ(X)Dρ(Y )−Dρ(Y )Dρ(X)
= [Dρ(X), Dρ(Y )] .

Note that if ϕ : g → gln(C) is a matrix representation of a Lie algebra,
then g acts on Cn as a vector space of linear transformations via

g× Cn → Cn

(X, c) 7→ ϕ(X)c.

Just as for Lie groups, we may form the direct sum of Lie algebra representa-
tions, and we also have a notion of irreducibility.

Definition 5.17. Suppose that ϕ : g→ gln(C) is a Lie algebra representation,
with associated action g× Cn → Cn. A vector subspace W ⊂ Cn is invariant
if ϕ(X)w ∈W for all X ∈ g and w ∈W . The representation is irreducible if
its only invariant subspaces are {0} and Cn.

Proposition 5.18. Suppose that ρ : G→ GL(n,C) is a matrix representation
of a matrix Lie group G. Furthermore, suppose that the corresponding Lie
algebra representation Dρ : g→ gln(C) is irreducible. Then ρ is an irreducible
representation of G.
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Proof. Suppose that W ⊂ Cn is a non-zero invariant subspace for the repre-
sentation ρ. We wish to show thatW = Cn. Choose a basis forW , which yields
an identification with Cm for some m ≤ n. Since W is invariant, restriction to
W yields a differentiable homomorphism ρ|W : G→ GL(m,C). The derivative
of this restriction defines a Lie algebra homomorphism D(ρ|W ) : g→ glm(C),
which defines an action of g on W ⊂ Cn. But this action of g on W is sim-
ply the restriction to W of the action of g on Cn defined by Dρ. This shows
that W is a non-zero invariant subspace for the action of g on Cn. But the
representation Dρ is irreducible by assumption, so W = Cn as desired.

Hence, in order to show that a representation of a Lie group G is irre-
ducible, it suffices to show the irreducibility of the associated representation of
its Lie algebra, g. Moreover, since we are dealing with complex representations,
the following exercise shows that it suffices to investigate the complexified Lie
algebra, gC.

Exercise 5.19 (♣). Suppose that ϕ : g → gln(C) is a representation of a real
Lie algebra, g. Consider the complexified map ϕC : gC → gln(C) defined by

ϕC(X + iY ) := ϕ(X) + iϕ(Y ) for all X,Y ∈ g.

Show that ϕC is a representation of the complex Lie algebra gC, and that every
C-linear representation of gC arises in this fashion from an R-linear represen-
tation of g. Moreover, show that W ⊂ Cn is an invariant subspace for ϕ if
and only if W is an invariant subspace for ϕC. Conclude that the complex
irreducible R-linear representations of g are in bijection with the complex ir-
reducible C-linear representations of gC.

Thus, the irreducibility of the SU(2)-representationsWm described in Sec-
tion 5.2 will follow from their irreducibility as representations of the complex-
ified Lie algebra su(2)C = sl2(C). Hence, we are led to the strategy illustrated
in the diagram below for classifying the complex irreducible representations of
SU(2) by instead classifying the complex irreducible representations of sl2(C):

{Irreps of SU(2)} D−−−−→ {Irreps of su(2)} C−−−−→ {Irreps of sl2(C)} .

The second arrow is a bijection by exercise 5.19 above. The existence of the
first arrow will follow from the converse of proposition 5.18 in the case of
SU(2), which we will prove as proposition 5.22 below. We will establish the
injectivity of the first arrow in proposition 5.23, and its surjectivity in theo-
rem 5.25.

The first step will be a further study of the matrix exponential, introduced
in Section 2.4.3. Suppose that ρ : G→ GL(n,C) is a representation of a matrix
Lie group, with corresponding Lie algebra representation Dρ : g → gln(C).
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Then consider the following diagram:

G
ρ−−−−→ GL(n,C)

exp
x exp

x
g −−−−→

Dρ
gln(C).

(5.1)

Here, the vertical arrows are the matrix exponential, defined by the infinite
series

exp(M) :=
∞∑
j=0

1
j!M

j .

Our aim is to prove that the diagram (5.1) commutes (proposition 5.20 below).
To do so, we will need a more abstract characterization of the exponential.
Recall from proposition 2.21e) that for anyM ∈M(n,C), the mapping c(t) :=
exp(tM) defines a homomorphism c : R → GL(n,C) with the property that
ċ(0) = M . In fact, c satisfies the differential equation ċ(t) = Mc(t), with the
initial condition c(0) = I. Now suppose that b : R → GL(n,C) is another
differentiable group homomorphism satisfying ḃ(0) = M . Then fixing t ∈ R
and letting s vary yields:

ḃ(t) = d

ds
b(s+ t)|s=0 = d

ds
b(s)b(t)|s=0 = ḃ(0)b(t) = Mb(t),

so that b satisfies the same differential equation as c, with the same initial
condition b(0) = I. By the Existence and Uniqueness Theorem [13, theorem
6.2.3], b(t) = c(t) = exp(tM) for all t. Hence, rather than thinking of exp(M)
in terms of its defining infinite series, we may instead think of it as the value
at t = 1 of the unique group homomorphism R → GL(n,C) with tangent
vector M at t = 0.

Proposition 5.20. The diagram (5.1) commutes. That is, for all X ∈ g, we
have

ρ(exp(X)) = exp(Dρ(X)).

Proof. Let X ∈ g be arbitrary, and consider the mapping b : R → GL(n,C)
defined by b(t) = ρ(exp(tX)). Then b is a differentiable group homomorphism
satisfying ḃ(0) = Dρ(X) by proposition A.38. By the comments above, it
follows that b(t) = exp(tDρ(X)) for all t ∈ R. Evaluating at t = 1 yields
ρ(exp(X)) = b(1) = exp(Dρ(X)).

We now specialize to the case of the Lie group SU(2), although a weaker
form of the following result actually holds for all connected Lie groups (see
[11, corollary 3.47]).

Proposition 5.21. The exponential map, exp: su(2)→ SU(2), is surjective.
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Proof. By the Spectral Theorem for Normal Operators A.33, every element
B ∈ SU(2) may be diagonalized by a unitary matrix U ∈ U(2). Thus we have
U−1BU = diag(α, β), where the eigenvalues α, β have modulus 1. Taking the
determinant yields αβ = det(U−1BU) = det(B) = 1, so α = β−1 = eiθ for
some θ ∈ R. Hence, U−1BU = diag(eiθ, e−iθ) = exp(iθσ3). It follows that
B = U exp(iθσ3)U−1 = exp(Uiθσ3U

−1). But Uiθσ3U
−1 ∈ su(2).

As promised, we can now prove the converse of proposition 5.18 in the case
of the Lie group SU(2).

Proposition 5.22. Suppose that ρ : SU(2)→ GL(n,C) is an irreducible rep-
resentation. Then the representation Dρ : su(2)→ gln(C) is also irreducible.

Proof. Suppose that W ⊂ Cn is a non-zero su(2)-invariant subspace. We wish
to show that W = Cn. Since ρ is irreducible, it will suffice to show that W
is SU(2)-invariant. So let B ∈ SU(2) and w ∈ W be arbitrary. By propo-
sition 5.21, we may choose an element iX ∈ su(2) such that exp(iX) = B.
Then using proposition 5.20 we have

ρ(B)w = ρ(exp(iX))w
= exp(Dρ(iX))w

=
∞∑
j=0

1
j! (Dρ(iX))jw ∈W,

since W is a closed subspace of Cn and each Dρ(iX)jw is an element of W
by su(2)-invariance.

Proposition 5.23. Suppose that ξ1, ξ2 : SU(2) → GL(n,C) are representa-
tions inducing isomorphic Lie algebra representations Dξ1 and Dξ2. Then ξ1
and ξ2 are isomorphic as representations of SU(2).

Proof. Since Dξ1 and Dξ2 are isomorphic as representations of su(2), there
exists an invertible matrix M ∈ GL(n,C) such that for all iX ∈ su(2), we
have the following equality of matrices in gln(C):

Dξ1(iX) = M−1Dξ2(iX)M.

Now let B ∈ SU(2) be arbitrary, and choose iX ∈ su(2) such that exp(iX) =
B. Then by proposition 5.20,

ξ1(B) = ξ1(exp(iX))
= exp(Dξ1(iX))
= exp(M−1Dξ2(iX)M)
= M−1 exp(Dξ2(iX))M
= M−1ξ2(B)M.

This shows that ξ1 and ξ2 are isomorphic SU(2)-representations.
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Hence, an SU(2)-representation is determined by the corresponding Lie
algebra representation. Combining this result with proposition 5.22, we have
shown that the map from irreducible representations of SU(2) to irreducible
representations of su(2) is an injection:

{Irreps of SU(2)} D−−−−→ {Irreps of su(2)} .

To establish surjectivity, we will explicitly determine (in theorem 5.25) all
complex irreducible su(2)-representations up to isomorphism, showing that
they all arise from the SU(2)-representations Wm introduced in Section 5.2.

5.4 Representations of su(2)C = sl2(C)
We begin by describing the representations of su(2) associated to

the SU(2)-representations Wm. It will suffice to determine the action of
−iσ1,−iσ2,−iσ3 on the monomial basis of Wm. Recall from exercise 3.9 that
these matrices are tangent vectors at the identity of the following curves in
SU(2):

c1(θ) = exp(−iθσ1) = exp
[

0 −iθ
−iθ 0

]
=
[

cos(θ) −i sin(θ)
−i sin(θ) cos(θ)

]
c2(θ) = exp(−iθσ2) = exp

[
0 −θ
θ 0

]
=
[

cos(θ) − sin(θ)
sin(θ) cos(θ)

]
c3(θ) = exp(−iθσ3) = exp

[
−iθ 0

0 iθ

]
=
[
e−iθ 0

0 eiθ

]
.

To determine the action of −iσ3 onWm, we must compute the derivative of
the action of c3 on Wm under the representation ρm : SU(2)→ GL(m+ 1,C):

Dρm(−iσ3)(wm−k1 wk2 ) = d

dθ
(ρm(c3(θ))(wm−k1 wk2 ))|θ=0

= d

dθ
(ei(m−k)θwm−k1 e−ikθwk2 )|θ=0

= d

dθ
(ei(m−2k)θwm−k1 wk2 )|θ=0

= i(m− 2k)wm−k1 wk2

= i

(
w1

∂

∂w1
− w2

∂

∂w2

)
wm−k1 wk2 .

Similarly, to determine the action of −iσ2 on Wm, we compute (interpret-
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ing terms involving a negative exponent as zero)

Dρm(−iσ2)(wm−k1 wk2 ) = d

dθ
(ρm(c2(θ))(wm−k1 wk2 ))|θ=0

= d

dθ

(
(cos(θ)w1 + sin(θ)w2)m−k·

(− sin(θ)w1 + cos(θ)w2)k
)
|θ=0

= (m− k)wm−k−1
1 wk+1

2 − kwm−k+1
1 wk−1

2

=
(
w2

∂

∂w1
− w1

∂

∂w2

)
wm−k1 wk2 .

Exercise 5.24. Show by a similar computation that

Dρm(−iσ1)(wm−k1 wk2 ) = i

(
w2

∂

∂w1
+ w1

∂

∂w2

)
wm−k1 wk2 .

Thus, we see that the su(2)-representation on Wm may be described in
terms of differential operators. Complexifying, we obtain a description of the
corresponding representation of sl2(C) onWm, which we may describe in terms
of the basis {σ1 ± iσ2, σ3} as follows:

σ1 + iσ2 acts as −2w2
∂

∂w1

σ1 − iσ2 acts as −2w1
∂

∂w2

σ3 acts as w2
∂

∂w2
− w1

∂

∂w1
.

Note in particular that the monomial wm−k1 wk2 is an eigenvector for the action
of σ3 with eigenvalue 2k − m. Hence, σ3 acts on Wm as a diagonalizable
linear transformation with one-dimensional eigenspaces labeled by the m+ 1
eigenvalues

−m ,−m+ 2 , . . . ,m− 2 ,m.

Moreover, the element σ1 + iσ2 acts as a “raising operator” that sends the
eigenspace for λ to the eigenspace for λ + 2, annihilating the eigenspace for
m:

−2w2
∂

∂w1
(wm−k1 wk2 ) = −2(m− k)wm−k−1

1 wk+1
2 .

Similarly, the element σ1 − iσ2 acts as a “lowering operator” that sends the
eigenspace for λ to the eigenspace for λ − 2, annihilating the eigenspace for
−m:

−2w1
∂

∂w2
(wm−k1 wk2 ) = −2kwm−k+1

1 wk−1
2 .

These observations allow us to conclude that each Wm is irreducible as a
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representation of sl2(C). Indeed, suppose that W ⊂ Wm is a nonzero sl2(C)-
invariant subspace. In particular, W is invariant under the action of σ3, and
since we are working over the complex numbers, W must contain an eigen-
vector for the action of σ3. It follows that W contains one of the eigenspaces
described above. Repeated application of the raising and lowering operators
σ1± iσ2 then shows that W must contain all m+1 eigenspaces, which implies
that W = Wm. From exercise 5.19, we see that each Wm is also irreducible
as a representation of su(2). By Proposition 5.18, Wm is irreducible as a rep-
resentation of the Lie group SU(2). In the next theorem, we show that these
account for all of the irreducible representations of sl2(C).

Theorem 5.25. Every finite-dimensional complex irreducible C-linear repre-
sentation of sl2(C) is isomorphic to Wm for some m ≥ 0.

Proof. Suppose that ϕ : sl2(C) → gln(C) is an irreducible representation. To
simplify the notation, set

X := ϕ(σ1 + iσ2), Y := ϕ(σ1 − iσ2), Z := ϕ(σ3).

Then X,Y, Z are linear operators on Cn satisfying the same commutation
relations as σ1 ± iσ2, σ3:

[X,Y ] = 4Z, [Z,X] = 2X, [Z, Y ] = −2Y.

Let λ ∈ C be an eigenvalue for Z, with eigenvector v ∈ Cn. Then compute

ZXv = XZv + [Z,X]v = X(λv) + 2Xv = (λ+ 2)Xv,

which demonstrates that Xv (if non-zero) is an eigenvector for Z with eigen-
value λ + 2. Since Z has only finitely many eigenvalues, it follows that there
exists a least integer, j ≥ 0, such that Xj+1v = 0. Set w = Xjv, which is an
eigenvector for Z with eigenvalue ω = λ+ 2j, satisfying Xw = 0.

Now make a similar computation for the operator Y :

ZYw = Y Zw + [Z, Y ]w = Y (ωw)− 2Yw = (ω − 2)Yw,

showing that Yw (if non-zero) is an eigenvector for Z with eigenvalue ω − 2.
Again by finite-dimensionality, there exists a least integer, m ≥ 0, such that
Y m+1w = 0. I claim that the subspace, W , spanned by w, Yw, . . . , Y mw is
invariant, hence W = Cn by irreducibility.

It is clear thatW is invariant under Y , and since each Y kw is an eigenvec-
tor for Z with eigenvalue ω − 2k, it follows that W is also invariant under Z.
For invariance under X, first note that Xw = 0. We will show by induction
that for k = 1, . . . ,m+ 1,

XY kw = 4k(ω − k + 1)Y k−1w.

For k = 1 we have

XYw = Y Xw + [X,Y ]w = 4Zw = 4ωw.
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So suppose the claim holds for some 1 ≤ k ≤ m, and compute

XY k+1w = Y (XY kw) + [X,Y ]Y kw
= Y (XY kw) + 4ZY kw
= Y (4k(ω − k + 1)Y k−1w) + 4(ω − 2k)Y kw
= 4((k + 1)ω − k(k − 1)− 2k)Y kw
= 4((k + 1)ω − k(k + 1))Y kw
= 4(k + 1)(ω − k)Y kw.

This establishes the claim. Moreover, taking k = m and remembering that
Y m+1w = 0 yields

0 = XY m+1w = 4(m+ 1)(ω −m)Y mw.

Since Y mw 6= 0, it follows that we must have ω = m.
Thus, X maps each Y kw into a multiple of the previous vector Y k−1w,

which shows that W is sl2(C)-invariant, so W = Cn as claimed. Moreover,
since the Y kw are eigenvectors for Z with distinct eigenvalues, it follows that
n = m + 1, each eigenspace for Z is one-dimensional, and the Y kw form a
basis for Cm+1. Now define an isomorphism of vector spaces φ : Cm+1 →Wm

by

φ(Y kw) := (−1)k2km!
(m− k)! wk1w

m−k
2 .

By the next exercise, φ is an isomorphism of representations.

Exercise 5.26. Check that φ : Cm+1 → Wm is an isomorphism of sl2(C)-
representations.

Let’s take stock of what we have shown: for every m ≥ 0, we have con-
structed an SU(2)-representation ρm on the vector space Wm of complex
dimension m+ 1. Each of these representations induces a representation Dρm
of the Lie algebra su(2). These su(2)-representations are irreducible, since
the corresponding representations of sl2(C) obtained by complexification are
irreducible (exercise 5.19). It then follows from proposition 5.18 that the
SU(2)-representations ρm are irreducible. Moreover, by theorem 5.25 (and
exercise 5.19 again), we know that the Dρm account for all of the finite-
dimensional irreducible representations of su(2). Propositions 5.22 and 5.23
then imply that the ρm account for all of the finite-dimensional irreducible
representations of SU(2).

Hence, we have shown that there is a bijection between irreducible repre-
sentations of the Lie group SU(2) and irreducible representations of its Lie
algebra su(2), and we have been able to describe them explicitly. We record
this fact as a theorem:

Theorem 5.27. The complex irreducible representations of the Lie group
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SU(2) are in bijection with the complex irreducible representations of its Lie
algebra su(2). Moreover, for each integer m ≥ 1, there exists a unique complex
irreducible representation of dimension m+ 1 on the vector space of homoge-
neous polynomials of degree m in two variables:

Wm = spanC{wm1 , wm−1
1 w2, . . . , w

m
2 }.

The group SU(2) acts on Wm via composition: B?p = p◦B−1 for B ∈ SU(2)
and p(w1, w2) ∈ Wm. The corresponding action of the Lie algebra su(2) is
given by differential operators:

−iσ1 ? p(w1, w2) = i

(
w2

∂p

∂w1
+ w1

∂p

∂w2

)
−iσ2 ? p(w1, w2) = w2

∂p

∂w1
− w1

∂p

∂w2

−iσ3 ? p(w1, w2) = i

(
w1

∂p

∂w1
− w2

∂p

∂w2

)
.

This bijection is actually a reflection of some topological features of the
group SU(2). In particular, the fact that every irreducible Lie algebra repre-
sentation actually arises from a group representation depends on the fact that
SU(2) is simply connected, and is not true in general. In particular, consider
the non-simply connected Lie group SO(3). As we will show below in propo-
sition 5.29, the double cover f : SU(2) → SO(3) induces an isomorphism of
Lie algebras Df : su(2) → so(3), so the Wm are exactly the irreducible Lie
algebra representations of so(3). However, as we now show, only half of these
occur as representations of the Lie group SO(3).

Proposition 5.28. The matrix Lie group SO(3) has the complete reducibility
property, and its complex irreducible representations are exactly the represen-
tations W2d of odd-dimension.

Proof. Suppose that ρ : SO(3) → GL(n,C) is a complex representation of
SO(3). Then ρ ◦ f : SU(2)→ GL(n,C) is a representation of SU(2) for which
−I acts trivially. Moreover, any such representation of SU(2) yields a repre-
sentation of SO(3). It follows that SO(3) also has the complete reducibility
property, and that the irreducible representations of SO(3) are the represen-
tations Wm for which −I acts trivially. But

(−I) ? (wm−k1 wk2 ) = (−w1)m−k(−w2)k = (−1)mwm−k1 wk2 ,

so −I acts trivially if and only if m is even. Thus, only the odd-dimensional
representations W2d occur as representations of SO(3), and these account for
all of the irreducible SO(3)-representations.

Proposition 5.29. The Lie algebra so(3) consists of 3×3 real skew-symmetric
matrices, and Df : su(2)→ so(3) is an isomorphism of Lie algebras.
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Proof. Identify the space of 3× 3 real matrices with R9 via

(x1, x2, . . . , x9)←→

 x1 x2 x3
x4 x5 x6
x7 x8 x9

 .
To determine the tangent space to SO(3) at the identity, consider a smooth
curve c : (−ε, ε)→ SO(3) ⊂ R9 such that c(0) = I. Since c(t) ∈ SO(3) for all
t, it satisfies the equation c(t)c(t)T = I. Differentiating this condition at t = 0
yields

0 = ċ(0)c(0) + c(0)ċ(0)T = ċ(0) + ċ(0)T ,
which implies that ċ(0)T = −ċ(0) is a skew-symmetric matrix. Thus, tangent
vectors to curves passing through the identity of SO(3) are skew-symmetric
matrices. Conversely, if S is any 3× 3 skew-symmetric real matrix, then

exp(tS) exp(tS)T = exp(tS) exp(tST ) = exp(tS) exp(−tS) = I,

so exp(tS) ∈ SO(3) for all t. Taking the derivative at t = 0 displays S as an
element of the tangent space TISO(3):

d

dt
(exp(tS))|t=0 = S.

Thus, the Lie algebra so(3) consists of the vector space of real 3 × 3 skew-
symmetric matrices, with the commutator as Lie bracket.

Now consider the universal double cover f : SU(2)→ SO(3). We will show
that the derivative Df : su(2)→ so(3) is an isomorphism by showing that Df
sends the basis 1

2iσj for su(2) to a basis for so(3). To determine the image of
1
2iσ3, we compute (compare Section 3.2):

Df

(
1
2iσ3

)
= d

dθ
f

(
exp

(
θ

2iσ3

))
|θ=0

= d

dθ

 cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0

0 0 1


=

 0 −1 0
1 0 0
0 0 0

 .
=: L3.

Similar computations show that

Df

(
1
2iσ1

)
=

 0 0 0
0 0 −1
0 1 0

 =: L1

Df

(
1
2iσ2

)
=

 0 0 1
0 0 0
−1 0 0

 =: L2.
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Since the matrices Lj form a basis for so(3), the derivative Df is an isomor-
phism of Lie algebras as claimed.

5.5 Spin-s particles
Theorem 5.27 provides an explicit description of the irreducible represen-

tation of SU(2), which are in one-to-one correspondence with the irreducible
representations of the Lie algebra su(2). But by exercise 5.19, the irreducible
representations of su(2) are in bijection with the irreducible representations of
the complexified Lie algebra su(2)C = sl2(C). The following theorem, summa-
rizing work from the previous section, presents an explicit description of the
irreducible sl2(C)-representations, which will be important for understanding
their physical interpretation.

Theorem 5.30. For eachm ≥ 0 there is a unique complex irreducible C-linear
sl2(C)-representation of dimension m+ 1, and its structure may be described
explicitly in terms of the monomial basis for the space Wm of homogeneous
degree-m polynomials in two variables w1 and w2:

σ3 acts as wm−k1 wk2 7→ (2k −m)wm−k1 wk2

σ1 + iσ2 acts as wm−k1 wk2 7→ −2(m− k)wm−k−1
1 wk+1

2

σ1 − iσ2 acts as wm−k1 wk2 7→ −2kwm−k+1
1 wk−1

2 .

Let’s take a closer look at the 2-dimensional representation W1 to remind
ourselves of the physical interpretation for electrons. In Section 5.2, we saw
that the isomorphism c1w1 + c2w2 7→ c2|+z〉 − c1|−z〉 identifies W1 with the
defining representation of SU(2) on (W, 〈|〉) ' (C2, ·) from Chapter 2. Via this
identification, we interpret w2 and w1 as orthogonal spin-states, possessing
the definite values of ±~

2 for their z-components of spin-angular momentum
respectively. Note that here we are using the SU(2)-invariant inner product
on W1 determined by taking {w1, w2} as an orthonormal basis. This inner
product is essential to the Probability Interpretation, whereby |〈ψ|φ〉|2 is the
probability that the spin state φ will be found in the state ψ when measured
by a “ψ-device.”

In order to provide an analogous physical interpretation for the higher-
dimensional representations Wm, we will likewise need an SU(2)-invariant
inner product on Wm, so that SU(2) will act on Wm via unitary transfor-
mations. From corollary 5.10 in Section 5.1, we know that there exists an
SU(2)-invariant inner product on Wm. In fact, this invariant inner product is
unique up to scalar multiples. To demonstrate this, let 〈|〉 denote any SU(2)-
invariant inner product on Wm, normalized so that wm1 has norm 1. Since
the Lie algebra of the unitary group U(m + 1) is u(m + 1) = iH(m + 1),
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the statement that SU(2) acts via unitary transformations on (Wm, 〈|〉) is
equivalent to the statement that its Lie algebra su(2) acts via skew-Hermitian
transformations. Since the monomials wm−k1 wk2 are eigenvectors for the action
of iσ3 ∈ su(2) with distinct eigenvalues, it follows from the Spectral Theo-
rem A.32 that they form an orthogonal basis for (Wm, 〈|〉). The next exercise
shows that the norms of these basis elements are completely determined by
the normalization ‖wm1 ‖ = 1, so that any invariant inner product is a scalar
multiple of 〈|〉 as claimed.

Exercise 5.31 (♣). Show by induction on k that

‖wm−k1 wk2‖2 =
(
m

k

)−1
= k!(m− k)!

m! .

(Hint: Compute 〈Xwm−k1 wk2 |Xwm−k2 wk2 〉 in two ways, making use of the fact
that X† = Y , where X,Y denote the linear transformations on Wm giving the
action of σ1 ± iσ2 as in theorem 5.25.)

From the previous exercise, we see that the scaled monomials(
m

k

) 1
2

wm−k1 wk2

form an orthonormal basis for the complex inner product space (Wm, 〈|〉).
For the physical interpretation, it will be convenient to use the ket notation.

So denote the standard basis of (Cm+1, ·) by the kets

|−m〉 , |−m+ 2〉 , . . . , |m〉 .

Then the map
(
m
k

) 1
2wm−k1 wk2 7→ (−1)k |2k −m〉 defines an isomorphism of

inner product spaces. The sl2(C)-action from theorem 5.30 becomes

σ3 acts as |j〉 7→ j|j〉
σ1 + iσ2 acts as |j〉 7→

√
m(m+ 2)− j(j + 2)|j + 2〉

σ1 − iσ2 acts as |j〉 7→
√
m(m+ 2)− j(j − 2)|j − 2〉.

Exercise 5.32 (♣). Verify the preceding formulas for the action of sl2(C).

The spin observable Sz = ~
2σ3 thus acts as |j〉 7→ j~

2 |j〉. Hence, we may
interpret the kets |j〉 as representing the orthogonal spin-states of a particle
with m + 1 possible observed values for the z-component of its spin angular
momentum:

−m2 ~ ,
(
−m2 + 1

)
~ , . . . ,

m

2 ~.

Such a particle is said to be spin-m2 .
Because of this interpretation, we denote the unitary representations

(Wm, 〈|〉) by πs : SU(2) → U(2s + 1), where s = m
2 = 0, 1

2 , 1,
3
2 , 2, . . . refers
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FIGURE 5.1: The behavior of a beam of spin-s particles in a Stern-Gerlach
device.

to the highest possible observed spin of the associated particle. For instance,
π 1

2
denotes the defining representation on C2 describing the electron, and we

say that the electron is a spin-1
2 particle. For general s, the representation πs

has a basis of eigenvectors for the action of σ3, representing spin-states with
definite values for the observable Sz. The corresponding eigenvalues are the
possible outcomes of measurements of a spin-s particle with a Stern-Gerlach
device (see Figure 5.1). A general spin-state is represented by a unit vector in
Wm, and may be expressed as a superposition of the Sz-eigenkets; two unit
vectors describe the same spin-state if they differ by a phase eiθ ∈ U(1).

Of course, just like in the case of spin-1
2 , this description depends on P’s

choice of orthonormal basis for physical space, and his installation of a Stern-
Gerlach device aligned with his positive z-axis. As in Chapter 2, suppose
that M chooses a different orthonormal basis for physical space, and that A ∈
SO(3) describes the rotation from P’s coordinate system to M’s. Then when M
sets up a Stern-Gerlach device aligned with her positive z′-axis, she will obtain
a different basis for the spinor space C2s+1 describing the possibilities for
observed values of the z′-component of spin-angular momentum. If B ∈ SU(2)
maps to A under the double cover f : SU(2)→ SO(3), then πs(B) ∈ U(m+1)
sends P’s Sz-eigenbasis for spinor space to M’s Sz′ -eigenbasis.

Just like in the case of the spin- 1
2 electron, M and P make a list of shared

beliefs about spin-s particles, phrased in terms of Stern-Gerlach experiments
(here u denotes a unit vector in physical space):

1. A spin-s particle passing through an SGu will return an angular mo-
mentum measurement of one of the following 2s+ 1 values:

−s~ , (−s+ 1)~ , . . . , s~,

which we call the “spin in the u-direction.”

2. Until we make a measurement with an SGu, a particular spin-s particle
may have no definite spin in the u-direction, but it does have a definite
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FIGURE 5.2: A rotation by α in the xz-plane. The dashed lines show P’s
coordinate axes.

probability of returning each of the possible values when measured by
an SGu;

3. If a spin-s particle exits an SGu with spin j~
2 in the u-direction, then

it will measure spin j~
2 in the u-direction if measured immediately by a

successive SGu;

4. More generally, if the angle between u and u′ is α, then a spin-s particle
that exits an SGu with spin j~

2 in the u-direction will measure spin j′~
2

in the direction u′ with probability Ps(j, j′, α) if measured immediately
by an SGu′. This probability depends only on j, j′ and the angle α.

The explicit formula for the probability Ps(j, j′, α) is complicated (see [21]),
but we compute the specific case of the spin-1 particle in the next example.

Example 5.33. Let’s work out the probabilities P1(j, j′, α) for a spin-1 parti-
cle. So suppose that u and u′ are unit vectors making an angle α in phys-
ical space. To compute the probabilities, suppose that observer P chooses
an orthonormal basis {u1,u2,u3} for physical space such that u3 = u and
u′ = sin(α)u1 + cos(α)u3. That is, P chooses his coordinates so that u
points in his z-direction and u′ is contained in his xz-plane (see Figure 5.2).
Since s = m

2 = 1, we have m = 2, so that P’s basis for spinor-space is
{|−2〉 , |0〉 , |+2〉}, representing states with the definite Sz-values −~, 0, ~ re-
spectively. Our question is: for a given pair of values j, j′, what is the prob-
ability P1(j, j′, α) that |j〉 will be found to be spin j′~

2 when measured by an
SGu′? This probability is symmetric in j and j′, so there are really six cases to
consider: P1(−2,−2, α),P1(−2, 0, α),P1(−2, 2, α),P1(0, 0, α),P1(0, 2, α), and
P1(2, 2, α).

The matrix describing the rotation in the xz-plane through an angle α is:

A =

 cos(α) 0 sin(α)
0 1 0

− sin(α) 0 cos(α)

 .
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From exercise 2.40 in Chapter 2, we know that the following matrix, B, maps
to A under the double cover f : SU(2)→ SO(3).

B =
[

cos(α2 ) − sin(α2 )
sin(α2 ) cos(α2 )

]
.

Applying the representation π1 : SU(2) → U(3) ⊂ GL(3,C) to the matrix B
yields the automorphism of spinor space sending P’s basis for spinor-space
to the basis {|−2′〉 , |0′〉 , |+2′〉} determined by an SGu′. To determine this
automorphism, we must compute the action of B on the scaled monomials
w2

1,−
√

2w1w2, w
2
2 under the representation π1:

B ? w2
1 = w2

1 ◦B−1

= w2
1 ◦
[

cos(α2 ) sin(α2 )
− sin(α2 ) cos(α2 )

]
= (cos

(α
2

)
w1 + sin

(α
2

)
w2)2

= cos2
(α

2

)
w2

1 +
√

2
2 sin (α)

√
2w1w2 + sin2

(α
2

)
w2

2

B ?−
√

2w1w2 = −
√

2w1w2 ◦B−1

= −
√

2w1w2 ◦
[

cos(α2 ) sin(α2 )
− sin(α2 ) cos(α2 )

]
= −

√
2(cos

(α
2

)
w1 + sin

(α
2

)
w2)×

(− sin
(α

2

)
w1 + cos

(α
2

)
w2)

=
√

2
2 sin (α)w2

1 − cos (α)
√

2w1w2 −
√

2
2 sin (α)w2

2

B ? w2
2 = w2

2 ◦B−1

= w2
2 ◦
[

cos(α2 ) sin(α2 )
− sin(α2 ) cos(α2 )

]
= (− sin

(α
2

)
w1 + cos

(α
2

)
w2)2

= sin2
(α

2

)
w2

1 −
√

2
2 sin (α)

√
2w1w2 + cos2

(α
2

)
w2

2.

From these computations, we see that (expressed in terms of P’s basis for
spinor-space), we have

π1(B) =

 cos2(α2 )
√

2
2 sin(α) sin2(α2 )

−
√

2
2 sin(α) cos(α)

√
2

2 sin(α)
sin2(α2 ) −

√
2

2 sin(α) cos2(α2 )

 .
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The columns of this matrix are P’s representation of the SGu′-basis:

|−2′〉 = cos2
(α

2

)
|−2〉 −

√
2

2 sin (α) |0〉+ sin2
(α

2

)
|+2〉

|0′〉 =
√

2
2 sin (α) |−2〉+ cos(α) |0〉 −

√
2

2 sin (α) |+2〉

|+2′〉 = sin2
(α

2

)
|−2〉+

√
2

2 sin (α) |0〉+ cos2
(α

2

)
|+2〉 .

We are now ready to compute the probabilities P1(j, j′, α). For instance,
the probability that |−2〉 will be measured spin zero by an SGu′ is given by the
inner product

P1(−2, 0, α) = |〈0′|−2〉|2

= |〈−2|0′〉|2

=
∣∣∣∣〈−2|

(√
2

2 sin (α) |−2〉+ cos(α) |0〉 −
√

2
2 sin (α) |+2〉

)∣∣∣∣2
= 1

2 sin2 (α) ,

where we have used the fact that {|−2〉 , |0〉 , |+2〉} is orthonormal. Similarly,
we have

P1(0, 0, α) = |〈0′|0〉|2

= |〈0|0′〉|2

=
∣∣∣∣〈0|(√2

2 sin (α) |−2〉+ cos(α) |0〉 −
√

2
2 sin (α) |+2〉

)∣∣∣∣2
= cos2 (α) ,

P1(2, 0, α) = |〈0′|+2〉|2

= |〈+2|0′〉|2

=
∣∣∣∣〈+2|

(√
2

2 sin (α) |−2〉+ cos(α) |0〉 −
√

2
2 sin (α) |+2〉

)∣∣∣∣2
= 1

2 sin2 (α) .

Analogous computations reveal that

P1(−2,−2, α) = cos4
(α

2

)
P1(−2, 2, α) = sin4

(α
2

)
P1(2, 2, α) = cos4

(α
2

)
.
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Exercise 5.34. Verify the last three probabilities displayed in the previous
example by computing the relevant inner products.

Note that in the general case of a spin-s particle, the probability Ps(j, j′, α)
is simply the modulus squared of the matrix element in row j and column j′ of
the matrix πs(B) representing (in terms of P’s orthonormal basis) the matrix
that sends P’s basis for spinor-space to the SGu′-basis of spinor space. Hence,
the task of computing these probabilities is equivalent to writing down explicit
formulas for the matrix elements of the representations πs.

Returning to the discussion at the beginning of this chapter, M provides
a summary of their model of a spin-s particle: physical space is the adjoint
representation of SU(2) on its Lie algebra su(2), and spinor space is the irre-
ducible representation πs of SU(2) on C2s+1. Moreover, these two spaces are
connected by the correspondence between generators of rotations and spin
observables: if − i

~Su ∈ su(2) generates rotation about the u-axis in physical
space, then4 Dπs(Su) ∈ iu(2s+ 1) = H(2s+ 1) is the observable “spin in the
u-direction.”

More generally, quantum observables on spinor space C2s+1 are given by
Hermitian operators O ∈ H(2s + 1). Moreover, the discussion of Chapter 4
goes through in the higher-dimensional context: the energy of a spin-s particle
in the presence of external fields is specified by a Hamiltonian function H(t) ∈
H(2s+ 1) which determines the unitary time-evolution U(t) ∈ U(2s+ 1) via
the Schrödinger equation

i~U̇(t) = H(t)U(t).

Finally, for any quantum observable O, we may define expectation values
and uncertainties just as in the case of spin-1

2 (see definitions 3.14, 3.16). More-
over, the proof of theorem 3.20 extends verbatim to the higher-dimensional
context, yielding the uncertainty principle for quantum observables on C2s+1.
In particular, since the uncertainty inequalities for the spin observables Sx, Sy,
and Sz depend only on the commutation relations for sl2(C) and not on the
particular representation, we see that they are common to particles of all spins.
For instance, if |ψ〉 ∈ C2s+1 represents the spin-state of a spin-s particle, then
we have

(∆ψSx)(∆ψSy) ≥ 1
2 |〈ψ|i~Sz|ψ〉| =

~
2 |〈ψ|Sz|ψ〉| ,

just like for the spin- 1
2 electron discussed in Section 3.3.

Example 5.35. As an example of an important observable, consider the
squared total spin operator

S2 := S2
x + S2

y + S2
z .

4Technically speaking, we should write (Dπs)C since this is the complexification of the
representation Dπs : su(2) → u(2s + 1). However, this notation is cumbersome, so we will
avoid it without any serious risk of confusion.
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Note that this is not an element of sl2(C), since it is built from the spin ob-
servables using multiplication, and cannot be obtained through the Lie bracket
alone. Hence, when considering the squared total spin operator for a spin-s
particle, we must actually compute

Dπs(Sx)2 +Dπs(Sy)2 +Dπs(Sz)2.

Recall the notation from theorem 5.25:

X := Dπs(σ1 + iσ2), Y := Dπs(σ1 − iσ2), Z := Dπs(σ3).

The element Sz acts as ~
2Z, so its square acts as ~2

4 Z
2. Similarly, Sx acts as

~
4 (X + Y ) and Sy acts as ~

4i (X − Y ), so S2
x + S2

y acts as

~2

16
(
(X + Y )2 − (X − Y )2) = ~2

8 (XY + Y X)

= ~2

8 ([X,Y ] + 2Y X)

= ~2

4 (2Z + Y X).

It follows that S2 acts on W2s = C2s+1 as

~2

4 (Z2 + 2Z + Y X).

Applying this operator to a basis ket |j〉 and remembering that m = 2s, we
find that (see exercise 5.32)

|j〉 7→ ~2

4 (Z2 + 2Z + Y X)|j〉

= ~2

4 (j2 + 2j +m(m+ 2)− j(j + 2))|j〉

= ~2

4 m(m+ 2)|j〉

= ~2s(s+ 1)|j〉.

Hence, the squared total spin operator S2 acts as the scalar ~2s(s + 1) on
spinor space W2s = C2s+1 for a spin-s particle.

The previous example has the following consequence: if W is a repre-
sentation of sl2(C), then we can determine if the decomposition of W into
irreducibles contains a copy of W2s by finding the eigenvalues for the action
of S2 on W . We will use this strategy in our analysis of the irreducible repre-
sentations of SO(3) in the next section.
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5.6 Representations of SO(3)
In Section 5.2, we saw that SU(2) acts in a natural way on the polynomial

ring C[w1, w2], and the grading by degree provides a decomposition of this
infinite-dimensional representation as a direct sum of irreducibles:

C[w1, w2] =
∞⊕
m=0

Wm.

Moreover, the results in Sections 5.3 and 5.4 imply that this decomposition
contains one copy of each irreducible representation of SU(2). In propo-
sition 5.28, we saw that the irreducible representations of SO(3) are ex-
actly the odd-dimensional SU(2)-representations W2d. This raises the follow-
ing question: is there a way to produce the sequence of irreducible SO(3)-
representations in a natural way, just as C[w1, w2] produced the sequence of
irreducible SU(2)-representations?

As a first guess, we might try the SO(3)-action on the polynomial ring
C[x, y, z] defined by composition:

A ? p := p ◦A−1 for A ∈ SO(3) and p = p(x, y, z) ∈ C[x, y, z].

As in the case of SU(2), this action preserves degrees, so we get a direct sum
decomposition

C[x, y, z] =
∞⊕
d=0

Vd,

where Vd = {homogeneous polynomials of degree d}. Once again, we have
the trivial representation V0 = C, and the defining representation V1 = C3,
both of which are irreducible. But the representation V2 is reducible, having
a one-dimensional invariant subspace spanned by the quadratic polynomial
x2 + y2 + z2.

Exercise 5.36. Show that for all A ∈ SO(3), we have

A ? (x2 + y2 + z2) = x2 + y2 + z2.

In fact, all of the remaining SO(3)-representations Vd are reducible. Indeed,
for d ≥ 2, consider the subspace of degree d homogeneous polynomials that
are multiples of x2 + y2 + z2:

(x2 + y2 + z2)Vd−2 :=
{

(x2 + y2 + z2)q(x, y, z) | q ∈ Vd−2
}
⊂ Vd.

This subspace is invariant under the action of SO(3). To see this, suppose
that p = (x2 + y2 + z2)q for some q ∈ Vd−2. Then for any A ∈ SO(3) we have
(using exercise 5.36):

A ? p = A ? (x2 + y2 + z2)q = (x2 + y2 + z2)(A ? q) ∈ (x2 + y2 + z2)Vd−2,
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which establishes the SO(3)-invariance.
So, the polynomial ring C[x, y, z] doesn’t produce the sequence of irre-

ducible SO(3)-representations in the way that C[w1, w2] produces the irre-
ducible SU(2)-representations—each graded piece Vd is too big. To fix this,
we need to restrict our attention to harmonic polynomials, which are intro-
duced in the next definition.

Definition 5.37. The Laplacian operator ∆: C∞(R3)→ C∞(R3) is the lin-
ear operator on the space of smooth functions f(x, y, z) defined by

∆(f) = ∂2f

∂x2 + ∂2f

∂y2 + ∂2f

∂z2 .

For each d ≥ 2, the Laplacian restricts to a linear transformation
∆: Vd → Vd−2, taking homogeneous polynomials of degree d to homogeneous
polynomials of degree d − 2; it acts as the zero operator on polynomials of
degree at most 1. For each d ≥ 0, define Hd := ker(∆) ⊂ Vd. The elements of
Hd are called harmonic polynomials of degree d.

The next exercise describes the product rule for the Laplacian.

Exercise 5.38. Show that if f and g are smooth functions on R3, then

∆(fg) = ∆(f)g + 2∇f · ∇g + f∆(g).

Proposition 5.39. For each d ≥ 2, the Laplacian ∆: Vd → Vd−2 is a surjec-
tive linear transformation.

Proof. Order the monomial basis of Vd−2 in lexicographical order. Then the
first monomial is xd−2 which is clearly in the image of ∆. Now consider
xaybzc ∈ Vd−2, and assume that all previous monomials are in the image.
In particular, all monomials containing more than a factors of x are in the im-
age. Then consider the monomial xa+2ybzc ∈ Vd. Using the previous exercise,
compute

∆(xa+2ybzc) = ∆(xa+2)ybzc + xa+2∆(ybzc)
= (a+ 2)(a+ 1)xaybzc + xa+2∆(ybzc).

Hence,

xaybzc = 1
(a+ 2)(a+ 1)

(
∆(xa+2ybzc)− xa+2∆(ybzc)

)
,

and the right-hand side is in the image of ∆ since the last term contains a+ 2
factors of x.

Proposition 5.40. For each d ≥ 0, the space of homogeneous polynomials of
degree d in x, y, z has dimension (d+2)(d+1)

2 . It follows that Hd, the space of
harmonic polynomials of degree d, has dimension 2d+ 1.
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Proof. Note that Vd has a basis consisting of monomials in x, y, z of exact
degree d:

βd := {xiyjzk | i+ j + k = d}.

But this basis has the same cardinality as the set of monomials in x, y having
degree at most d:

γ≤d := {xiyj | i+ j ≤ d}.

Indeed, the map βd → γ≤d defined by setting z = 1 is a bijection. By exer-
cise 5.41 below, γ≤d has (d+2)(d+1)

2 elements.
By rank-nullity (see theorem A.8), we have

dim(Hd) = dim(Vd)− dim(Vd−2) = (d+ 2)(d+ 1)
2 − d(d− 1)

2 = 2d+ 1.

Exercise 5.41 (♣). Show that the number of monomials of degree at most d
in two variables x, y is (d+2)(d+1)

2 .

The next proposition shows that Hd is an SO(3)-invariant subspace of Vd.

Proposition 5.42. For each d ≥ 2, the Laplacian ∆: Vd → Vd−2 is a mor-
phism of SO(3)-representations in the sense of definition 5.1:

∆(A ? p) = A ?∆(p) for all A ∈ SO(3) and p ∈ Vd.

In particular, the space of harmonic polynomials Hd is invariant under SO(3).

Proof. In order to simplify the notation, we write ∂1 = ∂
∂x , ∂2 = ∂

∂y , ∂3 = ∂
∂z .

Setting q(x) = p(Ax), we wish to show that ∆q(x) = (∆p)(Ax) for all A ∈
SO(3). We begin by computing the second partial derivatives of q:

∂j∂iq(x) = ∂j

( 3∑
k=1

(∂kp)(Ax)Aki

)

=
3∑

k,l=1
(∂l∂kp)(Ax)AljAki.
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Thus, we have

∆q(x) =
3∑
j=1

∂j∂jq(x)

=
3∑

j,k,l=1
(∂l∂kp)(Ax)AljAkj

=
3∑

k,l=1
(∂l∂kp)(Ax)

3∑
j=1

(AljAkj)

=
3∑

k,l=1
(∂l∂kp)(Ax)δlk (since AAT = I)

=
3∑
k=1

(∂k∂kp)(Ax)

= (∆p)(Ax).

The fact that ∆ is a morphism of SO(3)-representations immediately im-
plies the SO(3)-invariance of the kernel: if p ∈ Hd = ker(∆), then

∆(A ? p) = A ?∆(p) = A ? 0 = 0,

so that A ? p ∈ Hd for all A ∈ SO(3).

Hence, Hd is an SO(3)-invariant subspace of Vd and has the correct dimen-
sion to be isomorphic to the irreducible representation W2d of SO(3). Recall
from example 5.35 that the squared total spin operator S2 acts as the scalar
~2d(d + 1) on W2d. Since the SO(3)-representations Hd and W2d have the
same dimension, in order to show that they are isomorphic, we just need to
show that S2 also acts as the scalar ~2d(d + 1) on the space Hd. In the next
section, we prepare the ground for this computation by providing an explicit
description of the action of the Lie algebra so(3) on polynomials.

5.6.1 The so(3)-action
Recall the double cover f : SU(2)→ SO(3) from theorem 2.39. In propo-

sition 5.29 of Section 5.5, we saw that Df : su(2) → so(3) is an isomorphism
of Lie algebras, and that the elements Lj := Df( 1

2iσj) provide a basis for
so(3). From Section 3.2, we know that these matrices are tangent vectors at
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the identity to the following curves in SO(3):

β1(t) = f

(
exp

(
t

2iσ1

))
=

 1 0 0
0 cos(t) − sin(t)
0 sin(t) cos(t)

 ,
β2(t) = f

(
exp

(
t

2iσ2

))
=

 cos(t) 0 sin(t)
0 1 0

− sin(t) 0 cos(t)

 ,
β3(t) = f

(
exp

(
t

2iσ3

))
=

 cos(t) − sin(t) 0
sin(t) cos(t) 0

0 0 1

 .
Hence, we have

L1 = β̇1(0) =

 0 0 0
0 0 −1
0 1 0

 ,
L2 = β̇2(0) =

 0 0 1
0 0 0
−1 0 0

 ,
L3 = β̇3(0) =

 0 −1 0
1 0 0
0 0 0

 .
In the next proposition, we provide explicit formulas for the action of so(3)

on polynomials.

Proposition 5.43. The elements Lj ∈ so(3) act on the polynomial ring
C[x, y, z] as differential operators:

L1 ? p(x, y, z) =
(
z
∂

∂y
− y ∂

∂z

)
p

L2 ? p(x, y, z) = −
(
z
∂

∂x
− x ∂

∂z

)
p

L3 ? p(x, y, z) =
(
y
∂

∂x
− x ∂

∂y

)
p.

Proof. To compute the action of Lj on a polynomial p(x, y, z), we need to
differentiate the action of the curve βj(t) ∈ SO(3), which acts by composition:
βj(t) ? p := p ◦ βj(t)−1 = p ◦ βj(−t). By the chain rule we have:

d

dt
(βj(t) ? p) |t=0 = d

dt

(
p ◦ βj(−t)(x, y, z)T

)
|t=0

= ∇p · (−Lj(x, y, z)T ).



Higher Spin 111

But

−L1(x, y, z)T =

 0 0 0
0 0 1
0 −1 0

 x
y
z

 =

 0
z
−y


−L2(x, y, z)T =

 0 0 −1
0 0 0
1 0 0

 x
y
z

 =

 −z0
x


−L3(x, y, z)T =

 0 1 0
−1 0 0
0 0 0

 x
y
z

 =

 y
−x
0

 .
Hence, we find that

L1 ? p(x, y, z) = ∇p ·
(
−L1(x, y, z)T

)
=

(
z
∂

∂y
− y ∂

∂z

)
p

L2 ? p(x, y, z) = ∇p ·
(
−L2(x, y, z)T

)
= −

(
z
∂

∂x
− x ∂

∂z

)
p

L3 ? p(x, y, z) = ∇p ·
(
−L3(x, y, z)T

)
=

(
y
∂

∂x
− x ∂

∂y

)
p.

Since SO(3) is the rotation group, it will be convenient to introduce spher-
ical coordinates on R3 via the function g : R≥0 × [0, π]× [0, 2π]→ R3 defined
by (see Figure 5.3)

(x, y, z) = g(r, θ, φ) = (r sin(θ) cos(φ), r sin(θ) sin(φ), r cos(θ)).

Writing p(r, θ, φ) for the composition p ◦ g, the chain rule A.37 yields: ∂rp
∂θp
∂φp

 =

 sin(θ) cos(φ) sin(θ) sin(φ) cos(θ)
r cos(θ) cos(φ) r cos(θ) sin(φ) −r sin(θ)
−r sin(θ) sin(φ) r sin(θ) cos(φ) 0

 ∂xp
∂yp
∂zp

 .
Using Cramer’s Rule A.21 to invert the matrix, we find that ∂xp
∂yp
∂zp

 =

 sin(θ) cos(φ) 1
r cos(θ) cos(φ) − 1

r csc(θ) sin(φ)
sin(θ) sin(φ) 1

r cos(θ) sin(φ) 1
r csc(θ) cos(φ)

cos(θ) − 1
r sin(θ) 0

 ∂rp
∂θp
∂φp

 .
Exercise 5.44. Verify that

z
∂p

∂y
− y ∂p

∂z
= sin(φ)∂p

∂θ
+ cot(θ) cos(φ) ∂p

∂φ

z
∂p

∂x
− x∂p

∂z
= cos(φ)∂p

∂θ
− cot(θ) sin(φ) ∂p

∂φ

x
∂p

∂y
− y ∂p

∂x
= ∂p

∂φ
.
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x

y

z

r

φ

θ

FIGURE 5.3: Spherical coordinates on R3.

Proposition 5.45. In spherical coordinates, the so(3)-action on polynomials
is given by

L1 acts as
(

sin(φ) ∂
∂θ

+ cot(θ) cos(φ) ∂
∂φ

)
L2 acts as −

(
cos(φ) ∂

∂θ
− cot(θ) sin(φ) ∂

∂φ

)
L3 acts as − ∂

∂φ
.

The corresponding action of sl2(C) = su(2)C ' so(3)C obtained by complexifi-
cation may then be described in terms of the generators 1

2σj by

1
2σ1 acts as i

(
sin(φ) ∂

∂θ
+ cot(θ) cos(φ) ∂

∂φ

)
1
2σ2 acts as −i

(
cos(φ) ∂

∂θ
− cot(θ) sin(φ) ∂

∂φ

)
1
2σ3 acts as −i ∂

∂φ
.

Proof. The action of the elements Lj is the content of exercise 5.44. Mul-
tiplication by i then yields the action of 1

2σj due to the isomorphism
Df : su(2)→ so(3) given by Df( 1

2iσj) = Lj .
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Exercise 5.46. Recall the spin observables Sx, Sy, Sz ∈ sl2(C) given by

Sx = ~
2σ1, Sy = ~

2σ2, Sz = ~
2σ3.

Show that the squared total spin operator, S2 = S2
x +S2

y +S2
z , acts on polyno-

mials as the differential operator ~2C, where C is the dimensionless operator

C := −
(
∂2

∂θ2 + cot(θ) ∂
∂θ

+ csc2(θ) ∂
2

∂φ2

)
.

After this preliminary work, we now return to our goal of showing that S2

acts as the scalar ~2d(d + 1) on the space of harmonic polynomials Hd. We
begin by expressing the Laplacian ∆ in terms of the dimensionless version of
the squared total spin operator, C, introduced in the previous exercise.

Exercise 5.47 (♣). Show that the Laplacian in spherical coordinates is given
by

∆ = 1
r2

∂

∂r

(
r2 ∂

∂r

)
− 1
r2C,

where C is the dimensionless scaling of the squared total spin operator from
exercise 5.46.

Now note that if p(x, y, z) ∈ Vd is homogeneous of degree d, scaling each
variable by the same factor λ ∈ R simply scales the output by λd:

p(λx, λy, λz) = λdp(x, y, z).

In terms of spherical coordinates, this just says that p(r, θ, φ) = rdF (θ, φ),
where F (θ, φ) := p(1, θ, φ) is the restriction of p(r, θ, φ) to the unit sphere
S2 ⊂ R3. The restriction map p 7→ F defines an isomorphism of Vd with a
subspace of smooth functions on the sphere S2, which we denote by Fd.

Proposition 5.48. The squared total spin operator S2 acts as the scalar
~2d(d + 1) on the space Hd of harmonic polynomials of degree d. Thus,
Hd 'W2d as representations of SO(3).

Proof. Since S2 acts as the differential operator ~2C, we just need to show
that C acts as d(d + 1) on Hd. So suppose that p ∈ Hd, so that ∆(p) = 0.
Writing p(r, θ, φ) = rdF (θ, φ) as above and using exercise 5.47, we find that

0 = ∆(rdF )

= 1
r2

∂

∂r

(
r2 ∂r

d

∂r

)
F − rd−2C(F )

= d

r2
∂rd+1

∂r
F − rd−2C(F )

= d(d+ 1)rd−2F − rd−2C(F ).
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Dividing by rd−2, we see that C(F ) = d(d+ 1)F . But then

C(p) = C(rdF ) = rdC(F ) = d(d+ 1)rdF = d(d+ 1)p.

We have now achieved our original goal of generating the sequence
of irreducible SO(3)-representations in a natural way. Namely, denote by
HarmPoly(R3) ⊂ C[x, y, z] the space of all harmonic polynomials in the vari-
ables x, y, z. Then SO(3) acts on this infinite-dimensional space via composi-
tion:

A ? p(x) := p(A−1x).

The grading by degree yields the decomposition into irreducible representa-
tions of SO(3):

HarmPoly(R3) =
∞⊕
d=0

Hd '
∞⊕
d=0

W2d. (5.2)

This is exactly analogous to the decomposition of the SU(2)-representation
C[w1, w2] into irreducibles:

C[w1, w2] =
∞⊕
m=0

Wm. (5.3)

5.6.2 Comments about analysis
The decompositions in (5.2) and (5.3) involve only polynomials, and hence

are completely algebraic, involving no analytic notions such as convergence of
infinite series, etc. This algebraic treatment has been sufficient for the study of
spin, which is the intrinsic angular momentum of a particle, described by the
finite-dimensional representations of SU(2). But as we will see in Chapter 8,
the representations of SO(3) arise naturally in the study of orbital angular
momentum, which is the angular momentum of a particle due to its motion
through space. Moreover, as we extend our model to account for the motion
of particles through space, we will find ourselves studying infinite-dimensional
function spaces rather than the finite-dimensional spinor spaces of the previous
chapters. In that context, we will want to have an explicit description of the
irreducible SO(3)-representations as spaces of functions on the unit sphere
S2. We have already begun this process by establishing the isomorphism of
SO(3)-representationsW2d ' Hd, where Hd is the space of degree-d harmonic
polynomials on R3. But we would now like to go further and exploit the
isomorphism of Hd with a space of functions on the unit sphere S2 given by
the restriction map p(r, θ, φ) 7→ F (θ, φ) := p(1, θ, φ). This will lead us into
the world of analysis and our first encounter with some analytic subtleties
that lie at the core of quantum mechanics. Our aim will be to expose some
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difficulties without getting bogged down in technical details, leaving a full-
blown exposition of the analytic theory to another text, such as [10].

To begin, note that the SO(3)-action on the space of polynomials C[x, y, z]
may be extended to the space of all smooth complex-valued functions C∞(R3).
Moreover, we obtain a corresponding action of the Lie algebra so(3) on
C∞(R3), where the generators Lj act via the differential operators described
in proposition 5.43. Similarly, working in spherical coordinates, we may con-
sider the action of SO(3) on the space of smooth functions on S2, together
with the corresponding action of so(3) on C∞(S2) by the differential operators
described in proposition 5.45.

In proposition 5.48, we saw5 that for a degree l homogeneous polynomial
p ∈ Vl, the harmonic condition ∆(p) = 0 corresponds to the following eigen-
vector condition on the function F = p(1, θ, φ):

C(F ) = l(l + 1)F.

In order to describe these eigenfunctions explicitly, we would like to solve the
differential equation (see exercise 5.46)

−C(F ) = ∂2F

∂θ2 + cot(θ)∂F
∂θ

+ csc2(θ)∂
2F

∂φ2 = −l(l + 1)F. (5.4)

Moreover, since we are attempting to describe the irreducible representation
Dπl of so(3)C ' sl2(C), and since we know the structure of this represen-
tation from theorem 5.30, we look for solutions that are also eigenvectors
for 1

~Sz = 1
2σ3, which (by proposition 5.45) acts as −i ∂∂φ with eigenvalues

m = −l,−l + 1, . . . , 0, . . . , l − 1, l. Such solutions are separable of the form

F (θ, φ) = eimφG(θ).

Plugging into the differential equation (5.4) and rearranging, we find that
G(θ) must satisfy (using primes to denote differentiation)

sin2(θ)G′′ + sin(θ) cos(θ)G′ +
[
l(l + 1) sin2(θ)−m2]G = 0.

Now make the change of variables w = cos(θ) and write g(w) = G(θ), so that

G′(θ) = dG

dθ
= dg

dw

dw

dθ
= − sin(θ)g′(w)

and
G′′(θ) = d

dθ
(− sin(θ)g′(w)) = − cos(θ)g′(w) + sin2(θ)g′′(w).

Making the substitutions yields the general Legendre equation:

(1− w2)g′′ − 2wg′ +
[
l(l + 1)− m2

(1− w2)

]
g = 0.

5Here we make a slight notational adjustment to connect with the standard description:
we replace the degree d with the index l, and then usem = −l,−l+1, . . . , l for the eigenvalues
of 1

~Sz in the irreducible representation Dπl.
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This equation has two fundamental solutions, but only one of them is bounded
on the sphere S2, and this is the one we are interested in, since we hope that
it is obtained by restriction from a harmonic polynomial on R3. In order to
describe this bounded solution, we first introduce the Legendre polynomials
via Rodrigues’ formula:

Pl(w) = 1
2ll!

dl

dwl
(w2 − 1)l.

Exercise 5.49. Check that, for each m = 0, 1, . . . , l, the associated Legendre
function provides a solution to the general Legendre equation:

Pml (w) := (1− w2)m2 dm

dwm
Pl(w).

Multiplying by the complex exponentials e±imφ, we obtain 2l + 1 linearly
independent solutions to our original differential equation (5.4):

F±ml (θ, φ) := e±imφPml (cos(θ)), m = 0, 1, . . . , l.

While it is not immediately obvious, the functions F±ml (θ, φ) are actually
restrictions of harmonic polynomials to the unit sphere. To show this, con-
sider the function on R3 defined by h(r, θ, φ) = rlF±ml (θ, φ). Our claim is
that h(r, θ, φ) = p(x, y, z) for some harmonic polynomial p ∈ Hl. Note that
the function h is certainly harmonic, so we just need to show that it is a
polynomial.

First observe that the Legendre polynomial Pl(w) is of degree l and con-
tains only exponents of the same parity as l. Setting Qml (w) = dm

dwmPl(w), it
follows that Qml (w) is a polynomial of degree l−m containing only exponents
of the same parity as l −m. This simple fact will play a key role in proving
that h is a polynomial. Recall the relationship between Cartesian and polar
coordinates:

x = r sin(θ) cos(φ)
y = r sin(θ) cos(φ)
z = r cos(θ).

Making these replacements in h(r, θ, φ), we find

h(r, θ, φ) = rle±imφ(1− cos2(θ))m2 Qml (cos(θ))
= rl(cos(φ)± i sin(φ))m sinm(θ)Qml (cos(θ))
= (r sin(θ) cos(φ)± ir sin(θ) sin(φ))mrl−mQml (cos(θ))
= (x± iy)mrl−mQml (cos(θ)).

A general term of rl−mQml (cos(θ)) looks like a constant times

rl−m(cos(θ))n = rl−m−n(r cos(θ))n = (x2 + y2 + z2)
l−m−n

2 zn.
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Here the exponent n ≤ l − m has the same parity as l − m. It follows that
l−m−n

2 ≥ 0 is an integer, so that each term of Qml yields a homogeneous
polynomial of degree l −m in the variables x, y, z. It follows that

h(r, θ, φ) = (x± iy)mqml (x, y, z) =: p±ml (x, y, z),

where qml is a homogeneous polynomial of degree l−m, so that p±ml is homo-
geneous of degree l. In fact, the polynomials p±ml form an L3-eigenbasis for
the so(3)-representation Hl. The restriction mapping p±ml 7→ F±ml defines an
isomorphism of Hl with a space of harmonic functions Yl on the unit sphere
S2, thereby realizing the irreducible SO(3)-representation πl explicitly as a
space of smooth functions on the unit sphere.

From corollary 5.10 from Section 5.1, we know that there is an SO(3)-
invariant inner product (unique up to a constant) on Yl, for which SO(3)
acts unitarily (equivalently, so(3) acts via skew-Hermitian transformations).
Explicitly, we can describe this inner product as

〈f |g〉 =
∫
S2
f∗gdΩ =

∫ 2π

0

∫ π

0
f(θ, φ)∗g(θ, φ) sin(θ)dθdφ. (5.5)

Here dΩ = sin(θ)dθdφ is the solid angle measure on S2, obtained by restriction
from the usual Lebesgue measure on R3. With respect to this inner product,
the functions F±ml form an orthogonal basis for Yl since they are eigenfunc-
tions for the skew-Hermitian operator Dπl(L3). Normalizing these functions,
we obtain the spherical harmonics of degree l, denoted Y ±ml (see [9, equation
4.32]).

Note that the integral formula for the inner product is independent of the
degree l of the representation. Since all the representations Yl are subspaces
of the space of smooth functions on S2, we may consider the infinite dimen-
sional complex inner product space (C∞(S2), 〈|〉), where the inner product is
defined by the integral formula (5.5). The subspaces Yl are mutually orthog-
onal with respect to this inner product, so the orthogonal direct sum embeds
as a subspace:

∞⊕
l=0
Yl ⊂ C∞(S2).

Note that elements of the direct sum are finite linear combinations of spherical
harmonics. In order to consider infinite series of spherical harmonics, we must
pass to a larger inner product space, namely the space of square-integrable
functions on S2, where the inner product is again given by the integral formula
(5.5):

L2(S2) =
{
f : S2 → C |

∫
S2
|f |2dΩ <∞

}
.

The virtue of this space (compared with C∞(S2)) is that it is complete6, and
6The requirement of completeness necessitates that we use the Lebesgue integral, rather

than the Riemann integral. However, the reader unfamiliar with measure theory and
Lebesgue integration will not lose much by thinking of the Riemann integral throughout.
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hence a Hilbert space (see Appendix A.3.1). In fact, the orthogonal direct sum
of the spaces Yl is dense in L2(S2), so that its completion is equal to the entire
space:

L2(S2) =
⊕̂∞

l=0
Yl. (5.6)

Explicitly, this means that every square-integrable function on S2 may be
expressed uniquely as a convergent infinite series of spherical harmonics.

Note that the SO(3)-action extends to the space of square-integrable func-
tions on S2 ⊂ R3:

A ? f := f ◦A−1 for all f ∈ L2(S2).

The completed orthogonal direct sum in (5.6) expresses the decomposition of
L2(S2) into irreducible representations of SO(3). This is an analytic version
of the purely algebraic decomposition of the space of harmonic polynomials
on R3 from (5.2):

HarmPoly(R3) =
∞⊕
l=0

Hl.

One worrisome aspect of the move to square-integrable functions is that
it is now unclear exactly how to understand the so(3)-action. In particular, if
we attempt to obtain an so(3)-action by differentiating the SO(3)-action as
usual, we run into a problem: not all square-integrable functions are differen-
tiable! This is the first hint of substantial analytic difficulties that arise in the
study of quantum mechanics. It turns out that a rich theory of self-adjoint
operators on Hilbert spaces exists, and in that framework we may understand
the sense in which so(3) acts on L2(S2). Roughly speaking, the idea is that
a self-adjoint operator A is generally defined only on a dense subspace of the
Hilbert space H under consideration. For instance, the subspace of smooth
functions C∞(S2) is dense in L2(S2). Nonetheless, the Spectral Theorem for
self-adjoint operators provides a functional calculus that allows us to assign a
one-parameter group of unitary operators eitA (on the full Hilbert space H)
to every self-adjoint operator A (defined only on a dense subspace of H). By
Stone’s Theorem A.51, this assignment is actually a bijection between self-
adjoint operators and strongly continuous one-parameter unitary groups. In
this way, the Lie algebra so(3) acts on L2(S2) via (densely defined) skew-
adjoint operators.

The issue of specifying the exact domain of a self-adjoint operator is a
tricky and technical one. In this book, we will largely ignore the issue, being
content to describe operators by their actions on “sufficiently nice functions.”
In this way we will be able to develop the general mathematical structure of
the theory, focusing mainly on the algebraic aspects and notions of symmetry,
giving only a brief nod to the analytic difficulties. Comparing the mathe-
matical theory of quantum mechanics to a house, one might say that we are
framing it and laying most of the bricks, but omitting almost all of the mortar.
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My hope is that the somewhat unstable structure that results might provide
some helpful motivation to the beginning student as she pursues her study of
functional analysis.
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Chapter 6
Multiple Particles

In which M and P learn about the tensor product.

6.1 Tensor products of representations
P wonders how to model a system of several particles. For concreteness

(and looking ahead to the hydrogen atom), he starts with the case of one
electron and one proton. The proton is also a spin-1

2 particle, and it has an
electric charge of equal magnitude but opposite sign to the electron. However,
the proton is much more massive than the electron, with mp/me ≈ 1836.
The proton and the electron spins are each separately described by spin-1

2
representations of SU(2), which we denote by (Wp, 〈|〉p) and (We, 〈|〉e) re-
spectively. To describe the possible spin states of the composite system of
particles, note that the specification of a spin-state for each individual parti-
cle should certainly determine a spin-state for the system. Thus, every pair of
kets (|ψ〉p , |φ〉e) ∈ Wp ×We will determine a spin-state for the system. But
distinct pairs of kets won’t necessarily determine distinct states of the com-
posite. Indeed, since |ψ〉p and eiθ |ψ〉p correspond to the same spin-state of
the proton, the pairs (|ψ〉p , |φ〉e) and (eiθ |ψ〉p , |φ〉e) must correspond to the
same composite spin-state. Of course, a similar comment applies to phases on
the electron kets in the second component.

More generally, suppose that |ψ〉p = c1 |ψ1〉p + c2 |ψ2〉p is a superposi-
tion of proton spin-states. Then it seems reasonable to assume that the pair
(|ψ〉p , |φ〉e) should describe a composite spin-state that is linearly related to
those described by the pairs (|ψ1〉p , |φ〉e) and (|ψ2〉p , |φ〉e), and similarly if
|φ〉e is a superposition. M agrees with this assumption, and offers the fol-
lowing construction as a simple way of satisfying this requirement. Begin by
considering the complex vector space C {Wp ×We} with basis given by the
set Wp ×We. This is a huge vector space, of uncountably infinite dimension
equal to the cardinality ofWp×We. But we will construct a small quotient by
imposing some equivalences coming from the previous remarks. So consider
the subspace R ⊂ C {Wp ×We} defined as the span of all vectors of the form

(a, αb1 + βb2)− α(a,b1)− β(a,b2),
(αa1 + βa2,b)− α(a1,b)− β(a2,b).

121
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When we mod out by the subspace R, we are setting all such vectors equal to
zero, thereby ensuring that superpositions of electron kets yield superpositions
of the composite system, and similarly for superpositions of proton kets.

Definition 6.1. The tensor product of Wp and We is the quotient vector
space

Wp ⊗We := C {Wp ×We} /R.

If a ∈ Wp and b ∈ We, then a ⊗ b denotes the image of (a,b) in Wp ⊗We,
and a general element of the tensor product is a finite linear combination of
such decomposable elements:

n∑
k=1

ck(ak ⊗ bk) for ak ∈Wp,bk ∈We, ck ∈ C.

The relations in R imply that the tensor product is bilinear:

a ⊗ (αb1 + βb2) = α(a ⊗ b1) + β(a ⊗ b2),
(αa1 + βa2)⊗ b = α(a1 ⊗ b) + β(a2 ⊗ b).

As a first result about the tensor product, we compute its dimension.

Proposition 6.2. Let {p1,p2} be a basis for Wp and {e1, e2} a basis for We.
Then {p1 ⊗ e1,p1 ⊗ e2,p2 ⊗ e1,p2 ⊗ e2} is a basis for Wp ⊗We, so that the
tensor product of two 2-dimensional vector spaces has dimension 4.

Proof. We first show that the four putative basis elements span the tensor
product. For this, note that since a general element of Wp ⊗We is a linear
combination of decomposable elements, it will suffice to show that every de-
composable element a⊗b is in the span. We may write a = α1p1 +α2p2 and
b = β1e1 + β2e2 for some complex scalars αi, βi. Using the bilinearity of the
tensor product, we find that

a ⊗ b = (α1p1 + α2p2)⊗ (β1e1 + β2e2)
= α1p1 ⊗ (β1e1 + β2e2) + α2p2 ⊗ (β1e1 + β2e2)
= α1β1(p1 ⊗ e1) + α1β2(p1 ⊗ e2)

+α2β1(p2 ⊗ e1) + α1β2(p2 ⊗ e2).

In order to show linear independence, suppose that we have a linear depen-
dence:

c1(p1 ⊗ e1) + c2(p1 ⊗ e2) + c3(p2 ⊗ e1) + c4(p2 ⊗ e2) = 0. (6.1)

We wish to show that each ci = 0. For this, begin by defining a function
g : Wp ×We →We via the following recipe:

g(α1p1 + α2p2,b) := α1b.
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Note that the function g is well defined on the set Wp ×We, since {p1,p2} is
a basis for Wp. Thus, g extends to a linear mapping g : C {Wp ×We} →We,
since the set Wp ×We forms a basis of C {Wp ×We}. It is straightforward to
check that the subspace of relations R is in the kernel of g, so that we get
a linear transformation g : Wp ⊗We → We. Applying this mapping g to the
linear dependence (6.1) yields a linear dependence in We:

c1e1 + c2e2 = 0.

Since {e1, e2} is a basis forWe, it follows that c1 = c2 = 0. A similar argument
applied to the function h : Wp ×We →We defined by

h(α1p1 + α2p2,b) := α2b

yields c3 = c4 = 0.

Exercise 6.3. In the notation of proposition 6.2, show that the element
p1 ⊗ e1 + p2 ⊗ e2 is not decomposable, i.e., cannot be written as a ⊗ b for
any a ∈Wp and b ∈We.

Exercise 6.4. Observe that definition 6.1 makes sense for vector spaces of
arbitrary dimensions. Then adapt the proof of proposition 6.2 to show that
if W1 has dimension n and W2 has dimension m, then the tensor product
W1 ⊗W2 has dimension nm.

Definition 6.5. The inner products on the spaces Wp and We endow the
tensor productWp⊗We with an inner product 〈|〉 given by 〈a1 ⊗ b1|a2 ⊗ b2〉 :=
〈a1|a2〉p 〈b1|b2〉e on decomposable elements and extended to be linear in the
second component and conjugate linear in the first component.

Exercise 6.6. Show that this prescription is well defined, and does indeed
yield an inner product on Wp ⊗We.

Definition 6.7. The set of spin-states for the proton-electron pair is the set
of unit vectors in (Wp ⊗We, 〈|〉) modulo the action of the phase group U(1).
That is, two unit vectors correspond to the same spin-state if and only if they
differ by a phase eiθ.

For ease of notation we often write |ψ ⊗ φ〉 := |ψ〉p ⊗ |φ〉e for the tensor
product of two kets, which is a decomposable ket representing the composite
spin-state in which the proton has spin-state ψ and the electron has spin-state
φ. As shown in exercise 6.3, not all elements of Wp ⊗We are decomposable.
Hence, this model predicts the existence of entangled spin-states—these are
the spin-states of the composite system that cannot be determined by speci-
fying a spin-state for each particle separately.

To investigate further, P chooses a basis {u1,u2,u3} for physical space
and sets up his Stern-Gerlach device SGz, thus providing an identification of
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each spinor space Wp and We with the defining representation of SU(2) on
C2 by means of the z-bases:

Wp = C|+z〉p ⊕ C|−z〉p ' C2

We = C|+z〉e ⊕ C|−z〉e ' C2.

It follows that an orthonormal basis for the tensor product is given by

{|+z〉p ⊗ |+z〉e , |+z〉p ⊗ |−z〉e , |−z〉p ⊗ |+z〉e , |−z〉p ⊗ |−z〉e}. (6.2)

Hence, an arbitrary spin-state of the proton-electron system may be expressed
as a superposition of these particular z-states, and the identifications with C2

yield an identification of the tensor product with C4. Moreover, SU(2) acts
on Wp ⊗We ' C4 via it’s action on each factor of the tensor product:

B ? (|ψ〉p ⊗ |φ〉e) = (B|ψ〉p)⊗ (B|φ〉e) for B ∈ SU(2).

The interpretation of this SU(2)-action is the same as in the one-particle case:
if A ∈ SO(3) describes the rotation from P’s basis for physical space to M’s,
and if f(B) = A (where f : SU(2) → SO(3) is the double cover), then the
action of B on Wp ⊗We sends P’s z-basis for the tensor product to M’s z′-
basis for the tensor product. This SU(2)-action preserves the inner product on
Wp⊗We, so we see that the elements of SU(2) act via unitary matrices on C4.
Thus, the proton-electron system is described by a 4-dimensional unitary rep-
resentation of SU(2), which we denote by π 1

2
⊗π 1

2
: SU(2)→ U(4) ⊂ GL(4,C).

At this point, it is irresistible to ask how this representation decomposes into
irreducible representations of SU(2). From the discussion in Chapter 5, it
will suffice to determine the decomposition of the associated representation of
su(2)C = sl2(C).

For this, we begin by computing the corresponding representation of the
Lie algebra su(2). As usual, we will compute the action of an element iX ∈
su(2) on Wp ⊗ We by differentiating the action of exp(itX) ∈ SU(2). We
will need a Leibniz rule for differentiation of the tensor product, which is
established in the next exercise.

Exercise 6.8 (♣). Suppose that a(t) ∈ Wp and b(t) ∈ We are differen-
tiable vector-valued functions. Then adapt the proof of the product rule from
1-variable calculus to show that

d

dt
(a(t)⊗ b(t)) = ȧ(t)⊗ b(t) + a(t)⊗ ḃ(t).

Using this result, we may compute the action of iX ∈ su(2):

iX ? (|ψ〉p ⊗ |φ〉e) = d

dt

(
exp(itX) ? (|ψ〉p ⊗ |φ〉e)

)
|t=0

= d

dt
(exp(itX)|ψ〉p ⊗ exp(itX)|φ〉e) |t=0

= (iX|ψ〉p)⊗ |φ〉e + |ψ〉p ⊗ (iX|φ〉e).
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Denoting the representation π 1
2
⊗ π 1

2
by π : SU(2) → U(4), we see that

Dπ : su(2)→ u(4) = iH(4) may be written as

Dπ(iX) = iX ⊗ I + I ⊗ iX,

where I denotes the 2 × 2 identity matrix. As in Chapter 5 (see exer-
cise 5.19), we now complexify this representation to obtain the representation
Dπ : sl2(C)→ gl4(C) given by the same formula

Dπ(K) = K ⊗ I + I ⊗K for all K ∈ sl2(C) = M0(2,C).

(As mentioned earlier, we write Dπ rather than DπC in order to simplify the
notation.) We would like to determine how this four-dimensional representa-
tion of sl2(C) decomposes into a direct sum of the irreducible representations
Dπs described in Chapter 5.

Observer M sounds a note of caution: the Lie algebra gl4(C) = M(4,C)
is also a ring under matrix multiplication. Hence, if K1,K2 ∈ sl2(C), then
we can consider the linear transformation Dπ(K1)Dπ(K2) : C4 → C4. But
sl2(C) = M0(2,C) is not closed under matrix multiplication, since the product
of two traceless matrices isn’t traceless in general. Moreover, there is no reason
to think that Dπ respects the operation of matrix multiplication—it is a
homomorphism of Lie algebras, not of rings. This situation can lead to real
confusion if we attempt to determine the action of K1K2 on X by applying
Dπ to the productK1K2 ∈M(2,C). Instead, we must first determine Dπ(K1)
and Dπ(K2), and then compute their product in M(4,C).

Having made this comment, M now turns to the problem of decomposing
the 4-dimensional representation of sl2(C) onWp⊗We into irreducibles. Using
the remark after example 5.35, it will suffice to study the action of the squared
total spin squared operator, S2, since this element acts as the scalar ~2s(s+1)
on the irreducible representation W2s ' C2s+1.

Recall that S := (Sx, Sy, Sz) denotes the vector of spin observables, where
(expressed in the z-basis as 2× 2 matrices):

Sx = ~
2σ1, Sy = ~

2σ2, Sz = ~
2σ3.

Then the squared total spin operator is

S2 := S · S = S2
x + S2

y + S2
z .

Note that as a 2×2 matrix, we have S2 = 3~2

4 I, since each σ2
i = I. But (heeding

M’s earlier warning) in order to determine the action of S2 on Wp ⊗We, we
need to compute Dπ(S) ·Dπ(S) ∈ gl4(C). We have

Dπ(S) = (Sx ⊗ I, Sy ⊗ I, Sz ⊗ I) + (I ⊗ Sx, I ⊗ Sy, I ⊗ Sz) =: Ŝp + Ŝe,

where we introduce the symbols Ŝp and Ŝe to denote the vectors of spin-
operators acting only on the proton or electron factor of the tensor product
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respectively. Hence,

Dπ(S) ·Dπ(S) = (Ŝp + Ŝe) · (Ŝp + Ŝe) = Ŝp · Ŝp + 2Ŝp · Ŝe + Ŝe · Ŝe,

where we have used the fact that the components of Ŝp and Ŝe commute, since
they act on different factors of the tensor product. The operator Ŝp · Ŝp acts
as the scalar 3~2

4 on the tensor product, as does Ŝe · Ŝe:

Ŝp · Ŝp = S2
x ⊗ I + S2

y ⊗ I + S2
z ⊗ I = (S2

x + S2
y + S2

z )⊗ I = 3~2

4 I ⊗ I.

On the other hand, the operator Ŝp · Ŝe acts in a more complicated fashion.
Applied to the first basis element:

Ŝp · Ŝe(|+z〉p ⊗ |+z〉e) = Sx|+z〉p ⊗ Sx|+z〉e + Sy|+z〉p ⊗ Sy|+z〉e
+Sz|+z〉p ⊗ Sz|+z〉e

= ~2

4 (|−z〉p ⊗ |−z〉e + i2|−z〉p ⊗ |−z〉e
+|+z〉p ⊗ |+z〉e)

= ~2

4 |+z〉p ⊗ |+z〉e.

Putting these computations together establishes the first column of the fol-
lowing matrix expressing the action of S2 on Wp ⊗We in the z-basis:

~2


2 0 0 0
0 1 1 0
0 1 1 0
0 0 0 2

 .
Exercise 6.9. Verify that the other columns of this matrix are correct.

The eigenvalues of the matrix above are 0 and 2~2. The eigenspace for 0
is one-dimensional with basis ket

1√
2

(
|+z〉p ⊗ |−z〉e − |−z〉p ⊗ |+z〉e

)
,

while the eigenspace for 2~2 has dimension 3 with basis{
|+z〉p ⊗ |+z〉e,

1√
2

(|+z〉p ⊗ |−z〉e + |−z〉p ⊗ |+z〉e) , |−z〉p ⊗ |−z〉e
}
.

From example 5.35, we know that the eigenspace for 2~2 is isomorphic to
the irreducible SU(2)-representation W2 ∼= C3, and the eigenspace for 0 is
isomorphic to the trivial SU(2)-representation W0 ∼= C. Thus, we obtain the
decomposition into irreducibles

Wp ⊗We
∼= C⊕ C3.
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In the notation introduced in Section 5.5, where πs denotes the irreducible
spin-s representation of dimension 2s+ 1, we see that

π 1
2
⊗ π 1

2
' π0 ⊕ π1.

Moreover, we have chosen the bases for π0 and π1 to be simultaneous eigenkets
for the action of Sz and S2, so that we may write the isomorphism π0⊕π1 →
π 1

2
⊗ π 1

2
explicitly as

|0〉0 7→ 1√
2

(
|+z〉p ⊗ |−z〉e − |−z〉p ⊗ |+z〉e

)
|−1〉1 7→ |−z〉p ⊗ |−z〉e

|0〉1 7→ 1√
2

(
|+z〉p ⊗ |−z〉e + |−z〉p ⊗ |+z〉e

)
|1〉1 7→ |+z〉p ⊗ |+z〉e .

The coefficients displayed above that explicitly define this isomorphism
in terms of the tensor product basis {|±z〉p ⊗ |±z〉e} are called
Clebsch-Gordan coefficients.

Observer P provides the physical interpretation of this representation the-
ory: the spin-states of the composite proton-electron system may be described
as the superpositions of a spin-0 and spin-1 particle. Thus, the representations
π0 and π1 arise naturally in the study of composite systems of spin- 1

2 particles.
Observer P points out that the interaction between the proton and electron

has not been specified in any way, and thus the previous computations remain
valid for any choice of Hamiltonian to describe the interaction. As a specific
example, P decides to model only the spin-spin interaction of the proton-
electron system.
Example 6.10. The fact that the proton is a charged particle of nonzero spin
means that it has a magnetic dipole moment generating a magnetic field which
interacts with the spin of the electron (see [9, Section 6.5]). P introduces the
following Hamiltonian operator on the tensor product Wp ⊗We to model this
spin-spin interaction:

H = b

~2 Ŝp · Ŝe = b

~2 (Sx ⊗ Sx + Sy ⊗ Sy + Sz ⊗ Sz) .

Here b is a constant with the dimensions of energy. Using the identity

Ŝp · Ŝe = 1
2

(
Dπ(S) ·Dπ(S)− Ŝp · Ŝp − Ŝe · Ŝe

)
it follows that the eigenvectors for H are the same as those found above for the
action of S2, and P concludes that the spin-1 representation describes higher
energy states than the spin-0 representation. Specifically, there is a single state
with energy −3b and a three-dimensional space of states with energy b. In
general, the state of the system is given by a superposition of these energy
states. This phenomena is called the hyperfine splitting of the ground state of
the hydrogen atom. We will return to this example in Section 8.7.1.
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6.2 The Clebsch-Gordan problem
We have just discovered one entry in a “multiplication table” for the irre-

ducible representations of SU(2):

π 1
2
⊗ π 1

2
' π0 ⊕ π1.

Moreover, the analysis in the previous section actually specified the isomor-
phism explicitly, by identifying Sz-eigenbases for the irreducible representa-
tions π0 and π1 inside the tensor product. The obvious next step is to in-
vestigate the Clebsch-Gordan problem for SU(2): given two irreducible repre-
sentations πa and πb, how does the tensor product πa ⊗ πb decompose into
irreducible representations? The answer turns out to be quite simple:

πa ⊗ πb '
a+b⊕

s=|a−b|

πs. (6.3)

Observer P interprets this “multiplication table” as tabulating the rules for
adding spins in quantum mechanics. For example, a composite system con-
sisting of a spin-1 and a spin-2 particle decomposes as

π1 ⊗ π2 ' π1 ⊕ π2 ⊕ π3.

In this section, we will establish the existence of the isomorphism (6.3), but
we will not describe it explicitly by finding the Clebsch-Gordan coefficients as
in the case of π 1

2
⊗ π 1

2
in the previous section.

Proposition 6.11. For all a, b ≥ 0, the tensor product of the irreducible
SU(2)-representations πa and πb has a direct-sum decomposition as follows:

πa ⊗ πb '
a+b⊕

s=|a−b|

πs.

Proof. To begin, recall from Section 5.5 that πa has a basis of σ3-eigenkets
(labeled by their eigenvalues)

|−2a〉 , |−2a+ 2〉 , . . . , |2a〉 .

Similarly, πb has eigenbasis

|−2b〉 , |−2b+ 2〉 , . . . , |2b〉 .

The pairwise tensor products of these basis elements yield a basis of σ3-
eigenkets for πa ⊗ πb, where |α〉 ⊗ |β〉 is an eigenket for σ3 with eigenvalue
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α+ β:

σ3 ? (|α〉 ⊗ |β〉) = (σ3 ? |α〉)⊗ |β〉+ |α〉 ⊗ (σ3 ? |β〉)
= α|α〉 ⊗ |β〉+ |α〉 ⊗ β|β〉
= (α+ β)|α〉 ⊗ |β〉.

Suppose without loss of generality that a ≥ b. Then there is a unique eigenket
with largest eigenvalue 2(a+b), namely |2a〉⊗|2b〉. The next largest eigenvalue
is 2(a+ b− 1), with 2-dimensional eigenspace spanned by

|2a〉 ⊗ |2b− 2〉 and |2a− 2〉 ⊗ |2b〉 .

This pattern continues (the eigenvalue decreasing by 2 at each step and the
number of eigenkets increasing by 1) until we reach the eigenvalue 2(a−b) ≥ 0,
with eigenspace of dimension 2b+ 1 spanned by

|2a〉 ⊗ |−2b〉 , |2a− 2〉 ⊗ |−2b+ 2〉 , . . . , |2a− 4b〉 ⊗ |2b〉 .

Now write

πa ⊗ πb ' πs1 ⊕ πs2 ⊕ · · · ⊕ πsk , (6.4)

for some as-yet-unknown numbers sj ∈ 1
2Z. Assume that s1 ≥ s2 ≥ · · · ≥ sk.

From the direct sum decomposition, the largest eigenvalue for the action of σ3
on the tensor product must be 2s1. But we know that the largest eigenvalue
is 2(a+ b), which implies that s1 = a+ b as claimed. The representation πs1

contributes one dimension to each of the following eigenspaces of the tensor
product:

−2s1,−2s1 + 2, . . . , 2s1 − 2, 2s1.

But the eigenspace for 2s1−2 = 2(a+b−1) has dimension 2, so a 1-dimensional
subspace must come from πs2 . It follows that s2 = a + b − 1. The pattern
continues until we reach the eigenspace for 2(a−b): each time we decrease the
eigenvalue by 2, we find that the previously identified representations do not
quite account for the entire eigenspace, which allows us to identify the next
representation. At this point we have established that

s1 = a+ b, s2 = a+ b− 1, . . . , s2b+1 = a− b.

We now show that this list gives the full decomposition of the tensor-product
by making a dimension count. Indeed, since dim(πs) = 2s+ 1, taking dimen-
sions in (6.4) yields

(2a+ 1)(2b+ 1) = (2s1 + 1) + (2s2 + 1) + · · ·+ (2sk + 1).



130 Symmetry and Quantum Mechanics

Noting that sj + j = a+ b+ 1 for j = 1, . . . , 2b+ 1, we compute

2b+1∑
j=1

(2sj + 1) =
2b+1∑
j=1

(2(a+ b+ 1− j) + 1)

= (2(a+ b) + 3)(2b+ 1)− 2
2b+1∑
j=1

j

= (2(a+ b) + 3)(2b+ 1)− (2b+ 2)(2b+ 1)
= (2a+ 1)(2b+ 1).

This equality of dimensions establishes the direct sum decomposition.

6.3 Identical particles—spin only
M is quite impressed with the foregoing analysis of two-particle systems,

but he wonders about the case where the particles are identical, therefore
theoretically indistinguishable. Take two identical spin-s particles for instance,
each with spinor-space given by a copy of the SU(2)-representation πs. Then it
would seem that the spinor-space for the composite system should be modeled
by πs ⊗ πs. But this tensor product has the obvious symmetry defined by
Q(|ψ1〉 ⊗ |ψ2〉) = |ψ2〉 ⊗ |ψ1〉. That is, Q simply switches the labels on the
two states. Since the particles are indistinguishable (unlike the proton and
electron in our earlier discussion), there is no way to actually label the two
particles. That is, if observer P and observer M each independently assign
mental labels to the two particles for the purpose of their modeling, then they
may well disagree, and switching the labels shouldn’t change the underlying
physical state. Hence, the physical spin-states in πs⊗πs must be eigenvectors
of Q, so that switching the labels only results in a change of phase. But the
operator Q satisfies Q2 = I, hence has eigenvalues ±1. It follows that physical
states are either symmetric or antisymmetric under label-switching.

The tensor product decomposes as a direct sum of antisymmetric and
symmetric tensors:

πs ⊗ πs = ∧2πs ⊕ Sym2πs.

Here, the first summand consists of the antisymmetric tensors, which we may
describe explicitly in terms of the basis kets |j〉 for πs:

∧2πs = spanC{|j〉 ⊗ |j′〉 − |j′〉 ⊗ |j〉 | j, j′ = −2s,−2s+ 2, . . . , 2s}.

Similarly, the second summand consists of the symmetric tensors:

Sym2πs = spanC{|j〉 ⊗ |j′〉+ |j′〉 ⊗ |j〉 | j, j′ = −2s,−2s+ 2, . . . , 2s}.
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Exercise 6.12. Show that dim(∧2πs) = s(2s + 1) and also that
dim(Sym2πs) = (s + 1)(2s + 1). Verify that the sum of these dimensions
is (2s+ 1)2 = dim(πs ⊗ πs).

The upshot of the discussion above is that the physical spin-states for the
composite system of two identical spin-s particles must lie in one of these sum-
mands or the other. Observer P mentions something called the Spin-Statistics
Theorem: particles with integral spin (bosons) only form symmetric tensors,
while particles with half-integral spin (fermions) only form antisymmetric ten-
sors. Actually, it is a bit premature to make this demand of our spin-states: the
Spin-Statistics Theorem applies only to the full quantum states of identical
particles, describing not only their spin, but also the more familiar observables
position and momentum. In Part II we develop the mathematical framework
for this description, and we will return to the question of identical particles
at the end of Chapter 8.
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Chapter 7
A One-Dimensional World

In which M and P discover the Heisenberg group, H1.

M and P now want to incorporate the more familiar dynamical variables
into their model: position and momentum. Before building a three-dimensional
model, they decide to get their bearings by imagining a one-dimensional world.
M starts things off with the following comment: while it might seem reasonable
to employ the vector space R as a model of a one-dimensional world, there is a
small problem: the vector space has a special point 0, while the physical world
presumably has no such distinguished point. For this reason, she proposes the
following definition, which amounts to “forgetting the origin” in the vector
space R.

Definition 7.1. One-dimensional physical space is a real affine space, A,
of dimension 1. More precisely, A is a set endowed with a simply transitive
action by the Lie group (R,+):

R× A→ A, (r, a) 7→ r + a.

Simple transitivity means that for all a, a′ ∈ A, there exists a unique r ∈ R
such that r + a = a′. This formalism serves to capture the fact that although
M and P are looking at the same physical space A, they may be at different
locations, and hence think of different points in space as the origin. Indeed,
suppose that P is located at a0 ∈ A and M is located at a′0 ∈ A. By simple
transitivity, there exists a unique w in (R,+) satisfying a′0 = w + a0. Thus,
M’s location is obtained from P’s through translating by w (see Figure 7.1).

The point a0 yields a bijection R → A given by r 7→ r + a0. Hence, the
choice of location a0 allows P to think of physical space as the vector space
R. Let ϕ : A → R denote the inverse of this identification, so ϕ(a0) = 0.
Similarly, the choice of a′0 yields a bijection R→ A given by r 7→ r + a′0. Let
ϕ′ : A→ R denote the inverse of this map, so ϕ′(a′0) = 0. Then the composition
ϕ′ ◦ ϕ−1 : R→ R is given by r 7→ r − w. This means that M’s position values
are obtained from P’s by subtracting w, the translation necessary to move P’s

A
a0 a′0

w

FIGURE 7.1: Observer M’s location is translated from P’s through a dis-
tance w ∈ R.
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x′

0−w

M

x
0 w

P

FIGURE 7.2: Observer M’s coordinate system is translated from P’s through
a distance w ∈ R, so x′ = x− w.

location to M’s (see Figure 7.2). Thus, P thinks of one-dimensional physical
space as R endowed with the translation action of the Lie group (R,+), serving
to connect his choice of location/origin to any other choice. This is completely
analogous to the way that, in Chapter 1, observer P thought of the inner
product space (V, 〈, 〉) as (R3, ·) endowed with the rotation action of the Lie
group SO(3).

7.1 Position
Now P imagines that there is a particle in space. Thinking naively, if he

were to measure the particle’s position, he might obtain any value x ∈ R. That
is, the particle could be anywhere. Following the formalism that emerged from
the investigation of spin, he denotes by the symbol δx the state of the particle
with definite position x. Then a general position state should be modeled by
a superposition of the states δx. As a first attempt at a mathematical model,
P considers the complex vector space X having the set {δx | x ∈ R} as a
basis. Moreover, he defines an inner product on X by taking the basis vectors
δx to be orthonormal. In this model, an arbitrary position state would be
represented by a unit vector ψ ∈ X , considered up to multiplication by phases
eiθ ∈ U(1). If ψ is such a position state, then there exist n ∈ N, x1, . . . , xn ∈ R
and c1, . . . , cn ∈ C such that

ψ = c1δx1 + · · ·+ cnδxn .

Moreover, |c1|2+· · ·+|cn|2 = 1, with |ci|2 giving the probability that a position
measurement on ψ will return the value xi. This model is unsatisfactory for
the following reason: the state ψ represents a particle that when measured
will definitely be found at one of the finitely many locations x1, . . . , xn. But
there are uncountably many different possible position values x, so the state
ψ strikes P as quite unphysical. So he is left with the question: how to find
a model for position states that allows for the superposition of uncountably
many states?

M listens carefully to P and then proposes the following solution: If physi-
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cal space consisted of only finitely many points x1, . . . , xn, then the preceding
model would be fine, and we could think of the state ψ as being a function
ψ : {x1, . . . , xn} → C defined by ψ(xi) = ci. That is, instead of thinking of ψ
as being a linear combination of the vectors δxi , we could think of ψ as being
a function defined on space, with ψ(xi) = “amplitude for being found at xi.”
So, since P has modeled physical space as R, he should define a position state
to be a function ψ : R → C, and interpret ψ(x) as the “amplitude density”
for the position of the particle. The requirement that the total probability
of being found somewhere in space is 1 becomes the integral condition that∫
R |ψ|

2dx = 1. This discussion leads M to propose the definition:

Definition 7.2. One-dimensional position space is the complex inner product
space of square-integrable functions (L2(R), 〈|〉), where

L2(R) = {ψ : R→ C |
∫
R
|ψ|2dx <∞},

and 〈ψ|φ〉 =
∫
R ψ
∗φdx. Position states1 are unit vectors in L2(R) considered

up to multiplication by a phase in U(1). If ψ is a position state and E ⊂
R is a measurable subset, then

∫
E
|ψ|2dx is the probability that the particle,

if measured, will be found in the subset E. We refer to the functions ψ as
wavefunctions.

Note that this definition of position space depends on P’s choice of location
a0 ∈ A, which identifies one-dimensional physical space A with R endowed
with the translation action of (R,+) given by x 7→ x + w for x ∈ R and
w ∈ (R,+). To account for this, the position space L2(R) also carries an
action of (R,+).

Definition 7.3. The translation action of (R,+) on position space L2(R) is
given by2

R× L2(R)→ L2(R), (w,ψ(x)) 7→ ψ(x− w).
We denote the translation action by Twψ(x) := ψ(x− w).

Note that the translation action preserves the inner product:

〈Twψ|Twφ〉 =
∫
R
ψ(x− w)∗φ(x− w)dx =

∫
R
ψ(x)∗φ(x)dx = 〈ψ|φ〉 .

In fact (see Appendix A.3.2), the map w 7→ Tw is a strongly continuous one-
parameter unitary group acting on the Hilbert space L2(R). Thus, Stone’s

1In our treatment of spin, we were careful to distinguish notationally between a spin-
state ψ and a ket |ψ〉 representing it. In order to ease the notation, we now discontinue this
practice, and use ψ to denote both a position state and a function representing it, always
remembering that the representing function can be multiplied by a global phase eiθ ∈ U(1)
without changing the state.

2Recall from Section 5.2 that when a group G acts on a space X, it also acts in a
natural way on the space of functions with domain X by pre-composition with the inverse:
g ? F (x) := F (g−1x). See Section 7.3.1 for further thoughts about this phenomenon.
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Theorem A.51 applies, as described briefly at the end of Section 5.6. As we
will see in due course, the corresponding self-adjoint operator on position space
will provide the linear momentum observable.

From our experience with spin, we want to model the observable “posi-
tion” by a self-adjoint operator x̂ on position space. Thinking informally, the
position state ψ is a superposition of the states δλ having definite position val-
ues λ ∈ R. These should be eigenstates for the position operator x̂, satisfying
x̂δλ = λδλ. This leads us to define the position operator to be multiplication
by the function x:

x̂ψ(x) := xψ(x).
Of course, this operator is not defined on all of L2(R), since xψ may not

be square-integrable even though ψ is. Nevertheless, the operator x̂ is defined
and self-adjoint on the dense subspace{

ψ ∈ L2(R) | xψ ∈ L2(R)
}
,

and that is all we need in order to have a good analytic theory. Note, how-
ever, that the operator x̂ has no actual eigenfunctions in L2(R). Indeed, if
δλ(x) were such an eigenfunction with eigenvalue λ ∈ R, then it would satisfy
(x− λ)δλ(x) = 0 for all x, which would imply that δλ(x) = 0 unless x = λ.
But the only such function in L2(R) is the zero function (we identify square-
integrable functions that differ on a set of measure zero). To get around this
fact, physicists often speak of the Dirac delta function δλ(x) which has the
seemingly contradictory properties of being zero except at x = λ but having
an integral equal to 1: ∫

R
δλ(x)dx = 1.

In fact, such an object does exist, but it is not an honest function. Rather, it
is a distribution: a continuous linear functional on the dense subspace of com-
pactly supported smooth functions, C∞c (R) ⊂ L2(R). Specifically, the Dirac
delta function δλ is the linear mapping C∞c (R) → C defined by evaluation at
x = λ:

δλ(f) := f(λ).
As a bit of suggestive notation, we generally write the preceding formula as
an integral: ∫

R
δλ(x)f(x)dx := f(λ).

We will not develop the theory of distributions in this book, although we
will mention them occasionally in a motivational way as above. For future
reference, we record the definition of the position operator below:
Definition 7.4. The position operator x̂ is the self-adjoint operator on posi-
tion space L2(R) defined as multiplication by x:

x̂ψ(x) := xψ(x).

The domain of x̂ is the dense subspace
{
ψ ∈ L2(R) | xψ ∈ L2(R)

}
.
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Before going on with the development of one-dimensional position space,
we stop to highlight some parallels with the model of electron spin developed in
the first half of the book. We began in Chapter 2 with a discussion of the Stern-
Gerlach experiment, which led to the notion of the observable “spin in the z-
direction.” To model this observable, we introduced a complex inner product
space C2 = C|+z〉⊕C|−z〉 spanned by an orthonormal basis corresponding to
the states of definite spin in the z-direction. We defined the observable itself
as the Hermitian operator Sz = ~

2σ3, obtained as the sum of the orthogonal
projections onto the states of definite spin, weighted by the observed values
±~

2 . Of course, this description depends on the choice of z-direction, and
different choices are accounted for by the SU(2)-action on C2 corresponding
to the rotation action of SO(3) on R3. Moreover, the operator − i

~Sz is an
element of the Lie algebra su(2), and it generates a one-parameter unitary
group via exponentiation:

exp
(
− i
~
θSz

)
= exp

(
−iθ

2 σ3

)
=
[
e−

iθ
2 0

0 e
iθ
2

]
∈ SU(2).

The original operator − i
~Sz may be recovered as the generator of this unitary

action, obtained as the θ-derivative (evaluated at θ = 0). Moreover, this one-
parameter group maps to the group of rotations around the z-axis under the
double cover f : SU(2)→ SO(3). Hence, in the case of spin, the observable Sz
ultimately arises from a symmetry of spinor space, which in turn arises from
a symmetry of the physical space R3 of Chapter 1.

Analogously, the observable “position” is given by the self-adjoint operator
x̂ on position space L2(R). If we allow ourselves to think about distributions,
then we may regard position space (informally) as being the orthogonal span
of the Dirac delta functions δλ, thought of as states of definite position. Then
the operator x̂ is just the sum of the orthogonal projections onto these states,
weighted by the observed values λ. Again, this description depends on the
choice of origin in physical space, and different choices are accounted for by the
translation action on L2(R) coming from the action of (R,+) on R. Pushing
the analogy further, we see that the operator − i

~ x̂ arises via differentiation
(with respect to the parameter v) from the unitary (R,+)-action on L2(R)
defined by

R× L2(R)→ L2(R), (v, ψ(x)) 7→ e−
ivx
~ ψ(x).

(This is Stone’s Theorem A.51 for the self-adjoint position operator x̂.) Hence,
the operator x̂ does arise from a symmetry of position space. But note that the
(R,+)-action generated by x̂ is not the translation action from definition 7.3.
Nevertheless, we will see in Section 7.3 that this additional symmetry of po-
sition space will combine with translation to yield a larger symmetry group
(the Heisenberg group) that has fundamental importance for the theory of
quantum mechanics. Moreover, we will provide a physical interpretation of
the Heisenberg group action in Section 7.3.1.
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7.2 Momentum
Just as M and P obtained the spin operators Sx, Sy, Sz by differentiating

the action of SU(2) on spinor space, they now apply the same procedure to
the translation action of (R,+) on L2(R). Clearly, the tangent space to (R,+)
at the identity is R. Moreover, since (R,+) is an abelian group, it follows that
the Lie algebra of (R,+) is r = R with trivial Lie bracket (i.e., all brackets
are zero). In order to determine the exponential map exp: r→ R, we use the
characterization from Section 5.3 (see the discussion before proposition 5.20):
if p ∈ r = R is a tangent vector at 0 ∈ (R,+), then exp(p) := cp(1), where
cp : (R,+)→ (R,+) is the unique homomorphism satisfying ċp(0) = p. In this
case we clearly have cp(t) = pt, so we find that exp(p) := cp(1) = p.

It may seem strange that the exponential mapping for the Lie group (R,+)
is simply the identity function rather than the usual infinite series. But this is
because we have expressed the group additively, rather than as a multiplica-
tive matrix group. The next exercise reveals the hidden exponential series by
expressing (R,+) as a matrix group.

Exercise 7.5. Consider the set R of 2×2 upper-triangular real matrices with
1’s on the diagonal:

R :=
{[

1 a
0 1

]
| a ∈ R

}
.

Show that R is a group under matrix multiplication, isomorphic to the additive
group of real numbers (R,+). Show that the Lie algebra of R is the space of
strictly upper triangular real matrices. Finally, use the power series for the
exponential mapping to show that

exp
[

0 p
0 0

]
=
[

1 p
0 1

]
.

To determine the action of r on L2(R), we take the derivative of the
translation action of (R,+). For p ∈ r = R and a sufficiently nice function
ψ(x) ∈ L2(R) we have

p ? ψ(x) = d

dt

(
Tcp(t)ψ(x)

)∣∣∣∣
t=0

= d

dt
ψ(x− pt)

∣∣∣∣
t=0

= −pdψ
dx
.

In particular, the element 1 ∈ r = R acts on L2(R) as − d
dx . Thinking of 1 as

the generator of translation and remembering the correspondence Su ↔ − i
~Su

between spin-observables and generators of rotations, M makes the following
definition.

Definition 7.6. The linear momentum operator p̂ is the self-adjoint operator
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on3 position space L2(R) given by the differential operator

p̂ := −~
i

(
− d

dx

)
= ~
i

d

dx
.

Note that this operator does have the dimensions of angular momentum di-
vided by length, or linear momentum. The interpretation of p̂ as the momen-
tum operator will be justified more fully below.

To understand the structure of the operator p̂ = ~
i
d
dx , let’s look for it’s

eigenfunctions ψp, which are solutions to the differential equation

dψp
dx

= i

~
pψp p ∈ R.

Clearly, for each eigenvalue p ∈ R, the corresponding solution is

ψp(x) = Npe
i
~px,

where Np ∈ C is an arbitrary constant. In order to represent a position-state,
ψp must have unit norm, which should determine the choice of Np. But∫

R
ψ∗pψpdx =

∫
R
N∗p e

− i
~pxNpe

i
~pxdx =

∫
R
|Np|2dx =∞,

unless Np = 0. Thus, the eigenfunctions ψp are not elements of L2(R), and
the model predicts that states with definite momentum values are unphysical.
Nevertheless, the momentum eigenfunctions may be thought of as a basis for
L2(R), via the theory of the Fourier transform.

To explain this, note that for any ψ(x) ∈ L1(R) ∩ L2(R), the integral
〈ψp|ψ〉 =

∫
R ψ
∗
p(x)ψ(x)dx =

∫
RN

∗
p e
− i

~pxψ(x)dx exists4. We thus obtain a
function ψ̃ : R → C defined by ψ̃(p) := 〈ψp|ψ〉, called the Fourier transform
of ψ. Choosing the normalization constants to be Np = 1√

2π~ , the Fourier
Inversion Theorem says that (assuming ψ̃(p) ∈ L1(R)):

ψ(x) =
∫
R
ψ̃(p)ψp(x)dp = 1√

2π~

∫
R
ψ̃(p)e i~pxdp.

In this way, we can think of sufficiently nice position states ψ(x) as superpo-
sitions of the momentum eigenstates ψp, with the amplitude density for ψ to
be found with momentum p given by the Fourier transform ψ̃(p). In fact, the
Fourier transform may be extended to a unitary automorphism of the entire
Hilbert space L2(R); see [4, Section 8.3].

To investigate the relationship between position and momentum, we begin
by computing the action of the commutator [x̂, p̂] on position space:

3Just as for the position operator x̂, the domain of p̂ is a dense subspace of L2(R).
4Here, L1(R) =

{
ψ : R→ C |

∫
R |ψ|dx <∞

}
denotes the space of absolutely integrable

functions on R.
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Proposition 7.7. The commutator [x̂, p̂] acts as the scalar i~ on sufficiently
nice functions in position space L2(R).

Proof. This is essentially the product rule:

[x̂, p̂]ψ(x) = (x̂p̂− p̂x̂)ψ(x)

= ~
i

(
x
dψ

dx
− d

dx
(xψ(x))

)
= ~

i

(
x
dψ

dx
− ψ(x)− xdψ

dx

)
= i~ψ(x).

Just as in definitions 3.14 and 3.16, we define the expectation value and
uncertainty of the position observable in a state ψ as follows:

〈x̂〉ψ := 〈ψ|x̂ψ〉 =
∫
R
x|ψ(x)|2dx

∆ψx̂ := 〈ψ|(x̂− 〈x̂〉ψ)2ψ〉.

Similarly, for the momentum observable we have

〈p̂〉ψ := 〈ψ|p̂ψ〉 = −i~
∫
R
ψ(x)∗ dψ

dx
dx

∆ψp̂ := 〈ψ|(p̂− 〈p̂〉ψ)2ψ〉.

For a given wavefunction ψ, the expectation values should be interpreted
as the average values we would obtain if we made many measurements on
identical copies of the state ψ. The uncertainties then indicate the “spread”
of the measured values around the expectation value.

Although one must be careful to restrict attention to position states ψ such
that x̂ψ, p̂ψ, x̂p̂ψ and p̂x̂ψ are in L2(R), the argument leading to theorem 3.20
extends to establish the Heisenberg Uncertainty Principle for position and
momentum (for further details see [10, Chapter 12]):

Theorem 7.8 (Heisenberg Uncertainty Principle). For sufficiently nice posi-
tion states ψ ∈ L2(R), we have the inequality:

∆ψx̂∆ψp̂ ≥
~
2 . (7.1)

The Heisenberg Uncertainty Principle places a fundamental limit on the
simultaneous determination of the position and momentum of a particle: the
less uncertainty there is in the particle’s position, the more there must be
in the particle’s momentum, and vice versa. Moreover, unlike in the case
of spin, there are no physical states of definite position or definite mo-
mentum. However, it is possible to construct minimum uncertainty states
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which achieve equality in (7.1); see [10, Section 12.4] for details. More-
over, there exist such minimum uncertainty states with arbitrarily small
(but nonzero!) position-uncertainty and therefore arbitrarily large momentum-
uncertainty. Similarly, there are minimum uncertainty states of arbitrarily
small momentum-uncertainty and corresponding large position-uncertainty.

7.3 The Heisenberg Lie algebra and Lie group
From proposition 7.7, it follows that the three skew-Hermitian operators

− i
~
x̂ − i

~
p̂ − i

~
I

generate a real Lie algebra with all brackets between basis elements equal to
zero, except for the commutation relation[

− i
~
x̂,− i

~
p̂

]
= − i

~
I.

As the next exercise shows, this Lie algebra is isomorphic to a matrix Lie
algebra called the Heisenberg algebra.
Exercise 7.9. Let h1 denote the real vector space of 3 × 3 strictly upper
triangular real matrices:

h1 =


 0 v a

0 0 w
0 0 0

 | v, w, a ∈ R

 .

Check that h1 is closed under commutation, so that it forms a 3-dimensional
real Lie algebra. Denote by Eij the 3× 3 matrix with 1 in the ith row and jth
column, and zeros elsewhere. Show that the following map defines an isomor-
phism of Lie algebras:

E12 7→ −
i

~
x̂ E23 7→ −

i

~
p̂ E13 7→ −

i

~
I.

Exercise 7.10. Show that the exponential of a matrix in h1 is given as follows:

exp

 0 v a
0 0 w
0 0 0

 =

 1 v a+ 1
2vw

0 1 w
0 0 1

 .
Verify that h1 is the Lie algebra of the Heisenberg group, the 3-dimensional
Lie group of 3× 3 upper triangular real matrices with 1’s on the diagonal:

H1 :=


 1 v α

0 1 w
0 0 1

 | a, b, c ∈ R

 .
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Show that H1 is isomorphic to the group (R3, •) with operation

(v, w, α) • (v′, w′, α′) := (v + v′, w + w′, α+ α′ + vw′),

and that the inverse of an element (v, w, α) is given by

(v, w, α)−1 = (−v,−w,−α+ vw).

We have seen that the Lie algebra h1 acts on position space L2(R) via
skew-Hermitian operators, and it is natural to wonder whether this action
arises from a unitary action of H1. To show that this is indeed the case, note
that H1 has three obvious subgroups isomorphic to (R,+), and we know how
each of these acts on position space to yield the operators − i

~ x̂,−
i
~ p̂, and −

i
~I

via differentiation. Identifying H1 with (R3, •) as in the previous exercise, we
have:

(v, 0, 0) acts as ψ(x) 7→ e−
ivx
~ ψ(x)

(0, w, 0) acts as ψ(x) 7→ ψ(x− w)
(0, 0, α) acts as ψ(x) 7→ e−

iα
~ ψ(x).

Observe that the element (0, 0, α) acts by the constant phase e− iα~ and there-
fore does not actually change the position state, but only the represent-
ing function. In contrast (and despite superficial appearances), the element
(v, 0, 0) acts by the function e−

ivx
~ , thereby changing the position state (see

Section 7.3.1 for an interpretation of this action). To emphasize this sort of
distinction, we say that (0, 0, α) acts via a global phase, i.e., a phase that does
not depend on the position variable x.

Now note that an arbitrary element of H1 may be factored as a product:

(v, w, α) = (0, 0, α) • (0, w, 0) • (v, 0, 0).

Hence, applying each factor in turn, we see that a general element (v, w, α)
must act as follows:

ψ(x) 7→ e−
ivx
~ ψ(x) 7→ e−

iv
~ (x−w)ψ(x− w) 7→ e−

iα
~ e−

iv
~ (x−w)ψ(x− w)

= e−
i
~ (α+v(x−w))ψ(x− w).

Exercise 7.11. Check that the preceding formula defines a unitary action of
H1 on L2(R). This representation is called the Schrödinger representation of
H1.

The Stone-von Neumann Theorem A.54 states that the Schrödinger repre-
sentation is the unique irreducible strongly continuous unitary representation
of H1 in which the central element (0, 0, 1) acts by the scalar e− i

~ . Observer M
is very pleased with the analysis: the representation theory of the Heisenberg
group H1 provides a canonical status for position space.
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7.3.1 The meaning of the Heisenberg group action
Suppose that ψ ∈ L2(R) is a wavefunction, describing for P the position

state of a particle. Hence, for a particular position-value x ∈ R, P interprets
the complex number ψ(x) as the amplitude density for the particle to be found
at position x. Note that if observer M is translated from P through a distance
w, then she would describe the same position as x′ = x − w. Moreover, she
would also describe the particle’s position state via a wavefunction ψ′ with a
different functional form than ψ. Indeed, since they are describing the same
particle, we expect5 that ψ′(x′) = ψ(x). To determine M’s wavefunction ψ′, we
temporarily introduce an indeterminate ξ in order to emphasize the distinction
between the functional form ψ′(ξ) and the numerical values ψ′(x′). We require
that

ψ′(x′) = ψ(x) = ψ(x′ + w),
which implies that ψ′(ξ) = ψ(ξ + w). We summarize as follows: if M’s actual
position is obtained from P’s through translation by w, then M’s position-
values x′ are obtained from P’s position-values x via the inverse translation:
x′ = x − w. The same reversal goes for the wavefunctions: M’s wavefunction
ψ′ is obtained from P’s wavefunction ψ via the inverse translation T−w:

ψ′(x) = T−wψ(x) = ψ(x− (−w)) = ψ(x+ w).

Note that we have abandoned the symbol ξ in favor of x, now thought of
as an indeterminant rather than as P’s numerical position values. This can
lead to some confusion, but it allows us to interpret the translation action
on wavefunctions as providing the connection between P’s position states and
the position states of translated observers such as M. Explicitly, if P describes
a particular location with the position-value x0, then M will describe it with
x′0 = x0 − w, and the corresponding amplitudes are given by

ψ′(x′0) := ψ′(x)|x=x′0 = ψ(x+ w)|x=x0−w = ψ(x0 − w + w) = ψ(x0).

Thus, our two observers agree on the amplitude densities and hence on the
probability densities. Since the translations form a subgroup of the Heisenberg
group, it is natural to ask for a similar physical interpretation of the H1-
action on wavefunctions. So suppose that (v, w, α) ∈ H1 and ψ(x) is P’s
description of a position state. Then acting via the inverse element yields a
new wavefunction:

ψ′(x) = (v, w, α)−1 ? ψ(x)
= (−v,−w,−α+ vw) ? ψ(x)
= e−

i
~ (−α+vw−v(x+w))ψ(x+ w)

= e
i
~ (α+vx)ψ(x+ w).

5Note that, strictly speaking, it is only the probability densities |ψ′(x′)|2 and |ψ(x)|2
that must be equal, which leaves room to adjust by a phase. We will return to this issue in
just a moment.
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Again, using x′ = x− w, we find that ψ′(x′) = e
i
~ (α+v(x−w))ψ(x), so the two

wavefunctions again yield the same position-probability densities, although
they now differ by a position-dependent phase. To understand the physical
meaning of this phase, consider the Fourier transform of P’s wavefunction,
expressing the position state ψ(x) as a superposition of momentum eigenstates
ψp(x):

ψ(x) = 1√
2π~

∫
R
ψ̃(p)e i~pxdp.

It follows that

ψ′(x) = 1√
2π~

e
i
~ (α+vx)

∫
R
ψ̃(p)e i~p(x+w)dp

= 1√
2π~

e
i
~α

∫
R
ψ̃(p)e i~ (p+v)xe

i
~pwdp

= 1√
2π~

e
i
~α

∫
R
ψ̃(p− v)e i~pxe i~ (p−v)wdp

= e
i
~α

∫
R
e
i
~ (p−v)wψ̃(p− v)ψp(x)dp.

Thus, the Fourier transform of ψ′ is related to the Fourier transform of ψ as
follows:

ψ̃′(p) = e
i
~ (α+(p−v)w)ψ̃(p− v).

Taking the squared modulus to compare the momentum-probability densities,
we find that

|ψ̃′(p)|2 = |ψ̃(p− v)|2,

which means that the probability that ψ′ will be measured with momentum
p is the same as the probability that ψ will be measured with momentum
p − v. Thus, ψ′ represents a particle whose momentum has been translated
by v with respect to the particle represented by ψ. In particular, ψ′(x) is the
wavefunction that the translated observer M would use to describe a particle
that only differs from the particle described by ψ(x) in that its momentum
has been shifted by v. Note that this is exactly what we would expect if M
were not only translated from P, but also moving toward P. To be precise (and
replacing v by mv where m is the particle’s mass): suppose that M is moving
toward P with speed v, and that at time t = 0, M is located at x = w (which
M would describe as x′ = 0). Then if P describes a particle at time t = 0 via
the wavefunction ψ(x), then (at the same instant t = 0), M would describe
the particle via the wavefunction ψ′(x) = (mv,w, α)−1 ? ψ(x). We will return
to the question of the relation between the time evolutions ψ(x, t) and ψ′(x, t)
for observers in relative motion in Chapter 9.
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7.4 Time-evolution
While all this is quite pretty, P would like a bit more justification for the

definition of the momentum operator p̂. To make contact with some actual
physics, P decides to introduce a Hamiltonian operator on position space
L2(R) corresponding to the energy of a particle in one-dimensional space.
Classically, the energy E of such a particle is given by the sum of the kinetic
and potential energies:

E = p2

2m + V (x).

Here, p is the momentum of the particle, m is the mass, and V (x) is the
potential energy function. Quantizing this classical expression leads to the
time-independent Hamiltonian

H = p̂2

2m + V (x̂),

where we write V (x̂) for the self-adjoint operator on L2(R) defined by multipli-
cation by V (x). The Schrödinger equation i~ψ̇ = Hψ giving the time-evolution
of an initial position-state ψ(x) = ψ(x, 0) is then the partial differential equa-
tion

i~
∂ψ(x, t)
∂t

=
(
p̂2

2m + V (x̂)
)
ψ(x, t) = − ~2

2m
∂2ψ(x, t)
∂x2 + V (x)ψ(x, t).

Before going on, we take a moment to check that solutions to the
Schrödinger equation transform correctly under the translation action on
L2(R). In particular, we wish to show that if observer M is translated by
w from P, and if P describes a solution to the Schrödinger equation as ψ(x),
then M’s corresponding wavefunction ψ′(x) = ψ(x + w) is also a solution
to the Schrödinger equation. The key observation (see Figure 7.3) is that M
would describe the potential by the translated function V ′(x) = V (x+w), so
that V ′(x′) = V (x) for x′ = x−w. (Note that primes here denote M’s version
of the functions, not derivatives.) But then ψ′ is manifestly a solution to the
Schrödinger equation with potential V ′:

i~
∂ψ′(x, t)

∂t
= i~

∂ψ(x+ w, t)
∂t

= − ~2

2m
∂2ψ(x+ w, t)

∂x2 + V (x+ w)ψ(x+ w, t)

= − ~2

2m
∂2ψ′(x, t)
∂x2 + V ′(x)ψ′(x, t).

We now ask about the time-dependence of the position and momen-
tum expectation values. Using the results from Section 4.3 and the notation
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x
P w

V

x′

M

V ′

−w

FIGURE 7.3: The same potential viewed by P (bottom) and by the trans-
lated observer M (top). The potential has a local minimum at the origin for
P, but for M the local minimum is at the position-value x′ = −w.

ψ(x, t) = ψt(x), we have

d

dt
〈ψt|x̂ψt〉 = i

~
〈ψt|[H, x̂]ψt〉

= i

~

〈
ψt|
[
p̂2

2m + V (x̂), x̂
]
ψt

〉
= i

2m~
〈
ψt|(p̂2x̂− x̂p̂2)ψt

〉
= i

2m~
〈ψt|(p̂[p̂, x̂] + [p̂, x̂]p̂)ψt〉

= 〈ψt|p̂ψt〉
m

,

where we have used the commutation relation [p̂, x̂] = −i~I and the fact that
V (x̂) commutes with x̂. This computation shows that the time derivative of
the expectation value of position is equal to the expectation value of momen-
tum divided by the mass. Thus, the model includes the classical relationship
between position and momentum, ẋ = p

m , at the level of expectation values.
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Similarly, the time-dependence of the momentum expectation value is

d

dt
〈ψt|p̂ψt〉 = i

~
〈ψt|[H, p̂]ψt〉

= i

~

〈
ψt|
[
p̂2

2m + V (x̂), p̂
]
ψt

〉
= i

~
〈ψt|[V (x̂), p̂]ψt〉

=
〈
ψt|
(
V (x)dψt(x)

dx
− d

dx
(V (x)ψt(x))

)〉
=

〈
ψt| −

dV

dx
(x̂)ψt

〉
,

where we have used the product rule in the last step. This shows that the time
derivative of the expectation value of momentum is equal to the expectation
value of minus the spatial derivative of the potential energy. Hence, the model
includes Newton’s Second Law for conservative forces, ṗ = −dVdx , at the level
of expectation values6.

7.4.1 The free particle
To investigate the time-evolution of actual position states (as opposed to

expectation values), we start by considering the free particle, with Hamiltonian
H = p̂2

2m . Then every momentum eigenfunction ψp(x) = 1√
2π~e

i
~px is also an

energy eigenfunction:

Hψp = p̂2

2mψp = p2

2mψp.

But note that the energy eigenspaces are two dimensional, since ψ±p both have
eigenvalue p2

2m . Also observe that these energy eigenfunctions are unphysical,
since they are not elements of L2(R). But if we use the Fourier transform to
express an initial position state as ψ(x) = ψ(x, 0) =

∫
R ψ̃(p)ψpdp, then its

time-evolution is given by

ψ(x, t) = e−
i
~Htψ(x, 0)

= e−
i
~Ht

∫
R
ψ̃(p)ψpdp

=
∫
R
ψ̃(p)e− i

~Htψpdp

=
∫
R
ψ̃(p)e−

ip2t
2m~ψpdp.

6These two results are collectively called Ehrenfest’s Theorem.
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7.4.2 The infinite square well
Now suppose that the particle is constrained to reside in a region of length

L. Informally, we could model this with a “potential function”

V (x) =
{

0 if 0 < x < L
∞ if x ≤ 0 or x ≥ L.

Alternatively (and more rigorously) we can restrict attention to the sub-
space L2([0, L]) of position space consisting of functions that are zero outside
of the open interval (0, L). The particle is free inside this interval, so the
Hamiltonian is again H = p̂2

2m = − ~2

2m
d2

dx2 , now considered as a differential
operator on (a dense subspace of) L2([0, L]). The restricted domain has the
effect of “killing off” some of the eigenvalues of H, while at the same time
making the surviving eigenfunctions physical. Indeed, for p > 0, the restric-
tion of the eigenfunction φ(x) = c+ψp(x)+ c−ψ−p(x) to [0, L] is an element of
L2([0, L]) if and only it takes the value 0 at the endpoints x = 0 and x = L.
Vanishing at x = 0 requires that c+ = −c−, so that φ(x) = c(ψp(x)−ψ−p(x)).
Vanishing at x = L then requires ψp(L) = ψ−p(L) or

1 = ψp(L)ψ−p(L)−1 = e
2ipL

~ ,

which implies that 2pL
~ = 2πn, or p = ~πn

L . Thus, the eigenvalues for H on
L2([0, L]) are given by

En = ~2π2n2

2mL2 , n = 1, 2, 3, . . .

Choosing the normalization constant c = −i
√

π~
L to obtain a real function of

unit norm, the stationary state with energy En = p2
n

2m is given by

ψn(x) = −i
√
π~
L

(ψpn(x)− ψ−pn(x))

=
√

2
L

sin
(pnx

~

)
=

√
2
L

sin
(πnx
L

)
.

The plots of the first four stationary states together with the corresponding
probability densities are shown in Figure 7.4.

Something very interesting has happened: the geometry of physical space
(in this case the length L) has led to a quantization of the observable energy
levels. The set of stationary states forms an orthonormal Hilbert space basis
of the space L2([0, L]), meaning that an arbitrary initial position state ψ(x) =
ψ(x, 0) can be written uniquely as an infinite sum

ψ(x) =
∞∑
n=1

cnψn(x),
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ψn

n = 1

0 L

|ψn|2

0 L

n = 2

0 L 0 L

n = 3

0 L 0 L

n = 4

0 L 0 L

FIGURE 7.4: The first four energy eigenfunctions for the infinite spherical
well. The plots on the left are the wavefunctions ψn; the plots on the right are
the corresponding probability densities |ψn|2.
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m

0

m

F = −kx

0 x

FIGURE 7.5: A simple harmonic oscillator with massm and spring-constant
k. The picture on the left shows the equilibrium position of the mass at x = 0;
the picture on the right shows the stretched spring exerting a restoring force
F = −kx on the mass m at position x.

where the amplitudes cn satisfy
∑∞
n=1 |cn|2 = 1. Then the time-evolution of

ψ(x) is given by

ψ(x, t) = e−
i
~Htψ(x, 0)

=
∞∑
n=1

cne
− i

~Htψn(x)

=
∞∑
n=1

cne
− i

~Entψn(x).

7.4.3 The simple harmonic oscillator
The most important potential function in classical physics is given by a

pure quadratic:
V (x) = k

2x
2 (k > 0).

This is the potential that arises from consideration of a simple harmonic os-
cillator such as a mass on a spring (see Figure 7.5). When the mass m is at
the position x, the stretched spring exerts a linear restoring force F = −kx
where k > 0 is a constant representing the “stiffness” of the spring. The cor-
responding potential function is V (x) := −

∫ x
0 F (x)dx = k

2x
2, and the total

energy is given by

E = p2

2m + k

2x
2. (7.2)

By Newton’s Second Law, the mass undergoes an acceleration given by
ẍ = F

m = −k
m x. The general solution of this second-order differential equation

is given by
x(t) = A cos(ωt+ φ),

describing (as expected) an oscillating motion of frequency ω :=
√

k
m . Here,

the amplitude A and the phase φ are determined by the initial position and
momentum. The choice of such initial conditions determines the total energy
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of the system, which remains constant throughout the time-evolution. In par-
ticular, for a given energy E, the endpoints of the oscillator’s motion occur
where p = 0, namely x = ±

√
2E
k . Expressing these endpoints in terms of the

frequency ω, we see that an oscillator with energy E moves within the classical
region

−
√

2E
mω2 ≤ x ≤

√
2E
mω2 . (7.3)

The importance of the simple harmonic potential stems from its ubiquity.
Indeed, suppose that V (x) is an arbitrary (analytic) potential function, and
suppose that x = 0 is a stable equilibrium for the corresponding system. Using
a prime to denote differentiation, the force F (x) = −V ′(x) is zero at x = 0, so
we have V ′(0) = 0. Since we are considering a stable equilibrium, F must act
as a restoring force near x = 0, which implies that F (x) = −V ′(x) is positive
to the left of 0 and negative to the right. Hence, V (x) has a local minimum at
x = 0, so V ′′(0) ≥ 0. After adjusting by an additive constant (which doesn’t
affect the dynamics), we may also assume that V (0) = 0. Hence, the Taylor
expansion of V (x) around x = 0 looks like

V (x) = 1
2V
′′(0)x2 + higher-order terms.

As argued above, the stability of the equilibrium implies that V ′′(0) ≥ 0. Thus,
throwing away all higher-order terms (and assuming that V ′′(0) > 0), we see
that we may approximate V (x) near x = 0 by a simple harmonic potential
V (x) ≈ 1

2V
′′(0)x2.

After this brief discussion of the classical situation, we now turn to the
quantum simple harmonic oscillator. Quantization of the classical expression
(7.2) for the energy of a particle of mass m in a pure quadratic potential yields
the Hamiltonian

H = p̂2

2m + mω2

2 x̂2.

Note that we have expressed the Hamiltonian in terms of the frequency ω :=√
k
m from the classical solution. We can factor the classical energy function

over the complex numbers as follows:

E = p2

2m + mω2

2 x2 = mω2

2

(
x+ i

mω
p

)(
x− i

mω
p

)
.

This motivates the introduction of the following dimensionless operators:

â :=
√
mω

2~

(
x̂+ i

mω
p̂

)
, â† :=

√
mω

2~

(
x̂− i

mω
p̂

)
.

These operators are not self-adjoint, and thus do not represent observables on
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position space. Nevertheless, they will be extremely useful, just as the raising
and lowering operators Sx ± iSy ∈ su(2)C were helpful in our study of spin.
In fact, we will see that â† and â also act as raising and lowering operators on
energy eigenfunctions of the quantum harmonic oscillator.

First note that the product N̂ := â†â is self-adjoint, and thus yields an
observable on position space. Moreover, the commutation relation for x̂ and
p̂ yields the relation

[â, â†] = ââ† − â†â = mω

2~
i

mω
(2p̂x̂− 2x̂p̂) = i

~
[p̂, x̂] = I.

From this we can derive the further commutation relations:

[N̂ , â] = (â†ââ− ââ†â) = [â†, â]â = −â

and
[N̂ , â†] = (â†ââ† − â†â†â) = â†[â, â†] = â†.

Solving for the position and momentum operators in terms of the a-operators
yields

x̂ =
√

~
2mω

(
â+ â†

)
, p̂ = −i

√
mω~

2
(
â− â†

)
.

Using these relations, we may rewrite the Hamiltonian for the simple harmonic
oscillator as

H = −~ω
4 (â− â†)2 + ~ω

4 (â+ â†)2

= ~ω
2 (ââ† + â†â)

= ~ω
2 ([â, â†] + 2â†â)

= ~ω
2 (I + 2N̂)

= ~ω(N̂ + 1
2I).

Thus, to find the energy eigenstates for the quantum harmonic oscillator, we
just need to find the eigenstates for the operator N̂ = â†â.

So suppose that ψ is a unit-norm eigenfunction for N̂ with eigenvalue λ.
The first thing to note is that λ must be nonnegative:

λ = λ〈ψ|ψ〉 = 〈ψ|λψ〉 = 〈ψ|N̂ψ〉 = 〈ψ|â†âψ〉 = 〈âψ|âψ〉 ≥ 0.

Moreover, the commutation relations derived above imply that âψ, if nonzero,
is also an eigenfunction for N̂ , with eigenvalue λ− 1:

N̂ âψ = (âN̂ + [N̂ , â])ψ = âN̂ψ − âψ = λâψ − âψ = (λ− 1)âψ.

By the non-negativity of the eigenvalues, it follows that there is a minimal
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integer k ≥ 0 such that âk+1ψ = 0. Then âkψ will be a nonzero element of
the kernel of â, and thus an eigenfunction for N̂ with eigenvalue 0. It follows
that λ = k, so that all eigenvalues for N̂ are integers.

Since the previous paragraph began with the assumption of the existence
of an eigenfunction for N̂ , we now pause to explicitly determine a nonzero
function in the kernel of â. When written out explicitly, the condition 0 = âψ
becomes

0 =
(
x̂+ i

mω
p̂

)
ψ(x) = xψ(x) + ~

mω

dψ(x)
dx

.

Hence, we must solve the linear differential equation

dψ(x)
dx

= −mω
~
xψ(x).

By separation of variables, we see that the general solution is given by

ψ(x) = C exp
(
−mω2~ x

2
)
,

where C is an arbitrary complex constant. Choosing C =
√

πmω
~ , we obtain

the unique real solution of unit norm:

ψ0(x) :=
√
πmω

~
exp

(
−mω2~ x

2
)
.

We now claim that for each n ≥ 0, the function (â†)nψ0 is an eigenfunction
for N̂ with eigenvalue n. The claim is certainly true for n = 0, and we establish
the general case by induction:

N̂(â†)nψ0 = (â†N̂ + [N̂ , â†])(â†)n−1ψ0

= (â†N̂ + â†)(â†)n−1ψ0

= (n− 1)(â†)nψ0 + (â†)nψ0

= n(â†)nψ0.

Thus, the claim will be established once we show that all of the functions
(â†)nψ0 are nonzero. This will follow from a computation of the norms:

〈(â†)nψ0|(â†)nψ0〉 = 〈(ââ†)(â†)n−1ψ0|(â†)n−1ψ0〉
= 〈(â†â+ [â, â†])(â†)n−1ψ0|(â†)n−1ψ0〉
= 〈(N̂ + I)(â†)n−1ψ0|(â†)n−1ψ0〉
= n〈(â†)n−1ψ0|(â†)n−1ψ0〉.

Since ψ0 has norm 1, it follows by induction that

‖(â†)nψ0‖ =
√
n!.

Thus, we have found an infinite sequence of eigenfunctions for the operator
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N̂ , one for each integer eigenvalue n ≥ 0. Moreover, since N̂ is self-adjoint,
we know that these eigenfunctions are mutually orthogonal. Normalizing, we
obtain an orthonormal sequence of eigenfunctions:

ψn := 1√
n!

(â†)nψ0.

In fact (see [10, Section 11.4]), {ψn | n = 0, 1, 2, . . . } forms an orthonormal
Hilbert space basis for L2(R); the first four are plotted in Figure 7.6. The
operator N̂ is called the number operator since its eigenvalues are the non-
negative integers: N̂ψn = nψn. The operators â† and â act as raising and
lowering operators on these number eigenstates:

â†ψn = 1√
n!

(â†)n+1ψ0 =
√

(n+ 1)!
n! ψn+1 =

√
n+ 1ψn+1,

and

âψn = 1√
n!

(ââ†)(â†)n−1ψ0

= 1√
n!

(N̂ + I)(â†)n−1ψ0

= n√
n!

(â†)n−1ψ0

=
√
n√

(n− 1)!
(â†)n−1ψ0

=
√
nψn−1.

Returning to the Hamiltonian H = ~ω(N̂+ 1
2I) for the quantum harmonic

oscillator, we see that {ψn} forms an orthonormal Hilbert space basis of energy
eigenstates for L2(R), with eigenvalues given by

Hψn = ~ω(N̂ + 1
2I)ψn = ~ω(n+ 1

2)ψn.

Thus, the observable energies form the equally spaced set

En = ~ω(n+ 1
2).

Since the operator â† transforms the state ψn into
√
n+ 1ψn+1, thus increas-

ing the energy by one quantum ~ω, it is called a creation operator. Similarly,
the operator â destroys one quantum of energy in moving ψn to

√
nψn−1, so

it is called an annihilation operator.
Now suppose that ψ(x) = ψ(x, 0) ∈ L2(R) is an initial position state of

the quantum harmonic oscillator. Then we may expand ψ as an infinite series
in the eigenstates ψn:

ψ(x) =
∞∑
n=0

cnψn(x).
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The time-evolution of this initial state is given by

ψ(x, t) = e−
i
~Htψ(x, 0)

=
∞∑
n=0

cne
− i

~Htψn(x)

=
∞∑
n=0

cne
−iω(n+ 1

2 )tψn(x)

= e−
iωt

2

∞∑
n=0

cne
−iωntψn(x).

To end this section, we will find the actual functional form of the eigen-
states ψn(x). It turns out that each ψn(x) is a polynomial of degree n in x
times the function ψ0(x). Indeed, ψ0(x) certainly has this form for the constant
polynomial h0(x) = 1. Assume by induction that ψn(x) = 1√

n!hn(x)ψ0(x) for
some degree-n polynomial hn(x). Then we compute
√
n+ 1ψn+1(x) = â†ψn(x)

=
√
mω

2~

(
x̂− i

mω
p̂

)
ψn(x)

=
√

mω

2~n!

(
xhn(x)ψ0(x)− ~

mω

d

dx
(hn(x)ψ0(x))

)
=

√
mω

2~n!

(
xhn(x)ψ0(x)− ~

mω
h′n(x)ψ0(x)

− ~
mω

hn(x)ψ′0(x)
)

=
√

mω

2~n! (xhn(x)ψ0(x)− ~
mω

h′n(x)ψ0(x)

+hn(x)xψ0(x))

=
√

mω

2~n!

(
2xhn(x)− ~

mω
h′n(x)

)
ψ0(x).

It follows that ψn+1(x) = 1√
(n+1)!

hn+1(x)ψ0(x), where hn+1 is the recursively
defined polynomial of degree n+ 1:

hn+1(x) =
√
mω

2~

(
2xhn(x)− ~

mω
h′n(x)

)
, h0(x) = 1. (7.4)

Exercise 7.12. This exercise shows that (after a suitable change of variable
and some normalization), the polynomials hn(x) are essentially the Hermite
polynomials. To begin, we introduce the dimensionless scaling of the position
variable x̃ :=

√
mω
~ x, and consider the polynomials hn(x̃) as functions of
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x̃. Show that the recurrence (7.4) for the hn(x) translates to the following
recurrence for the hn(x̃):

hn+1(x̃) = 1√
2

(2x̃hn(x̃)− h′n(x̃)) , h0(x̃) = 1.

Now show that the leading coefficient of the polynomial hn(x̃) is 2n2 . By con-
vention, we would instead like to normalize the polynomials so that the leading
coefficients are 2n. Hence, we define Hn(x̃) := 2n2 hn(x̃). Show that this has
the effect of removing the factor of 1√

2 from the recurrence:

Hn+1(x̃) = 2x̃Hn(x̃)−H ′n(x̃), H0(x̃) = 1.

This is the recurrence defining the Hermite polynomials. Work out the first
four Hermite polynomials explicitly, and conclude that the first four energy
eigenstates for the simple harmonic oscillator have the following form when
expressed in the dimensionless variable x̃:

ψ0(x̃) =
√
π exp

(
−1

2 x̃
2
)

ψ1(x̃) =
√

2πx̃ exp
(
−1

2 x̃
2
)

ψ2(x̃) =
√
π

2 (2x̃2 − 1) exp
(
−1

2 x̃
2
)

ψ3(x̃) =
√
π

3 (2x̃3 − 3x̃) exp
(
−1

2 x̃
2
)
.

Figure 7.6 displays plots of the first four energy eigenfunctions for the sim-
ple harmonic oscillator. On each plot, we have shaded the classical region (7.3)
that would be accessible to a classical oscillator with energy En = ~ω(n+ 1

2 ).
Note that in each case, the wavefunction extends outside the classical region,
so there is a non-zero probability of finding the quantum oscillator at a clas-
sically forbidden position.
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ψn

n = 0

1

|ψn|2

1

n = 1

√
3

√
3

n = 2

√
5

√
5

n = 3

√
7

√
7

FIGURE 7.6: The first four energy eigenfunctions for the simple har-
monic oscillator, expressed in terms of the dimensionless position variable
x̃ =

√
mω
~ x. The plots on the left are the wavefunctions ψn; the plots on

the right are the corresponding probability densities |ψn|2. The shaded por-
tions indicate the classical region for an oscillator with energy En = ~ω(n+ 1

2 ).
Since the wavefunction extends outside the classical region, there is a non-zero
probability of finding the oscillator at a classically forbidden position.
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Chapter 8
A Three-Dimensional World

In which M and P combine their studies of the Heisenberg group H3 and
the rotation group SO(3).

M and P are ready to construct a model for position and momentum in
three dimensions. Their strategy is to generalize their one-dimensional model
step-by-step. M begins with a definition that amounts to “forgetting the ori-
gin” of the oriented inner product space (V, 〈, 〉) of Chapter 1, thereby allowing
for the possibility that M and P may be at different locations in physical space.

Definition 8.1. Physical space is a real affine space, A3, of dimension 3.
More precisely, the set A3 is endowed with a simply transitive action of the
underlying Lie group (V,+) of a three-dimensional oriented real inner product
space (V, 〈, 〉):

V × A3 → A3 (r,a) 7→ r + a.

As in the case of one dimension, P’s choice of a location a0 ∈ A3 yields
an identification ϕ : A3 → V with ϕ(a0) = 0. Also, M’s choice of a location
a′0 ∈ A3 yields a different identification ϕ′ : A3 → V with ϕ′(a′0) = 0. By
simple transitivity, there is a unique w ∈ V such that a′0 = w+ a0. Then the
difference between the two descriptions is represented by the automorphism
ϕ′ ◦ϕ−1 : V → V given by r 7→ r−w. Thus, the choice of location a0 allows P
to think of physical space as V endowed with the translation action of (V,+).

Note that this really is a direct generalization of definition 7.1 in the one-
dimensional case. Indeed, suppose that (V, 〈, 〉) is a one-dimensional oriented
real inner product space. Then there is exactly one positively oriented or-
thonormal basis {u} for V and thus (V, 〈, 〉) is canonically isomorphic to (R, ·)
via the map ru 7→ r. In this case the underlying Lie group (V,+) is canon-
ically isomorphic to (R,+), which leads to the definition of one-dimensional
physical space given in the previous chapter.

8.1 Position
The motivation for the introduction of position-space in one dimension

goes over word-for-word to the three-dimensional case, so M simply gives the
following definition:

161
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λ

u

〈u,λ〉

FIGURE 8.1: Projection of the position vector λ onto the line spanned by
the unit vector u.

Definition 8.2. Position space is the complex inner product space of square-
integrable functions (L2(V ), 〈|〉), where

L2(V ) =
{
ψ : V → C |

∫
V

|ψ|2 <∞
}
,

and 〈ψ|φ〉 =
∫
V
ψ∗φ. Position states are unit vectors in L2(V ) up to the action

of the phase group U(1). That is, two unit vectors represent the same state if
and only if they differ by a global phase eiθ ∈ U(1). If ψ is a position state and
E ⊂ V is a measurable subset, then

∫
E
|ψ|2 is the probability that the particle,

if measured, will be found in the subset E.

As before, this description depends on P’s location a0 ∈ A3, and as a result,
there is a corresponding unitary action of (V,+) on position space L2(V ).

Definition 8.3. The translation action of (V,+) on position space L2(V ) is
given by

V × L2(V )→ L2(V ), (w, ψ(r)) 7→ ψ(r−w).

We denote the translation action by Twψ(r) := ψ(r−w).

As in the one-dimensional case, we will see that this translation action gives
rise to the linear momentum operators.

But before talking about momentum, we introduce position operators as
follows:

Definition 8.4. If u is a unit vector in (V, 〈, 〉), the observable “position along
the u-axis” is given by the self-adjoint position operator û on position space
L2(V ) defined by

ûψ(r) := 〈u, r〉ψ(r).

The motivation for this definition goes as follows: if δλ represents the state
of a particle with definite position λ ∈ V , then the projection of the particle’s
position unto the line spanned by u is given by 〈u,λ〉u (see Figure 8.1).
Hence, measuring the particle’s position along the u-axis should return a
measurement of 〈u,λ〉. Since δλ should be an eigenvector for the operator û
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with eigenvalue the observed position measurement, we should have
ûδλ = 〈u,λ〉δλ.

As described in the one-dimensional case, δλ isn’t really a function, but rather
the linear functional on (a dense subspace of) L2(V ) defined by evaluation at
λ. But informally, δλ may be regarded as a unit-norm function that is zero
everywhere except at r = λ. Thus, we may write the previous eigenvector
condition as

ûδλ(r) = 〈u, r〉δλ(r),
which suggests the definition of û for general position states ψ(r) given above.
As in the one-dimensional case, these self-adjoint position operators are de-
fined only on a dense subspace of L2(V ) and they have no honest eigenfunc-
tions. Nevertheless, we have seen that the three-dimensional Dirac delta func-
tion δλ may be regarded as an eigenstate with definite position λ ∈ V , and a
general position state ψ(r) may be thought of (informally) as a superposition
of delta functions.

Note that for any unit vector u ∈ V , the operator − i
~ û arises via differ-

entiation (with respect to the parameter v) from the unitary (R,+)-action on
L2(V ) defined by

R× L2(V )→ L2(V ), (v, ψ(r)) 7→ e−
iv〈u,r〉

~ ψ(r).
In fact, these one-parameter groups fit together to define a unitary action of
(V,+) on L2(V ):

(v, ψ(r)) 7→ e−
i〈v,r〉

~ ψ(r).
As in the one-dimensional case, this symmetry of position space will combine
with the translation action to yield an irreducible representation of the three-
dimensional Heisenberg group, H3, discussed in Section 8.2.1.

In order to connect with the position operator x̂ from the one-dimensional
case, P lays out a right-handed coordinate system at the location a0, which cor-
responds to the choice of a positively oriented orthonormal basis {u1,u2,u3}
for (V, 〈, 〉) as in Chapter 1. Such a choice was unnecessary in the one-
dimensional world because, as mentioned above, there is a unique orthonormal
positively oriented basis in that case. Having made his choice of basis, P thinks
of physical space as R3 endowed with the translation action of (R3,+) together
with the rotation action of the group SO(3) as described in Chapter 1.

In terms of this identification, position-space becomes L2(R3), and we
may write ψ(r) = ψ(x, y, z), where the vector (x, y, z) ∈ R3 is the coordinate
representation of r ∈ V with respect to P ’s chosen basis:

r = xu1 + yu2 + zu3.

We also write û1 = x̂, û2 = ŷ, û3 = ẑ and note that
x̂ψ(x, y, z) = xψ(x, y, z)
ŷψ(x, y, z) = yψ(x, y, z)
ẑψ(x, y, z) = zψ(x, y, z).
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8.2 Linear momentum
To obtain linear momentum operators, we consider the Lie algebra of the

Lie group (V,+), which acts via translation on position space L2(V ). Clearly,
the tangent space to (V,+) is three-dimensional and can be identified with
the vector space V itself. Moreover, since (V,+) is an abelian group, the
Lie bracket on V is trivial (i.e., all brackets are zero). Just as in the one-
dimensional case, the exponential map is the identity function: if p ∈ V is a
tangent vector at 0 ∈ V , then the corresponding one-parameter subgroup of
(V,+) is given by cp(t) = tp, and exp(p) := cp(1) = p.

As usual, to determine the action of the Lie algebra V on L2(V ), we take
the derivative of the translation action by (V,+): if p ∈ V is a unit tangent
vector, then

p ? ψ(r) = d

dt
(Tcp(t)ψ(r))

∣∣∣∣
t=0

= d

dt
ψ(r− tp)

∣∣∣∣
t=0

= −Dpψ(r),

where Dp denotes the directional derivative in the direction p. Since p is the
infinitesimal generator of translation in the p-direction, we make the following
definition for linear momentum.

Definition 8.5. If p is a unit vector in (V, 〈, 〉), the observable “linear momen-
tum in the p-direction” is given by the self-adjoint linear momentum operator
p̂ on L2(V ) defined as the directional derivative

p̂ := −~
i

(−Dp) = ~
i
Dp.

The eigenfunctions of p̂ are the solutions to the differential equation

Dpψp,p = i

~
pψp,p p ∈ R.

Similarly to the one-dimensional case, the solution is

ψp,p(r) = Npe
i
~p〈p,r〉.

Just as before, there is no way of choosing the normalization constant Np
to make ψp,p square-integrable. Nevertheless, setting Np = (2π~)− 3

2 , the
Fourier transform is obtained as follows: if ψ(r) ∈ L1(V )∩L2(V ), then define
ψ̃ : V → C by

ψ̃(p) :=
〈
ψ p
|p| ,|p||ψ

〉
=
∫
V

ψ∗p
|p| ,|p|

ψdr = 1
(2π~) 3

2

∫
V

e−
i
~ 〈p,r〉ψ(r)dr.

Here, p is an arbitrary vector in V , not necessarily of unit length, and ψ p
|p| ,|p|
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denotes the state with linear momentum p = |p| p
|p| . The Fourier Inversion

Theorem then asserts that (assuming ψ̃ ∈ L1(V )):

ψ(r) =
∫
V

ψ̃(p)ψ p
|p| ,|p|dp = 1

(2π~) 3
2

∫
V

ψ̃(p)e i~ 〈p,r〉dp.

Thus, even though the linear momentum eigenfunctions are not square inte-
grable, we can still think of sufficiently nice position states as being superposi-
tions of linear momentum eigenstates via the Fourier transform. As mentioned
in the one-dimensional case, the Fourier transform may be extended to a uni-
tary automorphism of the entire Hilbert space L2(V ); (see [4, Section 8.3]).

Proposition 8.6. Let u and p be a unit vectors in (V, 〈, 〉). The commutator
[û, p̂] acts as the scalar i~ 〈u,p〉 on sufficiently nice functions in position space
L2(V ).

Proof. We use the product rule for the directional derivative:

[û, p̂]ψ(r) = (ûp̂− p̂û)ψ(r)

= ~
i

(〈u, r〉Dpψ(r)−Dp (〈u, r〉ψ(r)))

= i~Dp (〈u, r〉)ψ(r).

But
Dp〈u, r〉 = d

dt
〈u, r + tp〉

∣∣∣∣
t=0

= 〈u,p〉 .

Thus, we conclude that

[û, p̂]ψ(r) = i~〈u,p〉ψ(r).

In particular, if u = p, then [û, p̂] = i~I. If on the other hand u and p
are orthogonal, we have [û, p̂] = 0. In any case, the commutation relation in
proposition 8.6 implies a general Heisenberg Uncertainty Principle (see [24,
Theorem 10.4]):

∆ψû∆ψp̂ ≥
~
2 |〈u,p〉| .

Here, we have defined the expectation values and uncertainties in the usual
way:

〈û〉ψ := 〈ψ|ûψ〉 =
∫
V

〈u, r〉|ψ(r)|2dr

∆ψû := 〈ψ|(û− 〈û〉ψ)2ψ〉,

and similarly for linear momentum.
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As described at the end of the previous section, when P chooses the ba-
sis {u1,u2,u3} for (V, 〈, 〉), position space becomes L2(R3) endowed with
the translation action of (R3,+) and the rotation action of SO(3). Now let
p1,p2,p3 ∈ V denote the unit vectors u1,u2,u3 considered as elements of the
Lie algebra of (V,+). Then the linear-momentum operators become partial
derivatives, which we denote by

p̂x := p̂1 = ~
i

∂

∂x
, p̂y := p̂2 = ~

i

∂

∂y
, p̂z := p̂3 = ~

i

∂

∂z
.

Proposition 8.6 then implies that these position and linear momentum oper-
ators satisfy the following commutation relations:

[x̂, p̂x] = [ŷ, p̂y] = [ẑ, p̂z] = i~I (8.1)

with all other brackets being zero.

8.2.1 The Heisenberg group H3 and its algebra h3

M recognizes the commutation relations (8.1) as close to those defining the
Heisenberg algebra h3, which is the 7-dimensional real Lie algebra with basis

{x, y, z, px, py, pz, c}

and bracket given by

[x, px] = [y, py] = [z, pz] = c,

with all other brackets of basis elements being zero. As in the one-dimensional
case, the map defined by

c 7→ − i
~
I x 7→ − i

~
x̂ px 7→ −

i

~
p̂x, etc.,

defines a skew-Hermitian representation of h3 on L2(R3). The next exercise
realizes h3 as a matrix Lie algebra, computes the matrix exponential, and
reveals the corresponding Lie group.

Exercise 8.7. Consider the real vector space of 5×5 strictly upper triangular
real matrices with nonzero entries only in the first row and last column:

 0 vT a
0 03×3 w
0 0 0

 | v,w ∈ R3, a ∈ R

 .

Check that this vector space is closed under commutation, so that it forms a
7-dimensional real Lie algebra. Denote by Eij the 5 × 5 matrix with 1 in the
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ith row and jth column, and zeros elsewhere. Show that the following map
defines an isomorphism with the Lie algebra h3:

E12 7→ x E13 7→ y E14 7→ z

E25 7→ px E35 7→ py E45 7→ pz

E15 7→ c.

By explicit computation, show that

exp

 0 vT a
0 03×3 w
0 0 0

 =


1 vT a+ 1

2v ·w
0 1 0 0
0 0 1 0 w
0 0 0 1
0 0 0 0 1

 .
Conclude that h3 is the Lie algebra of the Heisenberg group H3, which consists
of upper-triangular 5× 5 real matrices of the following form:

1 vT α
0 1 0 0
0 0 1 0 w
0 0 0 1
0 0 0 0 1

 .
Finally, show that this matrix group is isomorphic to the set of 3-tuples
(v,w, α) ∈ R3 ⊕ R3 ⊕ R with operation

(v,w, α) • (v′,w′, α′) = (v + v′,w + w′, α+ α′ + v ·w),

and that the inverse of an element (v,w, α) is given by

(v,w, α)−1 = (−v,−w,−α+ v ·w).

The skew-Hermitian representation of h3 described above comes from a
unitary representation of H3 on L2(R3). To discover this representation, we
follow the pattern of our discussion in the one-dimensional case. The group
H3 has two obvious subgroups isomorphic to (R3,+) and one isomorphic to
(R,+), and we know how each of these acts on position space to yield (via
differentiation) the position operators − i

~ û, the momentum operators − i
~ p̂,

as well as the scalar operator − i
~I. Indeed, identifyingH3 with (R3⊕R3⊕R, •)

as in the previous exercise, we have:

(v, 0, 0) acts as ψ(r) 7→ e−
iv·r
~ ψ(r)

(0,w, 0) acts as ψ(r) 7→ ψ(r−w)
(0, 0, α) acts as ψ(r) 7→ e−

iα
~ ψ(r).

Now note that an arbitrary element of H3 may be factored as a product:

(v,w, α) = (0, 0, α) • (0,w, 0) • (v, 0, 0).
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Hence, applying each factor in turn, we see that a general element (v,w, α)
must act as follows:

ψ(r) 7→ e−
iv·r
~ ψ(r) 7→ e−

i
~ v·(r−w)ψ(r−w)

7→ e−
iα
~ e−

i
~ v·(r−w)ψ(r−w)

= e−
i
~ (α+v·(r−w))ψ(r−w).

Exercise 8.8. Check that the preceding formula defines a unitary action of
H3 on L2(R3). This representation is called the Schrödinger representation of
H3.

Just as in the one-dimensional case, the Stone-von Neumann Theorem A.54
states that the Schrödinger representation is the unique irreducible strongly
continuous unitary representation of H3 in which the central element (0,0, 1)
acts by the scalar e− i

~ .

Exercise 8.9. Copy the discussion in Section 7.3.1 to justify the following
interpretation of the H3-action on wavefunctions: suppose that observer M
is moving through P’s reference frame with velocity −v so that M is located
at position r = w at time t = 0. If at time t = 0 observer P describes a
particle with mass m via the wavefunction ψ(r), then M would describe the
same particle (at time t = 0) via the wavefunction

ψ′(r) = (mv,w, α)−1 ? ψ(r)
= e

i
~ (α+mv·r)ψ(r + w).

8.3 Angular momentum
So far we have not made any use of the rotation action on L2(R3) defined

by A ? ψ = ψ ◦ A−1 for A ∈ SO(3). First note that rotations of R3 do not
generally commute with translations:

A−1(Tw(Ar)) = A−1(Ar + w) = r +A−1w = TA−1w(r).

This shows that as automorphisms of R3, we have A−1TwA = TA−1w for all
A ∈ SO(3) and w ∈ (R3,+). Thus, we can package these two group actions
together into a single action by the semi-direct product G0 := R3 o SO(3).
This Lie group consists of ordered pairs (w, A) with operation

(w, A)(w′, A′) = (w +Aw′, AA′),

and the action on R3 is given by (w, A) ? r = Ar + w.
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Exercise 8.10. Show that in the group G0, the inverse of the element (w, A)
is given by (−A−1w, A−1).

Thus, position-space L2(R3) carries a unitary action of G0 defined by

(w, A) ? ψ(r) = ψ((w, A)−1 ? r) = ψ(A−1r−A−1w) = ψ(A−1(r−w)).

In terms of the G0-action on L2(R3), the linear momentum operators arise
from the Lie subalgebra Rpx ⊕ Rpy ⊕ Rpz corresponding to the translation
subgroup R3 × {I} = R3. To obtain the angular momentum operators, we
investigate the action of the Lie subalgebra corresponding to the rotation
subgroup {0} × SO(3) = SO(3).

First of all, recall from the investigation of spin in Chapter 2 that SU(2)
is the universal cover of SO(3) via the double cover f : SU(2)→ SO(3) from
theorem 2.39. As shown in proposition 5.29 in Chapter 5, the mapping f
induces an isomorphism of Lie algebras Df : su(2) → so(3), and we use this
isomorphism to identify the two Lie algebras, writing

so(3) = RL1 ⊕ RL2 ⊕ RL3,

where L1 = Df
( 1

2iσ1
)
, L2 = Df

( 1
2iσ2

)
, and L3 = Df

( 1
2iσ3

)
. In proposi-

tion 5.43 we also determined the action of Lj on functions by differentiating
the SO(3)-action:

L1 acts via z
∂

∂y
− y ∂

∂z

L2 acts via −z ∂
∂x

+ x
∂

∂z

L3 acts via y
∂

∂x
− x ∂

∂y
.

Multiplying by −~
i as usual leads to the components of the angular mo-

mentum operator.

Definition 8.11. The x-component of angular momentum observable is given
by the operator L̂x on position space L2(R3) defined by

L̂x := −~
i

(
z
∂

∂y
− y ∂

∂z

)
= ŷp̂z − ẑp̂y.

Similarly, we have

L̂y := ẑp̂x − x̂p̂z, L̂z := x̂p̂y − ŷp̂x

for the y- and z-components of angular momentum. Note that these operators
are simply the quantization of the definition of angular momentum in classical
mechanics (see Section 2.1): L = r× p.
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A natural question now arises: how does position space L2(R3) decompose
into irreducible representations of the rotation subgroup SO(3) ⊂ G0? Recall
that in Section 5.6.2 we answered this question for the closely related space
L2(S2) of square-integrable functions on the unit sphere. There we explained
that the Hilbert space L2(S2) decomposes as the completed orthogonal direct
sum of one copy of each irreducible representation of SO(3):

L2(S2) =
⊕̂∞

l=0
Yl '

⊕̂∞

l=0
πl.

Here, the 2l+1-dimensional subspace Yl ⊂ C∞(S2) is spanned by the spherical
harmonics of degree l, denoted Y ±ml for m = 0, 1, . . . , l. The total orbital
angular momentum squared operator L̂2 = L̂2

x + L̂2
y + L̂2

z acts as the scalar
l(l + 1)~2 on Yl, and each basis function Y ±ml is an eigenvector for L̂z:

L̂zY
±m
l = ±m~Y ±ml .

We would now like to make a similar analysis of the SO(3)-action on
L2(R3). For this, we once again (see Figure 5.3) use spherical coordinates on
R3 given by the mapping g : R≥0 × [0, π]× [0, 2π]→ R3 defined by

g(r, θ, φ) = (r sin(θ) cos(φ), r sin(θ) sin(φ), r cos(θ)).

By change of variables (see theorem A.41), we have∫
R3
F (r)dr =

∫ ∞
0

∫ 2π

0

∫ π

0
F (g(r, θ, φ))r2 sin(θ)dθdφdr.

Note that if F (g(r, θ, φ)) = f(r)Y (θ, φ) is a separable function, then the inte-
gral factors into a product of integrals:∫ ∞

0
f(r)r2dr

∫ 2π

0

∫ π

0
Y (θ, φ) sin(θ)dθdφ.

This leads ultimately to the identification of position space L2(R3) with the
completed tensor product

L2(R≥0, r
2dr)⊗̂L2(S2, dΩ),

where dΩ = sin(θ)dθdφ is the solid angle measure on the unit sphere S2.
Explicitly, this means that every square integrable function on R3 may be
expressed as a convergent infinite series of separable functions of the form
f(r)Y (θ, φ), where f ∈ L2(R≥0, r

2dr) and Y ∈ L2(S2).
By proposition 5.45, the orbital angular momentum operators have the

following expressions in spherical coordinates:

L̂x = ~
i

(
− sin(φ) ∂

∂θ
− cot(θ) cos(φ) ∂

∂φ

)
L̂y = ~

i

(
cos(φ) ∂

∂θ
− cot(θ) sin(φ) ∂

∂φ

)
L̂z = ~

i

∂

∂φ
.
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The key fact to notice is that these operators act trivially on the first
factor L2(R≥0, r

2dr) of the tensor product decomposition given above. This
means that SO(3) acts as the identity on this first factor, and the decompo-
sition of the second factor L2(S2) determines the decomposition of position
space L2(R3) as a representation of SO(3). In particular, fix any element
f(r) ∈ L2(R≥0, r

2dr) and consider the 2l + 1-dimensional subspace of func-
tions fYl ⊂ L2(R3) obtained by multiplying the degree-l spherical harmonics
by f(r). Since SO(3) acts trivially on the function f , it follows that this space
is isomorphic to the irreducible representation πl of SO(3). Conversely, one
can show that every finite-dimensional irreducible subrepresentation of SO(3)
contained in L2(R3) is of this form (see [10, Proposition 17.19]).

8.4 The Lie group G = H3 o SO(3) and its Lie algebra g

We have now determined the actions of the Lie subalgebras R3 and so(3)
of the Lie algebra g0 of G0 = R3 o SO(3). To describe the full action of g0
on L2(R3), all that remains is to find the commutation relations between the
angular momentum and linear momentum operators. Straightforward compu-
tations reveal that

[L̂x, p̂x] = 0 [L̂x, p̂y] = i~p̂z [L̂x, p̂z] = −i~p̂y

[L̂y, p̂x] = −i~p̂z [L̂y, p̂y] = 0 [L̂y, p̂z] = i~p̂x

[L̂z, p̂x] = i~p̂y [L̂z, p̂y] = −i~p̂x [L̂x, p̂z] = 0.

Exercise 8.12. Verify these commutation relations by acting on suitably nice
functions ψ in L2(R3).

We may summarize as follows: g0 is the real six-dimensional Lie algebra
with basis {px, py, pz, Lx, Ly, Lz} with bracket defined by

[Lx, Ly] = Lz [Ly, Lz] = Lx [Lz, Lx] = Ly

[Lx, px] = 0 [Lx, py] = pz [Lx, pz] = −py
[Ly, px] = −pz [Ly, py] = 0 [Ly, pz] = px

[Lz, px] = py [Lz, py] = −px [Lz, pz] = 0,

all other brackets of basis elements being zero. The mapping defined by

px 7→ −
i

~
p̂x py 7→ −

i

~
p̂y pz 7→ −

i

~
p̂z

Lx 7→ −
i

~
L̂x Ly 7→ −

i

~
L̂y Lz 7→ −

i

~
L̂z
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defines a skew-Hermitian representation of g0 on L2(R3). Moreover, this rep-
resentation of g0 is induced by the unitary representation of G0 on L2(R3)
defined by

(w, A) ? ψ(r) = ψ(A−1(r−w)).

This representation of G0 may be combined with the Schrödinger represen-
tation of the Heisenberg group H3, which also contains the translation group
R3 as a subgroup. For this, consider the 10-dimensional real Lie algebra g
with basis {x, y, z, px, py, pz, c, Lx, Ly, Lz}, containing the Lie subalgebras h3
and g0 with intersection h3 ∩ g0 = Rpx ⊕ Rpy ⊕ Rpz, the translation subal-
gebra. The bracket is defined by the brackets for the subalgebras given above
together with

[Lx, x] = 0 [Lx, y] = z [Lx, z] = −y

[Ly, x] = −z [Ly, y] = 0 [Ly, z] = x

[Lz, x] = y [Lz, y] = −x [Lz, z] = 0,

and taking all brackets with c to be zero. With this definition, we obtain a
skew-Hermitian representation of g on L2(R3) extending the representations of
h3 and g0 already defined. Note that this must be an irreducible representation
of g, since it is already irreducible for the Heisenberg subalgebra h3.

Exercise 8.13. Check that the additional commutation relations given above
for the Lie algebra g are indeed satisfied by the corresponding angular momen-
tum and position operators on L2(R3).

Now g is the Lie algebra of the Lie group G = H3 o SO(3) consisting of
elements (v,w, α,A) with operation

(v,w, α,A)(v′,w′, α′, A′) = (v +Av′,w +Aw′, α+ α′ + v ·Aw′, AA′).

Exercise 8.14. Show that the inverse of an element (v,w, α,A) ∈ G is given
by

(v,w, α,A)−1 = (−A−1v,−A−1w,−α+ v ·w, A−1).

The representation of g constructed above comes from the irreducible uni-
tary representation of G on L2(R3) defined by

(v,w, α,A) ? ψ(r) = e−
i
~ (α+v·(r−w))ψ(A−1(r−w)).

The restriction of this representation to the Heisenberg group H3 is the
Schrödinger representation discussed in Section 8.2.1.

Thus, P’s choice of location a0 in physical space A3, together with his
choice of a right-handed orthonormal basis {u1,u2,u3} for (V, 〈, 〉) has led to
a description of position space L2(R3) as an irreducible unitary representation
of G = H3 o SO(3) extending the Schrödinger representation of H3.
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Exercise 8.15 (♣). Extend the interpretation of the H3-action developed
in exercise 8.9 to the larger group G: suppose that observer M is rotated with
respect to P according to A ∈ SO(3). Moreover, suppose that M is also moving
through P’s reference frame with velocity −v so that M is located at position
r = w at time t = 0. If at time t = 0 observer P describes a particle with
mass m via the wavefunction ψ(r), then M would describe the same particle
(at time t = 0) via the wavefunction

ψ′(r) = (mv,w, α,A)−1 ? ψ(r)
= e

i
~ (α+mv·Ar)ψ(Ar + w).

8.5 Time-evolution
Finally, we are ready to study quantum dynamics in three dimensions. To

begin, we consider the classical expression for the energy of a particle of mass1
M in a potential V : R3 → R:

E = p · p
2M + V (r).

Here r = (x, y, z) is the position and p = (px, py, pz) is the momentum of the
particle. Quantizing this expression, we obtain the Hamiltonian

H = 1
2M p̂ · p̂ + V (r̂),

where r̂ = (x̂, ŷ, ẑ) and p̂ = (p̂x, p̂y, p̂z) are vector-observables. The
Schrödinger equation governing the time-evolution of an initial state ψ(r) =
ψ(r, 0) is then

i~
∂ψ(r, t)
∂t

=
(

1
2M

(
p̂2
x + p̂2

y + p̂2
z

)
+ V (r̂)

)
ψ(r, t)

= − ~2

2M∆ψ(r, t) + V (r)ψ(r, t),

where ∆ = ∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2 is the Laplacian operator discussed in Section 5.6.

Exercise 8.16. Suppose that observer M is rotated with respect to P according
to A ∈ SO(3), and also translated via w ∈ R3. Hence, M’s coordinates r′
are obtained from P’s according to r′ = A−1(r − w). Suppose that ψ(r, t) is

1Here we switch from lower-case to upper-case for the mass, in order to avoid conflict
with the traditional symbol, m, for the magnetic quantum number labeling the eigenvalues
of the operator L̂z . Context should prevent any confusion between the mass M and the
observer M.
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a solution (for observer P) to the Schrödinger equation with potential V (r).
Show that M’s corresponding wavefunction ψ′(r, t) = ψ(Ar+w, t) is a solution
to the Schrödinger equation with transformed potential V ′(r) = V (Ar + w).
(Hint: see the discussion in Section 7.4.)

8.5.1 The free particle
Taking V (r) = 0 yields the Hamiltonian for a free quantum particle:

H = − ~2

2M∆.

As in the one-dimensional case, every momentum eigenstate ψ p
|p| ,|p| =

(2π~)− 3
2 e

i
~ 〈p,r〉 is also an energy eigenstate:

Hψ p
|p| ,|p| = − ~2

2M∆ψ p
|p| ,|p| = |p|

2

2M ψ p
|p| ,|p|.

But now the energy eigenspaces are infinite-dimensional, since for any rotation
A ∈ SO(3), the function ψ Ap

|Ap| ,|Ap| also has eigenvalue |p|
2

2M . But if we use the
Fourier transform to express an initial position state as

ψ(r) = ψ(r, 0) =
∫
R3
ψ̃(p)ψ p

|p| ,|p|dp,

then its time-evolution is given by

ψ(r, t) = e−
i
~Htψ(r, 0)

= e−
i
~Ht

∫
R3
ψ̃(p)ψ p

|p| ,|p|dp

=
∫
R3
ψ̃(p)e− i

~Htψ p
|p| ,|p|dp

=
∫
R3
ψ̃(p)e−

i|p|2t
2M~ ψ p

|p| ,|p|dp.

8.5.2 The three-dimensional harmonic oscillator
Suppose that V (r) is an arbitrary (analytic) potential describing a classical

system with a stable equilibrium at the origin. Then a particle at the origin
feels no force, so 0 = F(0) = −∇V (0). Moreover, since this is a stable equi-
librium, the particle must feel a restoring force near the origin, which implies
that 0 is a local minimum for the potential V . By the second derivative test,
it follows that the Hessian matrix of V is positive semi-definite at r = 0:

H :=
[
∂2V

∂i∂j
(0)
]
.
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This means that the eigenvalues kj of H are non-negative—we will assume
that they are all positive, so that H is actually positive definite. After shifting
the potential by an additive constant (which does not affect the dynamics)
we may also assume that V (0) = 0. Then the Taylor expansion of V at zero
looks like

V (r) = 1
2r

THr + higher-order terms.

By the Spectral Theorem A.32, there exists a matrix A ∈ SO(3) such that
AHA−1 = diag(k1, k2, k3). Hence, changing variables to s := Ar and ignoring
the higher-order terms, we may approximate the potential V near 0 as

V (s) ≈ 1
2r

TATdiag(k1, k2, k3)Ar

= 1
2s

Tdiag(k1, k2, k3)s

= k1

2 s
2
1 + k2

2 s
2
2 + k3

2 s
2
3.

This is the sum of three one-dimensional simple harmonic oscillator potentials
with spring constants k1, k2, k3 > 0. Since we allow the “stiffness” to differ
in the three directions, such a potential is called an anisotropic harmonic
oscillator—the argument given above shows that it is ubiquitous, just like its
one-dimensional counterpart.

We now turn to the quantum anisotropic harmonic oscillator, introducing
the frequencies ωj :=

√
kj
M to write the Hamiltonian:

H = ~2

2M∆ + k1

2 x̂
2 + k2

2 ŷ
2 + k3

2 ẑ
2

= 1
2M

(
p̂2
x + p̂2

y + p̂2
z

)
+ Mω2

1
2 x̂2 + Mω2

2
2 ŷ2 + Mω2

3
2 ẑ2

=
(
p̂2
x

2M + Mω2
1

2 x̂2
)

+
(
p̂2
y

2M + Mω2
2

2 ŷ2

)
+
(
p̂2
z

2M + Mω2
3

2 ẑ2
)

=: H1 +H2 +H3.

Thus, the Hamiltonian for the three-dimensional harmonic oscillator is just
the sum of three one-dimensional harmonic oscillators. Since the Hamiltoni-
ans H1,H2, and H3 commute, we search for an orthonormal basis for position
space consisting of simultaneous eigenfunctions for these three operators. Us-
ing the decomposition

L2(R3) = L2(R, dx)⊗̂L2(R, dy)⊗̂L2(R, dz),

and the energy eigenfunctions ψn for the one-dimensional oscillator (see Sec-
tion 7.4.3), we can write this basis as

ψn1,n2,n3(x, y, z) = ψn1(x)ψn2(y)ψn3(z) n1, n2, n3 = 0, 1, 2, . . . ,
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where Hjψnj = ~ωj
(
nj + 1

2
)
ψnj . It follows that

Hψn1,n2,n3 = (H1 +H2 +H3)ψn1,n2,n3

= ~
(
n1ω1 + n2ω2 + n3ω3 + ω1 + ω2 + ω3

2

)
ψnx,ny,nx .

In the special case of the isotropic harmonic oscillator , we have ω1 =
ω2 = ω3, so the energy levels are En = ~ω

(
n+ 3

2
)
. But these levels are

highly degenerate: the dimension of the eigenspace for En is given by the
number of ways of writing the non-negative integer n as a sum of three non-
negative integers n1, n2, n3. This number is the dimension of the space of
degree n homogeneous polynomials in three variables, so the degeneracy is
1
2 (n+ 2)(n+ 1) by proposition 5.40.

8.5.3 Central potentials
We now restrict attention to central potentials that depend only on the

radial distance to the origin: V (r) = V (r), where r = |r|.

Exercise 8.17. Show by direct computation that for a central potential V (r),
the resulting Hamiltonian H = 1

2M p̂ · p̂ + V (r̂) commutes with the angular-
momentum operators L̂x, L̂y, L̂z.

It follows from the previous exercise and Section 4.3.1 that the compo-
nents of angular momentum are conserved quantities in a central potential.
Moreover, the operators H, L̂

2
, and L̂z commute with each other, so it makes

sense to search for a basis for L2(R3) comprised of simultaneous eigenvec-
tors for these three operators. In terms of observables, this means that we are
looking for a basis for position space consisting of simultaneous eigenstates for
energy, squared total orbital angular momentum, and z-angular momentum.
We denote such a basis by {ψE,l,m}, where the observable energies E ∈ R will
be determined by the potential V (r), and the eigenvalues for L̂

2
and L̂z are

known from the representation theory of SO(3) discussed in Section 8.3:

HψE,l,m = EψE,l,m

L̂
2
ψE,l,m = l(l + 1)~2ψE,l,m l = 0, 1, 2, . . .

L̂zψE,l,m = m~ψE,l,m m = −l,−l + 1, . . . , l − 1, l.

In this context, the index l is called the azimuthal quantum number and m
is called the magnetic quantum number . Note that the energy spectrum may
not be discrete, but rather involve a continuum of values. Moreover, this la-
beling scheme may be insufficient, since the dimension of each simultaneous
eigenspace may be greater than one.

In the search for such an eigenbasis, it will be convenient to exploit the
rotational symmetry of the Hamiltonian and use spherical coordinates. Recall
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from exercise 5.47 that we may express the Laplacian in spherical coordi-
nates as follows (note that we have changed notation from S to L̂ in order to
emphasize orbital angular momentum):

∆ = 1
r2

∂

∂r

(
r2 ∂

∂r

)
− 1

~2r2 L̂
2
.

The Hamiltonian is then

H = − ~2

2M∆ + V (r̂)

= − ~2

2Mr2
∂

∂r

(
r2 ∂

∂r

)
+ 1

2Mr2 L̂
2

+ V (r̂)

= − ~2

2M
∂2

∂r2 −
~2

Mr

∂

∂r
+ 1

2Mr2 L̂
2

+ V (r̂)

= − ~2

2M

(
∂2

∂r2 + 2
r

∂

∂r

)
+ 1

2Mr2 L̂
2

+ V (r̂).

From the discussion at the end of Section 8.3, we know that any separable
function2 of the form R(r)Y ml (θ, φ) ∈ L2(R3) is a simultaneous eigenvector
for L̂

2
and L̂z. Hence, we will search for energy eigenfunctions of this form.

Recalling that L̂
2
acts as l(l+1)~2 on such a function, the energy eigenfunction

condition becomes a second-order ordinary differential equation for the radial
function R(r) = RE,l(r):[

− ~2

2M

(
d2

dr2 + 2
r

d

dr

)
+ l(l + 1)~2

2Mr2 + V (r)
]
RE,l(r) = ERE,l(r). (8.2)

Note in particular that this equation does not depend on the magnetic quan-
tum number m. Hence, if RE,l is a solution for a particular E and l, then we
obtain 2l + 1 linearly independent eigenfunctions with energy E and squared
orbital angular momentum l(l + 1)~2:

RE,l(r)Y ml (θ, φ) m = −l,−l + 1, . . . , l.

This energy degeneracy is a consequence of the SO(3)-symmetry of central
potentials: since the index m corresponds to the z-component of the angu-
lar momentum, any dependence of the energy on m would imply something
special about the z-direction. But because central potentials are rotationally
symmetric, all directions are on an equal footing, which forbids any such de-
pendence.

2Here we allow the index m to take on both positive and negative values, so that we
obtain all of the spherical harmonics Y ±m

l
described in Section 8.3.
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8.5.4 The infinite spherical well
As an example of a non-trivial central potential, suppose that the particle

is constrained to reside in a spherical region of radius a > 0. As in the one-
dimensional square well from Section 7.4.2, we could model this with a central
“potential function”

V (r) =
{

0 if 0 ≤ r < a
∞ if r ≥ a.

Instead, we restrict attention to the subspace

L2([0, a], r2dr)⊗̂L2(S2, dΩ)

of position space consisting of functions that are zero outside of the open ball
of radius a centered at the origin. Inside this ball the particle is free, so the
Hamiltonian is just H = − ~2

2M∆ considered as an operator on this subspace.
The energy eigenfunction equation (8.2) is thus[

− ~2

2M

(
d2

dr2 + 2
r

d

dr

)
+ l(l + 1)~2

2Mr2

]
RE,l(r) = ERE,l(r), (8.3)

and we are trying to solve it for RE,l ∈ L2([0, a], r2dr). First assume that
E > 0, so that the following quantity is real and positive: k :=

√
2ME
~2 . Then

a bit of rearrangement (and replacing the index E with the index k) yields[
d2

dr2 + 2
r

d

dr
− l(l + 1)

r2 + k2
]
Rk,l(r) = 0.

Setting ρ = kr then gives[
d2

dρ2 + 2
ρ

d

dρ
+
(

1− l(l + 1)
ρ2

)]
Rk,l

(ρ
k

)
= 0.

This is the spherical Bessel equation. The solutions that are finite at ρ = 0
are the spherical Bessel functions jl(ρ), described as follows:

jl(ρ) = (−ρ)l
(

1
ρ

d

dρ

)l sin(ρ)
ρ

.

Thus, we must have Rk,l(r) = jl(kr), and the requirement that Rk,l(a) = 0
becomes jl(ka) = 0. For each l = 0, 1, 2, . . . , this condition is satisfied only for
an infinite discrete set of values kl,n > 0. Thus, for each l we get a discrete set
of observable energies El,n = k2

l,n~
2

2M , with corresponding radial eigenfunctions
REl,n(r) = jl(kl,nr). For more details, see [9, Section 4.3.1] and [22, Section
10.4].

At the end of this section we will show that there are no physical solutions
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to the radial eigenfunction equation (8.3) for energies E ≤ 0. In fact, we
have found a Hilbert space basis for position space consisting of simultaneous
eigenfunctions for energy, squared orbital angular momentum, and z-angular
momentum given by

ψn,l,m(r, θ, φ) = jl(kl,nr)Y ml (θ, φ).

Now suppose that ψ is an arbitrary initial position-state:

ψ(r, θ, φ) =
∞∑
n=1

∞∑
l=0

l∑
m=−l

cn,l,mψn,l,m(r, θ, φ).

Then the time-evolution is given by

ψ(r, θ, φ, t) = e−
i
~Htψ(r, θ, φ)

=
∞∑
n=1

∞∑
l=0

l∑
m=−l

cn,l,me
− i

~Htψn,l,m(r, θ, φ)

=
∞∑
n=1

∞∑
l=0

l∑
m=−l

cn,l,me
− i

~En,ltψn,l,m(r, θ, φ).

As promised, we now wish to show that there are no physical solutions
to the radial energy eigenfunction equation (8.3) for non-positive energies.
First suppose that E < 0, and introduce the purely imaginary quantity ik :=√

2ME
~2 . Then again setting ρ = kr, the same sequence of steps yields the

modified spherical Bessel equation:[
d2

dρ2 + 2
ρ

d

dρ
−
(

1 + l(l + 1)
ρ2

)]
Rk,l

(ρ
k

)
= 0.

The solutions that are finite at ρ = 0 are given by the modified spherical
Bessel functions, which are essentially the spherical Bessel functions for purely
imaginary arguments:

il(ρ) = (−i)njl(iρ).

These functions have no positive real zeros, and hence cannot satisfy the
necessary boundary condition il(ka) = 0 for any value of k > 0. Thus, there
are no eigenstates of negative energy.

All that remains is to show that there are no states of zero energy. For
E = 0, we also have k = 0, and the radial equation becomes[

d2

dr2 + 2
r

d

dr
− l(l + 1)

r2

]
R0,l(r) = 0.

This is a Cauchy-Euler equation with general solution

c1r
α1 + c2r

α2 ,
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where
α1 = 1

2

(
−1 +

√
1 + 4l(l + 1)

)
≥ 0

and
α2 = 1

2

(
−1−

√
1 + 4l(l + 1)

)
< 0.

The condition that R0,l be finite at r = 0 requires that c2 = 0, but then the
additional condition that R0,l(a) = 0 requires that c1 = 0 as well. Thus, there
is no eigenstate of zero energy, as claimed.

8.6 Two-particle systems
We now want to model the interaction of two particles in three-dimensional

space. We begin by assuming that the two particles are distinguishable (e.g.,
a proton and an electron), so that we can speak meaningfully of the “first”
particle and the “second” particle. If r1 and r2 denote the classical position
vectors of the two particles in R3, then the state space for the 2-particle system
is the completed tensor product

L2(R3, dr1)⊗̂L2(R3, dr2) ∼= L2(R3 × R3, dr1dr2), (8.4)

and the state of the system is represented by a wavefunction ψ(r1, r2). We
consider a classical potential function V that depends only on the distance
between the two particles: V (r1, r2) = V (|r1 − r2|). If M1 and M2 denote the
masses of the two particles, then the classical expression for the total energy
is

E = p1 · p1
2M1

+ p2 · p2
2M2

+ V (|r1 − r2|).

Quantizing this expression yields the Hamiltonian

H = p̂1 · p̂1
2M1

+ p̂2 · p̂2
2M2

+ V (|r̂1 − r̂2|). (8.5)

Exercise 8.18. Check that the components of the total linear momentum
operator p̂1 + p̂2 commute with the Hamiltonian H. (Hint: Note that, in terms
of the tensor product decomposition (8.4) the operator p̂1 acts only on the first
factor and p̂2 acts only on the second, so the components of the two momentum
operators commute.)

Since the components of p̂1 + p̂2 commute with H, total linear momentum
is conserved in the sense of Section 4.3.1. To go further with the analysis, we
change coordinates on R3 × R3 from (r1, r2) to (r,R), where

r := r1 − r2 (relative position)
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and
R := M1r1 +M2r2

M1 +M2
(center of mass).

The generators of translation along these new coordinate axes give rise to the
linear momentum operators

p̂ = M2p̂1 −M1p̂2
M1 +M2

(relative linear momentum)

and
P̂ = p̂1 + p̂2 (total linear momentum).

To see this, set M := M1 +M2 and note that

(r1, r2) =
(
R + M2

M
r,R− M1

M
r
)
.

Introduce components for the various position vectors as follows:

rj = (xj , yj , zj)
r = (x, y, z)
R = (X,Y, Z).

Then writing Ψ(r,R) = ψ(r1, r2) to denote the wavefunction in the new
coordinates, we have

p̂xΨ(r,R) = i~
d

ds
Ψ(r− (s, 0, 0),R)

∣∣∣∣
s=0

= i~
d

ds
ψ

(
R + M2

M
(r− se1),R− M1

M
(r− se1)

)∣∣∣∣
s=0

= i~
∂ψ

∂x1
(r1, r2)−M2

M
+ i~

∂ψ

∂x2
(r1, r2)M1

M

=
[
M2

M

~
i

∂

∂x1
− M1

M

~
i

∂ψ

∂x2

]
ψ(r1, r2)

=
[
M2p̂x1

M
− M1p̂x2

M

]
ψ(r1, r2).

Similarly, we have

P̂XΨ(r,R) = i~
d

ds
Ψ(r,R− (s, 0, 0))

∣∣∣∣
s=0

= i~
d

ds
ψ

(
R− se1 + M2

M
r,R− se1 −

M1

M
r
)∣∣∣∣

s=0

= i~
∂ψ

∂x1
(r1, r2)(−1) + i~

∂ψ

∂x2
(r1, r2)(−1)

=
[
~
i

∂

∂x1
+ ~
i

∂ψ

∂x2

]
ψ(r1, r2)

= [p̂x1 + p̂x2 ]ψ(r1, r2).
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In terms of the total and relative momentum operators, the Hamiltonian
(8.5) becomes

H = P̂ · P̂
2M + p̂ · p̂

2µ + V (r̂), (8.6)

where M = M1 +M2 is the total mass and µ = M1M2
M1+M2

is the reduced mass.

Exercise 8.19. Show that the 2-particle Hamiltonian (8.5) takes the form
(8.6) in the relative position/center of mass coordinates.

Exercise 8.20. Let Φ(r,R) = (r1, r2) =
(
R + M2

M r,R − M1
M r

)
denote the

change of coordinate mapping. Show that the 6-by-6 Jacobian matrix of partial
derivatives has the block form:

DΦ = 1
M

[
M2 M
−M1 M

]
,

where M = M1 +M2 and each entry represents a 3-by-3 scalar matrix. Con-
clude that det(DΦ) = 1, so that the change of variable theorem A.41 reads:∫

R6
f(r1, r2)dr1dr2 =

∫
R6
f(Φ(r,R))drdR.

By the previous exercise, the coordinates (r,R) lead to a corresponding
decomposition of the position space L2(R3 × R3, dr1dr2) as the completed
tensor product

L2(R3, dR)⊗̂L2(R3, dr).

Thus, finite linear combinations of separable functions ψCM (R)ψrel(r) are
dense in the state space. In terms of this decomposition we can express the
Hamiltonian (8.6) as

H = P̂ · P̂
2M ⊗ I + I ⊗

(
p̂ · p̂
2µ + V (r̂)

)
= HCM ⊗ I + I ⊗Hrel.

Hence, the dynamics splits into two pieces: the center of mass wavefunction
ψCM (R) evolves according to the free-particle Hamiltonian HCM = P̂·P̂

2M ,
while the relative wavefunction ψrel(r) evolves according to the Hamiltonian
Hrel = p̂·p̂

2µ +V (r̂) describing the dynamics of a single particle of mass µ in the
central potential V (r). Since we already understand the free-particle energy
eigenstates (Section 8.5.1), we focus on the relative Hamiltonian and drop the
subscript “rel.”

8.6.1 The Coulomb potential
The classical Coulomb potential describing the electrostatic interaction

between a nucleus of positive charge Ze and a single electron of charge −e
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e−

Ze

F = −Ze
2

r2

( r
r

)r

FIGURE 8.2: The Coulomb force on an electron due to a nucleus of positive
charge Ze. The vector r (not shown) points from the nucleus to the electron.

is given3 in relative coordinates by V (r) = −Ze
2

r . This potential leads to the
attractive inverse-square Coulomb force between the nucleus and the electron
(see Figure 8.2):

F (r) = −∇V (r) = −Ze
2

r2

(r
r

)
.

Hence, to model the quantum dynamics of the electron in the Coulomb
potential, we write down the (relative) Hamiltonian

H = p̂ · p̂
2µ −

Ze2

r̂
= − ~2

2µ∆− Ze2

r̂
.

As with any central potential, this leads to the energy eigenfunction equation
(8.2) for the radial functions RE,l(r) ∈ L2(R≥0, r

2dr):[
− ~2

2µ

(
d2

dr2 + 2
r

d

dr

)
+ l(l + 1)~2

2µr2 − Ze2

r

]
RE,l(r) = ERE,l(r).

By introducing the functions uE,l(r) := rRE,l(r), this equation simplifies to[
− ~2

2µ
d2

dr2 + l(l + 1)~2

2µr2 − Ze2

r

]
uE,l(r) = EuE,l(r), (8.7)

which is the one-dimensional Schrödinger equation with the effective potential
Veff(r) := l(l+1)~2

2µr2 − Ze2

r .

Exercise 8.21. Derive the differential equation (8.7) for uE,l starting with
the one for RE,l. Moreover, use the relation rR(r) = u(r) to show that R ∈
L2(R≥0, r

2dr) if and only if u ∈ L2(R≥0, dr).

For negative energies E < 0 (corresponding to bound states), the standard
way to solve the equation (8.7) is via power series methods (see [9, Section
4.2] or [22, Section 10.2]). Here we simply quote the results. The requirement
that uE,l be square-integrable leads to a quantization of the allowable energy
levels En:

En = −µZ
2e4

2~2n2 n = 1, 2, 3, . . . . (8.8)

3Here we follow [22] and use Gaussian units to avoid numerical factors. In SI units (as
in [9]), the potential would be V (r) = − Ze2

4πε0r
.



184 Symmetry and Quantum Mechanics

If we introduce a dimensionless quantity4 called the fine structure constant
defined by α := e2

~c , then we may express the energies as

En = −µZ
2c2α2

2n2 n = 1, 2, 3, . . . .

For each n ≥ 1, the energy En occurs as an eigenvalue for the operator in (8.7)
when l = 0, 1, . . . , n− 1. If we introduce the dimensionless position variable

ρ = r

√
8µ|En|
~2 ,

then the eigenfunction uEn,l = un,l may be written

un,l(ρ) = ρl+1e−
ρ
2F ln−1−l(ρ),

where F ln−1−l is a polynomial of degree n − 1 − l obtained by appropriate
normalization of the associated Laguerre polynomial L2l+1

n−1−l. These are defined
as follows:

Lpq−p(x) := (−1)p
(
d

dx

)p
Lq(x),

where
Lq(x) := ex

(
d

dx

)q
(e−xxq)

is the qth Laguerre polynomial.
To return to the original position variable r, note that

ρ = r

√
8µ|En|
~2

= r

√
8µ2Z2c2α2

2~2n2

= r
2Z
n

µcα

~

= 2Z
n

r

a
,

where a := ~
µcα is a length known as the Bohr radius.

Hence, the eigenfunction of energy En < 0, squared total orbital angular
momentum l(l + 1)~2, and z-angular momentum m~ is given by

ψn,l,m(r, θ, φ) = Rn,l(r)Y ml (θ, φ)

= 1
r
un,l

(
2Z
n

r

a

)
Y ml (θ, φ)

=
(

2Z
na

)l+1
rle−

Zr
naF ln−1−l

(
2Z
n

r

a

)
Y ml (θ, φ).

4Here, c denotes the speed of light, which is the same in all inertial reference frames (see
Chapter 9). The numerical value of α is approximately 1

137 .
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For a fixed n ≥ 1, the allowable values for l are l = 0, 1, . . . , n − 1, and for
each such l, the index m can take on the 2l + 1 values m = −l,−l + 1, . . . , l.
Hence, the total dimension of the eigenspace for the energy En < 0 is given
by

n−1∑
l=0

(2l + 1) = 2
n−1∑
l=0

(l + 1
2) = 2

(
n(n− 1)

2 + n

2

)
= n2.

The striking thing here is the unexpectedly large degeneracy: while the
independence of the energies En from the magnetic quantum number m is
explained by the rotational invariance of central potentials, the independence
from the azimuthal quantum number l is special to the Coulomb potential.
This extra degeneracy is explained by the fact that the Coulomb potential en-
joys an SO(4)-symmetry extending the SO(3)-symmetry shared by all central
potentials. This extra symmetry stems for a quantum version of the classi-
cal Runge-Lenz vector, which is a conserved quantity in the 2-body Kepler
problem for planetary orbits (see [10, Section 2.6]). In fact, by exploiting
the SO(4)-symmetry, one can prove that the negative energy eigenspaces are
irreducible representations of the Lie algebra so(4) and even determine the
possible energies En via a purely algebraic argument very much in the spirit
of this book. The algebraic manipulations are cumbersome, however, so we
will simply provide three references for the details: [10, Section 18.4]; [15,
Chapters 8–9]; [20, Chapter 3, Section 5.3].

Finally, for a discussion of the positive energy solutions to equation (8.7)—
which correspond to scattering states—see [20, Chapter 3, Section 5.2].

8.7 Particles with spin
We now want to incorporate spin into our 3-dimensional model. First of all,

recall the group G = H3 o SO(3) from Section 8.4 and its action on position
space L2(R3):

(v,w, α,A) ? ψ(r) = e−
i
~ (α+v·(r−w))ψ(A−1(r−w)).

Using the double cover f : SU(2)→ SO(3) from theorem 2.39, we can extend
this to an action of the group G̃ := H3 o SU(2) on position space, defined by

(v,w, α,B) ? ψ(r) = e−
i
~ (α+v·(r−w))ψ(f(B−1)(r−w)).

Now recall from Section 5.5 that spinor space for a spin-s particle is the
irreducible SU(2)-representation πs of dimension 2s+ 1. Denote by

{|k〉 : k = −2s,−2s+ 2, . . . , 2s}
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the z-basis for spinor space representing the states of definite spin k~
2 in the

z-direction:
Ŝz|k〉 = k~

2 |k〉.

Note that we may consider πs as a representation of G̃ in which the subgroup
H3 acts trivially: πs(v,w, α,B) := πs(B). Thus, both position space and
spinor space are representations of G̃, and the total state space of a spin-s
particle is their tensor product

L2(R3)⊗ πs = L2(R3)⊗ C2s+1 ∼= L2(R3,C2s+1).

So a particle state is modeled by a spinor-valued wavefunctionψ : R3 → C2s+1.
The components ψk(r) ∈ L2(R3) are given by the expansion in the z-basis of
spinor space:

ψ(r) =
∑
k

ψk(r)|k〉.

Finally, the action of G̃ is given by:

(v,w, α,B) ?ψ(r) = e−
i
~ (α+v·(r−w))πs(B)ψ(f(B−1)(r−w)).

Exercise 8.22. Extend (again) the interpretation of the G-action developed
in exercise 8.15 to the group G̃: suppose that observer M is rotated with respect
to P according to A ∈ SO(3), and choose B = f−1(A) ∈ SU(2). Moreover,
suppose that M is also moving through P’s reference frame with velocity −v
so that M is located at position r = w at time t = 0. If at time t = 0 observer
P describes a spin-s particle with mass m via the wavefunction ψ(r), then M
would describe the same particle (at time t = 0) via the wavefunction

ψ′(r) = (mv,w, α,B)−1 ? ψ(r).

Suppose that H = − ~2

2M∆ + V (r̂) is a (spin-independent) Hamiltonian as
in Section 8.5. We have been thinking of H as an operator on L2(R3), but it
extends to an operator on L2(R3)⊗ πs by acting trivially on the spinor space
factor: H = H⊗ I. Let ψ(r) ∈ L2(R3) be an eigenfunction with energy E for
the original operator H. Then for each basis spinor |k〉, we obtain a spinor-
valued wavefunction ψ(r) := ψ(r)|k〉 that is also an H-eigenfunction with the
same energy E. Varying the index k, we obtain 2s + 1 linearly independent
eigenfunctions in L2(R3)⊗πs. It follows that if the eigenspace for energy E has
dimension n in the absence of spin, then the corresponding energy eigenspace
for a spin-s particle will have dimension (2s + 1)n. In particular, for a given
potential V , a spin- 1

2 particle has energy eigenspaces of twice the dimension
of a spin-0 particle. Indeed, for each position state of the spin-0 particle, the
spin- 1

2 particle can be either spin up or spin down along the z-axis (or in
a superposition of the two); since the Hamiltonian is spin-independent, the
spin-state does not affect the energy of the particle.
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The space L2(R3) ⊗ πs is clearly irreducible as a representation of G̃ =
H3 o SU(2), but we can ask for its decomposition as a representation of the
subgroup SU(2). For this, we work in spherical coordinates as in Section 8.3
and use the decomposition of L2(S2) into SO(3)-irreducibles together with
the Clebsch-Gordan rules from Section 6.2:

L2(R3)⊗ πs ∼= L2(R≥0, r
2dr)⊗̂L2(S2, dΩ)⊗ πs

= L2(R≥0, r
2dr)⊗̂

(⊕̂∞

l=0
Yl
)
⊗ πs

= L2(R≥0, r
2dr)⊗̂

(⊕̂∞

l=0
πl

)
⊗ πs

= L2(R≥0, r
2dr)⊗̂

⊕̂∞

l=0

l+s⊕
j=|l−s|

πj

 .

The finite direct sums inside the parentheses indicate the mixing of orbital
angular momentum with spin. To explain this physical interpretation, recall
that we have realized the representation πl as the space of spherical harmonics
Yl ⊂ L2(S2), with basis functions Y ml (θ, φ) representing states of squared
orbital momentum l(l + 1)~2 and z-angular momentum m~:

L̂
2
Y ml = l(l + 1)~2Y ml and L̂zY

m
l = m~Y ml .

Similarly, the representation πs has basis spinors |k〉 representing states of
squared spin s(s+ 1)~2 and z-spin k~

2 :

Ŝ
2
|k〉 = s(s+ 1)~2|k〉 and Ŝz|k〉 = k~

2 |k〉.

On the tensor product Yl ⊗ πs, the orbital angular momentum operators
act only on the first factor, while the spin operators act only on the second.
But as a representation of su(2)C = sl2(C), the action of the scaled Pauli basis
~
2σj is given by the components of the total angular momentum operator :

Ĵ := L̂ + Ŝ = L̂⊗ I + I ⊗ Ŝ.

From Section 6.2, we also know that this representation decomposes into a
direct sum of irreducibles as indicated:

Yl ⊗ πs =
l+s⊕

j=|l−s|

πj .

But then Ĵ
2
acts as j(j+1)~2 on πj , which has a basis consisting of eigenvectors

for Ĵz. Hence, for each triple (l, s, j) with |l − s| ≤ j ≤ l + s, there is a basis
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of the subrepresentation πj ⊂ Yl ⊗ πs ⊂ L2(S2) ⊗ πs given by the 2j + 1
spinor-valued wavefunctions denoted

ψl,s,j,mj (r) mj = −j, j + 1, . . . , j.

These represent particle states with the following definite values of our chosen
observables:

L̂
2

squared orbital angular momentum l(l + 1)~2

Ŝ
2

squared spin s(s+ 1)~2

Ĵ
2

squared total angular momentum j(j + 1)~2

Ĵz z-component of total angular momentum mj~.

Now suppose that we have two distinguishable particles as in Section 8.6,
but now with spins s1 and s2 respectively. Then the total state space for the
2-particle system is given by the completed tensor product(

L2(R3, dr1)⊗ πs1

)
⊗̂
(
L2(R3, dr2)⊗ πs2

) ∼= L2(R6, dr1dr2)⊗ πs1 ⊗ πs2 .

Changing to the relative/center-of-mass coordinates (r,R), the state space
may be written as

L2(R3, dR)⊗̂L2(R3, dr)⊗ πs1 ⊗ πs2 .

If the potential V (r) depends only on the separation r = r1 − r2, then the
Hamiltonian decomposes into a free part describing the center of mass and a
relative Hamiltonian:

H = P̂ · P̂
2M ⊗ I + I ⊗

(
p̂ · p̂
2µ + V (r̂)

)
.

Since the vector r points from the second particle to the first, we should
consider the relative Hamiltonian Hrel = p̂·p̂

2µ + V (r̂) as an operator on
L2(R3, dr)⊗ πs1 , thereby accounting for the spin of the first particle. On the
other hand, we have a choice as to whether we should also include the second
spinor space, or instead associate πs2 with the center of mass Hamiltonian
HCM = P̂·P̂

2M , which would then act on L2(R3, dR) ⊗ πs2 . The latter option
is especially reasonable when the second particle is much more massive than
the first, so that the center of mass is essentially the location of the second
particle. However, we might want to alter the relative Hamiltonian to account
for the interaction between the spins of the two particles (as in example 6.10
in Chapter 6, revisited below), in which case we must consider Hrel as an
operator on L2(R3, dr)⊗ πs1 ⊗ πs2 .
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8.7.1 The hydrogen atom

We now return to the Coulomb potential V (r) = −Ze
2

r describing the
interaction between a nucleus of positive charge Ze and an electron with
charge −e. As in Section 8.6.1, we have the (relative) Hamiltonian

H = − ~2

2µ∆− Ze2

r̂
,

now viewed as an operator on L2(R3, dr) ⊗ π 1
2
since the electron is a spin- 1

2
particle. (For now, we are ignoring the spin of the nucleus by associating it
with the center of mass wavefunction.) As described in the previous section,
tensoring with π 1

2
has the effect of doubling the dimension of each energy

eigenspace. So, for every n = 1, 2, 3, . . . , there are now 2n2 linearly indepen-
dent states of energy En. As we will discuss in the next section, this explains
the number of elements in each row of the periodic table of the elements!

Taking Z = 1 in the potential V corresponds to the hydrogen atom, with
nucleus a single proton of charge e. From (8.8), we see that the energy levels
of hydrogen are

En = −µc
2α2

2n2 n = 1, 2, 3, . . . .

So far the spin of the electron has only served to double the dimension of each
energy eigenspace. But the fact that the electron has spin actually changes the
dynamics, and we can model these effects by introducing various correction
terms to the Hamiltonian. As a result, the energy levels change slightly and the
energy degeneracy is broken—this is called the fine structure5 and hyperfine
structure of hydrogen. The actual computation of the energy shifts requires
perturbation theory, so we will content ourselves with a brief description of
the correction terms in the Hamiltonian and the magnitudes of the resulting
energy shifts (see [9, Sections 6.3, 6.5] for details).

The first correction term accounts for spin-orbit coupling: the interaction
between the spin of the electron and the magnetic field generated by the mo-
tion of the proton. Roughly (and classically) speaking, from the point of view
of the electron, the orbiting proton (being charged) generates a magnetic field
B = e

Mec2r3L pointing in the same direction as the electron’s orbital angular
momentum L (computed in the rest frame of the proton, which is essentially
the center of mass frame, since Mp >> Me.) As discussed in example 4.1 of
Chapter 4, the electron has a magnetic dipole moment µe producing an inter-
action energy of −µe ·B with the magnetic field. Quantizing this expression
amounts to replacing µe with the correct multiple (the gyromagnetic ratio) of
the electron spin operator to yield the spin-orbit Hamiltonian:

Hso := e2

2M2
e c

2
L̂ · Ŝe
r̂3 .

5The fine structure of hydrogen also includes a relativistic correction; see [9, Section 6.3].
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Adding this correction term to the Coulomb Hamiltonian yields

H′ := H+Hso = − ~2

2µ∆− e2

r̂
+ e2

2M2
e c

2
L̂ · Ŝe
r̂3 .

The extra term destroys the l-degeneracy of the energy levels En: the new
energies E′n,l,j now depend on the squared orbital angular momentum l(l+1)~2

as well as the squared total6 angular momentum j(j + 1)~2. But the shifts
are very small: the differences En − E′n,l,j are on the order of α2En, where
α ≈ 1

137 is the fine structure constant.
The hyperfine structure of hydrogen arises from spin-spin coupling: the

interaction between the magnetic dipole moments of the electron and proton.
The necessary correction term Hss is complicated (see [9, equation 6.86]), but
in the case of the lowest energy state the relevant portion is simply

b

~2 Ŝe · Ŝp,

where b is a constant with the dimensions of energy (this Hamiltonian was the
subject of example 6.10 in Chapter 6). Adding the correction to our growing
Hamiltonian yields:

H′′ = H′ +Hss = − ~2

2µ∆− e2

r̂
+ e2

2M2
e c

2
L̂ · Ŝe
r̂3 +Hss.

In order for this to make sense, we need to consider H′ as an operator on
L2(R3, dr)⊗ π 1

2
⊗ π 1

2
, where the first copy of π 1

2
represents the electron spin

and the second copy represents the proton spin. As before, tensoring with π 1
2

has the effect of doubling the dimension of each energy eigenspace for H′. In
particular, the lowest energy E1 for H′ now has a 4-dimensional eigenspace
given by combining the ground state wavefunction ψ1,0,0(r, θ, φ) for the spin-
zero HamiltonianH with the 4-dimensional space of spin-states for the proton-
electron system. But as we saw in example 6.10 in Chapter 6, the operator
b
~2 Ŝe ·Ŝp breaks this energy degeneracy, yielding a one-dimensional eigenspace
for the energy E1−3b and a three-dimensional eigenspace for the energy E1+b.
In general, the spin-spin term Hss produces tiny energy shifts on the order of
Me

Mp
α2En, much smaller than the shifts due to spin-orbit coupling, which are

on the order of α2En.
When a hydrogen atom transitions from the E1 + b energy level to the

E1 − 3b energy level, it emits electromagnetic radiation having the corre-
sponding energy difference of 4b. This energy corresponds to a wavelength of
approximately 21 centimeters, putting it in the microwave portion of the elec-
tromagnetic spectrum. This 21-centimeter radiation is commonly observed in
radio astronomy.

6Miraculously, once one makes the relativistic correction as well, a bit of degeneracy is
restored: the energies E′n,j depend on j but not on l = j ± 1

2 .
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8.8 Identical particles
We return now to the question of identical particles, first considered in

Section 6.3. We wish to extend that discussion to the context of two identical
spin-s particles in three-dimensional space. The state of the pair of particles
is described by a πs ⊗ πs-valued wavefunction ψ(r1, r2) in the space

(L2(R3, dr1)⊗ πs)⊗̂(L2(R3, dr2)⊗ πs) ∼= L2(R6, dr1dr2)⊗ πs ⊗ πs.

But since the particles are indistinguishable, switching the labels on the two
particles must result in the same physical state. That is, physical states must
be eigenfunctions of the label switching operator Q, which has eigenvalues ±1
sinceQ2 = I. On a decomposable wavefunction of the form ψ(r1, r2)|φ1〉⊗|φ2〉,
the operator Q acts as

Q(ψ(r1, r2)|φ1〉 ⊗ |φ2〉) = ψ(r2, r1)|φ2〉 ⊗ |φ1〉.

Hence, for a general state we require that∑
j

ψj(r1, r2)|φ1,j〉 ⊗ |φ2,j〉 = ±
∑
j

ψj(r2, r1)|φ2,j〉 ⊗ |φ1,j〉.

In fact, the Spin-Statistics Theorem states that particles with integral spin
(bosons) are symmetric under exchange, while those with half-integral spin
(fermions) are antisymmetric. Note the subtlety here: fermion states may
be formed by combining symmetric scalar wavefunctions with antisymmetric
spinors, or by combining antisymmetric scalar wavefunctions with symmetric
spinors. Similarly, bosons may be formed by combining scalar wavefunctions
and spinors of the same parity. See [20, Section 4.3] for further discussion.

Now suppose that ψ1(r1) and ψ2(r2) in L2(R3) ⊗ πs are two individual
particle states. Then the state describing two identical particles, one in each
state, is given by the normalization of

ψ1 ⊗ψ2 ±Q(ψ1 ⊗ψ2),

where we use the + sign if the particles are bosons and the − sign if the par-
ticles are fermions. Note that in the case of fermions, this expression becomes
zero if we take ψ1 = ψ2. This simple observation implies the Pauli exclusion
principle: two identical fermions cannot occupy the same state.

The exclusion principle has major implications for the structure of atoms,
which are composed of a nucleus of positive charge Ze together with Z ≥ 1
electrons, each of charge −e. For Z = 1 we get hydrogen, for Z = 2 we
get helium, for Z = 3 we get lithium, and so on through the periodic table
of the elements (see Figure 8.3). But what is the meaning of the traditional
organization of the periodic table into rows of varying lengths? To discover the
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FIGURE 8.3: The Periodic Table of the Elements. The groups of columns
marked with letters indicate elements with a common value of azimuthal quan-
tum number l for their highest-energy electron in the ground state: s corre-
sponds to l = 0, p to l = 1, d to l = 2, f to l = 3.
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answer, let’s think about constructing the lowest possible energy state (the
ground state) of each element by starting with a nucleus of charge Ze and
adding Z electrons one at a time according to the Pauli exclusion principle,
each in the lowest available energy eigenstate determined by the Coulomb
Hamiltonian H = − ~2

2µ∆ − Ze2

r̂ acting on L2(R3) ⊗ π 1
2
. Here we are ignoring

any interaction between the electrons (except for the exclusion principle), so
that each additional electron is governed by the same Hamiltonian H.

Recall from the beginning of Section 8.7.1 that (for a fixed value of Z ≥ 1)
the Hamiltonian H has an infinite sequence of negative energies En given by
formula (8.8). Moreover, for each n ≥ 1, the En-eigenspace has dimension 2n2,
where the factor of 2 comes from the electron spin; a basis of eigenfunctions is
denoted by ψn,l,m|±z〉 where l = 0, 1, . . . , n−1 and m = −l,−l+1, . . . , l. Here
ψn,l,m denotes the state with energy En, squared orbital angular momentum
l(l + 1)~2, and z-angular momentum m~.

Note that, although the actual energy values En depend on Z, the dimen-
sion of the eigenspaces is independent of Z: for each value of Z ≥ 1, there is
always a two-dimensional space of lowest energy E1, then an 8-dimensional
space of energy E2, followed by an 18-dimensional space of energy E3, and
so on. Hence, for the purposes of the present discussion, we can imagine con-
structing the elements one-by-one by adding electrons to the eigenspaces in
order, simultaneously increasing the value of Z to ensure that the resulting
elements are electrically neutral. When we add electrons within a given en-
ergy level, we will always make use of the lowest available azimuthal quantum
number l. Let’s get started:

(H) For Z = 1 we have a single electron in the state ψ1,0,0|+z〉. This is the
ground state of the hydrogen atom.

(He) For Z = 2, we add a second electron with the same energy but opposite
spin: ψ1,0,0|−z〉. Antisymmetrizing, we get the ground state of helium:

1√
2
ψ1,0,0(r1)ψ1,0,0(r2)(|+z〉 ⊗ |−z〉 − |−z〉 ⊗ |+z〉).

At this point we have exhausted the 2-dimensional eigenspace for energy E1,
and so we move on to E2, starting a new row of the periodic table.

(Li) For Z = 3, we add a third electron in the state ψ2,0,0|+z〉. This is
lithium.

(Be) For Z = 4, we add a fourth electron with the same energy as the third,
but with the opposite spin: ψ2,0,0|−z〉. This is beryllium.

We have now exhausted all the states with energy E2 and l = 0, the so-called
2s-orbitals. We now move on to the 2p-orbitals with energy E2 and l = 1, for
which there is a 6-dimensional space: m = −1, 0, 1 and spin up or spin down
for each: boron, carbon, nitrogen, oxygen, fluorine, and neon. We have now
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filled up the 8-dimensional eigenspace for energy E2, and we move on to E3,
starting a new row of the table.

For E3, we begin with the two 3s-orbital states (l = m = 0; Na and Mg)
and then the six 3p-orbital states (l = 1,m = −1, 0, 1; Al, Si, P, S, Cl, Ar).
Then we move on to the 3d-orbitals (l = 2,m = −2,−1, 0, 1, 2) of which there
are ten, thus accounting for the entire 18-dimensional eigenspace for E3. But
the reader will notice that in the periodic table, those ten 3d-orbital states
occur in a new row, after the pair of 4s-orbital states for the next energy E4:
K and Ca. This deviation from the “expected order” is a result of the fact that
we have completely ignored the interaction between electrons in the atoms.
Nevertheless, it is clear that the Coulomb Hamiltonian eigenspaces go a long
way toward explaining the basic pattern.

Moreover, the structure displayed in the periodic table is the basis for all
of chemistry! In fact, the chemical properties of elements are largely deter-
mined by the “outermost” electrons of the atoms—i.e., those with the highest
energies. For this reason, elements in the same column of the periodic table
have similar chemical properties. For instance, elements in the final column
are those with completely filled p-orbitals7 and empty higher orbitals. Such
elements do not like to lose/gain/share electrons, and hence exhibit low chem-
ical reactivity; they are known as the noble gases since they generally refuse
to interact with other elements. Likewise, fluorine (F) and chlorine (Cl) are
each only one electron away from having full p-orbitals, while sodium (Na)
has one “extra” electron in a 3s-orbital on top of completely filled 2p-orbitals.
Hence, both F and Cl like to join with Na to form NaF and the more familiar
NaCl (table salt), in which the Na atom gives its “extra” electron to account
for the “missing” electron in its companion. This is a special case of a rule of
thumb called the Octet Rule: elements in the s- and p-columns of the periodic
table like to form molecules in which the outer electrons are transferred or
shared so that each atom in the molecule has full p-orbitals. Another example
is carbon dioxide (CO2), in which each oxygen atom shares two of its six outer
electrons with the carbon atom, while the carbon atom shares two of its four
outer electrons with each oxygen atom. As a result of this sharing, each atom
in the CO2 molecule has 8 outer electrons, forming a complete octet comprised
of two occupied 2s-orbitals and six occupied 2p-orbitals.

As our friends M and P conclude their discussion of the periodic table,
they marvel at how far they’ve come since Chapter 1—all the way from ro-
tations of physical space to the structure of table salt. The mathematician
M wonders about the origin of the Spin-Statistics Theorem. Observer P says
something about a relativistic version of quantum mechanics called Quantum
Field Theory, but that is a whole other story—for an introduction see [5],
[14], or the growing series of volumes [24, 25, 26], which has the noble goal
of providing “A Bridge between Mathematicians and Physicists.” In the final

7There are no p-orbitals for the lowest energy E1, but helium is traditionally placed in
the final column because it has completely filled s-orbitals and empty higher orbitals.
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chapter of our text, we will simply point the way toward a relativistic version
of quantum mechanics for individual particles, without taking on a quantum
treatment of fields as ultimately required by the special theory of relativity.
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Chapter 9
Toward a Relativistic Theory

In which M and P discover the central extension of the Galilean group, the
restricted Lorentz group SO+(1, 3), and the Dirac equation.

Let’s return to our observers M and P as they were at the beginning,
located together, looking at empty space. In Chapter 1, we studied the conse-
quences of their choosing different coordinate axes for the space around their
common location, which led us to the consideration of the rotation group
SO(3). In Chapter 2 we studied the universal double cover f : SU(2)→ SO(3),
and found that the defining representation of SU(2) provides a model for elec-
tron spin. Later, in Chapters 7 and 8, we wondered about the consequences
of M and P choosing different locations to plant their feet, and we were led
to the translation action of (R3,+) and the Schrödinger representation of the
Heisenberg group H3 on position space L2(R3). In all of these cases, we as-
sumed that M and P were at rest with respect to each other. In this chapter,
we ask about the consequences of relative, uniform motion in a straight line.

9.1 Galilean relativity
Suppose that P has chosen an orthonormal basis for (V, 〈, 〉) as in Chap-

ter 1, thereby identifying the physical space around him with (R3, ·). In ad-
dition to having identical meter sticks and protractors (when compared to
each other at rest), we now assume that M and P have identically constructed
watches (a tacit assumption throughout this book). Just as in Chapter 1,
M has chosen a different orthonormal basis, obtained from P’s by a rotation
A ∈ SO(3). But in addition, we now assume that M is traveling with constant
velocity v with respect to P, so that at time t, M is located at x(t) = tv (see
Figure 9.1). If t′ denotes the time on M’s watch, we assume that t′ = 0 when
t = 0 (i.e., when M and P are at the same location). Our question is simple:
what is the relationship between P’s space-time coordinates (t,x) and M’s
coordinates (t′,x′)? In the next section, we will briefly review Einstein’s rad-
ical answer to this question (in the form of special relativity) and investigate
some immediate consequences for quantum mechanics. But in this section,
we stick with the non-relativistic framework, in which the passage of time is
assumed to be common to all observers, regardless of their states of motion,
so t′ = t. Furthermore, space is assumed to be an immutable stage on which
events transpire.

197
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x
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Mx(t) = tv
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x′
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FIGURE 9.1: Observer M’s rotated coordinate system moving away from
observer P at a constant velocity v.

Perhaps surprisingly, it will turn out that the non-relativistic story is more
complicated than the relativistic tale developed in the next section. The rea-
son is essentially group-theoretic: as shown below, we will need to construct a
central extension of the Galilean group G in order to describe the relationship
between M and P’s wavefunctions in the non-relativistic setting. In the con-
text of special relativity, we will see that the relevant group is the restricted
Poincaré group P0, and we only need to pass to its universal cover in order
to obtain an action on wavefunctions. Although the comparison is interesting
and instructive, the reader wishing to skip the algebraic complications of the
Galilean group may jump to Section 9.2 after reading example 9.1.

In non-relativistic mechanics, the connection between the coordinates (t,x)
and (t′,x′) is called a Euclidean transformation. At time t = t′ = 0, observers
M and P are at the same location, and by assumption, their spatial coordinates
differ by a rotation A ∈ SO(3). Recall that A sends P’s basis uj to M’s basis
u′j , so M’s coordinates x′ are obtained from P’s coordinates x via the inverse
matrix:

(0,x′) = (0, A−1x).

Since at each time t, observer P would describe M’s location as tv, we must
subtract the time-dependent vector tv from P’s coordinates and then rotate
to obtain M’s coordinates:

(t′,x′) = (t, A−1(x− tv)).

This coordinate transformation is the inverse of the linear transformation
E(v, A) : R4 → R4 given by

E(v, A)(t,x) = (t, Ax + tv).

In this way, we obtain a representation of the Euclidean group R3 o SO(3)
on R4 defined by (v, A) 7→ E(v, A). This action extends the SO(3)-action on
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FIGURE 9.2: The motion b(t) of a ball traveling with velocity vb with
respect to observer P. The vector b′(t) describes the motion in observer M’s
rotated coordinate system, which is moving away from P with velocity v.

the physical space R3 = {0} × R3 from Chapter 1. We refer to E(v, I) as a
Euclidean boost with velocity v.

Example 9.1. Suppose that P observes a ball moving through space with
constant velocity vb. If at time t = 0 the ball is located at the point x0, then
P observes the straight-line trajectory (see Figure 9.2)

b(t) = x0 + tvb.

In terms of space-time coordinates, P writes the trajectory as

(t,b(t)) = (t,x0 + tvb).

Let’s determine the trajectory b′(t′) = b′(t) observed by M according to the
classical, non-relativistic story described above. Applying the inverse of the
Euclidean transformation E(v, A) yields:

(t′,b′(t′)) = E(v, A)−1(t,x0 + tvb) = (t, A−1(x0 + tvb − tv)),

so that b′(t) = A−1x0 + tA−1(vb − v). Note that M observes the ball to be
traveling with the different constant velocity A−1(vb − v).

We may combine the Euclidean group with the group of time- and space-
translations (R,+)× (R3,+) to obtain the Galilean group.

Definition 9.2. The Galilean group is G := (R × R3) o (R3 o SO(3)) with
group law

(s2,w2,v2, A2)(s1,w1,v1, A1) :=
(s2 + s1,w2 +A2w1 + s1v2,v2 +A2v1, A2A1).

Its action on Euclidean space-time R4 is given by

(s,w,v, A) ? (t,x) = (t+ s,Ax + w + tv). (9.1)
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FIGURE 9.3: Observer M’s rotated coordinate system moving away from
observer P at constant velocity v, starting at the location x = w at time
t = s.

Exercise 9.3. Show that the given composition law does endow G with the
structure of a group, and verify that (9.1) yields a group action on R4. Show
that the inverse of an element of G is given by

(s,w,v, A)−1 = (−s,A−1(sv−w),−A−1v, A−1).

We interpret the action (9.1) as follows: suppose that (t,x) are P’s coor-
dinates for a space-time event. Moreover, suppose that M has set her watch
behind P’s by s seconds (so t′ = t − s) and is moving with respect to P as
follows (see Figure 9.3):

• M is rotated according to A ∈ SO(3);

• at time t = s (corresponding to t′ = 0) M is located at x = w;

• M is moving with constant velocity v.

Then M’s space-time coordinates (t′,x′) are obtained by acting on P’s with
the inverse of the group element (s,w,v, A):

(t′,x′) = (s,w,v, A)−1 ? (t,x)
= (−s,A−1(sv−w),−A−1v, A−1) ? (t,x)
= (t− s,A−1x +A−1(sv−w)− tA−1v)
= (t− s,A−1(x−w− (t− s)v).

We would now like to reformulate the quantum mechanics of a single (spin-
less) particle in terms of the space-time R4. Recall from Chapter 8 that the
position state of such a particle at a given instant t is modeled by a unit
vector ψ(t,x) ∈ L2(R3). Hence, we may consider the time-evolution of an ini-
tial state ψ(0,x) as a function R → L2(R3) given by t 7→ ψ(t,x). Changing
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viewpoints only slightly, we may put the time- and space-dependence on an
equal footing and think of ψ : R4 → C as a complex-valued function of four
variables. As described in Section 8.3, the spatial-translation and rotation
subgroup G0 = {0} × R3 o ({0} o SO(3)) of the Galilean group acts on po-
sition space L2(R3), providing the wavefunction transformations connecting
observers whose reference frames differ by a spatial translation w and rotation
A. In detail, the G0-action on wavefunctions is given by

(w, A) ? ψ(t,x) = ψ((w, A)−1 ? (t,x)) = ψ(t, A−1(x−w)).

Then if P describes a particle with the wavefunction ψ(t,x), the rotated and
translated observer M would describe the same particle with the wavefunction

ψ′(t,x) = (w, A)−1 ? ψ(t,x) = ψ(t, Ax + w).

Since M’s coordinates x′ are related to P’s as x′ = A−1(x − w), this new
wavefunction has the property that ψ′(t′,x′) = ψ(t,x), so that M’s amplitude
density for the particle to be at the space-time location (t′,x′) is the same as
P’s amplitude density for the particle to be at the same space-time location
(t,x), only expressed in different coordinates. We would like to extend this
G0-action (and its interpretation) to an action of the full Galilean group acting
on the wavefunctions ψ(t,x). We will see that this isn’t such a simple matter.

We begin by considering a pure time-translation s = (s,0,0, I). In terms
of the preceding discussion, we imagine that the only difference between the
observers M and P is that M’s watch is set s seconds behind P’s. Then M’s
wavefunction should be obtained from P’s by acting via the inverse time-
translation, which has the effect of evolving P’s wavefunction forward in time:

ψ′(t,x) = (−s) ? ψ(t,x) = ψ(s ? (t,x)) = ψ(t+ s,x).

In order to put time-translation together with the space-translation and
rotation action, note that according to the group law in G from definition 9.2,
we have (s,w,0, A) = s(0,w,0, A), so a zero-velocity group element acts on
wavefunctions as

(s,w,0, A) ? ψ(t,x) = = s ? ((0,w,0, A) ? ψ(t,x))
= s ? ψ(t, A−1(x−w))
= ψ(t− s,A−1(x−w)).

Hence, we have discovered the action of the space-time-translation and rota-
tion subgroup R×G0 = R× R3 o ({0}o SO(3)) ⊂ G on wavefunctions.

Example 9.4. Before moving on to Euclidean boosts, let’s see how the R×G0-
action works out for a free particle of mass m with definite momentum p ∈ R3.
Setting p = |p|, such a particle has definite energy p2

2m (since momentum eigen-
states are also energy eigenstates; see Section 8.5.1), so observer P describes
the particle via the wavefunction

ψ(t,x) = e−
i
~
p2t
2m ψp

p ,p
(x) = e

i
~ (p·x− p

2t
2m ).
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Observer M would then use the wavefunction

ψ′(t,x) = (s,w,0, A)−1 ? ψ(t,x)
= (−s,−A−1w,0, A−1) ? ψ(t,x)
= ψ(t+ s,Ax + w)

= e
i
~ (p·(Ax+w)− p

2(t+s)
2m )

= e
i
~ ((p·w)− p

2s
2m )e

i
~ ((A−1p)·x− p

2t
2m ).

Since A is an orthogonal matrix, we have |A−1p|2 = p2 so ψ′ describes a
particle with definite momentum A−1p (together with a global phase out front).
This is exactly what we should expect, since A−1p gives M’s rotated description
of the free particle’s momentum.

Now consider a general element (s,w,v, A) ∈ G. We wish to determine its
action on a wavefunction, so that acting by its inverse yields M’s wavefunction
from P’s when M is rotated viaA, moving with velocity v, and displaced to x =
w at time t = s (see Figure 9.3). Actually, we have already answered a portion
of this question (for s = 0) in Chapter 8. In particular, exercise 8.15 shows
that M’s wavefunction (at time t′ = 0) is obtained from P’s wavefunction (at
the same instant t = 0) as follows:

ψ′(0,x) = e
iα
~ e−

i
~mv·Axψ(0, Ax + w). (9.2)

Here, e iα~ is a global phase, m is the mass of the particle under observation,
and we have made allowance for the fact that exercise 8.15 assumed M to be
moving with velocity −v, whereas now M is moving with velocity v. Our job
is to determine the relationship between the time-evolutions of these initial
wavefunctions.

The formula (9.2) for ψ′(0,x) comes from the action of the group G =
H3 o SO(3) on wavefunctions described in Section 8.4. To review, the group
G consists1 of elements (mv,w, α,A), with group law:

(mv2,w2, α2, A2)(mv1,w2, α1, A1) =
(m(v2 +A2v1),w2 +A2w1, α2 + α1 +mv2 ·A2w1, A2A1).

By exercise 8.14, the inverse in G is given by the formula:

(mv,w, α,A)−1 = (−mA−1v,−A−1w,−α+mv ·w, A−1). (9.3)

Finally, the G-action on L2(R3) is defined by

(mv,w, α,A) ? ψ(x) = e−
i
~ (α+mv·(x−w))ψ(A−1(x−w)). (9.4)

1We now explicitly incorporate the particle mass m into the notation of the group ele-
ments. Essentially, this is because we wish to interpret v as a velocity, while the Schrödinger
representation of the Heisenberg group requires that the first component of H3 should have
the dimensions of momentum.
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Acting via the inverse of the element (−mv,w, α,A) yields ψ′(0,x) as de-
scribed in (9.2):

(−mv,w, α,A)−1 ? ψ(0,x)
= (mA−1v,−A−1w,−α−mv ·w, A−1) ? ψ(0,x)
= e−

i
~ (−α−mv·w+mA−1v·(x+A−1w))ψ(0, A(x +A−1w))

= e
i
~ (α−mv·Ax)ψ(0, Ax + w).

Now, in order to discover the relationship between the time-evolutions
ψ′(t,x) and ψ(t,x), we would like to act via the inverse time-evolution oper-
ator −t = (−t,0,0, I) ∈ G. But there is a subtlety here, since before we can
safely mix the G-action described above with the time-evolution (R,+)-action,
we need to realize these two groups as subgroups of some common group act-
ing on wavefunctions in a way that extends the given subgroup actions. Note
that the Galilean group G cannot serve as this common group, since it does
not contain G = H3 o SO(3) as a subgroup due to the central elements α in
the Heisenberg group. In fact, the group we are looking for is called a central
extension of the Galilean group, defined as Gθ := R×G with group law of the
form

(θ2, g2)(θ1, g1) = (θ2 + θ1 + θ(g2, g1), g2g1), (9.5)

where we must determine an appropriate function θ : G × G → R.
Note that the group G = H3 o SO(3) is itself a central extension of

(R3 × R3) o SO(3): writing (mv,w, α,A) = (α, f), where f = (mv,w, A) ∈
(R3 × R3) o SO(3), we may express the group law in G by

(α2, f2)(α1, f1) = (α2 + α1 + α(f2, f1), f2f1),

where α(f2, f1) := mv2 ·A2w1. This gives us a hint for the function θ(g2, g1),
but we must be careful, because we have some choice about how to embed
G as a subgroup of Gθ. In fact, for our purposes, it will be convenient to
work with an isomorphic copy of the group G, where the inversion formula
involves a simple negation for the central component (α 7→ −α), rather than
the more complicated α 7→ −α+mv ·w from (9.3). This may be achieved by
redefining the composition law on the underlying set of G in such a way that
the isomorphism type of the resulting group is unchanged. To accomplish this,
we consider the set GGal := R× R3 × R3 × SO(3) with group law

(θ2,w2,v2, A2)(θ1,w1,v1, A1) =

(θ2 + θ1 + 1
2(w2 ·A2v1 − v2 ·A2w1),w2 +A2w1,v2 +A2v1, A2A1).

Exercise 9.5. Check that, with this composition law, GGal is in fact a group,
and that the inverse of an element is given by

(θ,w,v, A)−1 = (−θ,−A−1w,−A−1v, A−1).
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Consider the map ϕ : G→ GGal defined by

ϕ(mv,w, α,A) =
(
α

m
− 1

2v ·w,w,−v, A
)
.

Show that ϕ is an isomorphism of groups, with inverse

ϕ−1(θ,w,v, A) =
(
−mv,w,m

(
θ − 1

2v ·w
)
, A

)
.

Using the isomorphism of the previous exercise, we may view the G-action
(9.4) on L2(R3) as a GGal-action instead:

(θ,w,v, A) ? ψ(x) := ϕ−1(θ,w,v, A) ? ψ(x)

=
(
−mv,w,m

(
θ − 1

2v ·w
)
, A

)
? ψ(x)

= e−
i
~ (m(θ− 1

2 v·w)−mv·(x−w))ψ(A−1(x−w))
= e−

im
~ (θ−v·(x− 1

2 w))ψ(A−1(x−w)).

We now view GGal as a subset of R× G via the inclusion

(θ,w,v, A) 7→ (θ, 0,w,v, A).

Moreover, R×G0 ⊂ G is also a subset of R× G via the inclusion

(s,w,0, A) 7→ (0, s,w,0, A).

We now wish to specify a function θ(g2, g1) so that the resulting group law
(9.5) on Gθ = R×G restricts to the group laws of GGal and R×G0. In fact, we
will now show that the function θ is completely determined by the following
additional requirement:
• the function θ(g2, g1) is zero if either input is a pure time-translation
s = (s,0,0, I) ∈ G:

θ(g, s) = θ(s, g) = 0 for all g ∈ G.

Indeed, if the function θ satisfies this requirement and defines the correct
group laws on GGal and R×G0, we find that the group law on Gθ must be

(θ2, s2,w2,v2, A2)(θ1, s1,w1,v1, A1)
= (θ2, s2,w2,v2, A2)s1(θ1, 0,w1,v1, A1)
= (θ2, s2 + s1,w2 + s1v2,v2, A2)(θ1, 0,w1,v1, A1)
= (s2 + s1)(θ2, 0,w2 + s1v2,v2, A2)(θ1, 0,w1,v1, A1)

= (s2 + s1)(θ2 + θ1 + 1
2((w2 + s1v2) ·A2v1 − v2 ·A2w1), 0,

w2 +A2w1,v2 +A2v1, A2A1)

= (θ2 + θ1 + 1
2((w2 + s1v2) ·A2v1 − v2 ·A2w1), s2 + s1,

w2 +A2w1,v2 +A2v1, A2A1).
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Hence, the function θ(g2, g1) defining the group law on Gθ is

θ(g2, g1) = 1
2(w2 ·A2v1 − v2 ·A2w1 + s1v2 ·A2v1). (9.6)

Exercise 9.6. Verify that with the definition (9.6) of θ(g2, g1), the set Gθ :=
R× G becomes a group with operation

(θ2, g2)(θ1, g1) = (θ2 + θ1 + θ(g2, g1), g2g1).

Check that the following formula defines a Gθ-action on wavefunctions ψ(t,x),
extending the actions of GGal and R×G0 defined earlier:

(θ, s,w,v, A) ? ψ(t,x) = e−
im
~ (θ−v·(x− 1

2 w))ψ(t− s,A−1(x−w)).

Now recall our problem (see Figure 9.3): observer M has set her watch
behind P’s by s seconds, is rotated via A ∈ SO(3), and is moving with velocity
v so that at time t = s she is located at x = w. If P describes the state of
a mass-m particle with the wavefunction ψ(t,x), what is M’s wavefunction
ψ′(t,x)? To answer this question, we proceed in three stages:

1. First, act on P’s initial wavefunction ψ(0,x) by the inverse time-
translation −s to account for the fact that M’s watch is set s seconds
behind P’s:

(−s) ? ψ(0,x) = ψ(s,x).

2. Second, act by the inverse of the element ϕ(−mv,w, 1
2mv · w, A) =

(0, 0,w,v, A) ∈ GGal to account for the rotation, relative motion, and
initial displacement, thereby obtaining M’s initial wavefunction ψ′(0,x):

ψ′(0,x) = (0, 0,w,v, A)−1 ? ψ(s,x).

(Here, we have chosen α = 1
2mv ·w so that the corresponding element

of GGal has θ = 0.)

3. Third, act by the inverse time-translation −t to evolve M’s initial wave-
function to time t:

ψ′(t,x) = (−t) ? ψ′(0,x) = [(−t)(0, 0,w,v, A)−1(−s)] ? ψ(0,x).

Computing in the group Gθ, we see that we wish to act on ψ(0,x) by the
group element

(−t)(0, 0,w,v, A)−1(−s) = [s(0, 0,w,v, A)t]−1

= [s(0, t,w + tv,v, A)]−1

= (0, s+ t,w + tv,v, A)−1

= (0,−s− t,−A−1(w + tv),−A−1v, A−1).
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We thus find that

ψ′(t,x) = (0,−s− t,−A−1(w + tv),−A−1v, A−1) ? ψ(0,x)
= e−

im
~ (A−1v·(x+ 1

2A
−1(w+tv)))ψ(t+ s,A(x + (w + tv)))

= e−
im
~ v·(Ax+ 1

2 (w+tv)))ψ(t+ s,Ax + w + tv).

This is the wavefunction that M would use to describe the same particle as
P describes by ψ(t,x). The next exercise demonstrates that this really is the
correct transformation law for physical states.

Exercise 9.7. Suppose that ψ(t,x) is a solution to the Schrödinger equation
with potential V (x):

i~
∂ψ

∂t
= − ~2

2m∆ψ + V (x)ψ.

Show that the transformed wavefunction ψ′(t,x) described above is a solution
to the Schr̈odinger equation with transformed (and time-dependent!) potential
V ′(x, t) = V (Ax + w + tv). (Hint: see exercise 8.16 and the discussion in
Section 7.4.)

9.2 Special relativity
The fundamental postulate of special relativity is that the speed of light,

c = 2.99792458× 108m
s , is the same for all inertial observers. In example 9.1,

we saw that the Euclidean transformations lead to different velocities for a
ball as observed by M and P. If we think naively about a ball traveling at (or
near) the speed of light, this shows that the Euclidean transformations cannot
be correct in the relativistic context. To determine the correct transformation
laws, we give up on the notion of absolute time and space, and instead insist
on the universality of the speed of light.

So now suppose that P observes a flash of light at his origin at time t = 0
(see Figure 9.4). At a later time, t, the light will have expanded to a sphere
of radius ct, so that (t, x1, x2, x3) describes the space-time coordinates2 of a
point on the light-sphere if and only if:

x2
1 + x2

2 + x2
3 = (ct)2 or (ct)2 − x2

1 − x2
2 − x2

3 = 0.

We are assuming that M travels with constant velocity v with respect to
P, so that P observes her trajectory to be x(t) = tv. Moreover, we assume
that t′ = 0 when t = 0, so that their space-time origins coincide. With these
assumptions, M also observes a flash of light at her origin at time t′ = 0, so

2It is traditional (and convenient) in the relativistic context to shift notation from x, y, z
for the spatial coordinates to x1, x2, x3.
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x1

x2

x3

Mx(t) = tv
P

x′1

x′2

x′3

FIGURE 9.4: The sphere of light at time t > 0 resulting from a flash at P’s
space-time origin. The sphere has radius ct.
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x1

x2

x3

Mx′(t′) = −t′v
P

x′1

x′2

x′3

FIGURE 9.5: The sphere of light at time t′ > 0 resulting from a flash at
M’s space-time origin. The sphere has radius ct′.

that (t′, x′1, x′2, x′3) describes the space-time coordinates of a point on the same
light-sphere if and only if:

(ct′)2 − x′21 − x′22 − x′23 = 0.

Figure 9.5 shows the situation from M’s point of view, in which P is moving
with velocity −v. Note that we have explicitly used our assumption that the
speed c is the same for both observers.

To reveal the consequences of these observations, we begin by replacing
the time coordinates t, t′ by the coordinates x0 := ct and x′0 := ct′ having the
dimensions of length. Then we define a function 〈, 〉M : R4 × R4 → R4 by

〈x, x̃〉M := x0x̃0 − x1x̃1 − x2x̃2 − x3x̃3.

By the next exercise, 〈, 〉M is a non-degenerate indefinite inner product, which
means that it satisfies the following properties for λ ∈ R and x, x̃, y ∈ R4:

i) 〈λx+ y, x̃〉M = λ〈x, x̃〉M + 〈y, x̃〉M (linearity);
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ii) 〈x, x̃〉M = 〈x̃, x〉M (symmetry);

iii) If 〈x, y〉M = 0 for all y, then x = 0. (non-degeneracy).

The resulting structure (R4, 〈, 〉M) is called Minkowski space.

Exercise 9.8. Check that 〈, 〉M is a non-degenerate indefinite inner product
on R4.

Denote by Λ: R4 → R4 the transformation that sends M’s coordinates
x′ = (x′0, x′1, x′2, x′3) for an event to P’s coordinates x = (x0, x1, x2, x3) for the
same event. Then the discussion above implies that 〈x, x〉M = 0 if and only if
x describes a point on P’s light-sphere. Similarly, 〈x′, x′〉M = 0 if an only if x′
describes a point on M’s light-sphere. But these two light-spheres are the same,
so we see that 〈x′, x′〉M = 0 if and only if 〈Λ(x′),Λ(x′)〉M = 0. The simplest
way to ensure this is to require that Λ be a linear transformation that preserves
the indefinite inner product, i.e., an automorphism of Minkowski space. The
next exercise introduces the Lorentz group, which is the automorphism group
of Minkowski space; the reader should compare the development with the
discussion of the orthogonal groups in Section 1.2 and the unitary groups in
Section 2.3.

Exercise 9.9. Suppose that Λ: R4 → R4 is a linear operator, and let ε :=
{e0, e1, e2, e3} denote the standard basis of R4. Then Λ is represented (with
respect to ε) by a 4× 4 matrix of real numbers, which we also denote by Λ:

Λ = [Λij ] where Λ(ej) =
3∑
i=0

Λijei.

a) Show that Λ preserves the Minkowski inner product on R4 if and only if
the matrix Λ satisfies

ΛT gΛ = g where g :=


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 .
Denote this set of matrices by O(1, 3), and show that it forms a sub-
group of GL(4,R), called the Lorentz group. It is the symmetry group
of Minkowski space (R4, 〈, 〉M). Show that every element of O(1, 3) has
determinant ±1. The subgroup of Lorentz matrices with determinant 1
is called the special Lorentz group, denoted SO(1, 3).

b) Use part a) to show that the upper left diagonal matrix element Λ00
satisfies |Λ00| ≥ 1 for all Λ ∈ O(1, 3). Denote by O+(1, 3) the subset
of Lorentz matrices with Λ00 ≥ 1. Show that O+(1, 3) is a subgroup
of O(1, 3), called the orthochronous Lorentz group. If we impose the
additional requirement that the determinant is 1, we obtain the special
orthochronous Lorentz group, denoted SO+(1, 3).
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c) Suppose that Λ ∈ O(1, 3) is an arbitrary Lorentz transformation. Verify
that

i) if det(Λ) = −1 and Λ00 ≥ 1, then Λ = (Λg)g where
Λg ∈ SO+(1, 3);

ii) if det(Λ) = 1 and Λ00 ≤ −1, then Λ = (−Λ)(−I) where
−Λ ∈ SO+(1, 3);

iii) if det(Λ) = −1 and Λ00 ≤ −1, then Λ = (−Λg)(−g) where
−Λg ∈ SO+(1, 3).

Hence, every Lorentz transformation may be written uniquely in one
of the forms ±Λ or ±Λg for some Λ ∈ SO+(1, 3). Conclude that the
Lorentz group may be written as a semi-direct product:

O(1, 3) ∼= SO+(1, 3) o ({I, g} × {I,−g}).

Here, the group law on the semi-direct product is given by

(Λ1, τ1)(Λ2, τ2) = (Λ1τ1Λ2τ1, τ1τ2),

for all Λ1,Λ2 ∈ SO+(1, 3) and τ1, τ2 ∈ {±I,±g}. Since the determinant
is continuous, as is the function Λ 7→ Λ00, we see that O(1, 3) is not
connected. In fact, we will later see (corollary 9.14) that SO+(1, 3) is
the connected component of the identity in O(1, 3).

d) Show that the rotation group SO(3) is a subgroup of SO+(1, 3) via the
embedding

SO(3) 3 A 7→
[

1 0
0 A

]
∈ SO+(1, 3).

We now assume that the transformation Λ that sends M’s coordinates x′
to P’s coordinates x is an element of the special orthochronous Lorentz group
SO+(1, 3). To explain this restriction to a subgroup of O(1, 3), we use part
c) of the previous exercise. Note that the element g corresponds to a spatial
reflection, x′ = −x, which we forbid according to M and P’s agreement from
Chapter 1 to use right-handed coordinate systems. Similarly, −g corresponds
to an observer whose time runs backward compared to P’s: t′ = −t. Since we
are assuming that M and P’s watches both run forward (although perhaps at
different rates), we forbid this transformation as well. Finally, −I = (−g)g
corresponds to a reflection in both space and time. Note that if the relative
velocity is v = 0, then M and P are at rest together as in Chapter 1, and the
transformation Λ is simply a rotation in SO(3) ⊂ SO+(1, 3) as described in
part d) of the previous exercise. From now on, we will refer to SO+(1, 3) as
the restricted Lorentz group.

Since SO+(1, 3) is a closed subgroup ofGL(4,C), it follows from [11, Corol-
lary 3.45] that it is a Lie group. In order to better understand its structure,
we determine its Lie algebra so+(1, 3).
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Proposition 9.10. The Lie algebra of the restricted Lorentz group SO+(1, 3)
is the space of 4-by-4 real g-skew-symmetric matrices:

so+(1, 3) =
{
X ∈M(4,R) | XT = −gXg−1} .

Proof. Suppose that b : R → SO+(1, 3) is a one-to-one differentiable curve
satisfying b(0) = I. Then differentiating the Lorentz condition b(s)T gb(s) = g
at s = 0 yields:

ḃ(0)T g + gḃ(0) = 0,

so that the tangent vector ḃ(0) is a 4× 4 real g-skew-symmetric matrix:

ḃ(0)T = −gḃ(0)g−1.

Conversely, suppose that X is any 4 × 4 real g-skew-symmetric matrix,
and consider the curve in GL(4,R) defined by s 7→ exp(sX). Then compute

exp(sX)T g exp(sX) = exp(sXT )g exp(sX)
= exp(−sgXg−1)g exp(sX)
= g exp(−sX)g−1g exp(sX)
= g exp(−sX) exp(sX)
= g,

which shows that exp(sX) is a curve in O(1, 3). Since it passes through the
identity at s = 0, it follows by continuity that exp(sX) is actually a curve in
SO+(1, 3). Since X = d

ds exp(sX)|s=0, we see that X is a tangent vector to
SO+(1, 3) at the identity as required.

The Lie algebra of so+(1, 3) is 6-dimensional, and the following matrices
provide a basis:

L1 =


0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0

 K1 =


0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0



L2 =


0 0 0 0
0 0 0 1
0 0 0 0
0 −1 0 0

 K2 =


0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0



L3 =


0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0

 K3 =


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0

 .
Exercise 9.11. Check that these matrices form a basis of so+(1, 3) and write
down the commutation relations.
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The matrices Lj generate the subalgebra so(3) ⊂ so+(1, 3) corresponding
to the rotation subgroup SO(3) ⊂ SO+(1, 3). In particular, if u is a unit vec-
tor in physical space, then exp(θu ·L) ∈ SO(3) is a rotation through the angle
θ around the u-axis (here, L := (L1,L2,L3) is the vector of rotation genera-
tors). We claim that the matrices Kj are the generators of Lorentz boosts in
the coordinate directions, yielding the space-time coordinate transformations
when M is moving along one of P’s coordinate axes.

To justify this interpretation of the elements Kj , suppose that M is trav-
eling along P’s first coordinate axis with speed v, so that v = (v, 0, 0). We
claim that the transformation sending P’s coordinates x to M’s coordinates
x′ is given by exp(−ϕK1) for an appropriately chosen value of the parameter
ϕ.
Exercise 9.12. Show by explicit computation of the infinite series that

exp(−ϕK1) =


cosh(ϕ) − sinh(ϕ) 0 0
− sinh(ϕ) cosh(ϕ) 0 0

0 0 1 0
0 0 0 1

 .
Here, the hyperbolic trigonometric functions are defined as

cosh(ϕ) := 1
2(eϕ + e−ϕ) = cos(iϕ)

sinh(ϕ) := 1
2(eϕ − e−ϕ) = −i sin(iϕ).

Applying the transformation exp(−ϕK1) to the column vector x represent-
ing P’s space-time coordinates yields the system of equations

x′0 = cosh(ϕ)x0 − sinh(ϕ)x1

x′1 = − sinh(ϕ)x0 + cosh(ϕ)x1

x′2 = x2

x′3 = x3.

To understand the physical meaning of these equations, set x′1 = 0 in the
second equation and divide by cosh(ϕ)x0 to obtain

tanh(ϕ) = sinh(ϕ)
cosh(ϕ) = x1

x0
= x1

ct
= v

c
,

since at time t, observer M (at x′1 = 0) is at a distance x1 = vt from P. Re-
turning with this information to the first two equations and using the identity
cosh2(ϕ)− sinh2(ϕ) = 1, we find:

t′ = x′0
c

= cosh(ϕ)
(
x0

c
− tanh(ϕ)

c
x1

)
= 1√

1− v2

c2

(
t− v

c2
x1

)
x′1 = cosh(ϕ) (x1 − tanh(ϕ)x0) = 1√

1− v2

c2

(x1 − vt) .
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The factor cosh(ϕ) = (1 − v2

c2 )− 1
2 is responsible for the phenomena of time

dilation and Lorentz contraction that are explained in all elementary accounts
of special relativity. For our purposes, the key point to observe is that for v

c
small (i.e., non-relativistic velocities), these equations reduce to the Euclidean
transformation

t′ ≈ t and x′1 ≈ x1 − vt.
The parameter ϕ defined by tanh(ϕ) = v

c is called the rapidity of the
corresponding boost. A similar analysis reveals that the boosts exp(−ϕK2)
and exp(−ϕK3) provide the transformations from P’s coordinates to M’s in
the cases when M is traveling along P’s second or third coordinate axes with
speed v = c tanh(ϕ). In general, if u ∈ (R3, ·) is a unit vector and P observes
M to be traveling with speed v = c tanh(ϕ) in the direction u, then the
corresponding coordinate transformation is given by the boost exp(−ϕu · K),
where K := (K1,K2,K3) is the vector of boost generators. The minus sign in
the argument of the exponential comes about for the same reason that the
inverse of the rotation matrix A appeared in Chapter 1: if Λ := exp(ϕu · K)
is the boost that sends P’s basis for Minkowski space to M’s basis, then the
inverse boost Λ−1 = exp(−ϕu · K) sends P’s coordinates for Minkowski space
to M’s coordinates.

We have now identified two types of Lorentz transformations:

• (Pure Rotations) A = exp(θu · L) ∈ SO(3) is a rotation through the
angle θ around the u-axis;

• (Pure Boosts) Φ = exp(ϕu · K) is a boost with rapidity ϕ in the u-
direction.

We were led to the Lorentz transformations based on our questions about a
rotated observer in uniform motion, so we expect that every restricted Lorentz
transformation Λ should be obtained as a combination of Lorentz boosts and
spatial rotations. In order to confirm this hunch, we prove the following propo-
sition which provides an explicit decomposition of Λ as a product of rotations
and boosts. Our proof is adapted from the treatment in [8, Chapter 6], which
studies the higher-dimensional Lorentz groups.

Proposition 9.13. Every restricted Lorentz transformation Λ ∈ SO+(1, 3)
may be written as a product of the form Λ(A1, ϕ,A2), where A1, A2 ∈ SO(3):

1 0 0 0
0
0 A1
0




cosh(ϕ) 0 0 sinh(ϕ)
0 1 0 0
0 0 1 0

sinh(ϕ) 0 0 cosh(ϕ)




1 0 0 0
0
0 A2
0

 .
Proof. Begin by writing Λ in block form as follows, where v,w ∈ R3 are
column vectors and M is a 3× 3 matrix.

Λ =
[

Λ00 vT
w M

]
.
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Writing out the Lorentz conditions ΛT gΛ = g = ΛgΛT yields the following
conditions on the blocks of Λ:

Λ2
00 = 1 + |w|2 = 1 + |v|2

Λ00v = MTw
Λ00w = Mv
MTM = I + vvT .

If v = 0, then w = 0, Λ00 = 1, and MTM = I. It follows that Λ ∈ SO(3)
is a pure rotation. So for the remainder of the proof, we assume that v 6= 0.
In this case, the 3 × 3 matrix vvT has a 2-dimensional kernel equal to the
plane orthogonal to v; choose an orthonormal basis u1,u2 for this space.
Also, the vector v is an eigenvector for vvT with eigenvalue |v|2. It follows
that u1 and u2 are eigenvectors for MTM with eigenvalue 1, and v is an
eigenvector forMTM with eigenvalue 1+ |v|2 = Λ2

00. Let Q be the orthogonal
matrix with columns u1,u2,

1
|v|v. By swapping u1 and u2 if necessary, we

may ensure that Q ∈ SO(3). Then Q diagonalizes MTM , so that we have
Q−1MTMQ = diag(1, 1,Λ2

00). Setting P = Qdiag(1, 1,Λ00)Q−1, we see that
P is a symmetric and positive definite matrix such that P 2 = MTM (here we
use our assumption that Λ00 ≥ 1, so that P has positive eigenvalues). Now
define A = MP−1, and note that A is orthogonal:

ATA = (MP−1)TMP−1 = P−1MTMP−1 = P−1P 2P−1 = I.

Hence, we have M = AP , the polar decomposition of the matrix M .
Since v is an eigenvector for P with eigenvalue Λ00, we have

Λ00w = Mv = APv = AΛ00v = Λ00Av,

so that w = Av. Now return to the full matrix Λ:

Λ =
[

Λ00 vT
w M

]
=
[

Λ00 vT
Av AP

]
=
[

1 0T
0 A

] [
Λ00 vT
v P

]
.

Denote the final matrix in the previous display by N . Note that the vectors
(0,u1) and (0,u2) are orthonormal eigenvectors for N with eigenvalue 1. In
addition, the vectors (±|v|,v) are also eigenvectors for N :[

Λ00 vT
v P

] [
±|v|

v

]
=
[
±Λ00|v|+ |v|2
±|v|v + Λ00v

]
= (Λ00 ± |v|)

[
±|v|

v

]
.

Since Λ2
00 = 1 + |v|2, both of the eigenvalues are positive, and in fact they

are reciprocals:

(Λ00 + |v|)(Λ00 − |v|) = Λ2
00 − |v|2 = 1.

Hence, we may take logarithms to obtain ±ϕ := log(Λ00 ± |v|), so that the
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eigenvalues may be expressed as e±ϕ. The following is thus an orthonormal
eigenbasis for the matrix N , with eigenvalues eϕ, 1, 1, e−ϕ:

1√
2|v|

[
|v|
v

]
,

[
0

u1

]
,

[
0

u2

]
,

1√
2|v|

[
−|v|

v

]
.

Let R be the orthogonal matrix with these vectors as columns. Then
R−1NR = diag(eϕ, 1, 1, e−ϕ). We now conjugate further with the orthogo-
nal matrix

S := 1√
2


1 0 0 1
0
√

2 0 0
0 0

√
2 0

−1 0 0 1

 .
Direct computation reveals that

S−1diag(eϕ, 1, 1, e−ϕ)S =


cosh(ϕ) 0 0 sinh(ϕ)

0 1 0 0
0 0 1 0

sinh(ϕ) 0 0 cosh(ϕ)


and that

RS =
[

1 0T
0 Q

]
,

where Q ∈ SO(3) is the matrix that diagonalizes P . Returning once more to
the full matrix Λ, we have

Λ =
[

1 0T
0 A

]
N

=
[

1 0T
0 A

]
RS


cosh(ϕ) 0 0 sinh(ϕ)

0 1 0 0
0 0 1 0

sinh(ϕ) 0 0 cosh(ϕ)

S−1R−1

=
[

1 0T
0 A

] [
1 0T
0 Q

]
cosh(ϕ) 0 0 sinh(ϕ)

0 1 0 0
0 0 1 0

sinh(ϕ) 0 0 cosh(ϕ)

[ 1 0T
0 Q−1

]

=
[

1 0T
0 A1

]
cosh(ϕ) 0 0 sinh(ϕ)

0 1 0 0
0 0 1 0

sinh(ϕ) 0 0 cosh(ϕ)

[ 1 0T
0 A2

]
,

where we have set A1 = AQ and A2 = Q−1 ∈ SO(3). Taking the determinant,
we have

1 = det(Λ) = det(A1)(cosh2(ϕ)− sinh2(ϕ)) det(A2) = det(A1),

so that A1 ∈ SO(3) as desired.
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Corollary 9.14. The restricted Lorentz group SO+(1, 3) is connected.

Proof. The proposition shows that there is a continuous and surjective
mapping of topological spaces SO(3)× R× SO(3)→ SO+(1, 3) defined by
(A1, ϕ,A2) 7→ Λ(A1, ϕ,A2). Since continuous maps preserve connectedness,
it follows that SO+(1, 3) is the connected component of the identity of
O(1, 3).

9.3 SL2(C) is the universal cover of SO+(1, 3)
In Chapter 2, we saw that the special unitary group SU(2) is the universal

double cover of the rotation group SO(3). Moreover, we exhibited the double
cover f : SU(2) → SO(3) explicitly via the conjugation action of SU(2) on
its Lie algebra, su(2) = iH0(2), the real vector space of 2× 2 traceless, skew-
Hermitian matrices. Recall that we identified iH0(2) with the Euclidean space
(R3, ·) via the mapping ej 7→ 1

2iσj . Explicitly:

(x1, x2, x3) 7→ 1
2i

[
x3 x1 − ix2

x1 + ix2 −x3

]
.

In terms of this identification, the conjugation action of B ∈ SU(2) on iH0(2)
yields an element f(B) ∈ SO(3), so that we obtain the rotation action of
SO(3) on Euclidean space from the conjugation action of SU(2) on its Lie
algebra (see Section 2.4).

In the previous section, we saw that SO(3) is a subgroup of SO+(1, 3),
so it is natural to ask whether the double cover f extends to a double cover
f̃ of the restricted Lorentz group? It would be especially nice to describe f̃
in such a way as to recover the SO+(1, 3)-action on Minkowski space from a
natural action of the covering group. To this end, we observe that SU(2) is a 3-
dimensional subgroup of the 6-dimension special linear group SL(2,C) studied
in Section 3.4.2. Since SO+(1, 3) is also 6-dimensional, this is a promising
start.

Note that as a subgroup of SO+(1, 3), the rotation group SO(3) acts on the
spatial part of Minkowski space, which is isomorphic to R3 with the negative
dot product:

〈(0, x1, x2, x3), (0, x̃1, x̃2, x̃3)〉M = −(x1x̃1 + x2x̃2 + x3x̃3).

To account for this change of signs, we consider the conjugation action of
SU(2) on H0(2), the space of traceless Hermitian matrices rather than skew-
Hermitian. Since H0(2) is obtained from iH0(2) through multiplication by i,
the positive definite inner product on iH0(2) is transformed into a negative
definite inner product on H0(2), just as we would like. Explicitly, the negative
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definite inner product on H0(2) is determined by taking the matrices 1
2σj to

be orthogonal basis vectors, each with squared “length” −1.
Now H0(2) is a 3-dimensional subspace of the 4-dimensional vector space

H(2) consisting of all 2 × 2 Hermitian matrices. However, the conjugation
action of SU(2) on H0(2) does not obviously extend to an SL(2,C)-action on
H(2), since if C ∈ SL(2,C) and X ∈ H(2), it does not follow that CXC−1

is Hermitian. But note that for B ∈ SU(2), we have B−1 = B†, so that
BXB−1 = BXB†, and the latter formula does extend to an SL(2,C)-action
on H(2):

(CXC†)† = (C†)†X†C† = CXC†.

To establish the connection with Minkowski space, we alter our earlier
identification of (R3, ·) with iH0(2) to obtain an identification of (R4, 〈, 〉M)
with H(2):

x = (x0, x1, x2, x3) 7→ 1
2

[
x0 + x3 x1 − ix2
x1 + ix2 x0 − x3

]
=: H(x). (9.7)

Exercise 9.15. Show that for all x in Minkowski space, we have
4 det(H(x)) = 〈x, x〉M.

Now observe that the SL(2,C)-action on H(2) preserves the determinant:

det(CXC†) = det(C) det(X) det(C†) = det(X).

Via the identification with Minkowski space, we see that each C ∈ SL(2,C) de-
termines a linear transformation f̃(C) : R4 → R4 that preserves the Minkowski
inner product, so that f̃(C) ∈ O(1, 3). Explicitly:

f̃(C) = Λ ⇐⇒ H(Λx) = CH(x)C† for all x ∈ R4. (9.8)

Thus, we obtain a continuous homomorphism f̃ : SL(2,C) → O(1, 3). Since
SL(2,C) is connected (see the end of Section 3.4.2), it follows that the image
of f̃ must be contained in the connected component of the identity, which
by corollary 9.14 is the restricted Lorentz group SO+(1, 3). Moreover, ex-
ercise 2.37 from Chapter 2 shows that the kernel of f̃ is ±I, so f̃ induces
an isomorphism of SL(2,C)/{±I} with a subgroup of SO+(1, 3). In fact,
f̃ is surjective. To show this, it suffices by Proposition 9.13 to prove that
the image contains the spatial rotations and the boosts in the z-direction.
The subgroup SU(2) ⊂ SL(2,C) maps onto the group of spatial rotations
SO(3) ⊂ SO+(1, 3), and the next example shows how to obtain the boosts as
well.

Example 9.16. Consider the matrix

C =
[
ea 0
0 e−a

]
∈ SL(2,C).
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To determine f̃(C) ∈ SO+(1, 3), we make the computation

C

[
x0 + x3 x1 − ix2
x1 + ix2 x0 − x3

]
C† =

[
e2a(x0 + x3) x1 − ix2
x1 + ix2 e−2a(x0 − x3)

]
=:

[
y0 + y3 y1 − iy2
y1 + iy2 y0 − x3

]
,

where y1 = x1, y2 = x2 and y0 and y3 are obtained by solving the system

y0 + y3 = e2a(x0 + x3)
y0 − y3 = e−2a(x0 + x3).

Adding and subtracting the two equations yields the solution

y0 = cosh(2a)x0 + sinh(2a)x3

y3 = sinh(2a)x0 + cosh(2a)x3.

Thus, we see that the map sending x to y is

f̃(C) =


cosh(2a) 0 0 sinh(2a)

0 1 0 0
0 0 1 0

sinh(2a) 0 0 cosh(2a)

 ,
which describes a boost with rapidity ϕ = 2a in z-direction.

Thus, we have a surjective homomorphism f̃ : SL(2,C)→ SO+(1, 3) with
kernel {±I}, showing that the simply connected group SL(2,C) is the univer-
sal double cover of the restricted Lorentz group, extending the double cover
f : SU(2) → SO(3) from Chapter 2. Taking the derivative at the identity of
SL(2,C), we obtain an isomorphism of Lie algebras Df̃ : sl2(C)→ so+(1, 3).

Exercise 9.17. Show that the isomorphism Df̃ is given by:

Df̃

(
1
2iσj

)
= Lj and Df̃

(
1
2σj

)
= Kj .

Conclude that Df̃ preserves adjoints in the sense that Df̃(X†) = (Df̃(X))T
for all X ∈ sl2(C).

Proposition 9.18. The universal double cover f̃ : SL(2,C) → SO+(1, 3)
preserves adjoints: if f̃(C) = Λ, then f̃(C†) = ΛT .

Proof. We first prove that the claim holds if C = exp(X) for some X ∈ sl2(C).
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By proposition 5.20 we know that f̃(exp(X)) = exp(Df̃(X)). Hence,

f̃(C†) = f̃(exp(X)†)
= f̃(exp(X†))
= exp(Df̃(X†))
= exp((Df̃(X))T )
= exp(Df̃(X))T

= f̃(exp(X))T

= f̃(C)T .

But since SL(2,C) is connected, it follows from [11, corollary 3.47] that every
C ∈ SL(2,C) may be written in the form3

C = exp(X1) exp(X2) · · · exp(Xm)

for some Xj ∈ sl2(C). We then have

f̃(C†) = f̃(exp(Xm)† exp(Xm−1)† · · · exp(X1)†)
= f̃(exp(Xm)†)f̃(exp(Xm−1)†) · · · f̃(exp(X1)†)
= f̃(exp(Xm))T f̃(exp(Xm−1))T · · · f̃(exp(X1))T

= (f̃(exp(X1))f̃(exp(X2)) · · · f̃(exp(Xm)))T

= (f̃(exp(X1) exp(X2)) · · · exp(Xm)))T

= f̃(C)T .

As a first attempt at understanding the physical significance of the dou-
ble cover f̃ , consider the following idea. Let Λ ∈ SO+(1, 3) be the Lorentz
transformation that sends P’s basis for Minkowski space to M’s (thus, Λ−1

is the matrix sending P’s coordinates x to M’s coordinates x′). Then there
exists a matrix C ∈ SL(2,C), unique up to sign, such that f̃(C) = Λ. Now
suppose that |φ〉 ∈ (C2, ·) represents the spin-state of an electron at rest at P’s
origin, as in Chapter 2. Then it is tempting to suppose that C|φ〉 represents
the spin-state of the electron for M. After all, when Λ = A is a rotation in
SO(3), then C = B ∈ SU(2), and B|φ〉 does represent the spin-state for M.
However, if Λ is not a rotation, then C is not unitary, and C|φ〉 does not have
unit norm. Thus, it does not represent a spin-state for M.

This actually shouldn’t surprise us: in the context of Chapter 2, the elec-
tron was at rest with respect to both M and P, and that is no longer the
case. In fact, the electron is moving away from M at constant velocity −v, so
M’s description of the electron will necessarily involve position and momen-
tum in addition to spin. Hence, the correct question to ask is: suppose that P

3In fact, the exponential map exp: sl2(C) → SL(2,C) is almost surjective: for every
C ∈ SL(2,C), either C or −C is in the image (see [8, proposition 6.14]).
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describes an electron via a spinor-valued wavefunction ψ(t,x). What is M’s
wavefunction for the same particle if she is rotated and moving uniformly
with respect to P according to a restricted Lorentz transformation Λ? We will
answer this question for the case of a free electron in the next section.

The restricted Lorentz group SO+(1, 3) is the relativistic analogue of the
Euclidean group R3 o SO(3), consisting of Euclidean boosts and spatial ro-
tations. We can obtain a relativistic analogue of the Galilean group G by
enlarging SO+(1, 3) to include the space- and time-translations:

P0 := R4 o SO+(1, 3).

This is the restricted Poincaré group, which is the connected component of
the full Poincaré group P := R4 oO(1, 3). The restricted Poincaré group acts
on Minkowski space as follows:

(w,Λ) ? x := Λx+ w.

For w = (cs,w), acting by the inverse of (w,Λ) yields M’s coordinates x′ from
P’s coordinates x when M is rotated and moving away from P with constant
velocity starting at x = w at times t = s and t′ = 0 (see Figure 9.3):

x′ = (w,Λ)−1 ? x = Λ−1(x− w).

In order to make sense of the statement that t = s when t′ = 0, imagine that
the point with coordinates w in P’s reference frame is visibly marked. Then
M sets her watch to t′ = 0 and flashes a light just as she passes the marked
point. P sets his watch to t = |w|

c + s just as the light from M reaches his eye,
thereby accounting for the finite time it took the light signal to reach him.

9.4 The Dirac equation
We now try to formulate the quantum mechanics of a single relativistic

particle in terms of Minkowski space. To that end, we consider the time-
evolution of an initial wavefunction ψ(0,x) ∈ L2(R3) as a complex-valued
function of four variables ψ(x0,x) = ψ(x), where x0 = ct.

In the non-relativistic setting, the time-evolution is governed by the
Schrödinger equation

i~
∂ψ

∂t
= HSψ = − ~2

2m∆ψ + V (x)ψ,

where the Schrödinger Hamiltonian HS is obtained by quantizing the non-
relativistic relationship between energy and momentum: E = |p|2

2m + V (x). To
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discover the correct time-evolution in the relativistic context, we should in-
stead start with the relativistic relationship between energy and momentum.

In special relativity, the energy-momentum of a particle is represented by a
4-vector p = (Ec ,p) in Minkowski space. For a particle of mass m, the squared
Minkowski length is given by the constant m2c2:

m2c2 = 〈p, p〉M = E2

c2
− |p|2.

This leads to the following relativistic relationship between energy and mo-
mentum for a free particle of mass m:

E2 = c2|p|2 +m2c4, (9.9)

so that a particle has a rest-energy of E = mc2 in its own rest-frame, where
its ordinary spatial momentum is p = 0. Note that (using the binomial the-
orem), we do recover the ordinary kinetic energy (shifted by mc2) in the
non-relativistic regime where |p| = m|v| is small compared to mc:

E =
√
m2c4 + c2|p|2

= mc2

(
1 +

(
|p|
mc

)2
) 1

2

= mc2

(
1 + 1

2

(
|p|
mc

)2
− 1

8

(
|p|
mc

)4
+ · · ·

)

≈ mc2 + |p|
2

2m .

To quantize the relation (9.9), we replace E with H and p with p̂ = ~
i∇ to

obtain

H2 = −c2~2∆ +m2c4. (9.10)

Recalling that H = i~ ∂
∂t = ic~ ∂

∂x0
, we are led to the Klein-Gordan equation:

∂2ψ

∂x2
0

=
(

∆− m2c2

~2

)
ψ. (9.11)

This equation is Lorentz invariant, but it is second order in time, so that
(among other problems) an initial state ψ(0,x) does not uniquely determine
the time-evolution. Dirac’s brilliant insight was to retain a first-order equa-
tion by explicitly constructing a square root of the right-hand side of equa-
tion (9.10).

To that end, write HD = c~
i (α1∂1 + α2∂2 + α3∂3) + mc2β, where

∂j := ∂
∂xj

. We wish to determine the quantities αj and β so that
H2
D = −c2~2∆ +m2c4.
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Exercise 9.19. Show there is no solution to this problem with αj , β ∈ C.

But suppose that we allow for the possibility that the αj and β are non-
commuting quantities that commute with the partial derivatives? Then squar-
ing i

chHD yields(
α1∂1 + α2∂2 + α3∂3 + imc

~
β

)2
= α2

1∂
2
1 + α2

2∂
2
2 + α2

3∂
2
3 −

m2c2

~2 β2

+(α1α2 + α2α1)∂1∂2

+(α2α3 + α3α2)∂2∂3

+(α1α3 + α3α1)∂1∂3

+ imc

~
(α1β + βα1)∂1

+ imc

~
(α2β + βα2)∂2

+ imc

~
(α3β + βα3)∂3.

Hence, our problem will be solved if the αj and β satisfy the relations

α2
j = 1, αiαj = −αjαi (i 6= j) (9.12)
β2 = 1, βαj = −αjβ. (9.13)

Note that the 2 × 2 Pauli matrices σj satisfy the relations (9.12) involving
only the α’s. But there is no way to choose an additional 2× 2 matrix β so as
to satisfy the remaining relations (9.13). To make room for β without moving
too far away from the Pauli matrices, consider the 4× 4 block matrices

αj :=
[
−σj 0

0 σj

]
, β :=

[
0 I
I 0

]
. (9.14)

Exercise 9.20. Check that these αj and β satisfy the necessary relations
(9.12–9.13).

By specifying the Dirac Hamiltonian:

HD = c~
i

(α1∂1 + α2∂2 + α3∂3) +mc2β,

we are forced to consider C4-valued wavefunctions ψ(x) ∈ L2(R4,C4), al-
though the physical interpretation of the space C4 is not yet clear. In any
case, the time-evolution of an initial wavefunction ψ(0,x) is now governed by
the Dirac equation:

ic~∂0ψ(x) = HDψ(x).

Note that if ψ(x) is a solution to the Dirac equation, then each of its four
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components is a solution to the Klein-Gordan equation (9.11):

∂2
0ψ = ∂0(− i

c~
HDψ)

= − i

c~
HD(∂0ψ)

=
(
− i

c~

)2
H2
Dψ

= − 1
c2~2 (−c2~2∆ +m2c4)ψ

=
(

∆− m2c2

~2

)
ψ.

It will be helpful to reformulate the Dirac equation so that the time and
space variables appear in a more symmetric way. We begin by re-expressing
the Dirac equation as a kernel condition H̃Dψ(x) = 0, where

H̃D := ic~∂0 −HD

= ic~∂0 −
c~
i

(α1∂1 + α2∂2 + α3∂3)−mc2β

= ic~ (∂0 + α1∂1 + α2∂2 + α3∂3)−mc2β.

In order to put the time and space variables on an even more equal footing,
multiply on the left by β and use the fact that β2 = I:

βH̃D = ic~ (β∂0 + βα1∂1 + βα2∂2 + βα3∂3)−mc2

= ic~
(
γ0∂0 + γ1∂1 + γ2∂2 + γ3∂3

)
−mc2.

Here we have introduced the gamma matrices

γ0 := β =
[

0 I
I 0

]
, γj := βαj =

[
0 σj
−σj 0

]
.

Since the matrix β is invertible, we haven’t changed the kernel, so we may write
the Dirac equation (and hence the time-evolution of a C4-valued wavefunction)
as follows:

i~
3∑

µ=0
γµ∂µψ = mcψ. (9.15)

In order to interpret the Dirac equation, we need to connect the copy of
C4 on which the gamma matrices act to something that we have seen before.
The appearance of the Pauli matrices suggests that a representation of the
Lie algebra sl2(C) may be lurking about. Note that sl2(C) may be viewed in
two ways:
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(R) as the 6-dimensional real Lie algebra of the Lie group SL(2,C):

sl2(C) = spanR
{

1
2iσj ,

1
2σj

}
(C) as the 3-dimensional complex Lie algebra obtained by complexifying the

Lie algebra of SU(2):

sl2(C) = su(2)C = spanC
{

1
2iσj

}
.

Viewed as a complex Lie algebra, sl2(C) has a unique 2-dimensional irreducible
representation4:

π 1
2

(
(a+ bi) 1

2iσj
)

= (a+ bi) 1
2iσj = a

2iσj + b

2σj .

This is the representation of sl2(C) (now viewed as a real Lie algebra) induced
by the defining representation of SL(2,C) on C2. But we obtain a distinct ir-
reducible representation of SL(2,C) by acting on C2 via the inverse conjugate
transpose:

π∗1
2
(C) := C†−1 for C ∈ SL(2,C).

To determine the corresponding representation of sl2(C), we differentiate the
1-parameter subgroup generated by an element (a+ bi)σj2i :

d

dθ

(
exp

(
(a+ bi) θ2iσj

)†−1
)
|θ=0 = d

dθ
exp

(
(a− bi) θ2iσj

)
|θ=0

= (a− bi)σj2i .

Hence, as a representation of the real Lie algebra sl2(C) we have

π∗1
2

(
(a+ bi) 1

2iσj
)

= (a− bi) 1
2iσj = a

2iσj −
b

2σj .

Note that the representations π 1
2
and π∗1

2
agree when restricted to the real Lie

subalgebra su(2) = spanR
{ 1

2iσj
}
⊂ sl2(C), but they differ by a sign on the

Hermitian generators 1
2σj .

Now observe that the matrices αj from (9.14) are the images of the Pauli
matrices σj ∈ sl2(C) under the direct sum of our representations:

π∗1
2
⊕ π 1

2
(σj) =

[
−σj 0

0 σj

]
= αj .

4In order to simplify the notation, we write πs for the spin-s representation of SU(2) as
well as the induced representation of sl2(C) obtained by differentiation and complexification.
In Chapter 5 we denoted this representation by (Dπs)C.
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This suggests that we should view the copy of C4 in the Dirac equation (9.15)
as the SL(2,C)-representation Π := π∗1

2
⊕π 1

2
. When restricted to the subgroup

SU(2) ⊂ SL(2,C), we obtain two copies of the spin-1
2 representation of SU(2)

describing the spin of a non-relativistic electron as in Chapter 2. For this
reason, the 4-dimensional representation Π of SL(2,C) is called the Dirac
spinor representation. The role of the matrix β is to change basis on C4,
yielding an isomorphic representation:

SL(2,C)× C4 Π−−−−→ C4

id×β
y β

y
SL(2,C)× C4 βΠβ−1

−−−−→ C4.

The top row corresponds to our original form of the Dirac equation with
the alpha matrices:

0 = H̃Dψ.

Applying the isomorphism β yields the Dirac equation (9.15) with the gamma
matrices, corresponding to the bottom row:

0 = (βH̃Dβ−1)βψ = βH̃Dψ.

To understand the meaning of the Dirac equation, write ψ = (ψL, ψR)
where ψL, ψR : R4 → C2. As mentioned above, if we restrict the Dirac spinor
representation to the subgroup SU(2), we obtain the direct sum of two copies
of the spin- 1

2 representation. So it seems that we might be describing two
spin- 1

2 particles instead of just one! But the situation becomes a bit clearer
if we write out the Dirac equation (9.15) explicitly in terms of ψL and ψR.
Writing σ := (σ1, σ2, σ3), we have

mc

i~
ψL = ∂0ψR + (σ · ∇)ψR

mc

i~
ψR = ∂0ψL − (σ · ∇)ψL.

Hence, ψR completely determines ψL and vice-versa, so that there are really
only two independent components in a solution to the Dirac equation. The
two-component spinors ψL and ψR are called Weyl spinors, and they have a
physical interpretation in terms of “left-handed” and “right-handed” particles
(see [5, Section 4.3] and [14, Chapters 36–37]).

We are now ready to tackle the main question of this chapter. Suppose
that P describes an electron via the Dirac spinor wavefunction ψ(x). Also,
suppose that observer M is rotated and moving uniformly according to a
Lorentz transformation Λ, in such a way that at corresponding times t = s
and t′ = 0 she is located at x = w. Then M’s space-time coordinates x′ are
obtained from P’s via the transformation x′ = Λ−1(x−w), where w = (cs,w).
What is the wavefunction ψ′(x) that M uses to describe the same electron?
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This is the relativistic analogue of our question from section 9.1, which we
answered by constructing a Gθ-action on wavefunctions, where Gθ is a central
extension of the Galilean group G. Since the restricted Poincaré group P0 =
R4oSO+(1, 3) is the relativistic analogue of the Galilean group, this suggests
that we should try to find a P0-action on Dirac spinor wavefunctions. Luckily,
this is easier than in the Galilean case, since we do not need to pass to a
central extension, but only to the universal cover P̃0 := R4 o SL(2,C).

In fact, we will see that the following P̃0-action is the one we want:

(w,C) ?ψ(x) := Π(C)ψ(f̃(C−1)(x− w)),

where f̃ : SL(2,C)→ SO+(1, 3) is the universal double cover from Section 9.3.
Using this action, we may describe M’s wavefunction ψ′(x) as follows: choose
an element C ∈ SL(2,C) such that f̃(C) = Λ ∈ SO+(1, 3), noting that C
is well defined up to a sign. Then ψ′ is obtained from ψ by acting with the
inverse of (w,C):

ψ′(x) = (w,C)−1 ?ψ(x) = Π(C−1)ψ(Λx+ w).

To provide some justification for this assertion, we will show in Theorem 9.22
that if ψ(x) is a solution to the Dirac equation, then so is ψ′(x).

Following the strategy in [5, Section 4.2], we will need to make use of a
certain matrix identity expressing the effect of letting Λ ∈ SO+(1, 3) act on
the vector of gamma matrices γ := (γ0, γ1, γ2, γ3) to obtain a new vector of
matrices:

(Λγ)ρ :=
3∑

ν=0
Λρνγν for ρ = 0, 1, 2, 3.

Beware of a possible confusion: Λγν would denote the product of two 4 × 4
matrices, while (Λγ)ρ denotes a linear combination of the four gamma ma-
trices, with coefficients taken from the row of Λ indexed by ρ. The matrix
identity that we need is stated in the following proposition.

Proposition 9.21. Suppose that C ∈ SL(2,C) satisfies f̃(C) = Λ ∈
SO+(1, 3). Then

(Λγ)ρ = Π(C−1)γρΠ(C). (9.16)

Here, Π = π∗1
2
⊕ π 1

2
is the Dirac spinor representation of SL(2,C).

Proof. We begin by looking explicitly at an arbitrary linear combination of
gamma matrices,

3∑
µ=0

xµγ
µ =

[
0 x0I
x0I 0

]
+

3∑
j=1

[
0 xjσj

−xjσj 0

]

=
[

0 H(x)
H(gx) 0

]
,
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where g = diag(1,−1,−1,−1) is the spatial inversion element of the Lorentz
group and H(x) is the matrix (9.7) corresponding to x = (x0, x1, x2, x3) under
our identification of Minkowski space with 2× 2 Hermitian matrices.

Recall from (9.8) that f̃(C) = Λ means that H(Λx) = CH(x)C†. Since
f̃(C†) = ΛT by proposition 9.18, we also have H(ΛTx) = C†H(x)C. Finally,
using the Lorentz condition gΛT = Λ−1g, we see that

H(gΛTx) = H(Λ−1gx) = C−1H(gx)(C−1)†.

Bringing these relations to our linear combination of gamma matrices, we
have

3∑
µ=0

xµγ
µ =

[
0 H(x)

H(gx) 0

]

=
[

0 C†−1H(ΛTx)C−1

CH(gΛTx)C† 0

]
=

[
C†−1 0

0 C

] [
0 H(ΛTx)

H(gΛTx) 0

] [
C† 0
0 C−1

]
= Π(C)

3∑
ν=0

(ΛTx)νγνΠ(C−1)

= Π(C)
3∑

ν=0

( 3∑
µ=0

ΛTνµxµ

)
γνΠ(C−1)

= Π(C)
3∑

µ=0
xµ

( 3∑
ν=0

Λµνγν
)

Π(C−1)

= Π(C)
3∑

µ=0
xµ (Λγ)µ Π(C−1).

Rearranging a bit, we find that
3∑

µ=0
xµ (Λγ)µ = Π(C−1)

3∑
µ=0

xµγ
µΠ(C).

For each ρ = 0, 1, 2, 3 in turn, setting xµ = δµρ (the Kronecker delta) yields
our desired matrix identity:

(Λγ)ρ = Π(C−1)γρΠ(C).

Theorem 9.22. Suppose that ψ(x) is a solution to the Dirac equation:
3∑

µ=0
γµ∂µψ(x) = mc

i~
ψ(x).
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Then for all (w,C) ∈ P0 = R4 o SO+(1, 3), the transformed wavefunction
ψ′(x) is also a solution to the Dirac equation, where

ψ′(x) = (w,C)−1 ?ψ(x) = Π(C−1)ψ(Λx+ w).

Proof. We start by computing a single partial derivative using the chain rule:

∂µψ
′(x) = ∂µ(ψ(Λx+ w))

=
3∑
ρ=0

(∂ρψ)(Λx+ w)∂µ

( 3∑
ν=0

Λρνxν + wρ

)

=
3∑
ρ=0

(∂ρψ)(Λx+ w)Λρµ.

We then find that
3∑

µ=0
γµ∂µψ

′(x) =
3∑

µ=0
γµ∂µ

(
Π(C−1)ψ(Λx+ w)

)
=

3∑
µ=0

γµΠ(C−1)
3∑
ρ=0

(∂ρψ)(Λx+ w)Λρµ

=
3∑

µ,ρ=0
ΛρµγµΠ(C−1)(∂ρψ)(Λx+ w)

=
3∑
ρ=0

(Λγ)ρΠ(C−1)(∂ρψ)(Λx+ w)

=
3∑
ρ=0

Π(C−1)γρΠ(C)Π(C−1)(∂ρψ)(Λx+ w)

= Π(C−1)
3∑
ρ=0

γρ(∂ρψ)(Λx+ w)

= Π(C−1)mc
i~
ψ(Λx+ w)

= mc

i~
ψ′(x).

Hence, ψ′(x) also satisfies the Dirac equation, as claimed.

As explained in [5, Section 4.3], the Dirac equation reduces to the
Schrodinger equation in the non-relativistic limit of small velocities. More-
over, one can incorporate a Coulomb potential into the Dirac Hamiltonian in
order to model the relativistic hydrogen atom, and the resulting energy levels
include the fine structure that was put in “by hand” in Section 8.7.1.
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G̃ = H3 o SU(2) P̃0

Gθ G = H3 o SO(3) SU(2) SL(2,C) P0

G G0 = R3 o SO(3) SO(3) SO+(1, 3)

g̃

g su(2) sl2(C) = su(2)C

g0 so(3) so+(1, 3)

ϕ

f f̃

exponential

Df Df̃

FIGURE 9.6: M and P’s farewell diagram, illustrating the relationship be-
tween some of the various Lie groups (top) and Lie algebras (bottom) that
have featured in the book.

Here we take leave of our observers M and P as they marvel at the success
of the Dirac equation, and at the elegance of the story they have discovered
about symmetry and quantum mechanics. As a collaborative farewell, they
draw Figure 9.6, which serves as a reminder of the Lie groups and algebras
they have met in the course of their exploration.
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Appendix A
Appendices

A.1 Linear algebra
This section provides a brief summary of necessary concepts and results

from linear algebra. For further discussion and proofs, see any linear algebra
text, such as [6, 12, 19].

A.1.1 Vector spaces and linear transformations
Definition A.1. A vector space over a field F is a set V together with two
binary operations, addition (denoted +) and scalar multiplication (denoted by
juxtaposition), satisfying the following axioms for all a, b ∈ F and u,v,w ∈ V :

1. there exists 0 ∈ V such that 0 + v = v + 0 = v;

2. for each v ∈ V , there exists −v ∈ V such that v + (−v) = 0;

3. u + (v + w) = (u + v) + w;

4. v + w = w + v;

5. a(bv) = (ab)v;

6. 1v = v;

7. (a+ b)v = av + bv;

8. a(v + w) = av + aw.

A nonempty subset W ⊂ V is a vector subspace if it is closed under addition
and scalar multiplication in V , in which case W is also a vector space.

Definition A.2. Let S ⊂ V be a subset of the vector space V . Then
S is linearly dependent if there exists a nonempty finite set of vectors
v1,v2, . . . ,vn ∈ S and nonzero scalars a1, a2, . . . , an ∈ F, such that

a1v1 + a2v2 + · · ·+ anvn = 0.

If no such vectors and scalars exist, the set S is linearly independent. The set
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S spans the vector space V if for every v ∈ V there exist finitely many vectors
vi ∈ S and scalars ai ∈ F such that

v = a1v1 + a2v2 + · · ·+ anvn.

In this case, v is said to be a linear combination of the vectors vi.

Definition A.3. A subset S ⊂ V is a basis of V if S is linearly independent
and spans V . This means that every vector v ∈ V may be written uniquely as
a linear combination of elements from S.

Theorem A.4. Every vector space has a basis. Moreover, if S and S′ are two
bases for the vector space V , then S and S′ have the same cardinality. The
cardinality of any basis for V is the dimension of V , denoted dim(V ).

Definition A.5. A vector space V is finite-dimensional if it has a finite basis.

Definition A.6. Suppose that V and W are vector spaces over F. The di-
rect sum of V and W , denoted V ⊕W , is the vector space over F consisting
of ordered pairs (v,w) ∈ V × W with component-wise addition and scalar
multiplication. If V and W are finite dimensional, then so is V ⊕ W , and
dim(V ⊕W ) = dim(V ) + dim(W ).

Definition A.7. Suppose that V and W are vector spaces over F. A linear
transformation from V to W is a function L : V →W such that for all a ∈ F
and u,v ∈ V :

L(au + v) = aLu + Lv.

If V = W , the transformation L is called a linear operator on V .
The following two subsets associated to L are vector subspaces of V and

W respectively:

ker(L) := {v ∈ V | Lv = 0} ⊂ V (kernel of L);

im(L) := {Lv ∈W | v ∈ V } ⊂W (image of L).

The rank of L is the dimension of the image of L, and the nullity of L is the di-
mension of the kernel of L. Note that L is injective if and only if ker(L) = {0},
and L is surjective if and only if im(L) = W . A bijective linear transformation
is an isomorphism of vector spaces.

Theorem A.8 (Rank-Nullity). Suppose that L : V → W is a linear trans-
formation with V finite dimensional. Then ker(L) and im(L) are also finite-
dimensional, and

dim(ker(L)) + dim(im(L)) = dim(V ).

Definition A.9. Suppose that V and W are finite-dimensional vector spaces
over F, and let β := {v1, . . . ,vn} and γ := {w1, . . . ,wm} be bases for V and
W respectively. Suppose that L : V →W is a linear transformation. For each
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j = 1, . . . , n, apply L to the jth basis vector vj and express the result as a
linear combination of the basis vectors wi:

Lvj = a1jw1 + a2jw2 + · · ·+ amjwm.

Note that the scalars aij ∈ F are uniquely determined. The matrix of L with
respect to the bases β and γ is the m× n matrix

[L]γβ :=


a11 a12 . . . a1n
a21 a22 . . . a2n
...

...
. . .

...
am1 am2 . . . amn

 .
If v =

∑n
j=1 bjvj is an arbitrary vector in V , then the column vector of v in

the basis β is the n× 1 matrix

[v]β :=


b1
b2
...
bn

 .
The correspondence v 7→ [v]β defines an isomorphism ϕβ : V ∼−→ Fn.

Definition A.10. Suppose that A = [aij ] is an m × n matrix and B = [bij ]
is an k ×m matrix, both with entries from F. Then the matrix product BA
is the k×n matrix defined by taking the dot product of the rows of B with the
columns of A:

BA := [cij ] where cij :=
m∑
l=1

bilalj .

An n× n matrix A is invertible if there exists an n× n matrix A−1 such that
A−1A = AA−1 = In, where In is the n× n identity matrix:

In :=


1 0 . . . 0
0 1 . . . 0
...

...
. . .

...
0 0 . . . 1

 .
The identity matrix satisfies InA = AIn = A for all n× n matrices A.

Proposition A.11. Retaining the notation from definition A.9, we have

[Lv]γ = [L]γβ [v]β ,

the product of the matrix [L]γβ with the column vector [v]β. This result is
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recorded in the following commutative diagram, where the vertical arrows are
the isomorphisms ϕβ and ϕγ from definition A.9:

V
L−−−−→ W

ϕβ

y yϕγ
Fn

[L]γ
β−−−−→ Fm.

Proposition A.12. Suppose that L : V → W and M : W → X are lin-
ear transformations between finite-dimensional vector spaces over F. Choose
bases β, γ, δ for V,W,X respectively. Then the matrix of the composition
M ◦ L : V → X is the product of the matrices of M and L:

[M ◦ L]δβ = [M ]δγ [L]γβ .

Definition A.13. Let V be a finite-dimensional vector space, and suppose
that β = {vj} and γ = {wj} are two different bases for V . The change of
basis matrix from β to γ is the matrix of the identity operator on V with
respect to the bases β and γ:

Q := [id]γβ .

Explicitly, the jth column of Q is the column vector [vj ]γ expressing the jth
basis vector vj ∈ β as a linear combination of the vectors wi ∈ γ. The inverse
matrix Q−1 = [id]βγ is the change of basis matrix from γ to β.

Proposition A.14. Let L : V → V be a linear operator on a finite-
dimensional vector space. Suppose that β and γ are two different bases for
V , and denote by [L]β := [L]ββ the matrix of L with respect to β, and similarly
for [L]γ := [L]γγ . These two matrices representing L are related by conjugation
with the change of basis matrix Q = [id]γβ:

[L]γ = Q[L]βQ−1.

Definition A.15. Suppose that L : V → V is a linear operator on a finite-
dimensional vector space. The scalar λ ∈ F is an eigenvalue for L if there exists
a nonzero vector v ∈ V such that Lv = λv; in this case v is an eigenvector
for L with eigenvalue λ. The operator L is diagonalizable if there exists a
basis for V consisting of eigenvectors for L. Equivalently, L is diagonalizable
if and only if there exists a basis γ = {v1, . . . ,vn} for which the matrix [L]γ
is diagonal:

[L]γ :=


λ1 0 . . . 0
0 λ2 . . . 0
...

...
. . .

...
0 0 . . . λn

 .
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Proposition A.16. Let M(n,F) denote the vector space of n × n matrices
with entries in the field F. Define the trace function tr : M(n,F) → F as the
sum of the diagonal entries:

tr[aij ] := a11 + a22 + · · ·+ ann.

The trace is a linear transformation satisfying the additional cyclic property
that tr(AB) = tr(BA) for all A,B ∈M(n,F). In particular, if L : V → V is a
linear operator on a finite-dimensional vector space, then we may choose any
basis β for V and define the trace of L to be the trace of the matrix [L]β; this
is well defined by applying the cyclic property of the trace to proposition A.14.
In particular, if L is diagonalizable, then the trace of L is the sum of its
eigenvalues.

Proposition A.17. There is a unique function det : M(n,F)→ F satisfying
the following three conditions for all row vectors aj ,b ∈ Fn and scalars c ∈ F:

i) det



a1
...

ai−1
cai + b

ai+1
...

an


= cdet



a1
...

ai−1
ai

ai+1
...

an


+ det



a1
...

ai−1
b

ai+1
...

an


, 1 ≤ i ≤ n;

ii) det



a1
...

ai−1
b
b
...

an


= 0, 1 ≤ i ≤ n− 1;

iii) det(In) = 1, where In = diag(1, 1, . . . , 1) is the identity matrix.

That is, det : M(n,F)→ F is the unique multi-linear, alternating, normalized
function. The determinant is multiplicative:

det(AB) = det(A) det(B).

If L : V → V is a linear operator on a finite-dimensional vector space, then
we may choose any basis β for V and define the determinant of L to be the
determinant of the matrix [L]β; this is well defined by applying the multiplica-
tive property of the determinant to proposition A.14. In particular, if L is
diagonalizable, then the determinant of L is the product of its eigenvalues.
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Proposition A.18. An n×n matrix A is invertible if and only if det(A) 6= 0.
It follows that the scalar λ ∈ F is an eigenvalue of A if and only if
det(A − λIn) = 0. Hence, the eigenvalues of a matrix A are the roots of
its characteristic polynomial

pA(λ) := det(A− λIn),

which is a polynomial of degree n in the variable λ with coefficients in the field
F.

Proposition A.19. Define the transpose of a matrix to be the matrix ob-
tained by reflecting across the diagonal: [aij ]T := [aji]. If A is a square matrix,
then det(AT ) = det(A).

Proposition A.20. The determinant has the following explicit for-
mula in terms of the permutation group Sn consisting of bijections
σ : {1, 2, . . . , n} → {1, 2, . . . , n}:

det[aij ] =
∑
σ∈Sn

sgn(σ)a1σ(1)a2σ(2) · · · anσ(n).

Here, the sign function sgn : Sn → {±1} is defined as

sgn(σ) =
{

+1 if σ is the product of an even number of transpositions
−1 if σ is the product of an odd number of transpositions.

In the 2× 2 case
det
[
a b
c d

]
= ad− bc,

and in the 3× 3 case:

det

 a b c
d e f
g h i

 = aei+ bfg + dhc− gec− hfa− dbi.

Proposition A.21 (Cramer’s Rule). Suppose that A = [aij ] is an n×n matrix
with entries from F. For 1 ≤ i, j ≤ n, let A(ij) denote the matrix obtained from
A by removing the ith row and jth column, and set cij = (−1)i+j det(A(ij)),
called the ij-cofactor of A. Define C := [cij ] to be the matrix of cofactors of A.
If A is invertible, then the inverse of A is given by the transpose of C divided
by the determinant of A:

A−1 = 1
det(A)C

T .

A.1.2 Inner product spaces and adjoints
In this section, the field of scalars F is either R or C, and a∗ denotes the

complex conjugate of a ∈ F.
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Definition A.22. An inner product on a vector space V is a function
〈, 〉 : V × V → F such that if a ∈ F and v,v′,w ∈ V , then:

i) 〈av + v′,w〉 = a∗ 〈v,w〉+ 〈v′,w〉;

ii) 〈v,w〉 = 〈w,v〉∗;

iii) 〈v,v〉 ≥ 0 with equality if and only if v = 0.

A vector space endowed with an inner product is called an inner product space.
The norm of a vector is defined as ‖v‖ =

√
〈v,v〉.

Theorem A.23 (Cauchy-Schwarz). Let (V, 〈, 〉) be an inner product space.
Then the following inequality holds for all vectors v,w ∈ V :

|〈v,w〉| ≤ ‖v‖‖w‖.

Definition A.24. A subset S of an inner product space V is orthonormal
if (1) every vector in S has norm 1, and (2) every pair of distinct vectors
v,w ∈ S satisfies 〈v,w〉 = 0.

Theorem A.25 (Gram-Schmidt). Every finite-dimensional inner product
space possesses an orthonormal basis. In fact, there is an algorithm which
produces an orthonormal basis for (V, 〈, 〉) starting with an arbitrary finite
spanning set for V .

Proposition A.26. Suppose that (V, 〈, 〉) is an inner product space and W ⊂
V is a finite-dimensional subspace. Then V = W ⊕ W⊥, where W⊥ is the
orthogonal complement to W in V :

W⊥ := {v ∈ V | 〈v,w〉 = 0 for all w ∈W}.

Proposition A.27. Suppose that (V, 〈, 〉) is a finite-dimensional inner prod-
uct space and L : V → V is a linear operator on V . Let β = {u1, . . . ,un}
be an orthonormal basis for V , and consider [L]β = [aij ], the matrix of L in
the basis β. Then the matrix entries aij ∈ F may be computed via the inner
product:

aij = 〈ui, Luj〉 for all 1 ≤ i, j ≤ n.

Similarly, the coefficients of the expansion of a vector v in the basis β may be
computed as inner products:

v =
n∑
i=1
〈ui,v〉ui.

Proposition A.28. Suppose that (V, 〈, 〉) is a finite-dimensional inner prod-
uct space and L : V → V is a linear operator on V . There exists a unique
linear operator L† : V → V , called the adjoint of L, with the property that

〈Lu,v〉 = 〈u, L†v〉 for all u,v ∈ V .
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If β is an orthonormal basis for V , then the matrix of L† with respect to β is
the conjugate transpose of the matrix [L]β = [aij ]:

[L†]β = [aij ]† := [a∗ji].

Note that, if F = R, then the conjugate transpose is just the ordinary transpose:
[L†]β = [aij ]T = [aji].

Definition A.29. A linear operator L : V → V on a finite-dimensional inner
product space is called self-adjoint if L† = L. If β is an orthonormal basis for
V , then L is self-adjoint if and only if the matrix of L with respect to β is
Hermitian, i.e., equal to its conjugate transpose:

[L]†β = [L]β .

When F = R, this is the statement that [L]Tβ = [L]β, and such matrices are
called symmetric.

Similarly, L is skew-adjoint if L† = −L, which is equivalent to its matrix
with respect to an orthonormal basis β being skew-Hermitian:

[L]†β = −[L]β .

Again, when F = R this means that [L]Tβ = −[L]β, and such matrices are
called skew-symmetric.

Definition A.30. Suppose that (V, 〈, 〉) and (W, 〈, 〉′) are inner product spaces.
A linear transformation L : V → W is orthogonal (if F = R) or unitary (if
F = C) if it is surjective and preserves the inner product:

〈Lu, Lv〉 = 〈u,v〉′ for all u,v ∈ V .

Note that the preservation of the inner product implies injectivity, so that or-
thogonal/unitary transformations are isomorphisms. Moreover, in the finite-
dimensional case, injectivity implies surjectivity by rank-nullity (theorem A.8),
so we many define finite-dimensional orthogonal/unitary transformations sim-
ply as those which preserve the inner product.

Proposition A.31. Suppose that (V, 〈, 〉) is a finite dimensional inner product
space and L : V → V is a linear operator on V . Then L is orthogonal/unitary
if and only if L† = L−1. If β is an orthonormal basis for V , then L is or-
thogonal/unitary if and only if the conjugate transpose of L is equal to its
inverse:

[L]†β = [L]−1
β .

Such matrices are called orthogonal/unitary according to whether F = R or
F = C.
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Theorem A.32 (Spectral Theorem). Suppose that L : V → V is a self-adjoint
linear operator on a finite-dimensional inner product space. Then the eigen-
values λi of L are real, and there exists an orthonormal basis of V consisting
of eigenvectors for L.

In terms of matrices, we may formulate this result as follows: let β be
an arbitrary orthonormal basis for V , and let γ be an orthonormal basis of
eigenvectors for L. Set Q := [id]γβ, the change of basis matrix from β to γ.
Then Q is an orthogonal/unitary matrix and

Q[L]βQ−1 = [L]γ = diag(λ1, λ2, . . . , λn).

That is: Hermitian matrices have real eigenvalues and may be diagonalized by
conjugation with orthogonal/unitary matrices.

Theorem A.33 (Spectral Theorem for Normal Operators). Suppose that F =
C and L : V → V is a normal operator on a finite-dimensional complex inner
product space, meaning that L commutes with its adjoint: L†L = LL†. Then
there exists an orthonormal basis of V consisting of eigenvectors for L.

In terms of matrices, we may formulate this result as follows: let β be
an arbitrary orthonormal basis for V , and let γ be an orthonormal basis of
eigenvectors for L. Set Q := [id]γβ, the change of basis matrix from β to γ.
Then Q is a unitary matrix and

Q[L]βQ−1 = [L]γ = diag(λ1, λ2, . . . , λn).

That is: normal matrices (i.e., matrices that commute with their conjugate
transpose) may be diagonalized by conjugation with unitary matrices.

A.2 Multivariable calculus
This section is a brief review of some topics in the calculus of functions

on Euclidean n-space (Rn, ·). This is the space of column vectors with inner
product given by the dot product:

v ·w := v1w1 + v2w2 + · · ·+ vnwn.

We denote the Euclidean norm by |v| :=
√

v · v. The standard basis of Rn is
ε := {e1, . . . , en}, where ej has a 1 in the jth slot and zeros elsewhere; it is
an orthonormal basis for Euclidean space.

Our main goal is to describe and compute the derivative as a linear oper-
ator. The classic source for this material is [16], which includes much more,
including the extension of these ideas to submanifolds of Euclidean space.
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Definition A.34. Let F : Rn → Rm be a function and a ∈ Rn. Then F is dif-
ferentiable at a if and only if there exists a linear transformation L : Rn → Rm
such that

lim
h→0

|F (a + h)− F (a)− L(h)|
|h| = 0.

If such an L exists, then it is unique, and we denote it by (DF )a and call it
the derivative of F at a. The derivative (DF )a should be thought of as the best
linear approximation to the function F (x) − F (a) near x = a. In particular,
if F = L is a linear transformation, then (DL)a = L for all a.

Theorem A.35. Suppose that F : Rn → Rm is differentiable at a ∈ Rn. Then
the matrix of (DF )a with respect to the standard bases is the Jacobian matrix
of partial derivatives of F :

[(DF )a]ε
′

ε =
[
∂F i

∂xj
(a)
]
.

Here, ε and ε′ denote the standard bases on Rn and Rm respectively; F i de-
notes the ith component function of F for i = 1, . . . ,m; and xj denotes the
jth coordinate function on Rn for j = 1, . . . , n.

Proof. Before getting started, note the following relationship between various
pieces of the notation: if ε = {e1, . . . , en} is the standard basis on Rn, then
every x ∈ Rn can be written uniquely as x =

∑n
j=1 cjej with cj ∈ R. The co-

ordinate function xj : Rn → R is just the function x 7→ cj . Then F : Rn → Rm
can be written more explicitly as

F (x1, . . . , xn) = (F 1(x1, . . . , xn), . . . , Fm(x1, . . . , xn))

for component functions F i : Rn → R.
To simplify the notation, set L = (DF )a and B := [bij ] = [(DF )a]ε′ε .

From definition A.9, the jth column of B is the column vector L(ej) ∈ Rm.
Hence, the ith component of L(ej) is the matrix entry bij . Now apply the
limit property characterizing L to vectors of the form h = hej for h ∈ R to
obtain:

0 = lim
h→0

|F (a + hej)− F (a)− L(hej)|
|h|

= lim
h→0

∣∣∣∣F (a + hej)− F (a)
h

− L(ej)
∣∣∣∣ ,

where we have used the fact that L is linear to write L(hej) = hL(ej). It
follows that

lim
h→0

F (a + hej)− F (a)
h

= L(ej) ∈ Rm.
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Consider the ith component of this vector equation:

lim
h→0

F i(a + hej)− F i(a)
h

= bij ∈ R.

But the left-hand side of this equation is by definition the partial derivative
of the function F i : Rn → R with respect to its jth variable xj :

∂F i

∂xj
(a) := lim

h→0

F i(a + hej)− F i(a)
h

.

Example A.36. Suppose that c : R→ Rm is a parametrized curve. Then c is
differentiable at a ∈ R if and only if ċ(a) := d

dtc(t)|t=a exists. In this case, the
derivative (Dc)a : R→ Rm may be identified with the vector ċ(a) ∈ Rm in the
sense that

(Dc)ah = hċ(a) for all h ∈ R.

Theorem A.37 (Chain Rule). Suppose that F : Rn → Rm is differentiable
at a ∈ Rn, and G : Rm → Rk is differentiable at F (a) ∈ Rm. Then the
composition G ◦ F : Rn → Rk is differentiable at a with derivative

(D(G ◦ F ))a = (DG)F (a)(DF )a.

Proposition A.38. Suppose that F : Rn → Rm is differentiable at a ∈ Rn.
Let v ∈ Rn be a vector, thought of as a tangent vector at the point a. The
image of v under the linear transformation (DF )a may be computed as follows:
choose any differentiable curve c : R → Rn satisfying c(0) = a and ċ(0) = v.
Then

(DF )av = d

dt
F (c(t))|t=0 ∈ Rm.

Proof. Apply the Chain Rule to the composition F ◦ c : R→ Rm, using exam-
ple A.36 to identify the derivative of c with the vector ċ(0) = v:

(D(F ◦ c))0 = (DF )c(0)(Dc)0 = (DF )aċ(0) = (DF )av.

But F (c(t)) is also a parametrized curve in Rm, so again by example A.36 we
have (D(F ◦ c))0 = d

dtF (c(t))|t=0.

Proposition A.39. Let F : Rn → Rm with component functions
F i(x1, . . . , xn) for i = 1, . . . ,m. Suppose that all partial derivatives ∂F i

∂xj
exist

and are continuous in an open neighborhood of a point a ∈ Rn. Then F is
differentiable at a, and we say that F is continuously differentiable near a.

Theorem A.40 (Implicit Function Theorem). Consider a function
F : Rn × Rm → Rm, so that

F (x1, . . . , xn+m) = (F 1(x1, . . . , xn+m), . . . , Fm(x1, . . . , xn+m)).
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Suppose that F is continuously differentiable near (a,b) ∈ Rn × Rm with
F (a,b) = 0. Let M denote the m×m matrix formed from the final m columns
of the Jacobian matrix of partial derivatives:

M :=
[
∂F i

∂xj
(a,b)

]
i=1,...,m;j=n+1,...,n+m

.

If det(M) 6= 0, then there exist open sets a ∈ A ⊂ Rn and b ∈ B ⊂ Rm, and
a differentiable function g : A → B with the property that F (x, g(x)) = 0 for
all x ∈ A. Moreover, we have the equality

{(x, g(x)) | x ∈ A} = (A×B) ∩ {(x,y) ∈ Rn × Rm | F (x,y) = 0}.

Theorem A.41 (Change of Variable). Suppose that A ⊂ Rn is an open set,
and g : A→ Rn is a one-to-one, continuously differentiable function with the
property that det((DF )a) 6= 0 for all a ∈ A. If f : g(A) → R is an integrable
function, then ∫

g(A)
f =

∫
A

(f ◦ g)|det(Dg)|.

The Change of Variable Theorem is proved for the Riemann integral as
theorem 3-13 of [16], but a formally identical statement holds for the Lebesgue
integral.

A.3 Analysis
In this section we introduce some basic definitions concerning Hilbert

spaces and state some major theorems that are mentioned in the main text.
Throughout, we take the field of scalars to be F = C.

A.3.1 Hilbert spaces and adjoints
Definition A.42. A Hilbert space is a complex inner product space (H, 〈, 〉)
that is complete in the norm topology: every Cauchy sequence in H converges.

Definition A.43. A subset S ⊂ H is a Hilbert space basis if it is linearly
independent and the set of finite linear combinations of elements from S is
dense in H.

Definition A.44. A Hilbert space is separable if it contains a countable dense
subset.

Proposition A.45. A Hilbert space H has a countable orthonormal Hilbert
space basis if and only if it is separable. Moreover, the Gram-Schmidt proce-
dure produces an orthonormal Hilbert space basis starting with an arbitrary
countable dense subset of H.
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Proposition A.46. Suppose that {ui} is a countable orthonormal Hilbert
space basis for H, and let v ∈ H be an arbitrary vector. Then v may be
written uniquely as a convergent linear combination of the basis vectors ui,
with coefficients determined by the inner product:

v =
∞∑
i=1
〈ui,v〉ui.

Definition A.47. A linear operator L on a Hilbert space H is a linear trans-
formation L : D(L)→H, where D(L) is a dense vector subspace of H, called
the domain of L.

Definition A.48. Suppose that L : D(L) → H is a linear operator on the
Hilbert space H. Define a subspace D(L†) ⊂ H consisting of the vectors
v ∈H for which there exists w ∈H with the property that

〈Lu,v〉 = 〈u,w〉 for all u ∈ D(L).

For each v ∈ D(L†), the vector w is unique by the density of D(L). Hence,
we may define a linear transformation L† : D(L†) → H by setting L†v = w.
When D(L†) is dense in H, we obtain a linear operator L† on H, called the
adjoint of L. Note that we have

〈Lu,v〉 = 〈u, L†v〉 for all u ∈ D(L) and v ∈ D(L†).

Definition A.49. A linear operator L on the Hilbert space H is self-adjoint
if D(L) = D(L†) and L = L† on their common domain.

A.3.2 Some big theorems
As in the finite-dimensional case, there is a Spectral Theorem for self-

adjoint operators on separable Hilbert spaces; for the statement, proof, and
substantial discussion in the context of quantum mechanics see [10]. In par-
ticular, the Spectral Theorem provides a functional calculus which allows for
the definition of a unitary exponential operator eiL : H → H associated to
any self-adjoint operator L on H. Even if L is defined only on a proper dense
subspace D(L), the unitary operator eiL is defined on the entire Hilbert space
H. Moreover, since L is a self-adjoint linear operator on H, so is tL for all
t ∈ R. Thus, we obtain a family of unitary operators eitL on the Hilbert space
H.

Definition A.50. Let U(H) denote the group of unitary operators on the
Hilbert space H. A one-parameter unitary group on H is a group homomor-
phism U : (R,+)→ U(H). The homomorphism U is strongly continuous if

lim
t→t0
‖U(t)v− U(t0)v‖ = 0

for all v ∈H and t0 ∈ R.
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Theorem A.51 (Stone’s Theorem). Suppose that L is a self-adjoint operator
on the separable Hilbert space H. Then eitL is a strongly continuous one-
parameter unitary group on H. Moreover, for any v ∈H, the following limit
exists in the norm-topology if and only if v ∈ D(L), in which case it is equal
to Lv:

lim
t→0

1
i

eitLv− v
t

= Lv.

Hence, we may recover the self-adjoint operator L from the one-parameter
unitary group eitL via a process of differentiation.

Conversely, suppose that U(t) is an arbitrary strongly continuous one-
parameter unitary group on H, and consider the linear transformation
A : D(A)→H defined by the limit

Av := 1
i

U(t)v− v
t

.

Here, the domain D(A) is given by the vectors v ∈ H for which the limit
exists in the norm-topology. Then D(A) is dense in H, so that A is a linear
operator on H. Moreover, A is self-adjoint and U(t) = eitA for all t ∈ R.
Hence, every strongly continuous one-parameter unitary group arises from a
self-adjoint operator via exponentiation.
Definition A.52. The Heisenberg group Hn is the Lie group consisting of
the set Rn × Rn × R with operation

(v,w, α) • (v′,w′, α′) = (v + v′,w + w′, α+ α′ + v ·w).

Fix a real number b ∈ R. The Schrödinger representation of Hn with central
parameter b is the Hn-action on the Hilbert space L2(Rn) defined by

(v,w, α) ? ψ(r) := e−ib(α+v·(r−w))ψ(r−w).

Proposition A.53. For each b ∈ R, the Schrödinger representation with
central parameter b is an irreducible strongly continuous unitary representation
of the Heisenberg group Hn. Here, strong continuity means that

lim
h→h0

‖h ? ψ − h0 ? ψ‖ = 0

for all ψ ∈ L2(Rn) and h0 ∈ Hn. Irreducibility means that the only closed
Hn-invariant subspaces are {0} and L2(Rn).
Theorem A.54 (Stone-von Neumann Theorem). Let U : Hn → U(H) be an
irreducible strongly continuous unitary representation of the Heisenberg group
Hn. Then there exists a unique value of b ∈ R and a unitary isomorphism
of Hn-representations, ϕ : H → L2(Rn), where Hn acts on L2(Rn) via the
Schrödinger representation with central parameter b:

Hn ×H
U−−−−→ H

id×ϕ
y yϕ

Hn × L2(Rn) ?−−−−→ L2(Rn).
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Explicitly, this commutative diagram means that for all h ∈ Hn and v ∈ H,
we have

U(h)v = ϕ−1(h ? ϕ(v)).

The unitary isomorphism ϕ is unique up to multiplication by a phase
eiθ ∈ U(1).

In particular, choosing b = 1
~ for the parameter in the Schrödinger rep-

resentation, the Stone-von Neumann theorem implies that there is a unique
irreducible strongly continuous unitary representation of Hn in which the cen-
tral element (0,0, 1) acts as the scalar e− i

~ .

A.4 Solutions to selected exercises
2.5 For any a ∈W , we have

〈ψ|a〉 = 〈a|ψ〉∗

= 〈a|c1|φ1〉∗ + 〈a|c2|φ2〉∗

= c∗1〈a|φ1〉∗ + c∗2〈a|φ2〉∗

= c∗1〈φ1|a〉+ c∗2〈φ2|a〉
= (c∗1〈φ1|+c∗2〈φ2|)(a).

2.36 Suppose that A ∈ O(3) and c : [0, 1] → O(3) is a continuous path with
c(0) = I and c(1) = A. Then the composition det ◦c : [0, 1]→ {±1} is contin-
uous, hence constant. But det(c(0)) = det(I) = 1, so det(A) = det(c(1)) = 1
and A ∈ SO(3).

Conversely, suppose that A ∈ SO(3). By proposition 1.19, A is the rota-
tion through some angle θ around a fixed line ` ⊂ R3. For each 0 ≤ t ≤ 1, let
At ∈ SO(3) denote the rotation through the angle tθ around the line `. Then
t 7→ At is a continuous path in SO(3) connecting A0 = I to A1 = A.

2.38 Using the fact that u is a unit vector, a direct check veri-
fies that B† = B−1 and det(B) = 1, so B ∈ SU(2). Note that
B = cos(θ)I − i sin(θ)(u · σ), where σ = (σ1, σ2, σ3) is the vector of Pauli
matrices. It follows that B commutes with u · σ, so that

B

[
u3 u1 − iu2

u1 + iu2 −u3

]
B−1 =

[
u3 u1 − iu2

u1 + iu2 −u3

]
,

which means that u is fixed by f(B). Now choose any unit vector v that is
orthogonal to u, and set w = u × v. Then {u,v,w} forms a right-handed
orthonormal basis for (R3, ·). The following computation will be useful, in
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which we use the fact that the Pauli matrices anti-commute with each other
and square to I:

(u · σ)(v · σ) =
3∑

j,k=1
ujvkσjσk

= (u · v)I +
∑
j<k

(ujvk − vjuk)σjσk

= i(u× v) · σ
= iw · σ.

In the third line we have used the orthogonality of u and v, the fact that
σ1σ2 = iσ3, and the corresponding equalities obtained by cyclic permutation
of the indices.

Now compute

B(v · σ)B−1 = (cos(θ)I − i sin(θ)(u · σ))(v · σ)(cos(θ)I + i sin(θ)(u · σ))

= cos2(θ)(v · σ)− i

2 sin(2θ)((u · σ)(v · σ)− (v · σ)(u · σ))

+i sin2(θ)(w · σ)(u · σ)
= cos2(θ)(v · σ) + sin(2θ)(w · σ)− sin2(θ)(w× u) · σ
= (cos2(θ)− sin2(θ))(v · σ) + sin(2θ)(w · σ)
= cos(2θ)(v · σ) + sin(2θ)(w · σ).

This means that f(B) rotates the vector v through an angle of 2θ in the plane
spanned by v and w.

3.12 For existence, check thatH := 1
2 (M+M†) andK := 1

2i (M−M
†) are Her-

mitian and satisfy H + iK = M . For uniqueness, suppose that H ′+ iK ′ = M
is another decomposition with H ′ and K ′ Hermitian. Bringing the H’s to one
side and the K’s to the other, we have H −H ′ = i(K ′ −K). The left-hand
side is Hermitian while the right-hand side is skew-Hermitian; it follows that
both sides are zero, so H = H ′ and K = K ′. Finally, tr(M) = 0 if and only if
tr(H) = −itr(K) if and only if tr(H) = tr(K) = 0, since traces of Hermitian
matrices are real.

3.17 Let φ1 and φ2 be the eigenstates for H, with real eigenvalues λ1, λ2. Let
|φ〉 = c1|φ1〉+ c2|φ2〉 be an arbitrary spin-state and compute

(∆φH)2 =
〈
φ|H2|φ

〉
− 〈φ|H|φ〉2

= |c1|2λ2
1 + |c2|2λ2

2 − (|c1|2λ1 + |c2|2λ2)2

= (1− |c1|2)|c1|2λ2
1 + (1− |c2|2)|c2|2λ2

2 − 2|c1c2|2λ1λ2

= |c1c2|2(λ1 − λ2)2,

where we have used the fact that |c1|2 + |c2|2 = 1. If λ1 = λ2, then H is a
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scalar operator, and so φ is an eigenvector for H. If λ1 6= λ2, then ∆φH = 0 if
and only if c1c2 = 0 if and only if c1 = 0, |c2| = 1 or |c1| = 1, c2 = 0. In either
case, φ is an eigenstate for H.

3.22 The matrix M†M is clearly Hermitian, so by the Spectral Theorem it is
diagonalized by a unitary matrix Q:

diag(λ1, . . . , λn) = QM†MQ−1.

The eigenvalues λi are real. To show that they are in fact positive, let v ∈ Cn
be an eigenvector with eigenvalue λ = λi. Thinking of v as a column vector,
we have

λ‖v‖2 = λv†v = v†λv = v†M†Mv = (Mv)†Mv = ‖Mv‖2 > 0.

The last inequality is strict because M is invertible and v 6= 0. Dividing by
‖v‖2 yields λ > 0.

Now define P := Q−1diag(
√
λ1, . . . ,

√
λn)Q. Then P is positive definite

and
P 2 = Q−1diag(λ1, . . . , λn)Q = M†M.

5.19 The map ϕC is clearly additive, and it is also C-linear:

ϕC((a+ bi)(X + iY )) = ϕC((aX − bY ) + i(bX + aY ))
= ϕ(aX − bY ) + iϕ(bX + aY )
= aϕ(X)− bϕ(Y ) + i(bϕ(X) + aϕ(Y ))
= (a+ bi)(ϕ(X) + iϕ(Y ))
= (a+ bi)ϕC(X + iY ).

To show that ϕC preserves the Lie bracket, we compute

ϕC([X + iY,X ′ + iY ′]) = ϕC([X,X ′]− [Y, Y ′] + i([X,Y ′] + [Y,X ′]))
= ϕ([X,X ′]− [Y, Y ′]) + iϕ([X,Y ′] + [Y,X ′])
= [ϕ(X), ϕ(X ′)]− [ϕ(Y ), ϕ(Y ′)]

+i([ϕ(X), ϕ(Y ′)] + [ϕ(Y ), ϕ(X ′)])
= [ϕ(X) + iϕ(Y ), ϕ(X ′) + iϕ(Y ′)]
= [ϕC(X + iY ), ϕC(X ′ + iY ′)].

Now suppose that ρ : gC → gln(C) is a C-linear representation. Define ϕ
to be the restriction of ρ to the real subalgebra g ⊂ gC:

ϕ(X) := ρ(X) for all X ∈ g.

Then ϕ is an R-linear representation of g, with ϕC = ρ:

ϕC(X + iY ) = ϕ(X) + iϕ(Y ) = ρ(X) + iρ(Y ) = ρ(X + iY ).
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Finally, note that W ⊂ Cn is g-invariant if and only if ϕ(X)W ⊂ W
for all X ∈ g if and only if (ϕ(X) + iϕ(Y ))W ⊂ W for all X,Y ∈ g if and
only if ϕC(X+iY )W ⊂W for all X+iY ∈ gC if and only ifW is gC-invariant.

5.31 For the base case k = 0 we have ‖wm1 ‖2 = 1 by our choice of normaliza-
tion. Suppose that the claim holds for k, so that

‖wm−k1 wk2‖2 =
(
m

k

)−1
.

Now compute

〈Xwm−k1 wk2 |Xwm−k1 wk2 〉 = 4(m− k)2‖wm−k−1
1 wk+1

2 ‖2.

But we also have

〈Xwm−k1 wk2 |Xwm−k1 wk2 〉 = 〈wm−k1 wk2 |Y Xwm−k1 wk2 〉
= −2(m− k)〈wm−k1 wk2 |Y wm−k−1

1 wk+1
2 〉

= 4(m− k)(k + 1)〈wm−k1 wk2 |wm−k1 wk2 〉

= 4(m− k)(k + 1)
(
m

k

)−1
.

Combining these two computations, we obtain the result for k + 1:

‖wm−k−1
1 wk+1

2 ‖2 = k + 1
m− k

(
m

k

)−1

= k + 1
m− k

k!(m− k)!
m!

= (k + 1)!(m− k − 1)!
m!

=
(

m

k + 1

)−1
.

5.32 Each monomial wm−k1 wk2 is an eigenvector for σ3 with eigenvalue 2k−m,
so it follows that each |j〉 is a σ3-eigenket with eigenvalue j. We will check the
formula for the action of σ1 + iσ2, leaving the similar computation for σ1− iσ2
to the reader. Given a value of j = m,m − 2, . . . ,−m, set k = 1

2 (j + m), so
that 2k −m = j. Then the ket (−1)k|j〉 corresponds to the scaled monomial(
m
k

) 1
2wm−k1 wk2 . So we compute:

(σ1 + iσ2) ?
(
m

k

) 1
2

wm−k1 wk2 = −2
(
m

k

) 1
2

(m− k)wm−k−1
1 wk+1

2 .
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But (
m

k

) 1
2

(m− k) =
(

m

k + 1

) 1
2√

(m− k)(k + 1)

= 1
2

(
m

k + 1

) 1
2√

m(m+ 2)− j(j + 2).

Thus, we see that σ1 + iσ2 sends (−1)k
(
m
k

) 1
2wm−k1 wk2 to

(−1)k+1
(

m

k + 1

) 1
2√

m(m+ 2)− j(j + 2)wm−k−1
1 wk+1

2 ,

thus establishing the formula for the action of σ1 + iσ2 on the ket |j〉.

5.41 The number of monomials of exact degree k in two variables is k + 1.
Hence the total number of monomials of degree at most d in two variables is
the (d+ 1)st triangular number

1 + 2 + · · ·+ (d+ 1) = (d+ 2)(d+ 1)
2 .

5.47 This derivation may be accomplished via a long and tedious computation
involving repeated applications of the chain rule. For an alternative approach,
see [1, Chapter 10, Section 9].

6.8 We compute

d

dt
(a(t)⊗ b(t)) = lim

h→0

a(t+ h)⊗ b(t+ h)− a(t)⊗ b(t)
h

= lim
h→0

1
h

(a(t+ h)⊗ b(t+ h)− a(t)⊗ b(t+ h)

+a(t)⊗ b(t+ h)− a(t)⊗ b(t))

= lim
h→0

(
a(t+ h)− a(t)

h
⊗ b(t+ h)

+a(t)⊗ b(t+ h)− b(t)
h

)
= ȧ(t)⊗ b(t) + a(t)⊗ ḃ(t).

8.15 Suppose that (mv,w, α,A) ∈ G and ψ(r) is P’s description of a position
state. Then acting via the inverse element yields a new wavefunction:

ψ′(r) = (mv,w, α,A)−1 ? ψ(r)
= (−mA−1v,−A−1w,−α+mv ·w, A−1) ? ψ(r)
= e−

i
~ (−α+mv·w−mA−1v·(r+A−1w))ψ(A(r +A−1w))

= e
i
~ (α+mv·Ar)ψ(Ar + w),
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where in the last line we use the orthogonality of A:

A−1v ·A−1w = v ·w and A−1v · r = v ·Ar.

If observer M is rotated according to A and translated by w, then her
position-values are related to P’s as r′ = A−1(r−w). It follows that

ψ′(r′) = e
i
~ (α+mv·(r−w))ψ(r),

so the position-probability densities agree: |ψ′(r′)|2 = |ψ(r)|2.
The position-dependent phase ensures that M and P will also agree on

momentum-probability densities when M is rotated according to A and moving
toward P with velocity −v. To see this, consider the Fourier transform of P’s
wavefunction:

ψ(r) = 1
(2π~) 3

2

∫
R3
ψ̃(p)e i~ p·rdp.

It follows that

ψ′(r) = 1
(2π~) 3

2
e
i
~ (α+mv·Ar)

∫
ψ̃(p)e i~ p·(Ar+w)dp

= 1
(2π~) 3

2
e
i
~α

∫
ψ̃(p)e i~ (p+mv)·Are

i
~ p·wdp

= 1
(2π~) 3

2
e
i
~α

∫
ψ̃(Ap−mv)e i~ p·re

i
~ (Ap−mv)·wdp

= e
i
~α

∫
e
i
~ (Ap−mv)·wψ̃(Ap−mv)ψp(r)dp.

Thus, the Fourier transform of ψ′ is related to the Fourier transform of ψ
as follows:

ψ̃′(p) = e
i
~ (α+(Ap−mv)·w)ψ̃(Ap−mv).

Now note that, if observer M is rotated according to A and moving toward P
with constant velocity −v, then M’s momentum-values are related to P’s via
p′ = A−1(p +mv). Hence, we have

ψ̃′(p′) = e
i
~ (α+mv)·wψ̃(p).

Taking the squared modulus we find that

|ψ̃′(p′)|2 = |ψ̃(p)|2,

which means that M and P agree on the momentum-probability densities as
claimed.
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infinite spherical well, 178
infinite square well, 150
inner product space, 237

complex, 23
indefinite, 208
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isomorphism
inner product space, 6, 29, 41
vector space, 232

Jacobian matrix, 60, 240

kernel, 232
ket, 24
Klein-Gordan equation, 221

Laguerre polynomial, 184
Laplacian operator, 107
Legendre equation, general, 115
Legendre function, associated, 116
Legendre polynomial, 116
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Lie algebra, 53, 60
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complexification, 55, 89
homomorphism, 87
representation, matrix, 87

Lie group, 50, 62
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orthochronous, 209
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special, 209

lowering operator, 93, 154, 156
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magnetic field, 19, 72, 75, 127, 189
magnetic quantum number, 173, 176
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matrix, 232
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invertible, 233
multiplication, 233

measurement, 48
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Minkowski space, 209
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momentum, angular

classical, 17–20
quantum, 169
total, 187

momentum, linear
classical, 17
quantum, 138, 140, 164

Newton’s Second Law, 149, 152
norm

matrix, 35
vector, 24, 237

number operator, 156
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quantum, 48, 104

one-parameter unitary group, 243
orbitals, 193
orientation, 6
orientation preserving, 9
orthogonal complement, 237
orthogonal transformation, 238
orthogonal vectors, 24
orthonormal, 237

Pauli exclusion principle, 191
Pauli matrices, 41, 49, 222

periodic table, 191–194
phase, 24, 100

global, 144
physical space, 3, 100, 135, 161
Planck constant, reduced, 21
Poincaré group, 220

restricted, 220
universal cover, 226

polar decomposition, 64, 214
position observable, 162
position operator, 138
position space, 137, 161
positive definite

inner product, 4
matrix, 64
norm, 35

probability amplitude, 27
Probability Interpretation, 26, 98

quantization, 71

raising operator, 93, 154, 156
rank, 232
rank-nullity theorem, 232
rapidity, 213
reduced mass, 182
representation

direct sum, 81
group, 14, 80
isomorphism, 80
morphism, 80, 108

invariant subspace, 81, 88
irreducible, 81, 88
Lie algebra, 87
subrepresentation, 81

rest-energy, 221
Rodrigues’ formula, 116
rotation

generators of, 54
three dimensions, 12
two dimensions, 10

Runge-Lenz vector, 185

scattering state, 185
Schrödinger equation, 71, 74, 104,

147, 173–174, 220
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time-independent, 71
Schrödinger representation, 144, 168,

172, 244
self-adjoint operator, 118, 238, 243
skew-Hermitian, 33, 40, 67, 166, 238
skew-symmetric, 96, 238
solid angle measure, 117, 170
span, 231
spectral decomposition, 48
Spectral Theorem, 40, 48, 57, 118,

175, 239, 243
for normal operators, 239

spherical coordinates, 111, 170
spherical harmonics, 117
spin, 23, 99, 100

precession, 73
spin observable, 49, 99, 104
spin-orbit coupling, 189
spin-spin coupling, 190
Spin-Statistics Theorem, 131, 191
spinor space, 23, 185
square-integrable, 117, 137, 161, 183
squared total spin operator, 104, 125
stationary states, 71
Stern-Gerlach device, 20, 22, 26, 100
Stone’s Theorem, 118, 138, 139, 244
Stone-von Neumann Theorem, 144,

168, 244
strongly continuous, 118, 137, 244
superposition, 27, 72, 100, 127
symmetric, 238

tangent space, 31
tensor

antisymmetric, 130
decomposable, 122
symmetric, 130

tensor product, 122
time dilation, 213
time-evolution, 69, 72, 147, 173
trace, 235
translation action, 137, 145, 162
transpose, 236

uncertainty, 57, 142, 165

Uncertainty Principle, 58–59, 104
energy-time, 77
Heisenberg, 142, 165

unitary transformation, 238
universal double cover, 43, 216–218

vector space, 231
subspace, 231

wavefunction, 137
Weyl spinor, 225
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