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Introduction to Both Volumes

These books originated in lectures that I have given for many years at the
Department of Mathematics of the University of Rome, La Sapienza, and at the
Mathematical Physics Sector of the SISSA in Trieste.

I have tried to give a presentation which, while preserving mathematical rigor,
insists on the conceptual aspects and on the unity of Quantum Mechanics.

The theory which is presented here is Quantum Mechanics as formulated in its
essential parts on one hand by de Broglie and Schrédinger and on the other by
Born, Heisenberg, and Jordan with important contributions by Dirac and Pauli.

For editorial reason the book in divided in two parts, with the same main title (to
stress the unity of the subject).

The present second volume consists of “Lecture 1: Wigner Functions. Coherent
States. Gabor Transform. Semiclassical Correlation Functions” to “Lecture 16:
Measure (Gage) Spaces. Clifford Algebra, C.A.R. Relations. Fermi Field”. Each
lecture is devoted to a specific topic, often still a subject of advanced research,
chosen among the ones that I regard as most interesting. Since “interesting” is
largely a matter of personal taste other topics may be considered as more significant
or more relevant.

I want to express here my thanks to the students that took my courses and to
numerous colleagues with whom I have discussed sections of this book for com-
ments, suggestions, and constructive criticism that have much improved the
presentation.

In particular I want to thank my friends Sergio Albeverio, Giuseppe Gaeta,
Alessandro Michelangeli, Andrea Posilicano for support and very useful comments.

I want to thank here G.G. and A.M. also for the help in editing.
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Lecture 1: Wigner Functions. Coherent
States. Gabor Transform. Semiclassical
Correlation Functions

In Classical Mechanics a pure state is described by a Dirac measure supported by a
point in phase space.

We have seen that in quantum Mechanics a pure state is represented by complex-
valued functions on configuration space, and functions that differ only for a constant
phase represent the same pure state.

Alternatively one can describe pure states by complex-valued functions in momen-
tum space.

To study the semiclassical limit it would be convenient to represent pure states by
real-valued functions on phase-space, and that this correspondence be one-to-one.
These requirements are satisfied by the Wigner function W, associated to the wave
function v € L2(R").

The function Wy, is not positive everywhere (except for coherent states with total
dispersion > h) and therefore cannot be interpreted as probability density.

Still it has a natural connection to the Weyl system and good regularity properties.

To a pure state described in configuration space by the wave function ¢/(x) one
associates the Wigner function W, which is a real function on R*" defined by

Wy(x, €) = 2N /RN e ENy, (x n %) b (x - %) d¥y x,6eRY. (1)

We shall say that Wy, is the Wigner transform of ¢ and will call Wigner map the
map ¢ — Wy.

It is easy to verify that the function Wy, is real and that W, = W,,, Ya € R.

Therefore the Wigner map maps rays in Hilbert space (pure states) to real functions
on phase space.

Moreover we will see that the integral over momentum space of W (x, §) is a
positive function that coincides with |¢(x)|? and the integral over configuration space
coincides with |@/AJ( p)|* where zﬁ is the Fourier transform of .
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The correspondence between Wy, and the integral kernel ¥(x) 1 (x") permits to
associate by linearity a Wigner function W), to a density matrix p,

P=ZCkPk, cx >0, ch=1 ()
k
where P is the orthogonal projection on 1, one has
W, =D Wy, 3)
k
Explicitly

Wyir.§ = enem [ u (e a(r-3)ar @

If p is a density matrix (positive trace-class operator of trace one) with integral
kernel

PO Y) = D b (X)dn(y) )
its Wigner function is
N[ 1 1
W,(x, &) = (2m) / e "EVp (x + 2y x - Ey) dy (6)

where the sum converges pointwise in x, £ if p(x, x’) is continuous and in the L'
sense otherwise.

The definition can be generalized to cover Hilbert—Schmidt operators when the
convergence of the series is meant in a suitable topology.

From (6) one has

W,(x,6) € L*(RY x RY) N Co(R), L'(RY)) N Co(RY, L' (RY)) (D)

Through (6) one can extend by linearity the definition of Wigner function to
operators defined by an integral kernel; this can be done in suitable topologies and
the resulting kernels are in general distribution-valued.

When p is a Hilbert—Schmidt operator and one has

W, 113 = @)~V lpll? ®)
If ¢(x, t) is a solution of the free Schroedinger equation

O
Yor T

1
hald €))
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the function W), solves the transport (or Liouville) equation

oW
eV W= 1
oy HE VW =0 (10)

Introducing Planck’s constant one rescales Wigner’s function as follows

n i\" £
Ww(x,g,t)z(ﬁ) WL‘,(x,ﬁ,t) (11)

and Liouville equation is satisfied if ¢ satisfies

., O L,
h— = ——h~A1.
laz 2 v

Consider now the equation that is satisfied by W if ¢ satisfies Schroedinger’s
equation with hamiltonian H = —%A + V.
We have seen in Volume I that under the condition

Vel (RY), V™ eStR"Y), / V) Pdx <c(14+R)™  (12)

[x|<R

(St denotes Stummel class) the operator H is self-adjoint with domain

DH)={peL? |VipeLl . —Ap+VepelL? (13)

loc?

Let po be a density matrix and set p(1) = e "%’ pye'#’. Denote by W, (x, &; 1)
the Wigner function of p(t).

Under these conditions the following theorem holds (the easy proof is left to the
reader).

Theorem 1 If'V satisfies (12) then W,y belongs to the space
c (R,, L2 (R;V x R?’)) necy (R, x RN, FL! (Rg’)) NGy (R, x RY.FL! (RQ’)) (14)

(we have denoted by FL' the space of functions with Fourier transform in L") and
satisfies

O VW) KW =0 (15)

where K is defined by

Kx, ) = (%)N/e—“w (v (x n %) —v (x - %)) dy  (16)
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and

(K *W)(x,§) = / Kx,mW(x,§—mdn a7)

<&

Setting f ht) = Wg (t) one derives

8fh h h h
S HE VS Knx =0, phe=0) = po(h) (18)

where

. N
Kﬂmaz(éJ f%%”[VGH[%)—V(x—%)}@ (19)

If the potential V it is sufficiently regular it reasonable to expect that if the initial
datum foh converges when s — 0 in a suitable topology to a positive measure fj, then
the (weak) limit f = limy_o f" exists, is a positive measure and satisfies (weakly)

%—{Jrﬁvxf—VV(X)ng:O F0) = fo (20)
We shall prove indeed that when V satisfies suitable regularity assumptions, then
forevery T > 0 there exists a sequence /i, — O such that £ (¢) converges uniformly
for |t| < T, in a weak * sense for a suitable topology, to a function f(t) € C,(R")
which satisfies (20) as a distribution.
Under further regularity properties f(¢) is the unique solution of (20) and repre-
sents the transport of fy along the free flow

x=¢  £=-VV Q2

Under these conditions the correspondence ) — Wﬁ is a valid instrument to
study the semiclassical limit.

We shall give a precise formulation and a proof after an analysis of the regularity
properties of the Wigner functions.

We have remarked that in general the function W (x, £) is not positive. It has
however the property that its marginals reproduce the probability distributions in
configuration space and in momentum space of the pure state represented by the
function 7. Indeed one has the following lemma (we omit the easy proof).

Lemma 1
/ (W) (x. E)dx = | F O, / W), Odé = 1fOP @2

<&
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In a strict sense (22) holds if ¢ € L' N L2, ¢ € L' N L2 In the other cases one
must resort to a limiting procedure.
We also notice that

Wiwaa 0 =Wox —=b€—a)  Wy=W, & f(x) =¢g(x) ceR (23)

and that
Wy, Wy) = (1, §) (24)

The essential support of a Wigner function cannot be too small; roughly its volume
cannot be less than one in units in which & = 1.

In particular for any Lebesgue-measurable subset E € R?N

one has

AMUﬂM%smhw> 25)

where 1 (E) is the Lebesgue measure of E.
This statement is made precise by the following proposition [1, 2].

Proposition 1 (Hardy) Let

2
aé”

Cor(r, &) =55 x ceRY a, b>0. (26)

Then for any f € L*>(R*" one has

(1) If ab = 1 then (W}, Cap)(x,§) >0

(2) If ab > 1 then (W;, Cup)(x, 6 >0

(3) If ab < 1 there are values of {x, &} for which (W;, Cap)(x,8) < 0. &

1 Coherent States

If ab = 1 the functions C,; defined above and suitably normalized are called
coherent states.

Coherent states play a relevant role in geometric optics and also, as we saw
in Volume I, in the Bargman—Segal representation of the Weyl system and in the
Berezin—Wick quantization.

Introducing Planck’s constant the coherent states are represented in configuration
space R" by

_a—g)?

Copn(x)=cye 222 e®4 gq.peRY, A>0 Q27

where ¢y is a numerical constant.
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These states have dispersion A in configuration space and % in momentum space,
and therefore the product of the dispersions in configuration and momentum space
is fi, the minimal value possible value due to Heisenberg inequalities.

The Wigner function of the coherent states is positive

=2 A2e-p)?

Wq,p;A(X,g)ZCNe 242 a2 (28)

As a consequence of the theorem of Hardy it can be proved [2] that the Wigner
function Wy, associated to a wave function 1) is positive if and only if 1 (x) is a
gaussian state of the form (26) with Ay - A > h.

The Wigner function Wy, is not positive in general but its average over each
coherent state is a non-negative number.

Since coherent states are parametrized by the points in phase space, one can
associate to the function ¢ the positive function on phase space

Hy(q. p) = / dx A€W,y p(x, €)Wy (x, )dxde

This is the Husimi distribution associated to the function ¢.

Since the coherent states form an over-complete system, one may want to construct
a positive functions associated to the function ¢ by integrating over a smaller set of
coherent states, but still sufficient to characterize completely the function ¢.

This is the aim of Gabor analysis [3] a structure that has gained prominence in
the field of signal analysis. We shall outline later the main features and results in this
field.

Not all phase-space functions are Wigner functions W, for some state p.

A simple criterion makes use of the symplectic Fourier transform; we shall
encounter it again when in the next Lecture we will introduce the pseudo-differential
operators

If f e L?>(R*N) define its symplectic Fourier transform f”’ by

@)= / f(©e Ve, 7€ RN (29)
R2N

where J is the standard symplectic matrix.
The symplectic Fourier transform f”(z) is said to be of S-positive type if the
m x m matrix M with entries

M= (@ —ape ™ a=la, ... a) (30)

is hermitian and non negative.

With these notations the necessary and sufficient condition for a phase space
function to be a Wigner function is [4, 5]
() f7(0) =1

(i) £’ (z) is continuous and of h-positive type.
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2 Husimi Distribution

For a generic density matrix p the positive function
Hy(q. p) = Wy, Wy, ;) 3D

is called a Husimi transform (or also Husimi distribution) of the density matrix p.

If the density matrix has trace one, the corresponding Husimi distribution has L'
norm one.

The correspondence H, <> p is one-to-one.

One verifies that p is of trace-class if and only if H, € L'(R*") and that Trp =
[ H,dx*N.

Denote by S and S’ the Schwartz classes of functions.

The Fourier transform acts continuously in these classes and one can derive the
following regularity properties

p(x.y) € S(RY x RY) & W,(x,&) € S(RY x RY) (32)
peS (RY xRY) & W, eS8 (RY xRY) (33)

More generally, for any pair of functions f, g one can consider the quadratic form
S L) - 1
Wpq(x, &) = (2m) e 'SV flx 4+ Ey glx— Ey dy (34)

From the properties of Fourier transform one derives Lemma 2.

Lemma2 If f,g € S(RY) x S(RN) then Wy, € S(R*N).

Iff,g €S (RY) x S'(RY) then Wy, € S'(R*N).

If f,g € L*(RY) x L*(R"N) thenW;, € L>(R*) N Co(R*N)
Moreover

WihgWha) = (f1, 292, 91) [Wrgleo < 11 fl21lgll2 (35)

<&

We study next the limit when € — 0 of a one-parameter family of functions u..
Consider the corresponding Wigner functions

W (x, &) = (ﬁ)N/R ey, (x + %) ii. (x - %) dy  (36)

(&) [ Dat-He @

Let H; (g, p) be the corresponding Husimi functions.
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If the family u, is bounded in L?>(R"), the family H; consists of non-negative
functions in L'(R") which define, if considered as densities, a family of measures
Mo+

We shall study limit point of this set of measures, in the sense of the weak*
topology of Borel measures.

In order to be able to use compactness results it is convenient to introduce a
topological space in which the W€(u.) are uniformly bounded.

To this end, we introduce the following Banach algebra

A={ueCo(RY x RY). (Fay(x,2) € L' (RN, Co (RY))}  (38)

with norm

1 Felu) g = / sup|Faul(x, 9z (39)

R

Ais aseparable Banach algebra that contains densely S(RY x Rév ), CSP(RY x Rév )
and every finite linear combination of u; (x)u> (&), with u, € C§° or it € C§°.

In (38) we have used the notation Fcu to denote Fourier transform of u with
respect to .

With these notation one has

Proposition 2 The family Wy is equibounded in A. <&

Proof A simple estimate gives

c 1 €2\ _ €z
/R o Wit O O = /R (Feo e (x+ ) iie (x = 5 ) dx dy dz
(40)
It follows

|AZN(W;*¢)(X’ §dxd¢]|

1 N
< (%) /R (sup |(Fed) (v, ) ldy)| Isupeu (x + 5 ) i (x = 57 Idx

1 N
< (2—) |1B1].alluel? (41)
vis

VY

Denote by A’ the topological dual of A.

From Proposition 2 one derives by compactness that there exists a subsequence
{uc,} which converges weakly to an element of u € A” and at the same time W
converges in the *-weak topology to an element of A" that we denote by p. ’

Note that the convergence of u,, to u does not imply weak convergence of W' ;
in general one must select a further subsequence. '
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In the same way we can construct sequences of Husimi functions H;" and of
corresponding measures that converge weakly.
Denote by [ the limit measure. One has

Theorem 2 (1) One has always pn = i
(2) p = Ju(x)[*80(&)
(3) [on W) Pdx < [pon dpp < liminfeg [pu lucl*dx. &

Proof We provide the proof only in the case n = 1. Notice that

L xPle?)
<

HS =W %G., G, =(me) e (42)

( denotes convolution in & ).
We must prove that if ¢ € A (or in a dense subset) then ¢ x G converges to ¢ in

the topology of A.
From
F9# G0 = [Fd)x. Do Pxe™ | @
it follows

Ix1?

| % Ge—¢la = / supy| Fep — Feg * (me)"2e” ¢ |dz
RN
+ / (1 — B sup, | Feg| dz (44)

The second term converges to zero so does the first term if ¢ € S(R x R). Point 1
of the theorem is proved, since S(R x R) is dense in \A.
Point 3 follows from Point 1 since

/ fudx < lim inf/ uc|*dx (45)
R? R

To prove Point 2 notice that for a compact sequence u,. that converges weakly to
u in L?(R) one has, for every z € R

i, (x + %) i, (x - %) = Ju()? (46)

Therefore one has, weakly for subsequences in S’(R X R)
u

Wy — Ju(x) (47)

and from this one derives 1, = |lu|>50(€).
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Define
—on [ ety No(x=2
Hu, v)(£, x) = (27) /e u (x 1 2) 7 (x )dg (48)

Then
H6 > H +2H

Ue—U

(49)

and to prove Point 2 it suffices to prove that W‘(u, v.) converges weakly (in the
topology of Borel measures) if u € C3°(R) and v, converge weakly to zero in
L*(R).
One has
H(u,v.) * G, (50)

W, v.) = (27r)_1Re/e_i5'~"u (x + %) u (x - %) d§ (51)

Therefore for every ¢ € S(RY x RV)

< W0, 6 2= m Re [ dvdziom (3 + 5) Rl - ex/2,2)

(52)
If u € C5°(R") one has moreover

z,mHOu(H L) o (v- ;,z)=u(x)fg¢(y,2) (53)

in the topology of L?(RY, L?(RY)).

It follows that W€ (u, v.) converges weakly to zero in A’

Similar estimates show that H¢(u, v.) converges weakly to zero in the sense of
measures. Q

The following remarks are useful and easily verifiable.

(a) It may occur that ;4 = 0 (we shall presently see an example)

(b) If p, is the measure associated to the subsequence u. weakly convergent to u,
then (. — xo, . — &,) is the measure associated to to the subsequence

U (x — xo)ei@ (54

(c) The measure p,, is also the limit of

for all values of the parameters o, 3 € (0, 1), a+ =1
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(d) If the measure y, is associated to the sequence u,. and the measure v, to the
sequence v, in general the measure 1, +v, is not associated to the sequence (i, +v.)
(for example if u. = v, the associated measure is 41, ). This fact is a consequence

of the superposition principle.
Additivity always holds when p and v are mutually singular.

3 Semiclassical Limit Using Wigner Functions

Example 1 Sequence of functions that concentrate in one point
= ()
u =
EUNT“ e“

a<1l lime oW, = d(x)do(&) /|u(y)|2dy

U (x) =

One has

a>1 limeoW; =0

o
a=1 limeﬁoWuE( = W|M(€)|2 0o (x)

Example 2 (coherent states)

O<a<l1 li’"s—)OVVe.uE = ”u”% 5x0(x)5§0(€)

a>1 lime oW, =0

a=1 limeoWe,, = Qm) "€ — &)I* by, (x)

Example 3 (WKB states)

u(x) =u()e ™, ue LP(RY), u(x) eR  ae Wy,

(56)

(57)

(58)

(59)

(60)

(61)

(62)

(63)

(64)
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Notice that u,(x + )it (x — S¢) converges in 8'(R*V) to [u(x)[?if 0 < o < 1
and to |u(x)Pel V90 if o = 1,
One has therefore

a <1 lime oWy =u()P6E) (65)
a=1 limeoW; =u)3E~ Vux)) (66)
&

Example 4 (superposition of coherent states)

Ue = z ﬁjuj (x;_axj) N 0 << 1 (67)

XjFEX

It can be verified that the limit is
DB (x = x))6(5 = &)) (68)

&

A detailed analysis of Wigner functions in the semiclassical limit can be
found in [6].

We now give details of the use of Wigner functions in study the semiclassical
limit.
Theorem 3 ([6]) (i) Let V € C'(RY) and verify (12). Then for every T > 0 there
is a subsequence " (t) that converges in the weak* -topology of A’ for |t| < T to
a function f € Cyp(RN) which satisfies (20) in distributional sense.
(ii) If moreover V.€ C"'(R") and V (x) > —c(1 + |x|?), then f(t) is the unique
solution of (28) and represents the evolution of fy under the flow defined by

x=&  £=-VV (69)

<&

Notice that under the assumptions we have made this equation does not have in
general a unique solution.

Itis possible to construct examples of lack of uniqueness by taking coherent states
localized on different solutions.

Sketch of the proof of Theorem 3
By density it is sufficient to prove that if

peS(RY xRY), FepeC(RY xRY) (70)
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and Kj, is defined as in (20), then < Kj, *¢ fh, ¢ > is bounced for |f| < T and
converges weakly when 2 — 0, to

/ VV(x) - Veg(x, §) f (x, E)dxdg (71)
RZN
One has .
i
< K"« f,p>= W < fh, ¢h > AoA 72)
where
. | h FL
ohr, y) = /R T F B ) TV el ((V(x + ;)) - (v (x - ;)) dy
(73)

It follows for every ¢ € A’

o h
< s <V s < KD ==0 ()
When £ tends to zero, the sequences ¢” and % are convergent in the topology
induced by A’

Taking into account that ¢" converges to ¢ in the topology of A’ one has

<%,¢>—<f,§-vx¢>+<f,VV-ng)):O peA (75
Therefore f =limp_of " is a weak solution of (20). This proves (i).

To prove point (ii) an integration by parts is needed in order to pass from the weak
form of the solution to the classical solution. For this, it is convenient to regularize f
and then undo the regularization after having taken the limit ¢ — 0 taking advantage
from the fact that the classical solution is of Lipschitz class. This is legitimate under
the assumptions made on V.

v

This analysis of the semiclassical limit for the Schroedinger equation can be
extended with minor modifications to the Schroedinger—Poisson system which
describes the propagation of a system of N quantum mechanical particles subject
to the electric field generated by their charges and possibly to an external field E
generated by an external charge pg.

The equations which describe this quantum system are

L 00, I :
A N B as)

V=Eo— > ejl;jt, n) (77)

J
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It is possible to show that the limit # — 0, denoted by f (a function on classical
phase space) of the Wigner function associated to the density matrix of any particle
does not depend on the particle chosen and satisfies the system of classical equations
(called equations of Vlasov—Poisson)

of ) . _ 1 _ )
e vi-Evs=0 Ew=V, (/ — [m(y) /.f(y,odf] dy) (78)

where x, £ are coordinates in the classical phase space.

4 Gabor Transform

For completeness we mention here the Gabor transform [3], much used in signal
analysis: the time modulation and frequency modulation of an acoustic signal have
the same role as position and momentum in the description of a wave function.

The Gabor transform G f or two complex-valued functions f, g on R!is obtained
from the corresponding Wigner function by a change of variables

W(f, 9)(x,8) = CmN eI [Gy()I(2x, 2€) (79)

Inverting this formula one obtains

Gif(x,6) = Qm)7 (f, McT_g)
Mc(h)(t) = € h(t)  T_;h = h(t — x) (80)

The Gabor transform is also called short time Fourier transform of f with window

g.
The function

Gre = McT_1 ¢ (81)

is called Gabor wavelet generated by ¢.

The operators M¢ and T_, are called respectively modulation operator and trans-
lation operator Occasionally one uses the notation ¢, , to stress the time-frequency
analysis.

The role of the Gabor wavelets in signal analysis is seen in the following formula
that allow to reconstruct a signal from its Gabor spectrum.

Let¢ € L'(RY)N L*(RY) with [ ¢(x, £))d"x = 1. The function ¢ is called the
window.

Forall f € L?(R")

F=@mn / / (. 6260 cdxde 82)



4 Gabor Transform 15

Let 0 € L*(RY ® RY). The Gabor multiplier G, , : L*(RY) — L*(R") is
defined by

(Goof. q) = / / 0 (r, )Gy f(x. 6)(x, €)(Gog) (x. E)dxde
— 2m Y / / (05, E)(f, dr.c)12b(x, O)dxde (83)

for f, g € L>(RM).

Gabor operators are also called localization operators.

One proves the following results:
(1)if o € L>(RY x R" the Gabor multiplier is a Hilbert—Schmidt operator
(2)if o € L*(RN x RM) one has

Gt Gy = / o (o) Pdx - / 6(x, ©)Pdxde (84)
(3) moreover
GoyGrs=Gry A=02m" (5, *%%> (85)
where I
(f*ig)= / @ = wygw)e > duw. (86)
CN

5 Semiclassical Limit of Joint Distribution Function

Recall that in Quantum Mechanics a state can be characterized by the expectation val-
ues of the operators. Typically one considers expectation values in the state described
by the wave function ¢ of product of the canonical operators gx, px, k=1,...,d

(6. i jinkgi pl@) i j=1...d, kh=12,... (87)

Notice that by using the canonical commutation relations one can restrict oneself
to polynomials of this type.

To avoid proliferation of indices we shall consider from now on a system with
one degree of freedom.

The evolution of the state ¢(0) — ¢(#) under the Schédinger equation is described
by evolution of the correlation functions.

In Classical Mechanics correspond to measures concentrated in a point in phase
space, expectation values correspond to position and momentum of the particle con-
sidered and the evolution of the pure state is described by Hamilton’s equation of
motion for the canonical coordinates.
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In Quantum Mechanics a state which is not pure is described by a p and again the
evolution p — p(t) corresponding to the Hamiltonian H (g, p) can be described by
giving the map

Trpgl'p}) — Trp(t)gl" p})) = Tr(p, @D gn pMe=itH@0)y — (88)

Correspondingly one has in Classical Mechanics the evolution of a probability
distribution under the Liouville equation corresponding to the hamiltonian H (g, p).

Of course in Quantum Mechanics the expressions we have given are formal, since
the canonical variables ¢, p and the hamiltonian H are unbounded operators and one
must keep track of their domains.

Before giving a precise statement we note the analogy with mean field models.

In these models, mostly used in (Quantum) Statistical Mechanics, one considers
(in one dimension)a system with N degrees of freedom and a set of M (quantum)
intensive observables a’]‘\,, k =1,..., M which are space averages

N+M
M -1
ay =N E a
n=M

of local observables a,,.

The local observables almost commute at long distances: [a,, a,] ~ (n —m)™?
for some large p. Both the local and the intensive observables depend on time through
a (Quantum) hamiltonian H.

The intensive observables became classical in the limit N — oo (i.e. they form a
commutative algebra). And under the hamiltonian H the evolution ¢t — «(¢) of the
observables is describes by an effective equation.

One is interested in the structure and the evolution in of the fluctuations

N
B =limy—svV'N (% > anut) - a"(r)) (89)

h=1

Under suitable assumptions [7] one proves that if a* are quantum canonical vari-
ables their fluctuations 3(¢) are at first order in /7 again quantum canonical variables
for a system with M degrees of freedom and they evolve according to a quadratic
hamiltonian.

In this sense our analysis of the semiclassical limit 7 — 0 is analogous to the
analysis for N — oo in Quantum Statistical Mechanics of a system of N particles
(with £ taking the place of %
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6 Semiclassical Limit Using Coherent States

We return to the semiclassical approximation which we now understand a semi-
classical limit of quantum correlation functions. Of course one should expect this
convergence to hold only for a suitable class of initial states, which we take to be
coherent states with joint dispersion of order /.

We give here first a formulation of the problem in terms of the Weyl algebra and
unitary evolution, due to K. Hepp [7]. We shall later sketch a formulation in terms
of correlation functions for canonical variables.

We consider hamiltonian system with one degree of freedom and classical hamil-
tonians of the form H (p, q) = % + V(x) with V sufficiently regular so that both
the classical equation of motion and the quantum one have a unique solution for the
initial data we will consider, at least up to a time a time 7.

The classical equations of motion are

X(@)=p@) p)=-VV(x@) (90)

The corresponding equation in Quantum Mechanics are

d
E(’l/)t’ th,(/)t) = (’(/)t’ PAfﬂﬁ(f))

d
E(wt, prb) = =Wy, VV(D)$(1) oD

where V'V (%) is defined by the functional calculus for the self-adjoint operator V (x)
and we have assumed that g5 py, satisfy the Heisenberg relations

(G, pr]l = —ih 92)

on suitable dense domain (by antisymmetry one has [§5, gr] = [prpr] = 0).

However (¢;, VV (X)¥(t)) # VV((¢);, §rt);) unless the potential V is at most
quadratic, and even if the error is small for ¢+ = 0 it may become incontrollable for
large values of T even if / is very small.

Formally one recovers (91) from (90) in the limit 7 — O (Eherenfest theorem)
when 1 is a coherent state centered around large mean values Bt Po, h_%xo.

The introduction of the following macroscopic representation of the Heisenberg
relations 1 1

p=nh"2pn, §g=h g

is suggested by the fact that the product ¢(z;) ... p(ty) bar should be observed at
scale L.
h
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This change of scale can be achieved considering the expectation value of these
observables in semiclassical states, in particular in coherent states, localized at points
of the phase space (in the present case, R?) and seen at a semiclassical scale, i.e. at
a scale that differs from the atomic scale by a factor nt.

The states that we will consider are coherent states ¢, centered at the point av of
classical phase space.

Recall that a coherent state is given by

*

bo=U@)R2 Ula) =" 44 = ePi—ap (94)

where £2 is the Fock vacuum.
The operator U () acts on the annihilation operator as follows

U(w)aU*(a) =a — «a, a=p+iqg a=gq+ip (95)
For any choice of monomial P in the p ¢ one has
_1 N NN _1 _1 A
(W 2a,Plg—(h 2q),p— (W 2p)lhi 2a) = (82,9 ... pS2)

and therefore ] ]
limpo(h 2, Gp ... prh 2a)=q...p (96)

We now show that this relation is preserved under time evolution Uy () associated

2
to the self-adjoint extension of Hy, = % + Vi(gn) ie.

limpo(h™2Q), gn(t)) ... prlty)(h7a) = g 1)) ... pla, ) (97)

(for more singular Hamiltonians the statement is true for times for which the classical
orbit exists).

This result must be compared with the statement (see Volume I) that along coher-
ent states the quantum mechanical evolution

(h™ %, an(t)h ™ )
and the classical evolution
2, 1) = (W2 a(aph™ 2 a(t))
differ by terms of order ht (more exactly are in correspondence and their difference
vanishes for h — 0).

Notice that the result can be putin a probabilistic setting (stressing the analogy with
the central limit theorem) as a comparison between the expectation value of aquantum
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observable under the classical evolution of coherent states (i.e. the parameter of the
coherent states evolve according to a classical equation of motion) and the quantum
mechanical evolution of the expectation values in given coherent state.

As a consequence one can view, to first order in A, the quantum mechanical
evolution as quantum mechanical (central limit) gaussian oscillations around the
classical evolution.

One has indeed

limpo(h™ 2, [§() —q (e, )] B2 () — plo, tn)IA2a) = g(a, 1) .- pla 1) (98)

where g (o, t) and p(«, t) are solutions of the linearized classical equation around
&(a, t) (the classical trajectory of the barycenter of the coherent state)

g(o, 1) = pla, 1) pla,t) = VV(E(a, 1)g (e, 1)
(@, 1, (01 =h2&) ... (B =B 2m)é, 4 )= (2,01,... ,2)  (99)
From (98), multiplying by /*/? (s is the degree of the monomial) one obtains
limpo(, 1+ (@1 =€), (M) =),y ) =0
By iteration, for polynomials of type P* P,
limpso(@y -y - @1 PG,y ) = &1 (100)

We want to prove that, if {&,,(s)}, {n,(s)} are solutions of Hamilton’s equation
with potential term V and if

q(a, 1) = {gm(a, )} pla,t) = {pn(a, 1)} (101
are the solutions of the tangent flow i.e.
g(a,t) = pla, 1),  pla,t) =—-VV((x,1).q(a,1)
) =7@), 7 (1) ==YV 0)ga, 1) (102)

then (96) and (97) are satisfied at all finite times if they are satisfied by the initial
conditions, i.e. for any 7 and all |s| < T one has

limiao (8, 100 @ = €108, (B = M@ 5D, 1) = @10 5) ... palar,5)
(103)
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7 Convergence of Quantum Solutions to Classical Solutions

We state the following theorem in the case of one degree of freedom; it is easy to
generalize the proof to the case of an arbitrary finite number of degrees of freedom.

Formally the result can be extended to the case of a system with infinitely many
degrees of freedom, but in that case care must be put in the choice of the representation
and on the definition of the Hamiltonian.

Theorem 4 (Hepp [7]) Let £(av, t) be a solution of the classical equation of motion
for the hamiltonian H, ;.55 = ﬁpz + V(x,1) for [t| < T. Let V(x) be real and of
Kato class so that the quantum Hamiltonian Hy, is self-adjoint; we use the notation

Un(t) = e'7ln . U@) = 't (104)

Let V(x) be of class C**¢ in a neighborhood of the classical trajectory &(a, t),
m(a, t) so that the cotangent flow q(«, t), p(a, t) is well defined for |t| < T and of
class C'*¢.

Then for allr, s, € R? and uniformly in |t| < T

s — limp_oU (B2 Q)* Up(t)* " +Pn U, (U (B2 a)
— ei[rﬁ(a,t)—hwr(a,t)] (105)

Let £(a, t), (o, t) be a solution of Hamilton’s equation with initial data o =
(&, m) and definedint € (—T,+T).
Let V (x) be of class C**° § > 0, in a neighborhood of £(av, t), and let

/|V(x)|2e_’”‘2dx <00 (106)

for some p > 0.
Let Hy, be a self-adjoint extension of the symmetric operator

by (i (107)
2 dx? o

and set L
Un(t) =e ' 1 (108)

Let {p(t), q(t)} be the solution of the linearized flow at {(av, t) with initial data
P, q. This flow corresponds to the Hamiltonian

2 2 42V
H@) = % + C(t)% C@t) = d—qz(g(a, 1)) (109)
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Under these assumptions, for every r, s € R> and uniformly int € (=T, +T)
one has

(1)

, o lir (=52 +is (p— "] @
s —limp_oU* (—) Ufre 2 VE M UR(OU | —
NG Vh

— ei(rq((y,l)-i-sp(a.t)) (1 10)
(2)

s—limp_oU* (%) U;;(t)ei(rQh+sPh)Uh(l‘)U (%) = i rélantsm(a,n) (111)

<&

We remark that the same result is obtained using modified (squeezed) coherent
states for which the dispersion in configuration space is of order 2 and the dispersion
1

. . 1_ .
in momentum space is of order 27" with 0 < @ < 3.

Proof of Theorem 4 The strategy of the proof is to expand formally the Hamiltonian
around the classical orbit in powers of ~/% up to the second order and to consider the
corresponding evolution equations (this corresponds classically to consider only the
tangent flow).

If the potential is smooth the first term is a constant (as a function of ¢) and does
not contribute to the dynamics of the canonical variables.

Since the term of first order is linear in the ¢, p the evolution corresponds to a
scalar shift in the canonical variables.This provides a rotating frame for the canonical
variables

The second order term provides in the rotating frame a linear homogeneous map
that depends differentiably on time. Classically this would give the evolution of the
fluctuations.

Our assumption on the hamiltonian imply that the higher order terms provide a
negligible effect in the limit 4 — 0.

These remarks imply that one can obtain similar results for classical Hamiltonians
with smooth coefficients.

We shall give a sketch of the proof. Details can be found in Hepp’s paper [7].

Expand formally 2~! Hj, in powers of & in a h neighborhood of the classical orbit
§la, 1) =€)

h™'Hy = H)(t) + Hj(1) + Hy (t) + Hj (1)

HY(t) = h""H(r, €)

i av .
Hy(t) = h™"! [m (ﬁ - %1) + 5 €0) (t] - 5(_\/%)}
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R S zl(A £(t))2
H;y (1) 5 (p Jﬁ) AU NG (112)
Define
2
Hi (1) = V(x) = V(@) — (x =€) - i[—v(ﬁ(t)) - l(x —f(t))zd—‘;(f(l)) (113)
X 2 dx
The term H,g () is, at least formally, an operator of order 0(71%).

Since the operator is unbounded, one must qualify the meaning of this statement.
We consider the restriction of the operator to functions of fast space decay (coherent
states) and will have to control that this remains true under evolution.

This will be guaranteed by the fact that under the total evolution the set of coherent
spates is left invariant modulo a small correction.

Notice that H}L is a liner function of p e ¢ and therefore the propagator U} (1)
exists for every ¢ and is unitary.

This provided a one-parameter map of gaussian coherent states differentiable in
time. To see this, use on the convex closure of Hermite functions Dyson’s perturbation
series, or apply the result on the metaplectic group described in Volume I of these
Lecture Notes.

The unitary operators U }% (t) = e/t provide a family of automorphisms of Weyl
algebra and the evolution can be written

Wh(t, 0y TP W2, 0) (114)
with

Vh

This proves point (1) in the theorem.
Point (2) is proved if one shows that

Wh(t,s) =U" ( ) U;lb(t)* Uy (t —S)U%(S)U (%) eij;[d’Hg(V) (115)

s —limpoW(t,5) = W(t,s) = et | H'Oar (116)

where the (time ordered) integral on the right hand side is defined using spectral
representation.

Since the operators in the Weyl system are uniformly bounded it is sufficient to
prove this on a dense set of states, which we shall choose to be the coherent states

ba(X) = e 2 G e R (117

We must show that for every 7, |7| < T one can find i(7) > 0 such that for any
h < h(7) the states
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ont = UpU i) W (s, 0)¢q (118)

(7

belong to the domain of the operator H'.
To show this, we note H' is quadratic and we use the explicit form of Wh(t, s)
and the identity
W(s,00gW(s, 0" =ag+068p W, 0pW(s,0" =~g+4dp (119)

in which «, 3, 7, 0 depend continuously on time. We obtain

hs _ a+1y _ g.v)_ a £:|
K [ 26~ lﬁ)( i) e V)

for any |s| < T. Since for a suitable p > 0

/dx|V(x)|2 e <00 (121)

one has the inclusion in the domain of H' if

a+iy

0—i [

We conclude that for 7 < A(7) the product W (¢, s) W (s, r) is strongly differentiable

ins.
From Duhamel’s formula one has

Ar)=2n()p~", m=I|Re

| (122)

Wt 0)60 — do = /dsiwh(z,sm
ds

t 1 §
- /0 Wi [h”(V(és FhQ) - VE) — V(&) — V”@’q?] ou
(123)

We provide now an estimate of the L2 norm of the right hand side. Using V e C?+°
we can bound the integral over a ball of radius O (1) (and therefore Vhx ~ \/ﬁ)

For large values of |x| we use instead the rapid decrease of |W (s, 0)¢p|>.

In /7ix =~ +/h we use the estimate

BVE+Rx) = VO] —h " x V(€ — =x? V(&) < x*TRr72 (124)



24 Lecture 1: Wigner Functions. Coherent States ...

and derive s
[W(t,0)pq — Wi(t,0)po| = o(h?) (125)

With a similar estimate one completes the proof of Theorem using the identity

\U (%) U;:ei(r qn+s ph)Uh(t)U(_—\/%)(b _ ol &+s m)¢|

= |W"(t, 00" 4T Wz 0)p — o) (126)

and
s —limp_o Wht,0) = W(t,0), s—limp_, e atr =1 (127)
This concludes the sketch of the proof of Theorem 4. Q

It is easy to verify that under our hypothesis on the hamiltonian the formulas
obtained for the coherent states ¢/ +i%P 2 are differentiable in the parameters a, b
and therefore provide a semiclassical approximation for expectation values of any
polynomial.

A direct proof (i.e. without going through the Weyl operators and keeping track
of domain problems) can be given but requires attention to the domain problems.

The proof using gaussian coherent states holds for potential that grow not more
than a polynomial at infinity since at each step the decay in space of the wave function
must compensate uniformly the increase of the potential.

Notice the change in time scale between the unitary groups Uy (¢) and U (¢): the
motion is seen as adiabatic at macroscopic scale.

This is in accordance with Eherenfest theorem [8].

The space-time change of scale x — h’%x, t — ;ﬁt leaves the Schrodinger
equation invariant.

The space-time adiabatic change of scales x — *,1 — é, which is efficiently
used in solid state physics, corresponds for the Schrédinger equation on macroscopic
scale to an adiabatic scaling t — }i%%t,

We remark that a similar estimates one proves that a “semiclassical” limit holds
in the case of a quantum particle of mass M in the limit M — oo.
For this one considers the Hamiltonian

1
H( x) = ﬁé + V() (128)

and sets

& =MV, xy =V )x (129)
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Let ' H) be a self-adjoint extension of H and denote by U, the operator
exp{—iH)t} (130)

Then in the limit A — 0 Theorem 4 holds.
It is worth remarking that in the semiclassical limit superpositions of vector states

Qy
On = U(—=)¢n (131)
Z \/ﬁ
tend weakly to the corresponding statistical mixtures. Indeed one has for |t| < T

limpo(¢n, Up (D)€' I DU Gp) = D || €' SlnDTsmend) - (132)

n

References

1. E.M. Stein, R. Shakarki, Princeton Lectures in Analysis I (Princeton University Press, Princeton,
2003)

R.L. Hudson, Rep. Math. Phys. 6, 249-266 (1974)

H. Feichtinger, T. Stohmer, Gabor Analysis and Algorithms (Birkhauser, Boston, 1998)

D. Kastler, Comm. Math. Phys. 1, 1-15 (1965)

G. Loupias, S. Miracle-Sole, Ann. Inst. H. Poincar 6, 39-60 (1967)

P.L. Lions, T. Paul, Rev. Mat. Iberoamericana 9, 553-618 (1993)

K. Hepp, Comm. Math. Phys. 35, 265-277 (1974)

P. Ehrenfest, Zeits. Phys. 45, 455-471 (1927)

PNAN R LN



Lecture 2: Pseudo-differential Operators.
Berezin, Kohn—Nirenberg, Born—-Jordan
Quantizations

Weyl quantization is strictly linked to Wigner transform.

If (g, p) is a linear function of the ¢’s and of the p’s (coordinates of the cotangent
space at any point ¢ € R?) the Weyl quantization is defined, in the Schrodinger
representation, by

Opw (eit(q,p)) — eit(x.—ihV)) (1)

Let S be the Schwartz class of functions on R*¢. It follows from the definition
of Wigner function Wy (g, p) that in the Weyl quantization one can associate to a
function a € S(R?*?) an operator Op" (a) through the relation

(b, Op™ (a)Y) = / Wy(q,p)(Fa)(q.p)dpdq, q.p€R* ¢ e L*R) (2)

where the symbol F stands for Fourier transform in the second variable (a map
—% =P

To motivate this relation recall that the Weyl algebra is formally defined a twisted
product (twisted by a phase).

Introducing the parameter 7 to define a microscopic scale, we define the operator
OpY (a), as operator on L*(R), by

[0pY (@) $1(x) = )~ / / a(";y ,5) OO G(y)dy dE (3)

or equivalently

(OpE (@)$)(x) = / Q (x LB y) S()dy,

a(n, &) = (L)N/a(n 2)en@9dy 4)
: > .z
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Notice that (3) can also be written (from now on, for brevity, we omit the symbol
h in the operator)

1\ ; 1
(Op" (@) qs)(x):(%) / / eH0-90, (5<x—y>,£) oOHdEdy  (5)

In this form it can be used to extend the definition (at least as quadratic form) to
functions a(x, y)) that are not in S.

1 Weyl Symbols

We will call the function a Weyl symbol of the operator Op}'(a).
Some Authors refer to the function a in (3) as contravariant symbol and define
as covariant symbol the following expression

a*(z) = @rh)"a(Jz) (6)

With this definition one has
op”(a) = 2wh)™! / dT@dz  T@) =etD z=xtiy (7)

Notice that T'(z) is translation by z in the Weyl system. The use of covariant
symbols is therefore most convenient if one works in the Heisenberg representation,
regarding ¢, p as translation parameters (hence the name covariant).

It is easy to prove

1 \7¢ .
(¢, 0p“’<a>w>=(m) / d' @) (o, Tz Vo, € SR ()

In particular in the case of coherent states centered in z

1 - z—2 2 i ’
(-, Op® (a)h,) = (%) / at(Z)e™ T ~wo Ay )

Recall that

9=
5l

~ 1 % 2
v, =T@)Yo, o= (W—) e (10

where T'(z) is the operator of translation by z in the Weyl representation.
The covariant symbol a” is therefore suited for the analysis of the semiclassical
limit in the coherent states representation and in real Bergmann—Segal representation.
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2 Pseudo-differential Operators

Definition 1 (Pseudo-differential operators[1-4]) The operators obtained by Weyl’s
quantization are called pseudo-differential operators.
They are a subclass of the Fourier Integral Operators [5] which are defined as in
(4) by substituting the factor e with e% /-9 where f is a regular function.
Notice that when £ is very small, this function is fast oscillating in space.

<&

As a remark we mention that the notation pseudo-differential originates from
that fact that if a(q, p) = P(p) where P is a polynomial, the operator Op"” (a) is
the differential operator P(—iV) and if a(q, p) = f(g), the operator Op" (a) acts as
multiplication by the function f (x).

In the case of a generic function a the operator Op"(a) is far being a simple
differential operator (whence the name pseudo-differential).

Later we discuss other definitions of quantization; Weyl quantization has the
advantage of being invariant under symplectic transformations (since it is defined
through a symplectic form) and therefore is most suited to consider a semiclassical
limit.

In the analysis of the regularity of the solutions of a P.D.E. with space dependent
coefficients other quantization procedures may be more useful, e.g. the one of Kohn—
Nirenberg [7] that we shall define later.

For the generalization to system with an infinite number of degrees of freedom
other quantizations (e.g.the Berezin one) [6] are more suited because they stress the
role of a particular element in the Hilbert space of the representation, the vacuum.

In a finite dimensional setting this vector is represented by function ¢(z) which
takes everywhere the value one and therefore satisfies 6,(’)‘—2) = 0 Vk (is annihilated
by all destruction operators) in the Berezin-Fock representation.

In this representation a natural role is taken by the operator N = >_, z %, which
has as eigenvalues the integer numbers and as eigenvectors the homogeneous poly-
nomials in the z;’s.

In the Theoretical Physics literature this representation is often called the Wick
representation and the operator N is called number operator.

For a detailed analysis of pseudo-differential operators, also in connection with
the semiclassical limit, one can consult e.g. [1-3, 8].

Let us notice that one has

Opy (a) =//ei[(’”x)+h(q’D")].7-'a(p, q)dpdq (11)

where Fa is the Fourier transform of a in the second variable. In particular

10p} (@)1} Z//I(fa)(l?, q)*dgdp (12)
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Remark that integrability of the absolute value of Fa is a sufficient (but not a
necessary) condition for Op}’ € B(H).

The relation between Weyl symbols and Wigner functions associated to vectors
in the Hilbert space (or to density matrices) is obtained by considering the pairing
between bounded operators and bilinear forms in S.

More explicitely on has

(Op*(a)f. 9) Z/a(£,X)Wf,g(§,X)d£dx Vf.g €8 13)

where

Wy g (€, x) = / e iEPf (x + hg) g ( - h’%) dp (14)

From this one concludes that the Wigner function associated to a density matrix p is
the symbol of p as a pseudo-differential operator.
Define in general, for f € S’

W€ x) = /e*f@@f (x n h%’, x— hg) dp (15)

Notice that it is the composition of Fourier transform with a change of variable that
preserves Lebesgue measure:

It follows that (11) preserves the classes S and S’ and is unitary in L?(R>").

One has moreover

Opj, (@) = [Opp ()] (16)

and therefore if the function a is real the operator Opy}’(a) is symmetric.

One can prove that if the symbol a is sufficiently regular this operator is essentially
self-adjoint on S(R?).

One can give sufficient conditions in order that a pseudo-differential operator
belong to a specific class (bounded, compact, Hilbert—Schmidt, trace class...).

We shall make use of the following theorem

Theorem 1 ([2, 3]) Letly, ... I be independent linear function on R* and {l,, I;} =
0. Let 7 : R* — R be a polynomial.
Define
a€,x) =7(L(& x), ... k(& x)) (17)

Then

(i) a(€, x) maps S in B(L>*(R?)) and is a self-adjoint operator
(ii) For every continuous function g one has

(9-0)(&, x) = g(a(§, x)) (18)
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We leave to the reader the easy proof.
From the relation between Wigner functions and pseudo-differential operators
one derives the following properties (£ denotes a linear map).
(1) Op®(a) is a continuous map from S(R?) to L(S(R?), S'(R?))
(2) Op¥(a) extends to a continuous map S'(R?Y) — L(S(R?)S'(R?))
3) If a(z) € L*(C%) one has

1/2
|0p™(@)|ns. = (2m h)~2 [/ la(z)|” dz} (19)
4)If a, b € L>(R?), then the product Op¥(a) - Op™(b) is a trace class operator and

Tr (Op™(a) Op” (b)) = 27 )™ / a(z) b(z) dz (20)

In order to find conditions on the symbol a under which Op"(a) is a bounded
operator on H one can use the duality between states and operators and

(. Op” (@) = / Fa(p. )Wy (p. q)dqdp @1

One can verify in this way that |Op(a)| < |al;, but @ € L' is not necessary in
order Op(a) be a bounded operator.

Remark that using this duality one can verify that Weyl quantization is a strict
quantization (see Volume I).

One can indeed verify that, if Ao is the class of functions continuous together
with all derivatives, introducing explicitly the dependence on /.
(i) Rieffel condition. If a € Ay then h — Op} (a) is continuous in h.
(ii) von Neumann condition. If a € Ay

limp,—0||Opj; (a)Opy; (b) — Opp (a @ b)|| = 0 (22)

where ® is convolution.
(iii) Dirac condition. If a € Ay

llmﬁ,—>oo||ﬁ [Op} (@)Op}, (b) — Op}; (b)Op}; (a) — Opy (fa, bH] | =0 (23)
where {a, b} are the Poisson brackets.
If one wants to make use of the duality with Wigner function to find bounds on
Op} (a) in term of its symbol a(x, V) one should consider that Wigner’s functions
can have strong local oscillations at scale h.
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3 Calderon—Vaillantcourt Theorem

The corresponding quadratic forms are well defined in S but to obtain regular
operators on L*(R%) these oscillations (which become stronger as i — 0) must be
smoothed out by using regularity properties of the symbol.

This is the content of the theorem of Calderon and Vaillantcourt.

From the proof we shall give one sees that the conditions we will put on the
symbol a in order to estimate the norm of the pseudo-differential operator Op"™ (a)
are far from being necessary.

We give an outline of the proof of this theorem because it is a prototype of similar
proofs and points out the semiclassical aspects of Weyl’s quantization.

Theorem 2 (Calderon—Vaillantcourt [2, 3, 8]) If

Ad@) = D IDEDla(x, Ol <00, X, & €R? (24)
lal+|B1<2d+1

then Op™(a) is a bonded operator on L*>(R?) and its norm satisfies

[10p™ (@)]| < c(d)Ao(a) (25)
where the constant c(d) depends on the dimensions of configuration space.
<
The proof relies on the decomposition of the symbol a as
a(x.§) = > a@. OGO D Gu=1 (26)
J.k J-k

where (j x are smooth function providing a covering of R*? each having support in
a hypercube of side 1 + § centered in {j, k} and taking value one in a cube of side
1 — 6 with the same center.

One gives then estimates of the norm of Op" (3> a(x, §)¢j ), where I" is a
bounded domain in terms of the derivatives of a(x, £) up to an order which depends
on the dimension of configuration space.

These bounds rely on embeddings of Sobolev spaces H”(R*?) in the space of
continuous functions for a suitable choice p (that depends on d).

The convergence I" — R? is controlled by the decay at infinity of the symbol
a(x, §).

A standard procedure is to require at first more decay, and prove by density the
theorem in the general case.

The estimates on Op™ (a(j x) are obtained noticing that the symbols of these opera-
tors are the product of a function that is almost the product the characteristic function
of a set on configuration space and of a function that is almost the characteristic func-
tion of a set on momentum space.
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The word almost refers to the fact that the partition is smooth, and the functions
one uses tend to characteristic functions as i — 0.

If one chooses the side of the hypercubes to be of order /% these qualitative
remarks explain why the estimates that are provided in the analysis of pseudo-
differential operators have relevance for the study of the semiclassical limit.

And explains why pseudo-differential calculus is relevant if one considers a
macroscopic crystal, the partition is at the scale of the elementary cell and one
must analyze the properties of projection operator in a Bloch band (these pseudo-
differential operators are far from being simple polynomials).

The proof of the theorem of Calderon—Vaillantcourt is based on two results of
independent interest.

The first is the theorem of Cotlar—Knapp—Stein; we give the version by L. Hor-
mander [5]; this paper is a very good reference for a detailed analysis of pseudo-
differential operators.

In what follows we shall use units in which 7 = 1.

Theorem 3 (Cotlar—Knapp-Stein) If a sequence Ay, A,, ..., An of bounded oper-
ators in a Hilbert space 'H satisfies

N N
DA Adi =M D IA A<M 27)
kj=1 kj=1
then
N
D A =M (28)
k=1
<

Proof The proof follows the lines of the corresponding proof for finite matrices. For
each integer m

AP = [|(A*A)™| (29)
Also
AA" = > AA, AL AL (30)
1< <2 <jm
and

* * . * *
IAZA; . A% A, Il < min{IAZ ALl JIAL Al

A7 HIA;AZ - 1A, 11} 31)
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Making use of the inequality for positive numbers min{a, b} < +/ab and taking
into account the assumption ||A;|| < M e ||AJ’.‘|| < M one has

1A% A, .. AT

Jom—1J2m

1 1
I = MIAFALIZ .. 1A, Al (32)

Jam—1

Performing the summation j,, j3, j», one obtains
IA|*" < NM*™" (33)

so that, taking logarithms, for m — oo
logN
Al <M o (34)

<&

It is possible [2, 5] to generalize the theorem replacing the sum by the integration
over a finite measure space Y. In this case the theorem takes the form

Theorem 4 (Cotlar—Knapp—Stein, continuous version) Let {Y, u} be a finite mea-
sure space and A(y) be a measurable family of operators on a Hilbert space H such
that

/ IAGAM) ldp < C / A AW lldp < C (35)

Then the integral A = [ A(x)dp is well defined under weak convergence and one
has |A| < C.
<

Outline of the Proof of the Theorem of Calderon—Vaillantcourt
We build a smooth partition of the identity by means of functions ¢« (x, &) of class
C® such that

Galr, &) =Goox—j, 6=k, D (x—jé—k=1 x, (eR"  (36)

j.keZ

We choose (o (x, £) to have value one if |x|? + |£]* < 1 and zero if |x|* + |£]* > 2.
Define

ajx = Gra Ajr = 0Op”(ajr) 37

We must verify that the corresponding operators are bounded and that their sum
converges in the weak (or strong) topology. We shall see that these requirements can
be satisfied provided the symbol a is sufficiently regular as a function of x and &.

The regularity conditions do not depend on the value of the indices j, k since the
functions ( x differ from each other by translations.
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It follows from the definitions that >_ A; ; converges to Op* (a) in the weak topol-
ogy of the functions from £(S(R?)) to £L(S'(R?)). We are interested in conditions
under which convergence is in B(L?(R%)).
For this it is sufficient to prove that there exists an integer K (d) such that, for any
finite part I of the lattice with integer coordinates

I Z All < Csup|aj<k ). |51<K @), (x.6) e ke 1O a(x, )| (38)

j.kell

This provides conditions on the symbol and at the same time provides bounds for
the operator norm.
From Theorem 3 it follows that it is sufficient to obtain bounds on the norm of

ALAL (39)

for any choice of the index v = {j, k}.
Define a, - by
Op"(ayy) = A} ~A/7 (40)

One derives

Ay .y = eérf(DX,Df;Dan)(a’y(x’ &).ay (y, n))_v:m:§

VyeZ* a, e L*RY) 41)

where o is the standard symplectic form.

Notice that we have used estimates on Sobolev embeddings to obtain an estimate
of the norm of Op¥(a) in term of Sobolev norms of the symbol a; recall that the
operator norm of Op(a) is the L? norm of its Fourier transform. Remark that a- has
support in R* of radius /2.

The partition of phase space serves the purpose of localizing the estimates; the
number of elements in the Cottlar—Kneipp—Stein procedure depends on the dimension
2d of phase space.

Remark that ", ., A(y) converges to A = Op™a in the topology of linear bound
operators from S(R?) to S’ (RY).

Therefore it is sufficient to prove, for any bounded subset I” C 7

1D A 2@y < C@supia<aaripi=aii.oo erel0f dat, O (42)
yel’

We must have a control over [|A7 - A || and therefore of the norm of the operator
with symbol a,, .
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We use Sobolev-type estimates. If B is a real quadratic form on R**, for every
R > 0 and integer M > 1 there exists a constant C(R, M) such that

(B Pu(x)] < CR, M)(1 + |x — x01*) ™ supjaj<omdt1 veBeo,p |05u)|  (43)

for every function u € C{°(B(xo, R)) and every xo € R*.
This is a classical Sobolev inequality for xo = 0, M = 0; it holds xy # O since
the operator commutes with translation and it is satisfied for every M since

Feocl(1 4+ gl Pul(Q) = %O D" CapFeocld” 0°41Q)  (44)
lal+|8l<2M

where F,_, . denotes total Fourier transform and the constants ¢, 3 depend only on
the dimension n and on the quadratic form B.
This ends our sketch of the proof of the theorem of Calderon—Valliantcourt.
Q

4 Classes of Pseudo-differential Operators. Regularity
Properties

To characterize other classes of pseudo-differential operators we introduce two fur-
ther definitions.

Definition 2 We shall denote by tempered weight on R? a continuous positive func-
tion m(x) for which there exist positive constants C, Ny such that

Vx, ye RY  m(x) < Com(y)(1 + |y —x™ (45)

<&

Definition 3 If £2 is open in R¢, p € [0, 1] and m is a tempered weight, we denote
symbol of weight (m, p) in §2 a function a € C*(£2) such that

Vxe 2 0% )| < C,-mx)(1 4 |x))~rll (46)

We shall denote by X, , the space of symbols of weight (m, p); in particular
X, = X, , where ¢ is the function identically equal to one. <

With these notations one can prove (following the lines of the proof of the Theorem
of Calderon—Vaillantcourt).
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Theorem S (1) Ifa € X, , there exists T(d) € R such that

10" @l <7@ > [ [10:00ace mlasan 7)

||+ 81 <d+2

(v and 3 are multi-indices).
(2)Ifa € Xy 0 and limyy 45— 0a(x, n) = 0 then the closure of Op™ (a) is a compact
operator on L*(R%). <&

The proof is obtained exploiting the duality with Wigner’s functions taking into
account that both trace class operators and Hilbert—Schmidt operators are sum of one-
dimensional projection operators and the eigenvalues converge respectively in /' and
I? norm, and that a compact operator is norm-limit of Hilbert—Schmidt operators.

A more stringent condition which is easier to prove (making use of the duality
with Wigner’s functions) and provides an estimate of the trace norm is given by the
following theorem

Theorem 6 Leta € X, o be such that for all multi-indices o, 3
9°9%a e L'(R*) (48)

x Un

Then Op™ (a) is trace class and one has

trOp”(a) = //a(x, n)dxdn (49)

<&

Since Hilbert—Schmidt operators form a Hilbert space, it is easier to verify con-
vergence and then to find conditions on the symbol such that the resulting operator
be of Hilbert—Schmidt class. A first result is the following

Theorem 7 Leta € X, b € S(R*"). Then

ir[0p" (a) - Op" (b)] = / / a(x, Ob(x, )dxde (50)

Proof If B = Op" (D) is a rank one operator B=1% ® ¢ 1, ¢ € S one has

r(A-B) = (¢,AY) A= O0p“(a) (51
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w

From the definition of Op® (a) it follows

(6, Ag) = / / a(x, p) [ / P Gx + gw(x - gyzc} ddp  (52)

and (50) is proven in this particular case.
The proof is the same if B has finite rank, and using the regularity of a(x, p), b(x -
p) one achieves the proof of (50).

@
The bilinear form
A, B— Tr(A"B) =< A,B > (53)
can be extended to
LSRR, S'(R*) x L(S'(R), S(R*)) (54)

with the property < A, B >=< B, A >*.
This duality can be used to extend the definition of the symbol % (a) to an
operator-valued tempered distribution A by

Tr(A - Op® (b)) = 21" (b, 0" (a)) (55)

and the duality can extended to symbols belonging to Sobolev classes dual with
respect to L*(R?). Remark that one has

a € L*(R*") < Op¥(a) € H.S. (56)

but |a|. < co does not imply that a(D, x) be bounded.
For example if a(¢, x) = €/ one has (a(D, x))f (x) = [ f(y)dy - 5(x).
It is convenient to introduce a further definition.

Definition 4 (Class O(M)) A function a on C? = R*@ belongs to O(M) if and only
if f € C*(R?) and for every multi-index m : |m| = M one has

m

B,
|%a(z)| <ClM, Vvzec? (57)

We shall denote by X, the collection of functions in O(M).

Following the lines of the proof of Theorem 7 one proves
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Theorem 8 (i) If a € O(0), then Op* (a)is a bounded operator
(ii) Ifa € OM), M < —2d then Op" (a) is trace-class and

TrOp¥ (a) = 2w k)¢ / |A(z)| dz (58)

(iii) If a € O(M) is real, then Op* (a) is essentially self-adjoint on C§° (R%).

5 Product of Operator Versus Products of Symbols

The next step is to establish the correspondence between the product of symbols and
the product of the corresponding operators. We can inquire e.g. whether, given two
symbols a e b, there exists a symbol ¢ such that Op*” (¢) = Op"¥(a) - Op® (D).

The answer is in general no. To obtain a (partially) positive answer it will be
necessary to enlarge the class of symbols considered and add symbols that depend
explicitly on the small parameter .

In their dependence on & they must admit an expansion to an order M such that the
remainder has the regularity properties that imply that the corresponding operator is
a bounded operator with suitable estimates for its norm.

This possibility to control the residual term is an important advantage of the
(strict) quantization with pseudo-differential operators as compared to formal power
series quantization. We limit ourselves to consider pseudo-differential operators with
symbols in O(M).

Definition 5 (/ admissible symbol) A hi— admissible symbol of weight M is a C*
map from % €]0, hp] to Xy, such that there exists a collection of functions a;(z) €
O(M) with the property that, for every integer N and for every multi-index v with
|v] = N there exists a constant Cy such that

1 /2 gy N 1
j N+
sup: |:(1 n |z|2) Iazwa(z, h) — El Wa;j(2)] < cnh (59

<&

Definition 6 (/i-admissible operator) An h-admissible operator of weight M is a
C* map
Ap :h€l0, hg = LSRY), L*(RY)) (60)

for which there exists a sequence of symbols a; € X and a sequence Ry €
L(L*(R%)) such that for all ¢ € S

N

An= > IWOpyaj+Ry(h). supocnzn,|Ry(h)¢ly < 00 Vé e L*(R')  (61)
1
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The function ay(z) is called principal symbol of the hi-admissible operator Ay; it
will be denoted op(Ap).
The function a;(z) is called sub-principal symbol of the hi-admissible operator
Ap; it will be denoted ogp(Ap).
<

Definition 7 (class 02 operators) We shall denote éf‘j the set in £(S(X)) (the

collection of all bounded operators in S(X)) that is obtained associating to each
function in X, the operator obtained by Weyl quantization.
This class of operators is sometimes called /-admissible.

<

The following theorem states that the ~-admissible operators form an algebra:

Theorem 9 AForany paira € O(M) andb € O(P) there exists unique a semiclassical
observable C € Oy, p such that

Op“(a) - Op*”(b) = C (62)

The semiclassical observable has the representation

C=> Wop"“(c) (63)
=2 > W by 0! Dby (64)
9= at gr o Pe@) (B Beo)l,
|al+|Bl=j
Moreover .
Z10p"(@), 0p" ()] € Owc(M + P) (65)

with principal symbol the Poisson bracket {a, b}.

Sketch of the Proof

The proof follow the same lines as the proof of the Theorem of Calderon—Vaillantcourt
and makes use of the definition of pseudo-differential operator, the duality with
Wigner’s functions and the explicit form of the phase factor in Weyl product.

Notice that the structure of Weyl algebra implies that if L is a linear form on R*?
and a € O(M) one has for any linear operator L

L(x, iV)Op(a) = Op¥(b), b=L-a+ %{L, a} (66)

where {., .} denotes Poisson brackets.
This remark is useful to write in a more convenient form the product of the phase
factors that enter in the definition of the product Op™(a) - Op¥(a;).
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Recall that by definition

Optas) =17 [ [ at.2eFF g0 aag (67)

and that Opy) (b) is given by a similar expression.
The integral kernel Koy (a).0p¥ (6) of the operator Op}'(a), Opy (D) isthen given by

Kopt @)-ope (%, y)

_ o / / JETTS T (%(x v ,5) b (%(y 4o, n)) dzdédn (68)

In general there is no symbol ¢ such that C, = Opy}) (@) Op}. (b) = Op*(c)
One can verify, making use of (67), that if ay, by € O(M) the operator Cy, is
h-admissible, i.e. for some N € Z it can be written as

Crh=D_ cuh)+h" " Rypi(h) (69)

n=0,..N

where a, € O(M) and SUPLel0,hy) ||RN+1 (h) ”c(LZ(Rd))'
vV
With the new definition Theorem9 can be extended to all semiclassical observ-
ables.
ForeachA € O*(M), B € O*(N) there exists a unique semiclassical observable
Ce 6“(N+M) suchA-B=C.
Moreover the usual composition and inversion rules apply.

6 Correspondence Between Commutators and Poisson
Brackets; Time Evolution

From the analysis given above one derives the following relations.
Let Ay and By, be two h-admissible operators and denote by op(A) the principal
symbol of A and by osp(A) its sub-principal symbol. Then

(D
op(Ap - Br) = op(Ap) - op(Bp) (70

@)

h
osp(Ap - Bp) = op(Ap) - 0p(Bp) + osp(Ar) - op(Br) + Z{UP(AE) -op(Bp)}
(71)

These relations give the correspondence between the commutator of two quantum
variables and the Poisson brackets of the corresponding classical variables.
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The introduction of semiclassical observables is also useful in the study of time
evolution. One has [2-4].

Theorem 10 Let H € O*°(2) be a classical hamiltonian satisfying
0/Hj(D)| < ¢y,  v+j=2 (72)
h~2(H — Hy — hH)) € O4.(0) (73)

Leta € O(m), m € Z. Then
(i) For any sufficiently small value of h, H is essentially selfadjoint with natural
domain S(X). Therefore exp{—ih_lI:II} is well defined and unitary for each value of
t and continuous in t in the strong topology.

(ii)
Vi € R, Op“(a(t)) =+ 0p”(@)e ™ € Oy (m) (74)
Moreover
a(t) = > Hat) awt) € Ou(m) (75)
k=0
uniformly over compacts. <&

Proof (outline) Under the conditions stated the classical flow z — z() exists glob-
ally. From the properties of the tangent flow it easy to deduce that a(z(¢)) € O(m)
uniformly over compacts in .

With Uy (1) = exp{—i %I:I } Heisenberg equations give

d
a(UH(_S)OPw (a(z(t — ) Ug(s)
= UH(_S)(%[Hs Op" (a(z(t — $))] — Op” ({H, ap)) ) Un (s) (76)

From the product rule one derives then that the principal symbol of

ih[H, Op"ao(t — s)] — Op" ({Ho, ao(t — )}) (77)

vanishes. Therefore the right hand side of (76) is of order one in / and the thesis of
the follows by a formal iteration as an expansion in / through Duhamel series.
Using the estimates one proves convergence of the series.
©
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4
dx

(Op* (@) (1) = Op* (a(z(1)) (78)

Remark that if H is a polynomial at most of second order in x, i - one has

where 1%, is the classical solution of Hamilton’s equations. Indeed in this case one
has

i~
E[H’ Op(b)] = Op(h, b) (79)
In particular if W(z) is an element of Weyl’s algebra
W(2)0p(b)W(—z) = Op(b;)  b,(Z) =b(Z —2) (80)

(this is a corollary of Eherenfest theorem). Relation (80) does not hold in general if
H is not a polynomial of order < 2.

Still, under the assumptions of Theorem 10 a relation of type (80) holds in the
limit 7 — 0 in a weak sense, i.e. as an identity for the matrix elements between
semiclassical states (e.g. coherent states). We have remarked this in our analysis of
the semiclassical limit in volume I of these Lecture Notes.

Theorem 10 can be extended to Hamiltonians which are not in O(2) (for example
to Hamiltonians of type H = %2 + V(g) with V bounded below) if the classical
hamiltonian flow is defined globally in time.

Weyl quantization can be extended to distributions in &’; in this case the operator
A is bounded from S to S’ and the correspondence it induces is a bijection.

This follows from an analogue of a Theorem of L.Schwartz which states that every
bilinear map from S(X) to L*(X) continuous in the L*(X) topology can be extended
as a continuous map from S(X) to S'(X).

A way to achieve this extension exploits the properties of Weyl symbol Op" (11,.,,)
of the rank-one operator I71, ,, defined, for u, v € S(X), by

Hu,v¢ = W, M)U (81)

One has then
(©p" @y v) = @) [ ax, Om . g (82)
since by definition
< Op*(a)u, v >= Tr(I1,,0p" (a)) = / Iy (x, A, dxd§  (83)
The function 7, , (x, £) is the Wigner function of the pair u, v. Remark that

(Op”(@)u,v) = 2w b)™" / a(x)m,,y(2)dz (84)
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The definition of pseudo-differential operator on a Hilbert space H can be
extended to the case in which the symbol a(qg, p) is itself an operator on a Hilbert
space .

A typical case, occasionally used in information theory, is the one in which the
phase space is substituted with the (linear) space of the (Hilbert) space of Hilbert—
Schmidt operators with the commutator as symplectic form.

This linear space is itself a Hilbert space with scalar product < A, B >= Tr(A?)
(in information theory the Hilbert space X on which the Hilbert—Schmidt operators
act is usually chosen to be finite-dimensional).

Another case, which has gained relevance in the Mathematics of Solid State
Physics, is the treatment of adiabatic perturbation theory through the Weyl formalism
[10].

This procedure is useful e.g. in the study of the dynamics of the atoms in crystals
but also in the study of a system composed of N nuclei of mass my with charge Z
and of NZ electrons of mass m,.

In the latter case one chooses the ratio € = n’;’—N as small parameter in a multi-scale
approach. We shall come back to this problem in Lecture 5.

7 Berezin Quantization

A quantization which associates to a positive function a positive operator in the
Berezin quantization defined by means of coherent states i.e. substituting the Wigner
function with its Husimi transform.

This quantization does not preserve polynomial relations, the product rules are
more complicated than in Weyl quantization and the equivalent to Eherenfest theorem
does not hold.

Recall that a coherent state “centered in the point” (y, 1) of phase space is by
definition _

By = eF IO g (x) (85)

where ¢ (x) is the ground state of the harmonic oscillator for a system with d degrees
of freedom.

o= (x hy"e5h (86)

Definition 8 The Berezin quantization of the classic observable a is the map a —
Op®(a) given by

0Pl (@) = (2 by / / a(y, )W, D) by dy 87)

<&
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One can prove, either directly or through its relation with Weyl quantization to
construct 01’2 (a), that the Berezin quantization has the following properties:
(1) If a > 0 then Op%(a) > 0
(2) The Weyl symbol a® of the operator Op® (a) is

aB(x, & =(r h)_d//a(y, n)e—%[(x—y)Z-t-(f—r/)Z]dy dn (88)
(3) For every a € O(0) (bounded with all its derivatives) one has
0P} (a) — Op} (@) = O(h) (89)

We have noticed that the Berezin quantization is dual to the operation that asso-
ciates to a vector ¢ in the Hilbert space H a positive measure (i, in phase space, the
Husimi measure.

On the contrary Weyl’s quantization is dual to the operation which associates to
1p the Wigner function Wy,, which is real but not positive in general.

We recall the

Definition 9 (Husimi measure) The Husimi’s measure /14 associated to the vector
¢ is defined by

duy = p(q.pddg dp  p(q.p) = |(¢gp. VI (90)

From this one derives that Husimi measure is a positive Radon measure. Its relation
with Berezin quantization is given by

/ adpy = Op@Y, 1), aeS 1)

<&

Although it gives a map between positive functions and positive operators the
Berezin quantization is less suitable for a description of the evolution of quantum
observables. In particular Eherenfest’s and Egorov’s theorems do no hold and the
semiclassical propagation theorem has a more complicated form.

The same is true for the formula that gives the Berezin symbol of an operator
which is the product of two operators Opg (a)Opg(b) where a, b are functions on
phase space.

Berezin representation is connected the Bargman—Segal representation of the
Weyl system (in the same way as Weyl representation has its origin in the Weyl—
Schroedinger representation).

Recall that the Bargman—Segal representation is set in the space of function over
C? which are holomorphic in the sector Imz; >0, k=1, ...,d and square inte-
grable with respect to the gaussian probability measure

d 2
dur(z)=(%) e Faz r>0 92)
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We shall denote this space H,. In the formulation of the semiclassical limit the
parameter r plays the role 4~

8 Toeplitz Operators

In the Berezin representation an important is played by the Toeplitz operators.
For g € L*(dy,) the Toeplitz operator Tg(’) is defined on a dense subspace of H,
by

TN@ = / g(w)f (w)e' " dpi, (w) (93)

In part I of these Lecture Notes we introduced the reproducing kernel ¢/ within
the discussion of the Bargman—Segal representation.

Remark thatif g f € L*(dp,) then T\" f € H,. The map g — T, (Berezin quan-
tization) is a complete strict deformation (the deformation parameter is r~').

Under the Bargman-Segal isometry B, :L*(R",dx) — H, the Weyl-
Schroedinger representation is mapped onto the Bargman—Segal complex represen-
tation and the quantized operators Z; are mapped into Toeplitz operators.

For these Toeplitz operators are valid the same “deformation estimates” which
hold in Berezin quantization (and are useful when studying the semiclassical limit)

1
Orer 0 Lo -2
”Tf Tg ng + rTZ/(%%)”r <C{,9r 94)

The interested reader can consult [6, 7] for the Berezin quantization and its relation
with Toeplitz operators.

Let us remark that Berezin quantization is rarely used in non relativistic Quantum
Mechanics to describe the dynamics of particles; as mentioned, Eherenfest’s and
Egorov’s Theorems do not hold and the formulation of theorems about semiclassical
evolution is less simple.

On the contrary Berezin quantization is much used in Relativistic Quantum Field
Theory (under the name of Wick quantization) since it leads naturally to the defin-
ition of vacuum state §2 (in the case of finite number of degrees of freedom in the
Schrodinger representation it is constant function) as the state which is annihilated
by 0%, Vk) and of the >, 24Oz (number operator).

In the infinite dimensional case it is useful to choose as vacuum a gaussian state
or equivalently use instead of the Lebesgue measure a Gaussian measure (which is
defined in R*)

In turn this permits the definition of normal ordered polynomials (or Wick ordered
polynomials) in the variables zj,, a%; the normal order is defined by the prescription

0 .
that all the operators B stand to the right of all operators z.
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The Berezin quantization is much used in Quantum Optics where the coherent

states play a dominant role (coherent states are in some way ‘“classical states” of the
quantized electromagnetic field).

9 Kohn-Nirenberg Quantization

For completeness we describe briefly the quantization prescription of Kohn-Nirenberg
[7], often introduced in the study of inhomogeneous elliptic equation and of the reg-
ularity of their solutions. It is seldom used in Quantum Mechanics.

By definition

Ern PN = [ o€ 0 o)y
x / / 5(p. ("1 ") (x)dp dg (95)
In the particular case (£, x) = D ax (x)fk one has

oxn(D,x) = ar(x)D* (96)
k

In the Kohn—Nirenberg quantization the relation between an operator and its
symbol is

(S

1 ; ~
0pkN<a)¢<x)=(%) / e N (x, p)p(p)dp (97)
Rd

where we have indicated with gZ; the Fourier transform of ¢.

This is the definition of pseudo-differential operator that is found in most books of
Partial Differential Equations. In this theory one proves that the pseudo-differential
operators are singled out by the fact that they satisfy the weak maximum principle.

In general if the K.N. symbol a¥¥ (g, p) is real the operator OpX-¥ (a) is not
(essentially) self-adjoint. The quantization of Kohn—Nirenberg is usually employed
in micro-local analysis and also in the time-frequency analysis since in these fields
it leads to simpler formulations [2, 9].

In general this quantization is most useful when considering equations in which
the differential operators appear as low order polynomials (usually second or fourth);
in this case it is not interesting to study operators of the form L(x, V) for a generic
smooth function L.

If the K.N. operators do not depend polynomially in the differential operators,
their reduction to spectral subspaces is not easy. For this reason Weyl quantization
is preferred in solid state physics when one wants to analyze operators which refer
to Bloch bands.
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10 Shubin Quantization

The quantizations of Weyl and of Berezin are particular cases of a more general form
of quantization, parametrized by a parameter 7 € [0, 1], as pointed out by Shubin [4].

In this more general form to the functiona € S (R*%) one associates the continuous
family of operators Op>" (a) on S(R?) defined by

1\’ ;
(OPS'T(“”’)("):(E) [ [ at@x+a=nm.oroeroaas o9

Itis easy to verify that the choice 7 = % corresponds to Weyl’s quantization, 7 = 0
to Kohn—-Niremberg’s and 7 = 1 to Berezin’s. Notice that Eherenfest theorem holds
only for 7 = %

It is easy to verify that only for 7 = % the relation between the operator and
its symbol is covariant under linear symplectic transformations. In general if s €
Sp(2d, R) is a linear symplectic transformation, there exists a unitary operator S
such that

S~ (5)0p” (@)S(s) = Op*(aos) 99)
S(s) belongs to a representation of the metaplectic group generated by quadratic form
in the canonical variables.
For all values of the parameter 7 one has
Fop* F ' =0p*' T (aoJ ™) (100)
where J is the standard symplectic matrix and F denoted Fourier transform.

One can consider also Wigner functions associated to Shubin’s 7-quantization. In
particular

1\ ;
WT(aﬁ,w)(x-p):(%) /Rde’ﬁ”yczﬁ(xﬁwy)i/ﬁ(x—(l—T)y)dy (101)

Independently of the value of the parameter 7 one has
[ W =lowp. [ Wpdi=6oF o)
R R

The relation between W, and Op (a) is

Op-( @), §)2 = (a, Wr (1), §)) (103)
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For all 7
y(x,y)) = [27h] W, ¢(x, p) (104)

where [T is the projection operator on the vector ¢.

11 Born-Jordarn Quantization

We end this lecture with the quantization introduced by Born and Jordan [11] to give
a prescription for associating operators to functions over classical phase space of the
form >, fi (x)Px(p) where fi(x), x € R are sufficiently regular function and Py (p)
are polynomials in the momenta {p;}.

Notice that all Hamiltonians introduced in non relativistic Quantum Mechanics
have this structure. The correspondence proposed by Born and Jordan is

fp) — Z G (105)

where %; (in the Schroedinger representation) is multiplication by x; and p; = —i h%
For comparison, Weyl quantization corresponds to the prescription

1 k
F@w = 5 Z — (k P (106)

One has J
op* (a) = (i) / Op;(a)dt (107)
27

Weyl’s prescription coincides with that of Born and Jordan if the monomial is of
rank at most two in the momentum.

Therefore the quantization of Born and Jordan coincides with Weyl’s for Hamil-
tonians that are of polynomial type in the position coordinates (the Hamiltonians that
are of common use in Quantum Mechanics).

Also for the quantization of the magnetic hamiltonian the B—J quantization coin-
cides with the Weyl quantization.

One can verify that the symbol of ap ; of operator A in Born—Jordan quantization
is given by

1\
ay = (—) ax*x F,0 (108)
2w
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where F, is the symplectic Fourier transform and the function ® is given by

sinZ:

o (109)
h

O) =

This implies that the symbols a,, and ag ; are related by

d

ay = (L) an]*]:U@ (110)
27

therefore ap ; is not determined by a,,.

Through (110) one can define the equivalent of the Wigner function (Born—Jordan
functions) in phase space. They are not positive but the negative part for elementary
elements is somewhat reduced.

The quantization of Born and Jordan is related to the Shubin quantization by the
formula

1 d 1
0p“(a)¢=(%) /0 Oop* 7 (a)pd (111)

on a suitable domain (in general the operator one obtains is unbounded). From
the relation between Op®7 (a) and Op;_,(a) one derives

op™ (a)* = 0p™ (a) (112)
Therefore the operator Op?’ (a) is formally self-adjoint if and only if a is a real
function.

The relation between a magnetic Born—Jordan quantization and the quantization
given by the magnetic Weyl algebra is still unexplored.
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Lecture 3: Compact and Schatten Class
Operators. Compactness Criteria. Bouquet
of Inequalities

Compactness is a property that is very frequently used in the theory of Schroedinger
operators. For example, as we shall see, in scattering theory compactness of the
resolvent operator plays an important role. In this chapter we shall give a collection
of definitions and results that pertain to the problem of compactness and some useful
inequalities.

Definition 1 (Compact Operator) A closable operator A on a Hilbert space H is
compact if the set {A¢ ¢ € D(A), |¢| = 1} is pre-compact in H (i.e. its closure is
compact). <&

Recall that a closed subset Y of a topological space X is compact if from any
bounded sequence in Y one can extract a convergent subsequence. The unit ball in
‘H is compact in the weak topology. It follows that A is compact iff for any sequence
{¢,} which converges weakly in H the sequence {A ¢, } converges strongly.

From the definition one derives that the set of compact operators is closed in the
uniform topology and that it is a bilateral ideal in B(H). One proves easily that if A
is compact also A* is compact.

Definition 2 (Finite Rank Operator) An operator is of finite rank if its range is
finite-dimensional, i.e. there exist N < oo vectors ¢, in 7 and N linear functionals
v, such that Ay = lev Y (), for any 1 € H. <&

Since any closed set in R" is compact, every finite rank operator is compact.
Theorem 1 Every compact operator is norm-limit of finite rank operators. <&

Proof Let 'H a separable infinite-dimensional Hilbert space (the proof in the non-
separable case is slightly more elaborated, makes use of Zorn’s lemma and of the
fact that the norm topology is separable).

Let {¢,} be an orthonormal basis in H and denote by Hy the subspace spanned
by {¢x, k =1,...N}. Define
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Ay = SuP[@eHﬁ,\@\:l}lA 9l M

The numerical sequence \y is monotone decreasing; let A be the limit. By con-
struction Ay = |A — Ay| where Ay is the restriction of A to Hy. The theorem is
proved if A = 0.

Suppose that A > 0; then |[A¢| > A|¢| and the image under A of the unit ball
contains a ball of finite radius.

This contradicts the fact that A is compact. Q

A particularly useful result is

Theorem 2 The self-adjoint operator A is compact iff its spectrum is pure point, the
eigenvalues different from zero have finite multiplicity and zero is the only possible
accumulation point. <&

Proof If 0.,y is not empty it contains an interval I = (\g — €, Ao + €). Without loss
of generality we can assume \g = 0.
Denote with IT the orthogonal projection one the subspace associated to the
continuous spectrum in /; by Weyl’s lemma this subspace has infinite dimension.
By construction if ¢ € IT H then |A ¢| > €|¢|. Therefore the image under A of
the unit ball in 7 contains a finite ball in a subspace of infinite dimension and cannot

be compact.
In the same way one proves that the eigenvalues different from zero have finite
multiplicity. Q

Let H be a separable Hilbert space and {¢,} an ortho-normal complete basis. Let
A be a positive operator.
Set

N
Tr(A) = limy 0o D _(6n, Ady) )

n=1

The sequence is not decreasing and therefore the limit exists (may be +00). One easily
verifies that the function 7r (for the moment defined only for positive operators) is
invariant under unitary transformations.

If U(¢) is a one-parameter group of unitary operators, %Trq; UAU(t);= = 0.
Choosing as basis the eigenvectors of A one has Tr(A) = Y - | a, where a, are the

eigenvalues.

Definition 3 The operator A € B(H) is of class Hilbert—Schmidt if there exist an
orthonormal basis {¢,}, n € Z in H such that

> lAgul* < +oo 3)

n>1

One proves that this condition is independent of the basis chosen. <&
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An equivalent definition is

Definition 4 The operator A is of class Hilbert—Schmidt if A*A is of trace class with
the following definition. <&

Definition 5 The operator A is of trace class if Trv/A*A < oo.
One can prove that the operator A is trace class iff there a decomposition A = AA;
where A, A, are of class Hilbert-Schmidt. <&

Every bounded self-adjoint operator A can be writtenas A = A, — A_ where AL
are positive operators; A is of trace class iff both A are of trace class. In this case
one has TrA = TrA TrA _.

The function Tr can be extended to a class of bounded operators. Recall that any
bounded closed operator A can be written as sum over the complex field of two
self-adjoint operators

CA+AT A-AY

A
2 * 2

= Re A+ iImA 4)

Therefore the function Tr is defined for any closed bounded operator whose real
and imaginary parts are of trace class.
The function Tr has the following properties
AO)TrA+B)=TrA+TrB
1) Tr(AA) = ATr A
()0 <A<B =TrA<TrB

Theorem 3 The collection J, of the trace class operators is a bilateral *-ideal in
B(H) and a Banach space with norm ||A|| = Tr|A| where |A| = ~/A*A. <&

Proof We must prove

(a) J; is a vector space

b)AelJ,, beB(H) =ABelJ,, BAel

©)Ael; =A*el

(d) The space J; is closed for the topology given by the norm ||A||; = Tr|A|.
We call it trace topology.

The first two statements follow from the definition. Notice that every closed
bounded operator maps compact sets in compact sets and that if A, B are closed
and bounded one has (AB)* = B*A*.

We now prove (d). If A € Jj, consider Ay = A — Z]IV(@, )A¢, where {¢;} are
the eigenvectors of |A| = VA*A.

Let a; be the eigenvalues of |A| in decreasing order. Let Hy be the subspace
spanned by the first N eigenvectors; by construction Ay¢p = 0, ¢ € Hy.

If A is positive, a, > 0 and limy_, o Zk> ~ @ = 0 since the series converges. If
A is not positive, consider the polar decomposition A = Uy|A| where Uy is a partial
isometry from the closure of the range of |A| to the closure of the range of A and is
such that Ker|A| C Ker Uy.



54 Lecture 3: Compact and Schatten Class Operators ...

Let Ay = U|Aly. Then limy_, o Tr(Ay) = 0 and therefore limp 00 Tr(|An|) = 0.
Tr(JA|) defines a norm
Tr(JA + B|) < Tr|A| + Tr|B| (®))

and J; is closed in this topology. Remark that A+B = Uy p|A+B|, A = U4|A|, B =
ug|B|. Therefore

Z(d)nv |A + B|¢n) = Z[(¢n7 UZ+BUA|A|¢n) + (d)n» UA*+BUB|B|¢n)] (6)

(¢, U* V |Algy) = (IAI'2V* ug,, |A]'2¢,) (7)

and

D (6w U™V 1Alg0)

1/2 1/2
S(ZIIAIUZV*U%IZ) (ZI|A|1/2¢n|2) ®)

Partial isometries map orthonormal complete bases to orthonormal bases which
are in general not complete. Therefore the right hand side in (8) is no bigger than
> 2 (&n, lAll¢,). This inequality, together with the same inequality for B concludes
the proof. Q

Theorem 4 The finite rank operators are dense in J;. <&

Proof Any trace class operator can be written as sum over the complex field of posi-
tive trace class operators. For positive trace class operators the non zero eigenvalues
have 0 as accumulation point. Q

We have proved that the function Tr defined on J; is positive, order preserving,
and has the following properties
) TrAB)=Tr(BA) A,BelJ;
) Tr(UAU*) =TrA if U is unitary.

IfA € J|,B € B(H) also AB and BA are in J; (J1) is an ideal in BH.

Moreover the following identity holds 7r(AB) = Tr(BA). Therefore Tr is defined
on a product of bounded operators when at least one of the factors is of trace class.

We remark explicitly that only for positive operators in J; one has TrA =
>, (&n, Agy) where {¢,} is an orthonormal complete basis.

We have seen in Volume I that the trace class operators have an important role in
Quantum Mechanics because those of trace one represent states of the system. In that
context we have noticed that B(H) is the dual of J; and that the states represented
by Ji 4.1 are normal states.

In fact it can be proved that 7r is completely additive. We denote with J; the class
of Hilbert—Schmidt operators. It is easy to verify that J is a *bilateral ideal of B(H).
Let A, B € J; and let {¢,}be an orthonormal basis in . Then A*B is trace class and
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Tr(A* B B* A)? = Tr[(A; A*)(B B*)]? < |A|Tr|B| )

Define
<A.B>,=Tr(A"B) = > (Ady. B¢,) (10)

n

(it is easy to see that this definition does not depend on the basis).

The quadratic form < ., . > defines J, a non-degenerate scalar product and
therefore a pre-hilbert structure. It is not difficult to verify that with this scalar product
J» has the structure of a complete Hilbert space.

Moreover

| <A,B>| < (TrA* A)'? (TrB* B)'* = ||All, Bl (11)
Setting ||A|l» = (Tr(A*A))'/? one has
{A )AL <1} CHA : Al <1} CHA 1 |Al < 1} (12)

and [|A]ly = [All2 = |A].

Therefore the topology of J; is intermediate between that of J; and the uniform
topology of B(H). Proceeding as we have done for J; one can prove that the hermitian
part of J», denoted J5¢", satisfies

BT =(AeBH), A=A, Y a <o) (13)
k

where {a,} are the eigenvalues of A.
It is convenient to keep in mind the following inclusion and density scheme.
Denote by F the finite rank operators and by K the compact operators. Then
(1) F is dense in J; in the topology ||.||.
(2) J; is dense in J; in the topology ||.]|».
(3) J» is dense K in the uniform operator topology.
(4) K is dense in B(H) in the strong operator topology.

Moreover F C J; C J, C K C B(H) and all inclusions are strict if 7 has infinite
dimension.
The elements of J; and J, are particular cases of Schatten class operators.

1 Schatten Classes

Definition 6 (Schatten Classes) Let 1 < p < o0o. An operator A is a Schatten
operator of class p if Tr(JA*A|?) < oo. &
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We denote the space of all Schatten operators of class p by SP(H). It is a Banach
space withnorm [|A|, = (tr(|A|”))% and it has properties (in particular interpolation
properties) similar to Lebesgue’s spaces L”(11) where 1 is a Lebesgue measure.

In particular S'(H) are the trace class operators and S?(H) are the Hilbert—
Schmidt operators.

Let 11,(A) be the eigenvalues of |A| taken in decreasing order. The operator A
belongs to SP(H) iff >, p,(A)? < co. One has
(1) SP(H) is a *-ideal of B(H).

(2) S (H) is complete with respect to [|A]l,.
B)p <q = S'(H) C S(H) and [|A]l < [IAll, < All-
(4) Hoelder inequality holds for 0 < p,q,r < 00 :

1 1 1
p +1_7 =, Ac S’(H) B € L9(H) = AB € S"(H), |ABI < llAl,[IBllg (14)

(5)Let 1 < p,q < oo satisfy é —1—}7 = 1. Then for A € SP(H) and B € SI(H)

one has Tr(AB) = Tr(BA). Moreover for A € S'(H) and B € B(H) one has
Tr(AB) = Tr(BA).

As one sees from the properties listed above, the spaces S”(H) are non-
commutative analogues of L7 (X, 1) spaces defined for a measure space X with finite
measure /.

These properties are also shared by the space S” defined on a von Neumann
algebra M with a trace state w by defining £7(M) as those elements in M for
which

lall, = (w(a*a))® < oo (15)

The corresponding non-commutative integration theory has been developed,
among others, by D. Gross, 1. Segal, E. Nelson. We shall treat it briefly in Lecture 16
One can prove the following theorem (Lidskii identity [1])

Theorem 5 (Lidskii) For every trace-class operator A € B(H) and for every ortho-
normal base {¢,} of H the following holds

D (bns Ady) = sumi=1 A (A) (16)
i1
where {\;} are the eigenvalues of A. <

Notice that Lidskii’s theorem is a fundamental theorem for the spectral analysis
of non-self-adjoint operators.
In general it is difficult to determine these eigenvalues but one can write a trace
formula of the type
Trfu(A) = D f,(\(A) (17)

j=1
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where p is a parameter (real or complex) and estimate {)\;} with a Tauberian-type
procedure.

2 General Traces

The definition of Schatten class can be generalized to the case 0 < p < 1.
The Schatten classes S” for 0 < p < 1 are composed by all the operators such
that

D 5iA)Y < oo (18)

j=0

where s; are the eigenvalues of (A*A)% arranged in increasing order, counting mul-
tiplicities.

For p < 1 the space SP is not a Banach space but rather a quasi-Banach space
(IAINBI = cllAB]l, ¢ > 1).

For p > 1 one defines also the Schatten classes S”>*° consisting of all A for which

sup(j + 1)75;(A) < 00 (19)
J

Also this class in a Banach space.
For p = 1 this norm is not a Banach norm. To have a Banach space one must
introduce a norm, the Dixmier norm

o 8i(A)

20
logk 20)

supkzg

and the corresponding Dixmier class SP™™,

All spaces S”, 0 < p < ocoand S7*°, 1 < p < oo are ideals for B(H). One can
also verify that A, B € S>* implies AB € S"*°.

For the positive operators which belong to the Dixmier class one can define a
trace Trpiy, (Dixmier trace) by

. logk
Trpign(A) = llmk—)ook—(A) 2n
j=15i
This trace plays a relevant role in the study of von Neumann algebras which are
type 2 factors. In particular note that if A € SP* then TrA = 0 whenever A is

trace-class.
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3 General L? Spaces

One can further generalize the definition of trace.

Denote by £, (H) the cone of positive operators on the separable Hilbert space H.

One can define trace any function with values in [0, co] £ (H) which is positive,
additive and homogeneous. A trace is normal if it is completely additive.

It is possible to prove that every normal trace is proportional to the trace we have
studied.

We shall now study the structure of some £”(H) spaces in the representation of
the Hilbert space H as L>(X, du) for some locally compact space X and regular
measure /.

In this case the Schatten class operators have a representation as integral kernels.

Theorem 6 Let H = L>(X, dy). Then A € J, iff there exists a measurable function
a(x,y) € L*(X x X, dp x dp) (22)

such that, for every f € H

A = / a(e, ) O)dp(y) 23)

Moreover one has
1AJ2 = / laCe, yPdu)du) (24)
<&

Proof To prove sufficiency, leta(x, y) € L*(XxX,d X d ) and set, for any function
feH=L*X,dp

Af) () = / a(e, Y)F G)du(y) 25)

Then for any g € H Schwartz inequality gives

(9, Af) = /é(x)a(x,y)f(y)du(y)du(y) <lal2 If] 19 (26)

Therefore A is bounded ||All; < |al,.
Let {¢,} an orthonormal basis of H, then ¢, ® ¢,, is an orthonormal basis in
‘H ® H. Therefore there exists ¢, , € C for which

ax,y) = D cambnen(), D lewnl” = lal} < 0o 27)

n,m
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Setting

ay(6,y) = D cambn@on (). An)E) =D anx )fdu)  (28)

n,m<N

one has
limy_oolay —aly =0,  limy_oo||Ay —All2 =0 (29)

and therefore A is compact (as norm limit of compact operators). Moreover

Tr(A* A) = D |A¢ul> = D leaml* = b3 < 00 (30)
N

n,m

and therefore A is of Hilbert—Schmidt class.

To prove that the condition is necessary one makes use of the fact that J, is the
closure of F in the |.||, norm.

By definition every finite rank operator is represented by an integral kernel. Choos-
ingasequenceA, € F thatconvergestoA iteasy to see thatthe corresponding integral
kernels a, converge in the topology of L>(X x X, du x dp).

Let a(x, y) be the limit integral kernel. For any f € L*X,d ) one has (Af) =
Jat,y) f»du(y) and Al = |alo. ©

IfA € Jy and A > 0 one can prove ||A]|; = fa(x,x)u(dx).
But in general if A is not positive is not true that | [ a(x,x)dp(x)| < oo =
Ae ]1.

Example The operator —51722 on L?((0, 7), dx) with Dirichlet boundary conditions
has discrete spectrum with simple eigenvalues n?> and corresponding eigenfunctions

J2/msennx, n>1.

The resolvent R), is represented by the integral kernel
20 — 1
Ry(x,y) = — E —_-— . 31
A, y) P n2+/\sennx senny 31

and has eigenvalues (A + n?)~!. Therefore for \ ¢ (—oo, —1] the operator R) is of
trace class.

One can extend this result to all A which are not in the spectrum using the resolvent
identity and the fact that J is a bilateral ideal of B(H).

An easy consequence of Theorem 5 is the following proposition which we state
without proof.

Proposition 1 Let A be a linear operator on L*(X, dyi). The following statements
are equivalent to each other

(a) A is a Hilbert—Schmidt operator

(b) There exists £(x) € L*>(X, dp) such thatf € D(A) = [(Af)(x)| < [f] £x).
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(c) There exists a kernel K(x,y) € L*(X, du) such that, for any f € L*(X, du) and
for almost all x € X one has (A f)(x) = [ K(x, y)f ()dy. <&

Notice that an operator A defined by an integral kernel may be bounded also
when the kernel is singular. For example, the identity operator has integral kernel
K(x,y) =d(x —y).

On the other hand, the kernel K (x, y) = h(x) d(y) h € C* corresponds to the
operator (K f)(x) = h(x) +f(0) with domain the functions in L?>(X, dy) which are
continuous at the origin.

This operator is not closable since the map f(.) — f(0) is not continuous
L*(X, d).

4 Carleman Operators

Before discussing more in detail the compact operators we briefly mention the
Carleman operators. They are frequently encountered in Quantum Mechanics
because they intervene naturally in the inversion of differential operators.

Definition 7 A linear map T from H to L>(X, dp) is a Carleman operator if there
exists a measurable function K7 (x) with values in H such that for any f € D(A)

(T f(x) = (Kr(x), f) (32)

holds for almost all x. The measurable function K7 is called Carleman kernel asso-
ciated to T. <

Theorem 7 The map T is a Carleman operator iff there exists a positive measurable
function g(x) such that for any f € D(T) one has, for u-almost all x € X,

(T | = g®)Ifl2 (33)

<&

Proof The condition is necessary: let 7 be a Carleman operator and let K (x) be its
kernel. The inequality is satisfied by taking g(x) = |K (x)].

The condition is sufficient: let p(x) be a positive bounded measurable function
such that g(x) p(x) € L2(X,dw). Then |(p T f)(x)| < |fl.g(x) p(x) and therefore
according to proposition 1 p T is a Hilbert—Schmidt operator.

It follows that there exist a measurable function K (x) with value in the Hilbert—
Schmidt operators such that for almost all x (p T f)(x) =< Kx),T > .

Setting K (x) = p~! K (x) one has (T /H(x) = (K(x),[). Vi

Often the integral kernels that one encounters in the study of Schroedinger equa-
tion have the form K (x, y) = K;(x, y) K> (x, y).



4 Carleman Operators 61

Let T be an operator represented by this integral kernel and let K, K satisfy, for
almost all x, y € RY

/ K1 (x, »)*|p(dy) < Ci, / K> (v, 0)*|pu(dy) < Cs (34)

Since ||T|| = sups, 5=11(¢, T¢)| it is easy to see that T is bounded in L*(RY dp)
elnd its norm satisfies || 7'|| < (C; C»)'/?. Moreover the adjoint 7* has integral kernel
K(x,y). Choosing

Ki(x,y) = K, I Ka(x,y) = Sign K(x,y) |K|"*(x,y) (35)

one derives the following important result

Theorem 8 If the integral kernel of T is such that a.e.

/IK(x,y)lu(dy) =G / [K (e, )|y (dx) = Cy (36)
then |T| < v/Cy Cs. <&

5 Ciriteria for Compactness

We give now a useful criterion which gives a sufficient condition for the compactness
of an operator.

Theorem 9 Let A be operator with integral kernel K(x,y) = K (x,y) Ky(x,y)
where Ky, are measurable. Let X!, X? two increasing sequences of measurable
subsets of X, and X be their common limit.

The operator A is compact if for n

/ / K (x. y) Pa(dn) pudy) < oo 37
X! xX?

and moreover for any ¢ > 0 there exists an integer N(€) such that the following
inequalities are satisfied

(a) [y IKi(x, ) |pu(dy) < eae inX — Xy

(b) [y IK2(x, y)|pu(dx) < e ace. in X — Xo no)

(©) Jx_x, o 1K1CE D) i) < €

(d) [x_x, ., 1K205 ) pidy) < € ©
Outline of the proof Consider the operators A, with integral kernel given by

K'(x,y) = K(x,y) if x,y € X, x X,;, and zero otherwise. The preceding theorems
imply that A,, is of Hilbert—Schmidt class.
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It follows from (a), (b), (c¢), (d) that |S,| < € where the integral kernel of S, is
the restriction of K to Xj y() X XZJ:N(F). Hence A is norm limit of Hilbert- Schmidt
operators and therefore compact. <&

Example 1 Let X = RY, let 11 be Lebesgue measure and assume that 7 has integral
kernel

K(x,y) =fi(x) L) f3(x —y) (33)
with fi, f> bounded measurable, lim,—fk(x) = 0 and f3 € L'(R). Set
Xam=Xam={x: xeR’, |x|<n} (39)

K =fi0BE =" K =H0A0 =) sign (- ) (40)
Then A is compact. S

It can be shown that if one assumes a suitable decay at infinity of the functions f}
and f, to prove the result it is sufficient that f; € L .

The result is applicable therefore for f3(z) = é
Example 2 Let X = R? and 1 Lebesgue measure. Let A have integral kernel
Ke,y)=x=y"“Hx,y) x#y Kxx=0 a>0 (41)

where H bounded measurable. Set K, (x,y) = |x — y|“‘dH(x, y)if [x —y| = n~!,
zero otherwise. Then for every n, A, is of Hilbert—Schmidt class and the sequence
A, converges to A in norm. Therefore A is compact. &

Given the importance of the compactness property in Quantum Mechanics we
give yet another compactness criterion.

Theorem 10 Let A be a positive operator. The following properties are equivalent
(i) (A — po)~" is compact when we choose jiy € p(A).

(ii) (A — )~ is compact for every 1. € p(A).

(iii) {¢ € D(A), |A ¢| <1, |A@| < b} is a compact set for every b > Q.

(iv) {p € D(A), |p| <1, (¢p,Ap) < b}isacompact set for every b > 0.

(v) A has discrete spectrum and, denoting by a, the eigenvalues taken in decreasing
order lim,_, oa, = 0. &

Proof (i) <> (i1). We use the resolvent identity
A= =@A=p)"" + A~ p) " (1= po)A — )™ (42)
The first term on the right-hand side is compact by assumption. Also the second is

compact because the compact operators are an ideal in B(H).
(i) — (v). By definition
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(v) — (iv). Let Q(A) the domain of the close positive quadratic form ¢ —
(¢, A¢) € RT and let

Fl=@eQ, [Wl=1, @A) <b) (43)

The set .7-";‘ is closed because the form is closed. To show that it is compact we prove
that for any € > 0 it is possible to cover ]—"ﬁ with a finite number of ball in H of
radius e.

We choose N such that ay < be. Then (v) implies

D@ bl <e (44)

n>N

Therefore every ¢ € f? is at a distance less than /¢ from the intersection of the
ball of radius e with the subspace spanned by the first N eigenfunctions.

Since this is compact set (it is a closed bounded subset in a finite-dimensional
space) it can be covered with a finite number of balls of radius /e. Therefore also
J} has this property.

(iv) — (iii). By assumption (iv) holds for A and therefore also for A2 1t follows
that ffz is compact. On the other hand, (¢, A%¢)) = |Ay)|>.
(iii) - (i).Let M= : 3p e H, = (A+1)"'¢, |¢| < 1}. Then

Wl < gl <1 |AY|=1AA+ D'l <ol <1 (45)

Therefore the set g;j ={ypeH, |Y| <1, [(A+ DY)| < b}isclosed and contained
in 72 It follows that (1 + A)~'is compact. Vi

From this theorem one sees that it is convenient to have criteria to decide whether
a subset of H is compact.

In the realization of H as Lz(.Q, dx), £ C RV, these criteria rely on inequali-
ties among norms in suitable function spaces (often related to Sobolev immersion
theorems).

We shall collect in the Appendix to this chapter a collection of inequalities that
are useful in studying the solutions of the Schroedinger equation and in estimating
their regularity.

We also give some other compactness criteria that are derivable from general
inequalities.

As an example consider the operator H = L*(—, 7) defined by

d2
A=——5 DA ={peC™ o(-m =om) (46)
and define do
S={pel®(—m,m), |ph <1, =l =1 (47)

(i.e. the domain of the quadratic form associated to A).



64 Lecture 3: Compact and Schatten Class Operators ...

Denoting with ¢, the Fourier coefficients of a function, it is easy to see that S is
characterized by > |c,|? < 00, > n? |c,|* < o0.

In these notations one sees immediately that S is compact in the topology of H
and therefore (A +1 ) !'is compact. In the same way one proves compactness of the
closure of —4 + x? defined on C°(R).

Remark that the same is not true for the closure of the operator —d‘i—i defined on
C5°(R). Indeed the closure of this operator is a self-adjoint operator with continuous
spectrum.

Rellich Compactness Criterion
Let F and G be two continuous positive functions on R? which satisfy

limpy oo F(x) = 400, limpj0eG(p) = +00 (48)
The set

S=1{ : / F) [f oPdx < 1, / Gp) J)dp < 1) 49)
is compact in L*(R?). <&

Proof The set S is closed. Without loss of generality we can assume
Fx) <2, Gp) <p’ (50)

Indeed if this equation is not satisfied the set S is closed and contained in the set of
functions that satisfy the equation.

The set S is dense in L>(RY). Denote by G the operator that acts as G(p) in
the Fourier transformed space. If V (x) is bounded and has compact support then
[V(x)(G) N, ) is compact. Indeed for every value of ¢ > O the kernel of
Vole)? + G + D1 belongs to L?>(RY) ® L*(R?) and [ep? + G(p) + 1)7']
converges to [G(p) + 1)~ Tin L™,

Therefore V[G +1)~']is compact since it is the norm-limit of compact operators

For o > 0 define V,, = min{F(x), a + 1} — o — 1. Since lim |, oo F (x) =
Ve has compact support an therefore VolG + 1) is compact. From the min-max
principle

Mn(A) = (G + Vo) + o+ 1) (51)

and therefore for each o > 0 there exists m(«) such that \,,)(4) > «. Since o is
arbitrary, lim, .o\, = 00. Qo

Example 3 LetV ¢ le (RYH, V(x)=>0, lim V(%) |xj>00 = O.
Then H = — A + V defined as sum of quadratic forms has compact resolvent. <

Proof Since both —A and V are positive operators (¢, Hp) < b = (¢, —A¢p) <
b (¢, V) < b for every ¢.
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Therefore the set
Fup = {0 €DH), |¢| =1, (¢,HP) <b} (52)

is closed and contained in { ¢ : |¢| < 1, fpzlg?)(p)|2dp, f V(x)|o(x)|>dx < b).
This set is compact by the Rellich criterion. Q

Example 4 Letd > 3 and set
V=Vi+V, VoeLRY +L>*R?

limy oo Vi(x) =0, Vi € L, (R, Vi =0. (53)

loc
Then H = — A + V defined as sum of quadratic forms has compact resolvent. <

Proof V, is form-small with respect to A and therefore also with respectto —A+ V.

If A > 0 has compact resolvent and B is form-small with respect to A, then
C = A + B as sum of quadratic forms has compact resolvent.

Define g4 (¢) = (¢, Ap) and let Q(a) the domain of the form g, i.e. the closure
of D(A) in the topology induced by the (strictly positive) form g4$)+!¢|>. For any
¢ € Q(C) N Q(A) one has gz(¢) < alqa(p) + b|¢|*] where o < 1, 3 > 0.

It follows

qc(®) > (1 — a)(qa(9) — Blo)? (54)

From the min-max principle \,(C) > (1 — @)\, (A) — 3.
Therefore A\, — oo implies A(A),, — oo. Q

A further compactness criterion which is frequently used is

Riesz Compactness Criterion
Let 1 < p < oo and let S be a subset of the unit ball in L” (RY).

The closure L? of S is compact iff the following conditions hold
(a) Ve > 0 there exists a compact K C R? such that fRd_K If x)|Pdx < €’ for each
fes.
(b) Ve > 0 there exists § > 0 such that if f € S and |y| < ¢ then [ |f(x —y) —
f@)|Pdx < e. &

Proof Necessity If S is compact, given a > Oletf], . .. fy such that the balls of radius
5 centered on the unit ball of the subspace spanned by the f; cover S.

There exist therefore K and ¢ such that conditions (a) and (b) be satisfied for
fi,-..Jn and e = . To extend this inequality to the entire set S notice that for every

g € L? one has
limg _, ga /d lg)Pdx =0, limy_ollgy — gll2 =0, gy(x) =gx—y) (55)
RI-K

A standard argument shows then that (a) and (b) hold in S.
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Sufficiency Let S satisfy (a) and (b). For any compact £2 C R¢ and positive constants
a, ( the Ascoli—Arzeld theorem gives the compactness of

TR, a, B)= {feC;, suppf e, |flo <a, [Vfl2=<p) (56)

Therefore, given € > 0, it is sufficient to find §2, «, 8 such that for every f € S
there exists g € T(£2, a, B) with |f — g|, < €.

Indeed in this case since 7'(£2, «, ) can be covered by a finite number of balls
of radius € and S can be covered by a finite number of balls of radius 2e.

To find £2, «, 3 with the desired properties, given ¢ > 0 choose K,  so that for
fes,

e’ €
/ [fF () [Pdx < T bl <d=1fy —flp < 7 (57)
RI—K

Let 7 be a positive C* function with supportiny : |y| < 4, [ n(x)dx. Let £ be
the indicator function of the set K’ = {y : dist(y, K) < d¢}. Then a possible choice
for {$2, af} is

Q=\y: distp.K) <20}, a=nlg. B=IVl, p~'+q =1 (58
This follows from the following inequalities (the first is Holder’s inequality)

If * gloo < [flplgles P+ =1,  (fl*gDi < fhlgh (59)

and (by interpolation) | * gl < |fly lgl,, P '+q ' =1+s""
We must prove that | — g|, < €. From the definitons it follows |, i f —glPdx <
Jri_ f@)Pdx < 57 and therefore

3
1L =& llp = Wy = fllp + 1A= Oifp + L= &WNllp = 7€ (60)

3
I+ &f =& fllp = /n(y)llff(. =) =& Olpdy < Ze (61)

From this one derives [lg — fll, < llg — & fll, + 11 = Of I, < e. Qo

6 Appendix: Inequalities

We give in this appendix a collection of inequalities that are frequently used in the
theory of Schroedinger operators. A detailed account can be found in the review
paper [2] and in the books [3, 4].

Some of these inequalities can be obtained in an elementary way making use of
the Fourier transform. For other the proof requires more sophisticated techniques.
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We give an example of an inequality which can be obtained by elementary means.
In R¢ one has

oo < / F@)ldp < (0 + DF PG + D
1/2
< [ / @* + D (p)Pdpl'? / ®* + 1)‘“@} (62)

i.e. for 4o > d one has |f|s < C|(p* + 1)*f1s.
This means that for any d the space H st s compact in L.
Among the inequalities a relevant role is played by the Jensen inequalities
Recall that a real valued function f defined on a convex subset C of a real vector
space E is called convex if

Vx, ye C, Y0 e (0,1) f((1—x+0y)<d—-0)Ffx) +6f(©) (63)
If the inequality is strict, the function is strictly convex.

Jensen inequality [
Let f be convex on a convex set C and let p;...p, be positive numbers with

> P = 1, then

Srxr + - ppxn) < pif ) + -+ paf () (64)
If the function is strictly convex, equality holds only if x; = - - - = x;,. <&
Jensen Inequality 11

Let 1 a probability measure on the Borel subsets of an open interval I of R and let ;&
be its baricenter. If f is a convex measurable function with —oo < fl fdu < oo then

£ < /1 fdu ©5)

If f is strictly convex equality holds iff ;1(ft) = 1, i.e. if the measure is concentrated
in fi. <&
Proof 1t is easy to see that if f is real and convex in the interval / then for each point
Xxo € I there exists an affine function a(x) such that a(xp) = f(xp) and for all x € 1
one has a(x) < f(x) (which implies [, adp < [, fdp).

If f is strictly convex then f(x) > a(x) if x # {1 and therefore the equality holds
iff the measure 1 is concentrated in fi. Q

Jensen inequality 111
Let 1 be a probability measure on the Borel sets of the real Banach space E, and call
14 its baricenter.
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If f is continuous and convex with —oo < fE fdu < oo then

F(i) < /E fdu (66)

If f is strictly convex equality holds if the measure is concentrated in the point fi. <

Proof The proof follows the lines of the proof of Jensen II.

To construct an affine comparison functional we use the separation theorem for
disjoint convex sets in a Banach space. Choose as affine functional an element of
P e E.

Jensen’s inequality proves this inequality for the integration along the direction
of the affine functional @

The proof follows by induction over a complete set of elements in E*. <

6.1 Lebesgue Decomposition Theorem

We are going to use often the decomposition of measure in a part that is continuous
with respect to Lebesgue measure and in a singular part.

Lebesgue decomposition theorem Let {§2, X, 1} be a measure space v a measure
on X with v(£2) < oo.

There exist a non-negative measurable function f € L!(x) and a measurable set
B € ¥ with u(B) = 0 such that

v(A) = /fdu +v(ANB), VAe X (67)
A
<&
Define a measure vg by v5(A) = v(A N B). The measures i and vp are mutually
singular.
If we decompose §2 as B U (§£2/B) one has u(B) = 0 and vg(£2/B) = 0 (the
measures ¢ and vg have disjoint supports). &

Proof of Lebesgue decomposition theorem Set p(A) = u(A) + v(A). Take g € L72T
and set L(g) = [ gdv. From Schwartz’s inequality

IL(g)| < ((£2)) gl (68)

According to the Riesz representability theorem there exists 4 € L2 such that
L(g) = (g, h). It follows [, g(1 —hydv = [, ghdp.

Choosing for g the indicator function &4 of the set A one has v(A) = L(Iy) =
[y hdp + [, h v. The function £ is a.e. defined.

Denote by N, G, Gy, B the collection of points in which % takes value respectively
in (—o00, 0), [0, 1), [0, 1 — 1lv)’ [1, c0).



6 Appendix: Inequalities 69

It is easy to see that v(N) = 0, u(B) = 0. Setf = lf(h)‘()x) for x € Gy and zero
elsewhere.
Then

1—h
VARG, = / g, dv = / Féanc,du 69)
2 - w

By monotone convergence one has v(A N G) = | Jdp. It follows

V(A) = / fdu + v(ANB) (70)
A

Taking A = £2 one has f € L' (p). Q
As a corollary to the Lebesgue decomposition theorem one has

Radon-Nikodym Theorem Let {$2, X, 11} be a measure space and v a measure on
X with v(£2) < oo.

The measure v is absolutely continuous with respect to y iff there exists a non
negative function f € L}L such that for any A € X one has v(A) = [, fdp. <

6.2 Further Inequalities

We will give now a list of inequalities that are more frequently used. We shall prove
the simplest ones, and give references for the others.

Holder inequality
If1 <p<ooandfeLP,geLP'with%+l%=1thenfgeL1and

/Vgldu = WFlipliglly (71)

The equality sign holds if [|f||,llglly = O orifae. g = AfIP~ signf.
We shall call conjugate to p the exponent p’ defined by zlﬂ + 5 =1. <&

We shall not prove this inequality [2, 4]. We only quote the following two corol-
laries

Corollary 1 Iff € L? one has

11l = max(] / Fodul - liglly = 1) 72)

Conversely a measurable function f belongs to LP, 1 < p < o ifffg € L' for
every function g € L” . <&
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Corollary 2 Let f be a non-negative function on (821, X, 1) X (§22, 2o, pp) and
let0 <p <q < oo.

Then
( / [ / f(w)l’duz(y)]’ dul(X)) 5( / [ / f(x,y)qdm(X)]qduz(y))
2 2, 2, 2
73)
&

The proof is obtained from Corollary 1 by using Fubini’s theorem to exchange
the order of integration.
Sobolev inequalities

Let f a C' function on RY d > 1 with compact support.

For 1 < p < d the following inequality holds

pd f pd=1 T . o ,]
Vg < G )[ 4 an} < 2] [n,-:lnaxjnp] (74)

Proof A repeated application of the fundamental theorem of calculus gives

1 0
Il e < (,]n—ful) <0 Zn—n] (75)

This proves the inequality for p = 1.
Consider next the case 1 < p < d. For any s and any 1 <j < d one has

F@P <s / Yo | L
oo ox

J

dt (76)

(we have used the notation x’ for the remaining coordinates).
A similar inequality is obtained integration between x and oo. Therefore

f

Fol <1 / e o an 7

and then

8 . (78)

11 < SO T
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Using Holder inequality one derives

1
! s o 14
so< gt =L 7
Ilfllﬁ =5 [ il o) ”p:| (79)
The choice s = p(ddT;l) (and therefore (s — 1)p’ = ds—fl = %) concludes the proof.
o

Schur’s Test Let k(x, y) be non negative measurable on a product space (X, X, p) X
(Y, Z,v)andlet 1 < p < oo.

Assume the existence of measurable strictly positive functions g on (X, X, u) and
hon (Y, 2, v) and of two constants a and b such that a.e.

/Yk(x,y)(h(y))p’dV(y) < (ag(0)y” /Yk(x,y)(g(X))pdl/(x) = (bh(y))"  (80)

Then if f € L7(Y) one has
@ T = fy k(x, ¥)f (»)dv(y) exists almost all values of x
®) T() € LP(X) and [|[T(H) < ab|If I, %

Proof The proof uses Hoelder’s inequality.
Remark that it is sufficient to prove that if ¢ is a non-negative function in L”(Y)
and h is non-negative in L” (X) then

/X/h(X)k(x,y)g(y)dV(Y)du(x) < abllhllyliglp 1)

Making use of this inequality and applying twice Hoelder’s inequality one completes
the proof. vV

6.3 Interpolation Inequalities

We give now interpolation formulas between Banach spaces; their proofs makes use
of classical results from complex analysis, which have an interest of their own.

The strategy is to construct Banach space that admits as closed subspaces the two
Banach spaces By, B of interest and then to construct a family of Banach spaces
parametrized by point z € § where S is the strip Re z € [0, 1] in the complex plane.

This spaces are defined in such a way that the norms are analytic in z in the open
strips, continuous up to the boundary and at the boundary coincide with the norms
of the two Banach spaces By, Bj.

This procedure allows the use of theorems and inequalities in the theory of com-
plex variables, among them the Hadamard’s three-lines inequality which is the pro-
totype of inequalities for functions analytic in the strip S = {z = x4+ iy,0 < x <
1 y € R} (we shall denote by § its closure).
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Hadamard’s inequality
Let f be continuous and bounded in S and analytic in S. Define M, = sup{|f (x +
iy)|,y € R}. Then

Vxe[0,1] M, <M;M|™* (82)

<&

Proof Choose ay > by a; > by and set g(z) = agflaf"f(z). We prove Vz €
S lg@| = 1.

From this follows |f (x + iy| < a(')_xaf and since we can choose ag — by, a; — by
arbitrary small the thesis of the theorem follows,

To prove Vz € § |g(z)| < 1 we use the maximum modulus principle for analytic
functions.

To avoid a possible difficulty in the control of the function G (z) for |Imz] — oo
we study the function h.(z) = g(z)e‘zz. This function vanishes when |Imz| — oo
and therefore the maximum of its modulus in S is reached for Imz finite.

From the maximum modulus principle we derive |h(z).| < e°. Since € is arbitrary,
lg(z)] <1VzeS. Q

Before introducing the Riesz-Thorin interpolation theorem, one of the most used
criteria for a-priori estimates, we give some definitions.

Definition 8 (Compatible pairs) Let Ay with norm ||.|[4, and A; with norm ||.],
be linear subspaces of a Banach space(V, ||.|lv) and assume the maps (A;, ||.Il4,) —
(V |I.llv) are continuous, j = 1, 2. '

We will say that the pair (Ao, ||.|l4,), (A1, l|.ll4,) iS @ compatible pair.

A Banach space (A, ||.||4) contained in Ag + A; and which contains Ag N A; is
called intermediate space if the maps

(Ao N AL [I-llagna,) = (A, [1L1a) = (Ao 4 At [l lag+a,) (83)

are continuous. Recall that the topology on Ay N A and on Ay 4 A, are defined by

llallapna, = max(llallay, lalla,]  llallag+a, = inflllalla,, llalla, ]
a=ay+ay, a; €A (84)

Notice that In the applications we use (L7, ||.||,) and (L9, ||.|l;), with 1 < p,q <
~+o00 as compatible pair and (L", ||.||;) r € (p, ¢) as intermediate spaces.

In order to apply Hadamard’s lemma, we introduce in the strip S a suitable space
of functions. Let (Ao, ||.llo) and (Ay, ||.||1) be a compatible pair and denote by L; =
{ivy,y € R} and L, = {1 4+ iy y € R} the two boundaries of S.

Denote by F(Ag, A;) the complex vector space of those functions f in S that take
value in Ag + A and are such that
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(1) f is continuous in S.
(2) for each @ € (Ayp + A;)* the function @ (f) is analytic in S
(3) f is continuous and bounded from B; to A;,j =0, 1.

The space F is a Banach space with norm ||F|ru,.4,) = maxj—o,i(supz € S
{IIF@)la; z € B}).
Proposition 2 If F € F (Ao, A1) and z € S then |[F(2)|lag+a, < IIFll£. <&

Proof There exists @ € (Ap + A;)* of unit norm such that @ (F(2)) = [|F(2)lag+4, -
Therefore @ (F)satisfies the conditions under which Hadamard’s inequality holds,
and then @ (F(z)) < ||F| #. Q

Notice that the map F — F(#),0 = Rez 0 < 6 < 1 is continuous from F a
Ap + A;. Denote with Ay its image with the quotient norm

lallo = inf{llFllF : Fo = a} (85)

With this notation (Ay, ||.|l9) becomes an intermediate space and one has

Theorem 11 Let (Ag, A1) and (By, B1) be compatible pairs. Let T be a linear map
Sfrom (Ag, Ay) to (By + B1) which maps A; to B; and satisfies ||T(a) ||, < M;llalla; if
ach; j=1,2.

Assume moreover 0 < 6 < 1. Then T(Ay) C By and one has, if a € Ay

IT(a)llg < My~"M{)\allg (86)

<&

Proof Let a be a non-zero element of Ay and choose ¢ > 0. There exists F' €
F(Ap, Ay) such that F(0) = a and | T(a)||Bs < (1 + €)|lallg.
By definition the function 7' (F(z)) belongs to F(By, B1) and one has

ITE@)IE < A+ OMlF@)ly, z€L; 87)

It follows T'(a) = T(F(#)) € B.
Setting G(z) = M(Z)’lMl’ZT(F(z)) one concludes that G € F(By, B;) and
IG@ s, < IIF(2)la; per z € L.
Hence
IG@O Ny =My ' M IT @) < (1 + eM;llallg (88)

It follows || T(a)|lp < M(;_‘)Ml‘g llallg)- Since € was arbitrary the thesis of the theo-
rem follows. Vi

We can now state and prove the interpolation formula of Riesz-Thorin.



74 Lecture 3: Compact and Schatten Class Operators ...

Riesz-Thorin interpolation theorem
Let (£2, ¥, p) and (¥, &, v) be regular measure space. Let 1 < po, p1, qo,q1 < 00.
Let T a linear map from L (§2, X'p) + L' (2, X, p) to LY, &, v) + LT
¥, 2,v).
Suppose moreover that 7 map continuously L7 (£2, X, y on L% (¥, Z, v) with
norms M;,j =1, 2.
Let 0 < 6 < 1 and define p(#) and ¢(@) as

L_1-6 .6 1 _1-9 0 )
p@®  po p1i q® g

Then T maps continuously L”(£2, X', ) on L9(¥, &, v) with norm at most equal
to M&_QM f . <

Proof The theorem holds if py = p;. If pg # p; for z € S define [% % +

(Z) =
. . 1 S R
Notice that if z € L; one has Re(l—,(z)) =5 j=12.

Consider a finite measurable partition of £2 in subsets Ej and consider the simple
function (weighted sum of indicator functions)

SN

K
f=D neEE).  fllpo =1 (90)
1

where £(E}) is the indicator function of the set Ej, and the constants 7, are chosen so

that ||f ||, = 1.
Define
P

K
F(z) = {7 ™ EE) 1)
1

so that F(0) = f. If z € L; one has

K ) p®)

F@I=>r" €ED. IF@I, = I, =1 (92)

1

Therefore the function F is analytic in S, bounded and continuous in S in the
topology of Ag + Aj. It follows ||f]l¢ < 1. Therefore ||f]lo < ||flp@) for any simple
function f.

The result still holds, via approximation, for any f € L”(§2, ¥.x) and therefore
llo < Ifllpco)-

We shall now prove that |[f [lg > |[fllc0). We make use of the duality between L”
and L” . Let f anon zero function on (Ag, A1)g.

If € > O there exists a function F € F(Ag, A;) such that F(f) = f and ||F|r <
(14 ©|lf[ly- Set B; = L7,
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Then (By, B)) is a compatible pair, L' P (2, X, 1) C (By, B))y and |glls <
gl for g € L2, 2, ).

If g is a simple function there exists G € F(By, B;) such that G(f) = ¢ and
Gz = A+ lgllyo- .

Setting /(z) = [ F(2)G(z)dp this function is bounded continuous in S and ana-
lytic in S. Moreover if z € L; Hoelder’s inequality gives

()] < / IF@IG@dp < IF@)Ilp0)-11G @1y 0

<+ ’Iflloliglo < A+ ?IIfllollgly o 93)

From Hadamard’s inequality one derives
101 =1 [ gidnl = 1+ olgly ©4)

This inequality holds for every e if g belongs to a dense subset of L7 ® and therefore
forall f € 1P,
It follows f € L' and ||f|lg = |Iflp0)- Q

The last inequality for which we give a proof is Young’s inequality. It refers
to a locally compact metrizable group and the measure is Haar measure. In the
applications it is usually R? with Lebesgue measure or finite products of R? with the
product measure.

The same theorems are useful in other cases,e.g. for Z¢ with the counting measure

or Z, = {1, 0} with addition rule mod. two and measure p({1} = pu{—1} = %

6.4 Young Inequalities

Let G be an abelian metrizable group o-compact (countable union of compact sets)
and assume 1 <p,q<ooand%+é=1+} > 1.

Denote by x the convolution product. If g € L7 (G), f € LY(G) thenf g € L"(G)
and one has

If = gll- = 1fllgllglly (95)

<&

Proof If f € L'(G) + L” (G) the operator T, : f — f % g maps L' in L” with norm
< llgll. By duality it also maps L” in L>with the same norm.
Choosing § = 5 = £ one has

1—-60 6
, el = (96)
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and therefore we can use the Riesz-Thorin interpolation formula with con py =
Lpi=p'q=pq =00 ©

We give now, together with references, a collection of inequalities which are
commonly used.

Holder-Young inequality [5]
Set1<p,q,r<oo,p~'+¢g ' =1+r"! Then

I * glr < Iflq 19lp o7

Moreover the same inequality holds for the weak L? spaces. <&
We recall here the definition of weak L” space (in notation L}))

fellM,p) < 3c>0: p{x: f) >t} <ct™ V>0 (98)

1) = supt”n ({f(x) > 7' )77 (99)

Notice that this is not a norm because it does not satisfy the triangular inequality.
One has L? C L%, with strict inclusion unless M is a finite collection of atoms.

Iff e L, then there exists a constant C such that f\t|<N pl{x @ f(x) > hHer~—ldr <
C logN. &

Young inequality I1
Letp,q,r > 1 suchthat%—i— % + % =2.
As usual denote by p’ the exponent dual to p. Then

I/ / F)gx = »hy)dx dy| < C,CoCrlf lpf llglIll, (100)
RY JR?

where C2 = 2+ and C,C,C, < 1. o
pr

Notice that when s = oo this inequality reduces to Holder’s and if p = r = 2 one
obtains another variant of Holder’s inequality.
Hardy-Littlewood-Sobolev inequality
Letl <p,t <00,0< ) <dand % + % + 3 = 2. The following inequality holds

| / / FOl =y g()dxdy] < Npualif Il (101)
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where N, is a constant which can be given explicitly for some values of p, ¢, A. If

2d
P=1= 5% A
reéd—-—YW¢»,r¢ a~!
Npn =3 82 i) ( G ) (102)
rd-H\ra
where for o > 0 the function I” is defined by " (av) = fooo e dt. <

A generalization of the latter inequality is

Young’s weak inequality

I//f(X)h(x = NgWdxdy| < Ny lf Ipllgllellnlly (103)

where we have denoted by || g||;u the norm

1 1
rlly = (B—) supa-oVollx € RY, |A()|| > a}s (104)
d

Haussdorf-Young inequality
Letp’ > 2. Then

A d 1 _1
11, < @@y Cllf Nl C)=prp) 7 (105)

and the equality sign holds iff the function is gaussian. This inequality shows that
the Fourier transform is linear continuous from da L” (R?) to L” (R?). &

6.5 Sobolev-Type Inequalities

Other inequalities compare the norm of a function with the norm of its gradient.

Generalized Sobolev inequality [6]

Letd23,05b§1,p=2b+22%.Then

K, p|Vfla > 1x|75f1, (106)

where

1
Kn,p = wd_z’l d-2) 7

(r_l)zr )%, (107)
r I'(r+1)I(r)
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d 27/
=2 __ L W = (108)
p—2 2(1-b) rd/2)
(if b = 0 one has p = 24 = d").
If 1 —d/2 < b < 0 the inequality holds for functions of the radial variable
|x]. <&

The generalized Sobolev inequality can be derived [7] by the following Sobolev
inequality in R'

T I (e A N AR A T Y
PR+ 1R > MR, M, =2 (r) (r<r>r<r+1)) (109)

where r = 5.

Before giving further inequalities we introduce some notation.

Definition 9 Let £ be an open regular subset of RV. Define

o¢

WP (2) = {u € LP(£2),3g1..gy € L7, / U— = —
2 Ox

/ g & Vo € C57(£2)}
2
(110)
where C{°is the space of C* functions in a neighborhood of 952 (or outside a compact
if £2 is unbounded).
One often uses the notation H'?(£2) instead of W7 (£2). &

One can prove that W!7(£2) is reflexive for 1 < p < oo, is a Banach
space for 1 < p < oo (with norm |u|; ,) and is separable for 0 < p < oo.
Let |u|; , denote the norm of u € WP (£2). One has

|u|l,p = |u|p + Z
k

where the derivatives are in the sense of distributions. Notice that a frequently used
notation is H'(£2) = WP (£2).
If £2 is bounded the following compact inclusions hold
(i) For g € [N, 00).W!?(£2) is compact in LI(£2)
(i) If ¢ € [p, p*] then W'P(2) C LI(£2)
(iii)

(111)

Ou
Ox

p<N=W'"(Q) c.LUR) Yqell,p (112)

(iv)
p=N=W'"(Q)C LUR) Yqell,o0) (113)
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(v)
p>N= W) c. C(2) (114)

(vi) Moreover, if £2 C R! is bounded

W' (2) c L1U(R), 1<g<o (115)

Sobolev-Gagliardo-Nirenberg inequality

. 1 1 1
WP () C P (2), —=--—— (116)
px p N
and
lul,» < C(N,p)|Vul, (117)
Remark that p* is a natural exponent as seen setting u) (x) = u(\x). <&

Morrey’s inequality
If p > N then WP (2) € L®(£2) and

N
u(x) —u)| < Cp, N)|x = y*|Vul, Vx, y €RY, a=1-— (118)
p

<&

If £2 is bounded the following compact inclusions hold
(i) For every ¢ € [N, 00), WP (£2) is immersed continuously and compactly in
L9($2)
(i) If ¢ € [p, p*] then W'"P(2) C L1(£2)
iiiyp < N = W'P(2) c. LI(2) Vq e[l,p*)
(iV)p=N= W'"(2) C.LI(2) Yqel[l,o0)
V)p>N= Wr(R)c. C()
(vi) If £2 is a bounded subset of R! then W' (£2) c, L1(£2), 1 <g<o <&

Poincaré inequality
Let £2 be compact and u € Wol"’(.Q), 1 <p < co. Then |ul, < C|Vul, &

Nash inequality

2
ue H' NL'(R") = [ul;™"" < Cy|V ul|ul} (119)
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Logarithmic Sobolev inequality
If u € H'(RV) there exists a > 0 independent from N such that

a? 2 2 |u(x)|2 2
— [ |Vuldx = | lux)|” log( 5—)dx + C(1 + loga)|ul; (120)
T u

|ul3

To conclude we recall an inequality we have already used in Volume I

Hardy inequality
If ¢ € L*(R?) then
[ |2|¢<x>|2d3x< | ivopas (121)
Equivalently
(@, 1pI*9) = (¢, e |2¢> (122)

<&

Hardy’s inequality can be generalized to cover the case in which a magnetic field
is present. This generalization is useful to provide a-priori estimates which are useful
in the study of the properties of crystalline solids in magnetic fields.

Hardy magnetic inequality
If n > 3 one has

VOF < VP (¥ V+ieA
S 2)2 [Vaf (0] (Vaf)(x) = (V +i.e.A(x))f (x)
(123)
<&
Proof Forf € C*™ and o € R one has
2
OE/IVA]‘—I-oz' /2|f| —/I Vaf I + o? |V2:dx+2aRe[/f(x)| R .Vafdx]
(124)
Using Leibnitz rule
2
204Re[/f(x)|x—2|.VAfdx] = —a/ [f(x)lzdiv(%)dx =—(n-2u« f|(xz)| dx
X
(125)

Therefore

2
[ 1P = (=0 + 0= 200 [ lf|(x|)2| (126)
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Notice now that for n > 3 one has

—2)2
max,eg+[—a* + (n — 2)a] = %

This proves the equality if f € C*.

The proof for the other functions is obtained by a density argument.
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Lecture 4: Periodic Potentials.
Wigner-Seitz Cell and Brillouen Zone.
Bloch and Wannier Functions

In this lecture we will give some basic elements of the theory of Schroedinger
equation with periodic potentials. This theory is considered of relevant interest for
Solid State Physics, i.e. the Physics of crystalline solids and their interaction with
the electromagnetic field. This is the result of some rude approximations.

Experimental data suggest that to a high degree of precision the nuclei in crystals
occupy fixed positions in each periodic cell of a crystal lattice in R*; the number of
atoms and their positions depend on the material under consideration. This should
be interpreted as follows: the mass of the nuclei is far larger than the one of the
electrons, and therefore the wave function of the nuclei is much more localized in
space and the nuclei move more slowly.

It is convenient, in a first approximation, to regard the nuclei as fixed points
(Born-Oppenheimer approximation).

As a second step, one may consider the motion of the atom in an effective field
due to the interaction among themselves and with the electrons.

Experimental data suggest that, in this approximation and if the temperature is
not too high, the nuclei form a crystalline lattice L.

There is so far no complete explanation for this property, although some attempts
have been made to prove that this configuration corresponds to the minimal energy
of a system of many atoms interacting among themselves and with the electrons
through Coulomb forces.

In this lecture we shall postulate that the atomic nuclei form a regular periodic lat-
tice and the electrons move in this lattice subject to the interaction among themselves
and with the nuclei.

More important and drastic is the assumption we will make that the interaction
among electrons is negligible and so is the interaction with the (quantized) electro-
magnetic field generated by the nuclei and by the electrons.

The lattice structure allows the definition of an elementary cell (Wigner-Satz cell).

For simplicity we assume that the interaction does not depend of the spin of the
electron and the presence of spin only doubles the number of eigenvalues.
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Under this assumption, the spin-orbit coupling can be neglected. If this coupling
has an effect on the structure of the wave function this assumption can be easily
removed.

Under these simplifying assumptions the electrons are described by a Schroedinger
equation with a periodic potential and possibly with an external electromagnetic field.

Finer approximations can be made to take into account interactions between elec-
trons and nuclear dynamics. Notice in particular that the nuclei are much heavier
than the electrons but their mass is not infinite. Therefore their wave function is not
localized at a point, the variation in time of the function of is not negligible at a
time-scale much longer than the one used to describe the motion of the electrons.

In a second approximation the motion of the nuclei (and therefore the variation
of the potential that the electrons feel) can therefore be considered as adiabatic.

On this longer time scale the motion of the nuclei can be approximated by the
motion of a material point subject to the average action of the electrons and, under
suitable conditions, can be described by an effective differential equation.

We shall outline in the next lecture the first steps of this adiabatic (or multi-scale)
approximation which in this context takes the name Born-Oppenheimer approxima-
tion. In the approximation we are considering in this lecture the wave function of a
single electron is described by a Schroedinger equation in an external periodic field
(originated from the presence of nuclei and from external fields).

This formulation hides a crucial assumption: the crystal is infinitely extended.
Since physical crystal do not have this property, this approximation is valid if the
size of the crystal is very large as compared with the size of one cell.

1 Fermi Surface, Fermi Energy

Since we have already made the one-body approximation, this last approximation
can be relaxed if surface effect are relevant. For example one may consider that
the crystal occupies a half-space and consider currents on the boundary due to an
external field (Hall effect). A remnant of the fact that physical crystals are finite is
the (artificial) introduction of a Fermi surface and of Fermi energy.

Notice that the electrons are identical particles which satisfy the Fermi-Dirac
statistics and therefore the wave function of a system of N spineless electrons in R®
is a square-integrable function ¢(xy, oy; ...; Xy, ON) Xx € R3 o, = 1,2 which is
antisymmetric for transposition of indices (the index x; and the spin index oy). When
considering a system of N electrons we must keep into account this antisymmetry.

In a macroscopic crystal the number of electrons is very large and the electron
wave function should be anti-symmetrized with respect to a large number of variables.

To avoid discussing the dependence of the dynamics on the specific size and shape
of the (physical) crystal it is conventional to take the infinite volume limit.

In this limit a formulation in terms of wave functions is no longer possible.
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A way out is a more algebraic formulation, that relays partly on the formalism of
second quantization and Quantum Statistical Mechanics. We shall not discuss here
this formulation.

We shall come back to a formulation through the use of C* algebras when we will
discuss briefly the case in which the lattice is substituted with a random structure,
still in the one-body approximation.

In the one-particle approximation the wave function of the electron in an infinite
crystal is not normalizable.

If we are interested in the properties of the crystal at equilibrium we can follow
an alternative strategy and consider the wave function of a single electron in periodic
potential as being normalized to one in a single cell. This allows the definition of
density, the number of electrons in a given cell. Due to translation invariance the
density is a constant.

Therefore the wave function is not normalized in the whole space and we will make
use of generalized eigenfunctions of a Schrodinger operator in a periodic potential.

‘We summarize the interaction of the electron with the nuclei and the external fields
by introducing in the hamiltonian a potential V in the (one) particle Schrodinger
equation that describer the dynamics of a single electron. For simplicity consider a
cubic lattice with edges of length one.

Let the cell of the lattice be generated by the vectors 7y, ..., 1y applied to the
origin of the coordinates.

Let the N,; electrons be contained in a cube 2y of edges 2Nn; centered in the
origin. Denote by Vy the volume of 2. Then p(N) = v% is the density of the
N-particle system.

For the moment we neglect the spin; if the Hamiltonian does not lead to spin-orbit
coupling the resulting correction consists only in doubling the multiplicity of some
eigenvalues.

The free Hamiltonian is a Laplacian in £2y. In order to define it as a self-adjoint
operator we must choose boundary conditions.

In the limit N — oo the volume of a neighborhood of the boundary becomes
negligible with respect to the volume of the bulk, and we may expect that in the limit
the results be independent from the specific choice of boundary conditions.

This can be proved in the absence of a potential when the infinite volume limit
Vol(f2y) — oo is taken in the van Hove sense: when N increases one consider
cubes of increasing size. In the presence of a potential the same can be proved under
suitable assumptions.

We shall choose to work with periodic b.c. The spectrum of — A in £2)y with peri-
odic boundary conditions on the boundary 92y is pure point with O(e!) eigenvalues
(taking multiplicity into account).

Since the electrons are fermions, the lowest energy state is the Slater determinant
made of the first N eigenfunctions in the box §2y. Its energy is Zﬁ{vzl ey =EN).

We require that p = limy_ o % exists; we call this limit density of the
infinite-volume system. We require also that the following limits exist
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- E(Ny) . E(N) _
E = limy_o——t— Ep = limy_, = pE 1
imy Vol °F My o0 N, p (D

We call Ep the Fermi potential of the infinite system. These limits exists under very
general conditions on the periodic potential V.

The proof uses, as in the case of the proof of the infinite volume limit in Quantum
Statistical Mechanics, decoupling techniques for disjoint regions and the fact that
for any regular bounded region §2 the sum of the first M eigenvalues with arbitrary
boundary condition is contained between the corresponding sum for Neumann and
Dirichlet boundary conditions.

In the case V = 0 the Schrodinger equation in §2y with periodic boundary con-
ditions can be solved by separation of variables. The spectrum is pure point and the
spectral distribution converges to a uniform distribution on the positive real line with
multiplicity 2d, i.e. to the spectral density of the Laplacian in R?.

It is easy to see that each eigenfunction has a difference of phase at opposite sides
of the unit cell of the type V" i.e. restricted to the unit cell they are eigenfunction
of some Laplacian defined with the corresponding b.c.

It possible to show, for sufficiently regular periodic potentials, that the counting
measure iy (the normalized sum of delta measures on the point of the spectrum,
counting multiplicity) converges weakly to a measure absolutely continuous with
respect to Lebesgue measure, with a density which is zero outside disjoint inter-
vals (bands). For a one-dimensional system the spectral multiplicity is one but in
dimension greater than one the multiplicity can vary within a single band.

The heuristic arguments outlined above suggest that this counting measure coin-
cides in the limit N — oo with the spectral measure of the operator —A + V in R?.
In the case d = 1 one recovers the spectrum of the operator —A + V. In the case
d > 2 it is more difficult to make this simple argument into a formal proof.

On the basis of this expectation one assumes that the system be well described,
for N — oo by the Bloch-Floquet theory of a single electron in a periodic potential
[1]. In particular one expects that this theory give correct results for quantities of
interest, such as electric conductivity and polarizability, and explain some important
effects, like the quantum Hall effect.

These considerations on the limit when V' — oo are used to determine the values
of the parameters that enter the theory of Bloch-Floquet.

In the case of a crystalline solid one assumes that the total system be electrically
neutral: for the system restricted to a finite region one assumes therefore that the
number of electron present is such as to balance the charge of the nuclei. This
determines the number of electrons and therefore their density p.

When V' — oo the density p is kept constant. The choice of the numerical value
for the Fermi energy has the same empirical origins. We shall come back in the next
lecture to the description of macroscopic crystals.
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2 Periodic Potentials. Wigner-Satz Cell. Brillouin Zone.
The Theory of Bloch-Floquet-Zak

‘We shall present now the Bloch-Floquet-Zak theory [1] for the Schroedinger equation
for a single electron in a periodic potential, neglecting the spin. If one neglects the
interaction among electrons the solution for a system of N electrons will be the
anti-symmetrized product of single-electron solutions.

Consider the Schroedinger equation (in suitable units)

i% = —Ad(x; 1) + V(X)p(x; 1), xeR? 2)

where the potential V (x) is periodic, i.e. there exists a minimal basis {¢; € R?}, i =
1, ..., nsuch that
V(x+na)=V(x) Vn eN 3)

We will consider only the case d = 2,d = 3.

A basis is a collection of linearly independent vectors such that any element
x € R? can be uniquely written as x = Zi n;a;, n; € N. For a cubic lattice a; are
orthogonal unit vectors.

Each cell determines a lattice i.e. asubset I" € R that has the following properties

(1) I" has no accumulation points.
(2) I is an additive subgroup of R".

A lattice may have several minimal bases. It determines however a unique cell
W called Wigner-Satz cell.
The cell associated to the lattice £) is defined as follows

W={xeR" : dx,0) <dx,y),Vye L—{0}} 4

(d(x, y) is the distance between x and y).
The Wigner—Seitz cell is in general a regular polyhedron. Define the dual lattice
as
A*={keR" : kae2nZ Vae L)} %)

The Wigner—Seitz cell of the dual lattice is called Brillouin zone and is uniquely
defined. We shall denote it with the symbol 5.

In the study of periodic potentials it is convenient to consider the space L>(R") as
direct sum of Hilbert spaces isomorphic to L*>(WV). Every function ¢(x) € L>(R") is
in fact equivalent (as element of L?(R")) to the disjoint union of the translates of its
restriction to W by the vectors of the lattice.

This suggests the use of a formalism (Bloch-Floquet-Zak) in which the direct
sum is substituted by an integral over the dual cell, in analogy with the formalism of
inverse discrete Fourier transform which leads from /, to L*(0, 27). We are therefore
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led to consider the space

[S7] [S7]
H = / L*(B) dp = / L*OWV) dp (6)
w B

where 1 is Lebesgue measure. Notice the symmetry between 3 and W in (6).

3 Decompositions

The first decomposition considers properties of the functions in momentum space
(here called quasi-momentum) i.e. points in the Brillouin zone. The second decom-
position considers properties in configuration space i.e. points in the Wigner cell.

To see the interest of the notation (6) notice that if a self-adjoint operator H
on H commutes with a group of unitary operators U(g) that form a continuous
representation Ug of a Lie group G then one can write H as direct integral, on the
spectrum o of a maximal commutative set of generators of Ug, of Hilbert spaces
KCs, s € o each of them isomorphic to the same Hilbert space X

D
H:/‘&m ™

where v in the Haar measure on the group G. For this decomposition one has

H=/mm, H =K ®)

where K is a self-adjoint operator on K.

Definition 1 Let {M,du} be a measure space. A bounded operator A on 'H =
/; AG; ‘H,d e is said to be decomposable if the exists an operator-valued function A (m)
with domain dense in L*° (M, du; B(Hy)) such that for any ¢ € H one has

Ap)(m) = A(m)¢p(m) €))

If this is the case, we write A = f;f A(m)du(m).
The operators A(m) are the fibers of A. <&

Conversely to each function A(m) € L®(M, du; B(H')) is associated a unique
operator A € B(H) such that (9) holds.
This provides an isometric isomorphism

[S7]
L>®M,du; B(H)) < B (/ H du) (10)
M
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One can show that the decomposable operators are characterized by the property
of commuting with those decomposable operators that act on each fiber as a mul-
tiple of the identity. Since the operators which we shall introduce on each fiber are
not bounded in general, we extend the definition of decomposability to the case of
unbounded self-adjoint operators.

Definition 2 On a regular measure space {M, p} the function A with values in the
self-adjoint operators on a Hilbert space H is called measurable iff the function
(A + i)~ is measurable. &

Given such function, an operator A on H = |, 1519 ‘H'd s is said to be continuously
decomposable if for almost all m € M there exists an operator A(m) with domain
D(A(m)

D@A) ={¢p e H : ¢(m) € D(A(m)) a.e. /M IAGm)$(m)|I3pdp < 00} (11)

with (A¢)(m) = A(m)¢(m). We have used in (11) the notation almost everywhere
to indicate that (11) holds for a set of full measure in M. We shall use the notation
®
A= [ Am)dp.
The properties of decomposable operators are summarized in the following the-
orem

Theorem 1 ([1]) Let A = fﬁ A(m)dp where A(m) is measurable and self-adjoint
for a.e. m. then the following is true
(a) The operator A is self-adjoint
(b) The self-adjoint operator A on H can be written fﬁf A(m)du iff (A + i)~ is
bounded and decomposable.
(c) For any bounded Borel function F on R one has F(A) = fﬁ F(A(m))dp
(d) X belongs to the spectrum of A iff for any € > O the measure of o(A(m)) N (A —
€, \ + ¢€) is strictly positive.
(e) X is an eigenvalue of A iff it is strictly positive the measure of the set of m for
which X is an eigenvalue of A(m).
(f) If every A(m) has absolutely continuous spectrumthen A has absolutely continuous
spectrum.
(g) Let B admit the representation B = fﬁf B(m)dp with B(m) self-adjoint.

If B is A-bounded with bound a then each B(m) is A(m)-bounded and the bound
satisfies a(m) < a for a.e. m.

Moreover if a < 1 then A + B defined as f;f [A(m) + B(m)]du is essentially
self-adjoint on D(A). <&

For the proof of this theorem we refer to [1, 2]. We only remark that part (f) of
Theorem 1 states that sufficient condition for A to have absolutely continuous spec-
trum is that a.e. operator A(m) has absolutely continuous spectrum. This condition
is far from being necessary.

The following theorem is frequently used
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Theorem 2 LetM = [0, 1] and pbe Lebesgue measure. Let H = f[o.]] ‘H,ndm where
‘H,, is an infinite-dimensional separable Hilbert space and let A = f[O’I]A(m)dm
where A(m) is self-adjoint for a.e. m.

Suppose that for a.e value of m the spectrum of A(m) is pure point with a complete
basis of eigenvectors {¢,(m), n=1,2,...,}and eigenvalues E,(m).

Suppose moreover that for no value of n the function E,(m) is constant, that
almost every function ¢, (m) is real analytic (as a function of m) in (0, 1), continuous
in [0, 1] and analytic in a complex neighborhood of [0, 1]. Then the spectrum A is
absolutely continuous. <&

Proof Let H, = {¢ € H , p(m) = f(m) ¢,(m)} f € L*M,dp).

The subspaces H,, are mutually orthogonal for different value of the index n.
Moreover one has H = ®&H,,, D(A) C H,, and AH,, C H,.

Consider the unitary map which for each value of n diagonalizes A(m); one has

Ay=U, AU" (A f)m) = E,(m)f(m)  f(m) € L*([0, 1],dm) ~ (12)

We prove that each A, has purely continuous spectrum. Since E(m) is analytic in
neighborhood of [0, 1] and is not constant, for a theorem of Weierstrass its derivative
% has at most a finite number of zeroes. Denote by these zeroes by m, ..., my_;
and set myp = 0 my = 1. One has

L0, 1] = &' L?(mj1, m;) (13)
The operator A, leaves each summand invariant and acts there as indicated in

(12). On each interval E,, is strictly monotone and differentiable and one can define
a differentiable function « through E,(a()\)) = A such that

—1
do = (dE"(m)) dr, m=a) (14)
dm
Define the unitary operator U on Lz((mj,l, m;)) by (U )(\) = Z—if(a()\)).
Then
UA U™ g = A g (15)

We have therefore constructed a spectral representation of A, with Lebesgue
spectral measure. The spectrum of each operator A,, is therefore absolutely continuous
and so is the spectrum of A. Q



4 One Particle in a Periodic Potential 91

4 One Particle in a Periodic Potential

We apply now Theorem 2 to the analysis of Schroedinger equation with periodic
potentials in dimension d. We begin with the simplest case, d = 1 and use the
decomposition fl? L2(W) dp.

Denote by 135 the self-adjoint extension of the positive symmetric operator — ﬁ,
which is defined on C? functions with support in (0, 27) with boundary conditions

. d od
bem =60,  Lam =20 (16)
dx dx
Theorem 3 Let V (x) a bounded measurable function on R with period 2. Consider
the operator on L*(0, 27)

Hy = pj + V() (17)
and define
@ do )
H= Ko—, Ky=L(0,2n) (18)
02 2T

Let U : L*(R, dx) — H the unitary transformation defined on S by

Uf)ox) = D e "f (x + 2mn) (19)
Then one has
= @ +v)u'= df (20)
dxz o [0,27) 9277
&

Proof Notice that, for f € S and by the periodicity of V

(UVHs(x) = V) (UNHpx) = D" eV (x + 2mn)f (x + 27n) 2D

and therefore on S one has UVU™" = [, | v
On the other hand, taking Fourier transform and noting that for f € S one has

FIpif1= (57 +n)°Ff

d2
—U@U—1 = / PPngdb (22)
[0,27)

Equation (20) follows because S is a core for H + V. Q
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As a consequence of Theorems 2 and 3 in order to study the spectral properties
of —% + V(x) with V 27-periodic it suffices to study [35 +V(x)for0 <6 < 27in
L2(0, 27).

Lemma 1 For each value of 9:

(i) The operator f)g has compact resolvent.

(ii) [73 is the generator of a positivity improving contraction semigroup.

(iii) The resolvent of ]35 is an operator-valued function analytic in 0 in a complex
neighborhood of [0, 27]. <&

Proof Ttems (i) and (ii) could be proved by general arguments. We give a constructive
proof which provides also a proof of (iii).

Let Gy = ([35 + DI f € C5°((0, 27)) both gf and Gyf solve the equation
—u"(x)4+u(x) = f(x) in (0, 27)) and therefore their difference solves —vj; +vg = 0.

It follows that there exist constants a and b such that (Gyf)(x) — (Gf)(x) =
ae* + be™.

The function (Ggyf) (x) must satisfy the boundary condition

(Gaf)(2m) = ”(Gaf)(0), (Gaf)' 27) = €”(Gaf)'(0) (23)

and therefore

Go(q,y) = %e*‘H' +a@e ™ +a@)e ™, a) = (24)

2(627r—i0) -1

Properties (i), (ii) follow from the explicit form of Gy. Also (iii) is satisfied because
0 — Gy is analytic (as map from C to the Hilbert-Schmidt operators) for all [Imf| <
2. Vi

We can now study the operators Hy = 13% +V

Theorem 4 ([2]) Let V be piece-wise continuous and 2r-periodic. Then

(i) Hy has purely point spectrum and is real-analytic in 6.

(ii) Hyp and H_¢ are (anti)-unitary equivalent under complex conjugation.

(iii) For 0 € (0, 7) the eigenvalues E,(0), n = 1,2, ... of Hy are simple.

(iv) Each E, (0) is real-analytic in (0, w) and continuous in [0, 7].

(v) For n odd (resp. even) E,(0) is strictly increasing (resp. decreasing) in 0 in the
interval (0, 7). Moreover

E(0) = Exi (1) < Ex(m) < Egqi(m) k=1,2,... (25)

(vi) The eigenvectors ¢,(6) can be chosen to be real-analytic in 0 for 0 € (0, 7) U
(m, 2m) and continuous in 0 and 7™ (with ¢,(0) = ¢,(2m)). <&
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Proof (i) this follows from regular perturbation theory because the statement is true
for V = 0.

(ii) this relation is verified for V = 0 and therefore holds if V is Hy-bounded.

(iii) If E is an eigenvalue of Hy the equation —u” + Vu = Eu has a solution, but this
can be true for at most one of the boundary conditions.

(iv) Consider E;(0). It is a simple eigenvalue because Hy is the generator of a posi-
tivity preserving semigroup. Since Hy is analytic in a neighborhood of 0 and E; (0)
is simple there exists a neighborhood of 0 in which Hy has a minimum eigenvalue
E1(0) analytic and simple.

If the upper end of the analyticity interval does not coincide with 7 there is
0y < m such that E;(f) — oo when 8 — 6y (remark that Hy is bounded below
because V € L*°). Therefore it is sufficient to prove that E;(#) is bounded in 6 in
[0, 7).

This is true because Ej () is the lowest eigenvalue of Hy.

This argument can be repeated for E,(6) n > 0. Notice that E,(0), n > 1 can
be degenerate but E,,(¢) is simple for € small and different from zero.

(v) We begin by proving Y0 E;(0) < E;(0). Since e~ is positivity improving
the eigenvector ¢;(0) can be chosen to be strictly positive and extends to a periodic
function ff;() on R.

Consider its restriction to (—27n, 27n) and denote by H; the operator — LZC_ZZ +V
restricted to periodic functions in this interval. It is easy to prove that E;(0) is the
lowest eigenvalue of Hi. It follows for all positive integers n and for every ¢ €
C3°(—2mn, 2mn)

d2
(w, [ + V} w) > Ei (1, ¥) (26)

dx?

Since U, (C§°(—2mn, 2mn)) is dense in L*(R) we conclude that for a.a. # one has
E1(0) = E{(0); from the continuity of E; the inequality holds for all values of 6.
Consider now the differential equation

d*u(x)
dx?

+ V(x)u(x) = Eu(x) 27

Let ¥ (x) and u% (x) be the solutions with boundary conditions u? (0) = 1, (uf)’
(0) =0and u5(0) =0, (u5(0)) = 1 respectively.

Let M (E) be the Hessian matrix corresponding to the two solutions and of their
first derivatives in 27 and define

D(E) = Tr M(E) = uf 2m) + (uf) 2m) (28)

M (E) has determinant one (the Wronskian is constant); we denote by A and A~ its
eigenvalues.
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If v(x) is a solution of (27) then the matrix M (E) provides a linear relation between
the vector v(0), v'(0) and the vector v(27), v'(27). It follows that the equation
Hyyp = E7) admits solutions iff ¢ is an eigenvalue of M(E); therefore D(E) =
2 cos 6 and

Arc cos [%D(El (9))i| =40 (29)

We know that D(E;(0)) = 2. When 6 increases from O to 7 the function D(E)
decreases monotonically from 2 to —2.

Therefore the first value of E for which D(E) = —2 is E (). The next value must
be E;(m). In the interval (E»(7), E»(0)) the function D(E) is increasing and takes
the value 2 when E = E»(0).

There are therefore intervals of the real line (called bands ) in which D(FE) increases
from —2 to 2 followed by intervals in which it decreases from 2 to —2.

This intervals are [Ei+1(0), Exk+1(m)] and [Eox (7), E2(0))]. The band k can
touch the band k + 1 only if either Ey(7) = Ejy(m) or E;(0) = Ej41(0) (therefore
if the corresponding eigenvalue is degenerate). Notice that for V = 0 all eigenvalues
are degenerate and the spectrum is the entire positive half-line.

(vi) It follows from regular perturbation theory of self-adjoint operators that the
eigenvectors ¢,(#) can be chosen as functions of # analytic (0, 7) U (m, 27) and
continuous in [0, 27]. Qo

We summarize these results in the following theorem

Theorem 5 Let H = —Z—z + V(x) on L?>(R) where V (x) is periodic and piece-wise
continuous. Denote Ey(0) the eigenvalues of the (self-adjoint) operator H, on [0, 27]
with periodic boundary conditions and E () those of H,, with anti-periodic b.c.
(@(2m) = —p(0)).

Then
(i) o(H) = Uy ([Exr+1(0), Engy1 (M) U [Exr (), E (0)])
(ii) H does not have discrete spectrum.
(iii) H has absolutely continuous spectrum. <&

Proof Ttem (i) is a consequence of Theorem 1 since E, () is continuous for all n.
Item (ii) is a consequence of Theorem 2 since E, (0) is strictly monotone. Therefore
for each E the set of values of 6 for which E(0) is an eigenvalue consists of at most
two points.

Item (iii) is a consequence of Theorem 3 and Lemma 1. v

We shall call gap any open interval that separates two disjoint parts of the spectrum.

Remark that the boundaries of a gap are given by eigenvalues corresponding to the
periodic and anti-periodic solutions of the Schroedinger equation. The eigenvalues
corresponding to other boundary conditions are internal points of the spectrum.

This property is no longer true [1] for dimension d > 2. In this case the eigen-
functions at the borders of the spectral bands (edge states) may not correspond to
specific boundary conditions at the border of the Wigner-Satz cell.



4 One Particle in a Periodic Potential 95

This feature constitutes a problem in the extension of the analysis we have so far,
based on a fibration of the Hilbert space with basis corresponding to L*(B, (L*(K))
and suggests the use of the fibration with base L?>(K, (L*(B)).

The fibration has the property that each fiber corresponds to a given energy. The
energy is given as a function of the quasi-momentum by a dispersion relation Recall
that we are considering particles that obey the Fermi statistics, and therefore two
particles cannot be in the same (not degenerate) energy state. Therefore the energy
of the ground state of a system of finite size (and therefore discrete spectrum) is an
increasing function of the number of states occupied.

This leads to the definition of occupation number and Fermi surface for finite
systems and, upon taking limits, of density and Fermi surface for infinitely extended
systems (as are the crystals we are considering).

5 The Mathieu Equation

Before studying this new fibration we give a concrete example of the analysis in
dimension one, the Mathieu equation corresponding to V (x) = p cos x.

Lemma 2 [n the case
d2
H=——+pcosx, pu#0 (30)
dx?
every gap is open. <&

Proof Let H, (resp. H,) the self-adjoint operators on L*(0, 27) be defined as restric-

tion of H = —;722 + p cos x to functions that are periodic (resp. anti-periodic).
‘We must prove that H, and H,, don’t have multiple eigenvalues. Let us determine
first the eigenvalues of H,. Taking the Fourier transform one has

1 .
Hyp = n*¢y, ¢n=Ee”” 31)

therefore the eigenvalues are given by

(0 = EYay + S (@1 +a,) =0 3 Ja,f =1 (32)

We prove that the solution, if it exists, is unique. Suppose there are two distinct
solutions corresponding to the same E. Let {a,}, {b,} be the two solutions. Multiply-
ing the equations by b, and a, respectively and subtracting we obtain

Cn = bpapi1 — apbpy1 = cp (33)
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Since both {a,} and {b,} are in I?, ¢, = 0 Vn. It follows
an+lbn = anbiH—l (34)

and therefore a,, = cb,, Vn.

We remark now that if two consecutive a, are zero, then there is no non-zero
solution of (34) (this is due to the specific form of the potential). Therefore at least
one among a, and a,; is not zero, and the same holds for b,,.

If E is doubly degenerate, since the potential is even, we can assume that one of
the solution is even and the other is odd. If {b,} is odd, then by = 0 and b; # O.

On the other hand (32) for n = 0 gives —Eag + pa; = 0. Since ag and a; cannot
be both zero it follows ag b; # 0. But a; by = 0 and this violates (33).

The contradiction we have obtained shows that the eigenvalue is not degenerate.
We have proved that for the Mathieu potential all gaps are open. Q

6 The Cased > 2. Fibration in Momentum Space

We have seen that for d > 2 it in convenient to consider a fibration in momentum
space.
We begin to discuss this fibration in one dimension. Assume V (x) € C;°(R) so

that H = —dd—; + V(x) maps S into itself. Taking Fourier transform
A ~ 1 ~ A
Hfp=p*f(p) + —= / V(p = p)f (p)dp' (35)
N2

If V(x) is 2m-periodic one has
V) =D Vee™ (36)
where the sum is uniformly convergent. Correspondingly (35) reads
oo
Hf p) =p°f () + D_ Vi (p — 1) (37)
—00

Theorem 6 Let H' = I, and define H = f[ej
Forje (=%, 31let

, Hdg.

11
2°2

Hig)p) = @+ g0 + D (Vagi-n) P) (38)
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42

Setting H = —45 + V(x) one has, denoting by con F the Fourier transform as
unitary operator
® A
FHF ' = / L Hdj FD@) =1 —)) (39)
14
<&

Remark that (38) defines the operator through its integral kernel. In this specific
case, this kernel represents a differential operator on L2(W).

But if one restricts the operator to a spectral subspace one obtains in general a
pseudo-differential operator (the projection is represented by an integral kernel in
this representation). This is the reason why the mathematical theory of Schroedinger
operators with periodic potentials makes extensive use of the theory of pseudo-
differential operators

Before generalizing to the case d > 2 we give estimates which extend to periodic
potentials Kato’s estimates. Notice that the Rollnik class criteria are not applicable
here because a periodic potential does not belong to L? for any finite p.

Making use of periodicity it is sufficient to have local estimates.

Definition 3 A function V on R" is uniformly locally in L? iff there exists a positive
constant M such that fc |V (x)[Pd"x < M for any unitary cube C. <

With this definition Kato’s theory extends to perturbations uniformly locally in L”.

Theorem 7 Letp > 2 ford <3,p > 2ford =4andp > %ford > 5. Then the
multiplication for a function V which is uniformly locally in LP is an operator on
L*(R™) which is Kato-bounded with respect to the Laplacian with bound zero. <

Proof If é + é = 1 for any € > O there exists A, such that

IF1I7 < ellAFIS + Aclf 3 (40)

For each unit cube C define ||f], ¢ = [fc Ilf (x) ||’d”x]%. Let C5 be the cube of side
3 with the same center.

We shall make use of a standard process of localization. Let 7 be a C* function
with support strictly contained in C3 and taking value 1 on C.

From (40) we obtain

115 < Inflz < elAm I3 + Acdlin f1I3
< 3l Af 13 ¢, + BIVFI5 ¢, + DIFII3 ¢, (41)
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We have used the identities (the constants B and D do not depend on C.)
Af) =f An+n Af +2Vn.Vf,  (a+b+0)* <3 - +c*) 42)

Choose now § € Z" and let C¢ be the unit cube centered in in § and C¢ 3 the cube
of side 3 centered in £. By assumption

VIl = supel|Vlip.c. < o0 (43)

We have therefore, for 117 + % =1

IV FI =D VB < DIV I .
3 13

< IVIP D BelAf I3 e, + BIVFl5 ¢, + DIFI3 .,
3

n 2 B 2
< VI3 el AF I3 + (D + E) 112) (44)

Notice that, a part from a set of zero measure, every x belongs to exactly 3" cubes
C: 3 and we have made use also of Plancherel inequality

1
IVFI3 < SIlAfIZ + R'V'@ (45)

which in turn follows from the numerical inequality a < 6 a® + %. V)

7 Direct Integral Decomposition

We give now some details about the integral decomposition of a Schroedinger oper-
ator in R? with periodic potential.

This theory is a particular case of the general theory of direct integral decompo-
sition of Hilbert spaces and operators [1, 2].

If the periodicity lattice I" has basis vy, ..., 7, € R, the dual lattice is defined
by the dual basis y, ...,y € R with (y;, 7F) = 276, ;.

We shall call Brillouin zone the fundamental centered domain of I™*

B:{Ztifyf|0§ti§1] (46)
i=1

We can now generalize to d > 1 the analysis in momentum space that we have
given for d = 1. With estimates similar to those for d = 1 and using Theorem 6 one
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proves that, denoting by W is the elementary cell

W:{x:x:Zti’yi,OSIifll 47)

i=1

if Ve I?OWW) (wherep =2ifd <3,p=4ifd =4andp = %ifd > 5), then
—A + V is unitary equivalent to

1 2]
— Hyd"0 Hy=H)+V (48)
27 10,20y

We have denoted by Hg the operator A on L?(W, d"x) with boundary conditions

R} % ) — i"/%
dx +aj) = e Pp(x), o (x+a)=e o (), (49)

For every value of 6 the potential V is Kato-infinitesimal with respect to HJ.

As a consequence each Hy has compact resolvent and a complete set of eigen-
functions ¢,,(#, x) (that using (49) can be extended to R") and a corresponding set
of eigenvalues E,,(6).

It is possible to show that the functions E, (f) are measurable and that the corre-
sponding eigenfunction can be chosen to be measurable.

The operator H is equivalent to fl? Hdk where H; is defined on [,(Z") by

~ 2
(Hepn = HGn + D Viguss Hign = (k+ D moy) gu (50)
lezm

and has domain D = {g € L(Z"), > k; |aj|2 < 0o}. In (50) m € Z" and V,, are the
coefficients of V as a function on B. Explicitly

V,, = (volK)™" / e im0y (gt 51
I

with inverse relation V (x) = 3, V;e' 215 @) Notice that this sum is uniformly
convergent since V € L2 .

Equation (50) can be used to extend to k € C" the resolvent of Hy as an entire func-
tion. This will be useful to construct a basis of functions which decay exponentially
(Wannier functions).

We prove now that —A + V has absolutely continuous spectrum. Since V is
infinitesimal with respect to H,? itis sufficient to give the proof for Hy. By Theorem 2 it
is sufficient to prove that the eigenvalues and eigenfunctions of H,? can be analytically
continued.
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Denote by E,, (k) the eigenvalues, which from (50) are seen to be E,, (k) = (k +
> mjaj)z. We proceed by induction on the number of degrees of freedom. Choose
a basis oy, k = 1, ..., n such that the first element be in the direction of the vector
a; (the first element of the configuration lattice

k =s1a; + s20p + - - 5,00 (52)
From (50)
2
HY =/ dsz...dsN/ ds, |:Hk(s1a1 + o suky) + <k+z m,-a,-) }
SLG./\/. S1€Mxl
(53)
where 5| = {52, ...,sy}and N/, M are chosen to cover all integration domain.

If we regard the eigenvalues of H}, as functions of s, s, thy are are continuous in
all variables and analytic in s in a neighborhood of M . With this choice of basis
(which depends on k) one has

En(s,s1) = (1 +s1)aj + > _(k.s,)’ (54)
p=2
Moreover on can prove that if § > ’51, (3 > n — 1 the series
[30) =D En(x + iy, s0) + 1177 (55)

converges uniformly in s, and that, if 3 > n — 1, one has lim,_, 1 f3(y) = 0. For
each m this function admits a continuation E,,(z, s1 ) which is analytic in z € C and
continuous in s | .

Also the eigenvectors are analytic functions of z in a neighborhood of the real
axis, continuous in s, . From the explicit expression one sees that the function f(s)
is not constant for any value of s. This estimates prove analyticity off the real axis
for the resolvent of H ,?. We have proved

Theorem 8 Let V € lg, where 3 < Z,%é ifd >3 and =2 ifd =2, the operator
—A + V has absolutely continuous spectrum. <&

It is now useful to introduce for any ¢ € S the Bloch-Floquet-Zak transformation

(U (k. x) =D e T Gx+7), x.keR! (56)

verl

If p(x) € L*(R?) the series (56) converges L>(B, L>*(WV)). The choice of the
exponential factor in (56) is convenient because it gives rise to simple properties
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under lattice translations. One has indeed

Uk, x+7) = Uk, y) UGk, x+7%,) =™ (U)(k,x)  (57)

Definition 4 The function U ¢ which is associated uniquely through (56) to the state
described by ¢(x) is called Bloch function associated to ¢. <&

For each k € RY, (U¢)(k, .) is I'- periodic and therefore it can be regarded as L?
function over T¢ = R?/I" (the d-dimensional torus).

Remark that T¢ can be realized as Bloch cell or as Brillouin zone, with opposite
sides identified through the action of I'*. The vector k € R’ takes the name of
quasi-momentum (notice the analogy with with Fourier transform).

The function (U¢)(k, x) can be written as

(Ug)(k, x)) = e v (x) (58)

where vy is periodic in x for each value of k. Moreover if ¢, (x) = ¢(x+7), ve I’
then A
U, (k,x) = e (U k, x) (59)

For periodic potentials the Bloch functions and the Bloch-Floquet transform have
arole similar to that of plane waves and Fourier transform for potentials vanishing at
infinity, and one has analogues of the classical Plancherel and Paley-Wiener theorems.

Let L? be the space of locally L>(R?) that decay at infinity sufficiently fast

¢ € LZ, = Supyere”’| Pl o4y < 00 (60)

We will say that a function 1 has exponential decay of type a if ) € L2.

If H is a Hilbert space and £2 C C? we will use the notation A($2, H) for the
space of H-valued functions which are analytic in £2 (for the topology of uniform
convergence on compacts). One has the following results

Theorem 9 ([1]) (1) If ¢ € L*(RY) the series (56) converges in L*>(T*, L*(B)) and
the following identity holds (analog of Plancherel identity))

" 1 1
s = i /B VO gl = s | WG lond:
(61)

where dk is Lebesgue measure on B and dz is Haar measure on T*.
(2) Foreach 0 < a < oo the map ¢ — U is a topological isomorphism between

L2(RY) and A($2,, L*OV)), where 2, is the strip z € CY, |Imz| < a. This is the
analogue of Paley-Wiener theorem.
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(3) The following inversion formula holds

1
vol(T*)

$(x) = A&U@@wﬂk 62)

<&

IfH = —-A+ V(x), V periodic, the Bloch-Floquet transform reduces H with
respect to 7.

Denote by H (k) the reduction of the operator H to the function with fixed quasi-
momentum k € 7* (a self-adjoint operator with compact resolvent if V € L*°) and
denote by Aj(k) < A\ (k) < ....its eigenvalues in increasing order. One proves
without difficulties.

(a) The functions \; are continuous, I"*-periodic and piece-wise analytic.
(b) The spectrum of H is o (H) = U,,I,, where I, is the collection of the A, (k).

A detailed description of the band functions )\ and of the corresponding Bloch
waves 1, (k, x) (solutions of Hi,, = \,,1,,) can be found in [3].

We have noticed that the Bloch waves for V periodic, are the analog of the gen-
eralized eigenfunctions for potentials that decrease at infinity. If V' = 0 the latter are
plane waves and the dual basis (Fourier transformed) are Dirac measures.

We will be mainly concerned with the case of the hamiltonian H = —A + Vi (x)
with V| real and periodic of period I".

One has [H, T,] = 0 where T, is the unitary operator implementing translations
by vectors in the Bravais lattice.

T, ¢(x) = $(x — ) (63)

The same analysis can be applied to the periodic Pauli hamiltonian

1
Hpaui = 5[(—1'% +Ar(0).0)’¢(x) + Vi (0)$(x)] (64)

where A R> - R3is I —periodic and o = {0}, 0,, 03} are the Pauli matrices.
We shall consider here only the Schrodinger equation.
The lattice translation form an abelian group and therefore

T,p(x)=e* keT, keT;=R'/T* (65)
where I'" is the dual lattice of I". The quantum numbers k € T are called Bloch
momenta and the quotient R?/I"* is the Brillouin zone (or Brillouin torus).

Notice that the Bloch functions are written as

ok, x) = e*u(k, x) (66)

where for each k the function u(k.x) is periodic in x and an element of the Hilbert
space L>(T%).
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Later we shall study the topological properties of the states (or rather of the
wave functions representing the states). For this it is convenient to consider periodic
functions, so that the topological properties (or rather homological properties) can
be seen as obstructions to the continuation as a smooth function in the interior of a
periodic cell a function that is periodic and smooth at the boundary.

We shall see that the phase of the function can be changed smoothly except in a
point (e.g. the center of the cell). In dimension 2 the possible singularity is a vorticity
and in cohomology it correspond to a non trivial element of the first Chern class.

We rewrite (66) making use the Bloch-Floget-Zak transformation, a map between
L*(R?) and L>(I") x L*(I'"*) defined on continuous functions by

1 2 .
(Usrz)ip(k, x) = (ﬁ) D e Iy —y)

yel’

where B denotes the fundamental cell for 1™ i.e.

d
1 1
B= k:jz:]:kjbj —55k<3
Notice that this implies that ¢ = Ugpz1) is I periodic in y and I"* pseudoperiodic

inkie. p(k + X, x) = e *9(k, x). As a consequence of hte definitions one has, if
f(x) is I'-periodic

(UprzT, Ugpy = / dke™ T Uppzf (\)Ugpy = / dkf, ()
B B
) | )
Uprz | —i— ) Uzl = [ dk [ —i=— + k&
( ’ax) o= || ( ’ayj+’)

8 Wannier Functions

Analogous considerations lead for periodic potentials to the definition of Wannier
functions [1-4].

Remark that, although Bloch waves are an important instrument in the analysis
of some electronic properties of a crystal, in particular conduction, they are not a
convenient tool for the analysis of other properties, especially those that refer to
chemical bonds and other local correlations [2-5].

For comparison, recall that in the case of potentials vanishing at infinity in order
to study scattering it is convenient to make use of the momentum representation
(generalized plane waves) while to study local properties it is convenient to use
position coordinates, i.e. measures localized in a point. In a similar way, to study
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local properties in a crystal it is convenient to make use of a complete set of functions
which are localized as much as possible. These are the Wannier functions.

For example in the modern theory of polarization a fundamental role is played
by the modification under the action of an external electric field of those Wannier
functions which are localized at the surface of a crystal.

Since, as we shall see, the Wannier functions can be expressed as weighted inte-
grals over k of Bloch functions ¢,,(k, x), the possibility to be localized in a region
of the size of a Wigner-Satz cell depends both on the weight and on the regularity in
k of the Bloch functions.

Let ¢,,(k, x) € L*>(T*, L*(W)) be a Bloch function relative to the function \,, (k).
Notice that, even when the eigenvalue A, (k) is simple the function ¢,, (k, x) is defined
for each value of x only modulo a phase factor that may depend on k. This freedom of
choice (of gauge) will be useful in determining properties of the Wannier functions.

Definition 5 We say that the Wannier function w,,(x) is associated to the wave
function ¢, (k, x) if the following relation holds

1
vol(T*)

Wi (.X) =

/ m(k, x)dk, xeR? (67)
T*

<&

From the definition it follows that the Bloch function ¢,, (k, x) is the Bloch-Floquet
transform of w,,

Im(k, X) = D" wp(x +7)e (68)
yel’
Conversely
_ ! ik.y
W (x +7) = vl (B) /Be Gm(k, x)dk (69)

It is easy to verify that the Wannier functions belong to L>(R?), that

2 _ ;/ 2
/R Py = s | ok ) Py (70)

and that the Wannier functions w,, (x) and w,, (x + ) are orthogonal iff the functions
¢m(k, x) are chosen so that their L>(W) norm does not depend on k.

The most relevant property of the Wannier functions is their localizability
[1, 5]. From Theorem 8 one sees that the dependence on k of ¢,,(k, x) determines
the local properties of the corresponding Wannier function. In particular
(a) If Zve 1 Walrzomy4+y) < oo then ¢,,(k, x) is a continuous function on T* with
values in L2(W).

(b) |wpl2on4y) decays when v — oo more rapidly that any power of ||~ iff
Om(k,.) is C™ as a function on T* with values in L>(W).
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(©) lwy |2+~ decays exponentially iff ¢,,(k, .) is analytic as a function on 7* with
values in L2(W).

When two bands cross the eigenvalue ), (k) becomes degenerate for some value of
k and the corresponding eigenfunctions are not in general continuous at the crossing
[1, 4, 5]. In this case it more convenient to try to consider Wannier functions that are
associated to a band i.e. to a set of Bloch eigenvalues that are isolated as a set from
the rest of the spectrum.

A Wannier system {wy, ..., w,} associated to a band is by definition a family of
orthonormal functions which have the property that their translates by the generators
of the Wigner—Seitz cells are mutually orthogonal

(Wi, Wi y) = 071 0ny (71)

and the projection P, onto the band can be written as

m

Py=>">"|wiy >< wi, (72)

i=1 yel’

Here m is the number of elements in the band.

A relevant question if m > 2 (the band contains m eigenvalues which cannot be
disentangled) is whether one can always find a Wannier system which is composed
of sharply localized functions, in particularly exponentially localized.

For d = 1 it is always possible to choose analytic Bloch functions and therefore
exponentially decreasing Wannier functions [2]. For d > 2 and still m = 1 existence
of exponentially localized Wannier functions was proved by Nenciu [7] (see also
for an independent constructive proof [5]) under the assumption of time-reversal
symmetry.

This assumption allow the construction of regular Bloch functions by joining
smoothly a function constructed in the first half of the cell with the time-reversed
(conjugated and reversed with respect to the middle point) defined on the second half
of the cell.

A simplifying feature (also in the case m >1) [9] is provided by the fact that
the existence of continuous Bloch functions implies the existence of analytic Bloch
function (this is sometimes referred to as the Oka principle). Therefore exponential
decay follows from a variant of the Paley-Wiener theorem.

For m > 2 Thouless [10] proved that there are topological obstructions to the
existence of exponentially localized Wannier functions. It is not possible to choose
exponentially localized Wannier functions if the first Chern class c¢; of the bundle
given by the Bloch fibration does not vanish.
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9 Chern Class

We recall briefly few elements of the theory of the Chern classes [8], for a brief
introduction see [9].

Recall that a representative for the Chern classes of a hermitian bundle V of rank
m over a smooth manifold M are the characteristic polynomials of the curvature
form £2 of V which are defined as the coefficients in the formal series expansion as
power series in ¢ of

det (I—ig) = Zk:ck(wk, Q2 =dw+ %w/\w (73)
where w is the connection one-form of M.

By construction this construction is invariant under addition of an exact differential
form, i.e. the Chern classes are cohomology classes. This implies that that the Chern
classes do not depend on the choice of a connection on M.

If the bundle is trivial (diffeomorphic to M x V) then ¢, = 0 Yk > O but the
converse is not true in general. An important special case occurs when V is a vector
bundle (n = 1). In this case the only non trivial Chern class is c¢;. Since the existence
of exponentially localized Wannier functions is equivalent to triviality of the Bloch
bundle, the condition ¢; = 0 is necessary but in general not sufficient for their
existence.

Time reversal invariance implies triviality [2, 4, 7]. This provides [5] triviality
of the Bloch bundle in absence of magnetic fields for any m € Nandd < 3 (d
is the dimension of space on which the lattice is defined). This covers the physical
situation (d = 3) but not when a periodic external field is present. In this case there
is an additional parameter so one led to study Bloch waves in four dimensions.

The limitation in the dimension comes from the classification theory of vector
bundles [6]; since for 2j > d one has ¢; = 0. The presence of a magnetic field
alters the topology of the Bloch bundle and makes it non trivial in general. A very
weak magnetic field does not change the triviality [7]: since ¢, are integers, a small
modification cannot change this numerical value. The results for strong magnetic
fields are scarce.

To prove triviality one must find an analytic (or sufficiently differentiable) fibration
of complex dimension one on R? by solutions of (H (k) — A, (k))u = 0in L>(W). If
such section exists, the fiber bundle is trivial (isomorphic to the topological product
T* @ W).

If the eigenvalue ), (k) remains isolated and simple for every k then regular
perturbation theory permits a local extension to a small neighborhood of T* in C¢
as an analytic function. Topological obstructions may occur to prevent to obtain an
analytic fiber bundle Aj,

AL = Uker (Hy — N(k), z=¢€*, |Imk| <a (74)

m
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The following proposition shows if these obstructions occur, they are present
already at a differential level.

Proposition 1 ([5]) By a theorem of H. Grauert [6] the fiber bundle A,, on T* is
topologically trivial iff it is analytically trivial (the transition functions can be chosen
to be analytic). &

The possible topological obstructions appear therefore at the continuous level. We
have seen that this has a role the existence of Wannier functions that are localized
exponentially well on Wigner cells and these may be used to describe local properties
of the crystal.

Topological obstructions are frequent in analytic and differential geometry. For
example one cannot have an oriented segment on a Moebius strip or a vector field
without zeroes on a three-dimensional sphere.

In the case of the Bloch functions there is no topological obstruction to the exis-
tence of exponentially localized Wannier functions in the case the eigenvalue \,, (k)
remains simple and does not intersect other eigenvalues as k varies.

One has indeed [7].

Theorem 10 (Nenciu) Let A\, (k) be an analytic family of simple eigenvalues of
H (k) that does not intersect (as a family) other eigenvalues H (k).

For small values of Im k the fiber bundle Aj is analytically trivial. There exists
therefore a complete orthonormal system of normalized Wannier functions w,,(x)
which decay exponentially and such that for all v € I the functions wy, = Wy, (x —
) and w,,(x) are mutually orthogonal. &

The theorem, with the same proof, holds for more general self-adjoint strictly
elliptic operators with real periodic coefficients (this excludes, e.g. the presence of
a magnetic field.

Remark that, when the coefficients are real, if ¢ (k, x) is an eigenfunction H to the
(real) eigenvalue A with quasi-momentum k then gz_ﬁ A (k, x) is an eigenfunction of H to
the same eigenvalue and with quasi-momentum —k (this corresponds to invariance
under time-reversal).

Consider next the case m > 1, i.e. there is a collection S of m bands that is
separated from the rest of the spectrum but there exists no separated sub-band. The
entire Hilbert space decomposes in the direct sum Hs @ Hg where H; is the union
of the subspaces that correspond to bands in S.

A function v € H; corresponds, under the Bloch-Floquet transform, to a family
of functions, parametrized by k € B, which for each value of k belong to the spectral
subspace H; i of the Floquet operator corresponding S. Correspondingly we define
generalized Wannier function a function in RY which can be represented as

1
vol(T')

w(x) = / ok, x)dk (75)
1"*

where ¢(k, .) € HE.
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The extension of the theorem of Nenciu to the case m > 1 presents new difficul-
ties. It seems natural to consider instead of the Bloch functions (or their orthogonal
projectors) the projection operators Pg(k) on the subspace associate to the collec-
tion S

1
Ps(l) = 5— ) (¢ — Hy)~'d¢ (76)

where for each value of k, Cy is a close path that encircles the eigenvalues which
belong to S. In Eq.(76) we can now extend k to a small complex neighborhood in
C?. As in the case of separated bands, we can now construct the fiber bundle (of
dimension m) on a small complex neighborhood £2,, of R¢

As = Uzeq,Ps(2) (77)

We may ask whether there exists a family of N generalized Wannier functions
wj, j =1,..., N, with exponential decay which together with their translates by I"
form a complete orthonormal system in H.

Theorem 11 ([1]) Let the band be composed of N subspaces.

Necessary and sufficient condition for the existence of a family of N general-
ized Wannier functions that together with their translates under I' form a complete
orthonormal in Hy is that the fiber bundle Ag be topologically trivial. <&

It is easy to prove that the condition is sufficient because then it is easy to prove
that triviality implies the existence of a family of m generalized Wannier functions
wy(x) which, together with their translates, for a complete orthonormal system and
satisfy

D Iwalrzawq) < 00 (78)

yel’

In case the fiber bundle is not trivial, N such Wannier functions cannot exist.
P. Kuchment [1] has shown that if N is the number of bands contained in S there
exists M > N such and M Wannier functions with exponential decay which, together
with their translates under I” are a complete (but not orthonormal) system of functions
in Hg (their linear span is dense in K.

This is due to a theorem of Whitney, according to which it is always possible to
provide an analytic immersion of a manifold of dimension N in R¥, irrespectively
of its topological degree, provided on chooses M sufficiently large.
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Lecture 5: Connection with the Properties
of a Crystal. Born—Oppenheimer
Approximation. Edge States and Role

of Topology

We return now to the problem of the connection of the theory of Bloch—Floquet
with the properties of a finite, very large crystal. We take up again, form a slightly
different viewpoint, the problem of mathematical formalization of problems in Solid
State Physics.

Consider a model of crystal in the frame of the approximations we have made
in Lecture 4. This model is a one-electron model because we regard the electrons as
non-interacting with each other. In the limit of an infinite crystal the atomic lattice
fills R and therefore the number of electrons in the system is infinite.

It is convenient to introduce the density of states and keep into account that the
electrons satisfy the Fermi—Dirac statistics. This has lead to the definition of the
Fermi surface.

Let B be the Brillouin zone and for k € BB denote by E, (k) the eigenvalues of H,
in increasing order.

The integrated density of states p is defined by

HE) = p(—00, El = Qv(B) ' Y vk e K.« E®) <E) (1)

where v is Lebesgue measure. Since lim,,_, «E,(k) = oo uniformly in B one has
p((—oo, E]) < oo and p is absolutely continuous with respect to v. We shall call
density of states the Radon—-Nikodym derivative t%";.

In nature the system to be described is a finite-size macroscopic crystal. Since
one is interested in properties that depend little on the specific size, the role of the
boundary is usually considered negligible. We shall see later the role that can assume
the boundary.

As we have seen in the preceding lecture, if boundary properties are neglected it is
convenient to study a model in which the crystal is represented as an infinite lattice.
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The mathematical treatment of this approximation requires control of the limiting
process.

Let )V be the Wigner—Seitz cell and let W,,, m € Z be the cell of volume m* (W)
which is obtained by dilating by a factor m the linear dimension (we consider a three-
dimensional solid). Let H,, be the operator —Ap + V in L*(W,,) and let P,, be the
spectral family of H,,. Define

dimP,,(—o0, E]

pm(—00, E]) =2 e @)

The factor 2 keeps track of the fact that the electron has spin % but the hamiltonian
has no spin-orbit coupling term, therefore all level are doubly degenerate.

The following theorem relates in special cases the density of states relative to the
Hamiltonians H; with a density of states for the infinite system. Notice the strong
similarity with the procedures used in defining the thermodynamic limit

Theorem 1 [lin,,— 0op,m = p
<&

Outline of the proof

The main point consists in proving that each function on W,, with periodic bound-
ary condition when restricted to the elementary cells contained in W, defines m?
functions on the single cells with boundary conditions that prescribe a phase differ-
ence multiple of e .

Ifr = Z?:l tio;, 0 < f; < 1 in this decomposition of the Hilbert space the
hamiltonian H,, takes the form

m—1

Hm = : : H%a|+%az+%a3 (3)
B1,52,03=0

where we denoted by H (k) the fibers of the operator H that we have constructed in

the finite volume case. Therefore

Bj, )
m

pm(—oo,E]:%N”{n cBief0,1,..m—1} : E,,:Z <E} 4

J

Since the function E (k) is continuous this expression converges to p(co, E] when
m — 0. Q

In this macroscopic formulation when the crystal is in equilibrium a zero temper-
ature the Fermi level E(F) is the maximum value of the energy level E(k) such that
if E > E(F) then p(E) = 0.

Correspondingly the Fermi surface is the collection of k in the Brillouin zone
such that E(k) = E(F).
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In this description a crystal is regarded as an insulating material if the Fermi level
is placed in between two occupied bands and is interpreted as a conducting material
if the Fermi level lies inside a band (called conducting band).

This interpretation fits the experimental data, but at present there are suggestions
(3) that its microscopic justification resides in the structure of the eigenfunctions at
the Fermi level and of their deformation in presence of an external electric field (this
deformation can be calculated to lowest order in perturbation theory).

The corresponding structure has been studied in some detail by W. Kohn [1].
More recent models and interpretations are discussed e.g. in [2—4]. The latter Authors
attribute electric polarization and electric conduction to the different structure of the
ground state eigenfunctions for the insulating and the conducting phases.

In the insulating case more states are available for the decomposition in Bloch
waves, and this gives the polarization. The deformation produced by the electric field
is in this case localized in a neighborhood of the boundary while in the conducting
case it is extended to the bulk of the material. In the conducting case the modification
gives rise to the flow of the electrical current.

Analytically this is due to the fact that the localization tensor (the mean value
in the ground state of the operator x;x;) diverges in the infinite volume limit in the
conducting case while it is bounded in the insulating case.

A similar analysis, based on the different structure of Wannier functions can be
done for electric polarizability and attempts have been made to study of orbital
magnetization in the insulating case (see e.g. [7]). This very interesting analysis has
not been developed yet from a mathematical point of view.

1 Crystal in a Magnetic Field

Consider now the case in which the crystal is placed in an external magnetic field.
Consider first the case in which the magnetic field M is constant. Under the assump-
tion that the interaction among electrons be negligible, the motion of an electron in
a crystal lattice I e R? is given by the Hamiltonian, in units b = 2m = 5=1

Hy= (—iVi+ M xx)* +V(x) xeR’ (5)

where V (x) is a real y-periodic potential. We shall always assume that V' be regular
(e.g. of class C™).

Denote by e, e; ez the generating base of the lattice I” and by {e]} the dual basis
(which generates the Brillouin cell §2). Therefore (e;, eji“) = 276; j. The operator Hy
is self-adjoint and commutes with the magnetic translations T, defined by

(T (x) = &MVf (x — ) (6)
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We shall assume for each choice of i, j (M - ¢; A ¢;) € 4w Z (the magnetic flux
across every face of the lattice is a multiple of the identity). Under this assumption
G =({T,, v € I'}is an abelian group and we can reduce H, over the characters of
G setting

Di={peH, R, T,p=e*" yerlI kegG (7

We can now use the decomposition of L>(R?) as direct integral over G*. It is easy
to see that the operator H (k) in this decomposition is self-adjoint and has compact
resolvent.

Denote E; (k) < E;(k) < --- its eigenvalues. The spectrum of H is therefore

Ukeg* Ufnozl Em(k) (8)
Remark that for every m one has
7" €G" = Enk +7") = En(k) €))

It follows from regular perturbation theory that E,, (k) is a continuous function
of k which can be continued to a function analytic in a neighborhood of those k for
which

Ep—1(k) < Epn(k) < Ep1(k) (10)

The domain spanned by E,, (k) when k € G* is the mth magnetic band. In what
follows it will be convenient to consider on each fiber instead of H (k) the operator

H{(k) = e™™ Hy(k) ™ = (—iV, +M A x + k)? (11)
(M is the constant magnetic field) with domain
D={¢peH, R), T,6=¢, ~eT) (12)

We shall regard D as a subspace of L*(R?).

2 Slowly Varying Electric Field

Consider now the case in which to the crystal in the field B is applied also an electric
field W varying slowly in space. The hamiltonian H, of the system is

H = (—iV+u Xx+A(6x)2+ V(x)+ W(ex) (13)
where W, A}, A,, Az are smooth functions. The standard method to treat slowly vary-

ing fields is to introduce a new independent variable y. At the end we shall puty = € x.
Accordingly, introduce a new Hamitonian
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He(x,y) = (—=iVi + M Ax+AQ)" + V(x) — iV, + W(y) (14)

To a function ¢(x, y) on R? x R? we associate the function w(x) = ¢(x, ex). We
shall use the adiabatic method based on the following identity

(H) ¢(x, ex) = (Hw)(x) (15)

This identity permits to solve the Schroedinger equation for H, uniformly in € by
solving the equation for H, uniformly in y, €.

We shall make the following assumptions:
(i) For each value of k£ The magnetic band we consider is is isolated and remains
isolated after application of the electric field.
(ii) For each v* € I'* one has

P(x; k + ) = TV (x, k) (16)

(iii) The flux of the magnetic field M across any of the faces of the elementary cell
is an integer multiple of 4.

These hypotheses have the following consequences
e Under hypothesis (i) we can choose the eigenfunctions ¢, (x, k) associate to the
eigenvalue E,, (k) to be an analytic functions of k with values in D.
e Under hypothesis (ii) the fiber bundle of complex dimension 1 on R*/I" given by
the Bloch function ¢(x, k) is trivial.

Remark that in general
Oe k+77) = T lg e k) a7

where 0(7*, k) is a real valued function given by the structure of the fiber bundle.
Since the gauge group is abelian

H(k, Zm,-ef) = Zm,ﬂ(k, e =c (18)

where the constant ¢, represents the second Chern class of the fiber bundle.

As we have seen in the discussion of the magnetic Weyl algebra in the first
Volume of these lecture Notes, the presence of the magnetic field is equivalent to a
modification of the symplectic two-form. The appearance of ¢, in (18) is therefore
natural.

The role of assumption (iii) is to set ¢, = 0 (the bundle is trivial). If this term
does not vanish the gradient with respect to k of the function ¢(x, k) is not uniformly
bounded in the elementary cell and the regularity assumptions we make in the multi-
scale method are not satisfied.



116 Lecture 5: Connection with the Properties of a Crystal. ...

We remark that condition (iii) can be replaced by
(iv) The magnetic flux across any face of the elementary cell is a rational multiple
of 4.

To see this, recall that the analysis we do refer to the limit in which the system
covers the entire lattice, we can consider an elementary cell which is a multiple of
the Wigner—Seitz cell by an arbitrary factor N. If assumption (iv) is satisfied, we
can choose N in such a way that the magnetic flux across the faces of the new cell
satisfies (iii).

Under assumptions (i), (ii), (iii) the multi-scale method can be used to provide an
expansion of the hamiltonian in an asymptotic series in € (see e.g. [9]).

Theorem 2 For each positive integer N there exist operators Py : L*(R?) —
L*OW x R?) that are approximately isometric (i.e. Py Py =1+ O(N YY) and can
be written as Py = Fy + €F) + - -- + " Fy where F, is bounded for every n., and
exists an effective Hamiltonian

Hy = ho+ehy + €y + -+ N hy (19)
such that, for each u, € S(RY; xe
H.(Py(x, y, €Dy, ©)uy — Py(x, y, eDye) Hoyp (v, Dy (y) = (V) (20)

Moreover if we set I[Iy = Py Py the operator Ily is an approximate projection
I} =My, My =IIy+ O and for ¢ € S,

MyH.¢ = H Iy + OV ) 1)

<&

Remark that the effective Hamiltonian does not depend on x € VV (though the
operators Py depend on x). The wave function of the electron is ¢(x) = u,(ex). To
order zero

ho = En(k +A(y)) + W(y) (22)

Equation (22) is called Peierls substitution. The term E,,(k + A(y)) which substi-
tutes the kinetic energy is a pseudo-differental operator (it is not the Fourier transform
of a polynomial).

Outline of the proof of Theorem 2

Define as before

H.(k) = e " H.e* = (iV, — ieVy + M x x + A() +k)? + V(x) + W(y) (23)
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and remark that

2me

. 1\° v -
HePN<x,y,eDy,e)u=(—) / T H (P (. y. K, Ou@)dk (24)

Expanding in powers of € one obtains

H. (k) = Ho(k)F-eH, (k) + 2Ho(k) + - - - (25)
Ho(k) = Ho(k + A() + W(y)  Ha(k) = —A, (26)
Hi(k) = =2i[—iV, +M A x +k+A)].0, — id,.A(y) (27)

The proof of (21) and (22) is now completed by iteration and this procedure pro-
vides also the explicit determination of the symbols Fy, Fi, ... and of the Hamilto-
nians hyg, h; ... In this process one uses the Fredholm alternative; the arbitrary term
in this process is chosen so as to satisfy (22).

We only give explicitly the first step. Set

ho(y, k) = En(k +A() + W), Folx,y, k) =o(x,k+AQW)  (28)
Keeping into account the terms up to first order in € we have

(ol — o = i T (71,4) — ) Fy 29)
y
For the Fredholm alternative, to obtain solutions a necessary condition is that the
right hand term of Eq.(27) be orthogonal to the kernel of Ho(k) — hy.
This leads to a unique choice for & (y, k) and gives F (x, y, k) modulo addition
of an element of the kernel. The result is

OFy Oh ~
h(y, k) = (Fo(., v, k), ic’)_koa_ko(y’ k) +Hi(k)Fo(.,y, k)) (30)
~ . OF) 0hy ~
Fi(x,y, k) = (Ho(k) — ho) [_IEW +hFo — Hi(k)Fol +a1(y, k)Fy (31)

where a; (y, k) is an arbitrary function.
This function is then fixed by the requirement ITy T}, = I + O(eM*!). Here we
give only the expression for 4

1 0 [OE,(k+A
h(y, k) = 7|:M

Zay 9k :| —(LVXAQY) —i < ¢(,k+AQ), ¢(, k+AQY) >

y (32)
where E (k) =< Fo(.,y, k), Hi (k)Fo(., y, k) >
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B 9 06 0 9 86 5¢
L_Im|: M(y, k)% W <M, k)8k3 Ok, < MO, k)akl k> >]

(33)

) , Ip(x, k+AQY) . | 0.k +AQ);
M(y, k) = Ho(k) — ho(y. k) (x, k +A() = ¢@gg%(wy+ ¢@a: i

(34)
_IEmE+AM+WE) IEn(k+AY) + WO)I

ok , k=- Dy 33)

The term i < ¢(., k + A(y), c;S( k + A(y) > is precisely the term that gives rise
to the geometrical Berry phase, which we have briefly treated in the first Volume of
these lecture Notes.

Q

3 Heisenberg Representation

Itis interesting to translate this result in the Heisenberg representation. For an observ-
able B(y, € Dy) the evolution is given by

— = [Hy, B) (36)

(the coefficient € originates in the difference in time scale typical of the adiabatic
approximation). The symbol b(y, &) of the operator B in its dependence on time
follows the trajectories of the classical system

OHpy
¢’

OH 5
Oy ’

y= £= (37)

withy € R?, ¢ € £2. Remark that one can still modify the operators ITy with the
addition of terms with norm O(eV*!) in such a way as to obtain a projection operator
7y (since the operators are bounded the formal series converges for e small enough).

In the same way the formal series that defines Hy can be modifies so that for
each value of k the group generated by H N leaves Iy invariant; the corresponding
subspace is therefore an invariant subspace

As always in the theory of regular perturbations the projection operator is modified
to first order but the energy is only modified to order two. Therefore %, has the form
given in Eq. (32).

A detailed analysis of perturbation theory by small periodic electric and magnetic
fields can be found in Nenciu [8]. The adiabatic method can also be used in case

the small external electromagnetic varies slowly in time, e.g. is time-periodic with a
very long period.
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4 Pseudo-differential Point of View

For a presentation of the adiabatic Adiabatic method Multi-scale method and multi-
scale methods, with particular reference to the Schroedinger equation in periodic
potentials and in presence of weak external electromagnetic fields, also in the case
of slow variation both in space and in time, a very useful reference is the book by
S.Teufel [9].

The latter Author stresses the advantage of approaching adiabatic perturbation
theory through the Weyl formalism. This procedure is useful in the study of the
dynamics of the atoms in crystals but also in the study of a system composed of N
nuclei of mass my with charge Z and of NZ electrons of mass m,. In the latter case
one chooses the ratio € = :n"—N as small parameter in a multi-scale approach.

Recall that to order zero in € the nuclei are regarded as fixed centers of force which
determine the dynamics of the electrons. This (very fast) dynamics gives rise to a
mean potential of strength proportional to e which acts on the nuclei. One then studies
to first order in € the dynamics of the nuclei in this mean field (Born—Oppenheimer
approximation).

A multiscale approach can be used to study the motion of the electrons in the
crystal acted upon by an electromagnetic field which varies slowly in space and time
as compared to the linear size of the crystal cell (of order /) and to the momentum
of the electrons in units of 7 ; the parameter € has the role of Planck’s constant in the
semiclassical limit.

If one neglects the interaction between electrons, the Hilbert space of the system
decomposes as tensor product of a Hilbert space for the slow degrees of freedom and
one for the fast (external) degrees of freedom.

H = L*(R*) ® Hyus (38)

When the electron in a crystal are subject to an external electromagnetic field
one can use the magnetic Weyl algebra (Volume I); in this case and the parame-
ter € characterizes the speed of variation of the external field. In this approach the
hamiltonian Op" (H (z, €)) generating the time evolution of the states is given by the
Weyl quantization of a semiclassical symbol i.e.

o]
Op’H(z ) = ) dOp"H(). ze€C’ (39)
k=0

with values in self-adjoint operators on Hy. The principal symbol Op*(Hy(z)
describes the decoupled dynamics and therefore contains information on the structure
of the energy band.

For this system it is generally assumed that in the spectrum there is an isolated
band that remains isolated for small values of e. The Hamiltonian in this smaller
space takes a simpler form under a suitable change of variables that can be chosen
in such a way that the resulting error can be made of order € for any N.
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A crucial point in this procedure is to be able to express the projection operator
into a band, or a collection of bands, as a pseudo-differential operator. Expressing
the projection as a power series in the parameter € by Weyl quantization one obtains
a bounded operator that is a quasi-projection i.e. it satisfies

Op" (x*) = Op" (m) + 0(e™),  Op"(x*) = Op" (m), [0p"(H), Op"(m)] = 0(¢*)

where the O(e)*° terms are pseudo-differential operators of suitable class [9]. Notice
that the estimate is generally not true in operator norm. Using the definition of the
projection on bands as a Riemann integral of the resolvent on a well chosen path in
the complex plane it possible then to construct a true projection operator /7 that can
be expressed as a sequence of pseudo-differential operators wit an error 0(e*).

One can further simplify the problem by mapping the Hilbert space of the band into
a reference Hilbert space. The resulting hamiltonian Op" (H,) admits an expansion
in powers of € and to any order

Op”(Ho) = D Op" (H,)e" (40)

and each Op" (H,) is a pseudofferential operator. The principal symbol is the band
eigenvalue E(q, p). This gives the transcription of Peierls substitution in the Weyl
formalism.

The next orders, in particular H; carry relevant information about the polarizability
and the conductivity of the crystal. We remark that although the formulation of the
Hamiltonin as pseudo-differential operator is optional, it simplifies the analysis of
the operators H,,.

The operators H, are essentially self-adjoint on a natural domain but in general
unbounded. In order to give the estimates described above it is sometimes convenient
to consider them as bounded operators between different Hilbert spaces (for example
-4 is bounded if regarded as an application from H>(R) to L*(R)).

We do not enter here in the details on how this generalization can be constructed.
The difficult point is related mainly to the need, when solving by iteration the corre-
sponding dynamics, to have a control the domains uniformly in the parameter €. For
example one makes use of a result analogous to the Calderon-Vaillantcourt theorem.
If there exists a constant b, < oo such that

ae C"N R, BK)  supla]l = b (41)
then Op" (a) € B(H) with the bound

10p" @l < basupiai+isi<ans15Uupg perr | 8 a)(q, p)lIsoc) = ballall 2
(42)
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In the case of strong magnetic field it is convenient to make use of the magnetic
Weyl calculus which we have briefly described in Volume I of the lecture Notes.
This calculus is particularly useful if the magnetic field is constant plus a small
perturbation so that the Landau gauge is a good approximation.

Denote by Op”™ the pseudo-differential operators associated to the magnetic
Weyl system. They are defined using the unitary group associated to the canonical
variables in the minimal coupling formalism for the vector potential A (for this reason
they are particularly useful when the magnetic field is large and is approximatively
constant). One has

Op"*(F) / AOp(F),  AMx,z) = e uan (43)

where [x, z] is the oriented segment for x to z in configuration space.

For the magnetic pseudo-differential operators one has the same results as for
for the usual pseudo-differential operators; in particular a magnetic version of the
Calderon-Vaillantcourt theorem holds and conditions to be bounded or in a specific
Schatten class can be found. We don’t develop here this very interesting line of
research.

5 Topology Induced by a Magnetic Field

We shall give now a brief account of the way topology enters the description of the
states of an electron in a periodic two-dimensional potential V defined in a plane
IT in presence of a uniform magnetic field B perpendicular to I1. The stationary
Schroedinger equation is

Ho = (zi@—eAH U6 =E6  p=—V (44)
m h
where A is a vector potential such that rotA = B.

Consider for simplicity the case in which the two-dimenional lattice defined by the
potential V is generated by two vectors a, b € R? (Bravais lattice A) and consider
a Bravais lattice vector A = na + mb, n,m € Z. Define a magnetic translation
operator [8].

Ty\(B) = The "5 MB* ¢ R? (45)
where T, is the operator of translation by the Bravais lattice vector \, i.e. Ty = e7 ™V

Using the symmetric gauge (A = B A x) one has T\H = HT); therefore one
can simultaneously diagonalize H and the operator of translation along any Bravais
vector. One has

T\T, = T, T\ (46)

where @ = %ab is the magnetic flux across the unit cell.
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When @ is rational (say ’5’ where p and ¢ are relative prime integers with p < )
consider a new Bravais lattice A’ with R" = n(qa) + b with a new elementary cell,
the magnetic unit cell.

One can now diagonalize simultaneously the magnetic translations T along the
new lattice and the Hamiltonian. It is easy to see that the eigenvalues of f"qa and of f"b
are respectively ¢*19¢ and ¢**** where k; are Quasi-momentum quasi-momenta with

2

range 0 < k; < % and with eigenfunctions which can be written (in Bloch form)

i(kyx+kay) u®

Vi ey (X, y) =€ ks (X5 Y) (47)

Here o is a band index and the uj; ;. (x, y) have the property

ey i
g (0 ga,y) = €TV g g () U, Oy Fb) = €T (ny) (48)

(the eigenvalues E (k;, k») vary continuously and the set of values that they take when
ki, ky vary in a magnetic Brillouin zone for a magnetic sub-band).

Since by a gauge transformation A — A+ V¢ one has ) — e~'7 only the change
of phase of the wave function after a complete contour of the magnetic unit cell is
meaningful. This change of phase in 27p. Writing

Uy () = g (x, y)lePan ey (49)
one has | 40 x.9)
ki ko (X5 Y

= | qZhk ) 50

P=5 dl (50)

where the integral is over a clock-wise contour of the unit magnetic cell. The number
p is a topological property of the Bloch wave

There is another topological property of the wave-functions in the magnetic
(Brillouin) zone. It is related to the Hall conductance, but we shall not treat this
connection here.

We have considered the Bloch wave uy «, (x, y), but the waves are defined by states
only modulo a phase. Therefore it is convenient to consider a principal U(1)-bundle
over the magnetic zone which has the topology of a torus 7.

A principal U(1) bundle over 72 is defined by the transition functions between
overlapping patches that are topologically trivial (contractible). The two dimensional
torus can be covered by four such patches, corresponding e.g. to neighborhoods
W;, j =1,...4 of the four quadrants in the representation of the torus as a square
(neglecting identifications at the boundary).

In each patch the Bloch functions can be chosen to be continuous (in fact C*°).
We assume that the Bloch functions do not vanish in the overlap regions (this can
always be achieved, since the zeroes are isolated points). The principal U(1) bundle
is trivial (isomorphic to W; x U(1)) in each neighborhood.

Since the W; are contractible, it is possible to choose a phase convention such that



5 Topology Induced by a Magnetic Field 123

itk — Mhike (x,y)

51
|uts 1, (2, ) eh

is smooth in each W; (except possibly in the zeroes of uy x, (x,y)) . But in general
it is not possible to have global continuity for 6; , i.e. a global phase convention that
holds in all W;. We will have a transition function U ; in the overlap W; N W;

Ui,j = lUkik)=bitki.k2) — LiFji(ki k) (52)

The principal bundle in completely characterized by these transition functions.
In order to connect with differential forms, recall that one can write the connection
one-form w (which gives the transition functions) as

_ _ . 0
w=g Ag+ g ldg=A+ide, A=a,ki, k)dk, alki, k)= (uk],kz, aTukl,kz)
1
(53)
with g = €€ € U(1).

It easy to prove that this choice gives a connection form. Indeed w is invariant
under the gauge transformation

if (ki k
u;ﬂ,kz (. y) = et Z)Mklka (x,y) (54)
where f (k| , k) is an arbitrary smooth function. The curvature of this connection is

Oa,,

F=dA=
Ok

dk,, A dk, (55)

By definition ﬁF is the first Chern form and its integral over T2 is called first
Chern number )
i i da,,
= — F = —
27 T2 27 T2 8dk,,

C dk, N dk, (56)

This number is always an integer and depends only on the topology of the principal
bundle that we have constructed from the Bloch vectors in each patch. It represents
the obstruction to the construction of Bloch vectors which are continuous (in fact
C*>) over T2.

6 Algebraic-Geometric Formulation

We have so far considered the formulation of the geometrical aspects of phase in the
Quantum Mechanics for Solid State Physics (theory of cristalline bodies) form the
point of view of Schreodinger’s Quantum Mechanics. This description, as remarked
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before, makes use of the visual features of the wave function and therefore describes
the different phases as geometrical objects.

We have mentioned several times that the wave function (rather its modulo square)
represents a probability density and locally the phase has no physical reality. We have
however seen, when we have considered the Berry phase, that the modification to
which is subjected the phase when the systems is periodic and depends on a cyclic
parameter (maybe time) are expressible by means of observable quantities.

This berryology is at the base of most researches of different phases of matter
(the meaning of phase is not the same as in the case of the wave functions). From
the analytic point of view that we have followed so far these researches are aimed to
analytic (and geometric) properties of the Bloch bundle.

For this purpose they employ methods of classical geometry, mainly connec-
tions and curvature, that rely on the visual aspects of the wave function. The
geometric complexity of this visual bundle determine physical properties of the
material considered, e.g. conductivity, polarizability (electric and magnetic).

This analysis, by its very structure, depends on the regularity of the crystal and
regards the crystal as infinitely extended.

In case some (infinite) edges are present, it relies on the sharpness of the edges
and their periodicity in the transversal direction so the the edge currents are defined
within Bloch theory.

Slight deformations of this structure can be studied, relying on smooth perturba-
tion theory, but major perturbations are outside the scope of this theory.

Since there are two formulations of Quantum Mechanics, one may wonder how
the algebraic (Heisenberg) formulation is able to attack these problems. The resulting
theory should have the same relation with the topological aspect of Bloch theory as
modular theory has with K.M.S. theory Gibbs theory.

The algebraic approach to Solid State theory was initiated by J. Bellissard [10]
and it has not been fully developed yet. It covers partially random structure, e.g. the
relevant case of crystal with random defects.

The observables are described by a C* algebra on which there is an action of a
continuous group (or grupoid) taking the place of lattice translations.

The group acts ergodically and therefore there is an invariant regular measure.
Other groups of transformations reflect other symmetries and properties of the sys-
tem, such as invariance under space and time reflection, gauge invariance if the
material is electrically charged or has an intrinsic magnetism.

One can consider also deformations of the algebraic structure (corresponding in
case of a Weyl system to deformation of the Weyl structure) and the corresponding
Piezoelectricity (electric effect due to deformation). Currents are defined relative to
the continuous group.

The algebraic-geometrical structure that takes the place of the Chern number and
of other topological quantum numbers (topological indices) is the non-commutative
index [12, 13] and Kasparov classes and spectral triples in algebraic topology
[14, 15]. As a consequence these systems have symmetries and invariants, typically
Z, invariants, that are protected by these symmetries.
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They are protected because one cannot pass from one value to another without
violating the symmetry. In particular, in the models in which the particles are not
interacting among themselves (but only with an external field) when there is a cou-
pling between the spin and the angular momentum and the sample is two-dimensional
an occupies a half-space, there is a {0, 1} invariant which is interpreted as a current
flowing along the edge of the sample in the up or down direction.

The two points of view, that of Schrodinger with topological invariants seen
through the geometrical properties of the wave function and the algebraic
(Heisenberg) in which the invariants are seen through the algebraic-geometrical prop-
erties of the representation of the observable, are connected through the Atiyah—Bott
index theorem [16]. We will not expand here on the algebro-geometrical point of
view, and refer to [14] for a clear exposition.

7 Determination of a Topological Index

In the final part of this lecture we treat concrete examples of determination of a
topological index. For the first we follow [21] using a model hamiltonian suggested
by Kane and Mele defined on a honeycomb lattice.

The substitution of the Scrhrodinger equation with a matrix equation on a lattice
(in the present case a honeycomb lattice) is an instance of a strategy, frequently used,
to substitute a P.D.E. problem with an O.D.E. one (tight-binding model). The matrix
equation is an integrated form of the Schrodinger equation.

The matrix elements (hopping terms) should be considered as a result of two
reductions: first the reduction of the system to the border of the cell (it is the topology
of the wave function at the border that determines the properties of the system) and
then substitution of the Schrodinger equation on the border with is integrated version
the hopping matrix elements at each vertex. This is legitimate since the topological
analysis should be model independent.

Our purpose is to relate the Chern number of the system to the Bott-Singer
index of the projection onto the Fermi sea and to the magnetic flux operator (a
non-commutative index according to [13, 17]).

Consider a tight-binding model of spin % fermions on the two-dimensional square
lattice Z2. We denote by = the spin indices. The wave function ¢ is an element of
[2(Z?, £) and the action of the Hamiltonian H is given by (o, 3 = %)

CEONOES I (57)

neZ? fex

Introduce an antiunitary time-reversal map ®@ under which

¢° =Us¢ (58)
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where Ug is a unitary operator invariant under some finite (may be random) transla-
tion of the lattice. We assume

O’ =—¢ (59)
Let A be an operator on [?(Z, £) odd under time reversal:
OAP) = —AP® Vo e IX(Z, +) (60)
Introduce another unitary operator U, for a € (Z*)* where Z* is the dual lattice

ny + iny — (a; + iay)
= = 1
(UaPn.a = Us(n)p(n, ) Uy(n) Iny + iny — (ay + iar)| (61

U is simultaneous rotation of the wave function on lattice and of the dual lattice and
therefore it does not chance the physical structure. We assume now that the Fermi
level Er lies in a spectral gap of the Hamiltonian H and let Py be the projection on
energies below Ep.

We restrict now transformation U, to Pri*(Z, £+). We choose A to be

A=Pp— UPU (62)

The operator A is the difference of two projections. One can verify that A* is of trace
class and the relative index is

Ind(Pp, U,PrU}) = dimKer(A — 1) — dim Ker(A + 1) = TrA® (63)

Recall that Ug is invariant under some finite (may be random) translation in
the lattice. The index written above is therefore finite but depends on these finite
translations.

We define the Z, index for the Hamiltonian H as [19]

Indy(Pp, U — aPrU}) = dimker(Pp — U,PrU; — 1) mod2 (64)

Consider a lattice Hamiltonian H which is odd under time reversal symmetry.

Lemma 1 The Z, index so defined is robust under any perturbation of H (in par-
ticular under any modification of the choice of the finite translations described
above), provided it has the same odd time-reversal symmetry as the unperturbed
Hamiltonian. <&

The proof is a standard supersymmetry argument. Write

B=1-P; — UPpU* (65)
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and then
AB+BA=0, A’+B’=1 (66)

Note that the spectrum of A is discrete with finite multiplicity; we prove that the non-
zero eigenvalues come in pairs related by the operator B. Let Ay = Apy A € (0, 1]
One has

AB¢) = —BAg) = —Ady (67)

Moreover

B*oy = (1 =A%)¢r = (1 = Ao, (68)
It follows that B is invertible on the subspace spanned by the eigenvalues in (0, 1)
and these eigenvalues come in pairs.

We remark now that the time-reversal transformation ® shares with B this prop-
erty. Let Ap = A¢, A > 0. From the definition of the operator A one has

OPr — UsLrUD G = A (69)

Choose now that the unitary operator Ug to satisfy

UoU, U}y = U, (70)
These relations can be written
(Pr = UsPrUa)¢% = A¢” (71)
It follows
A(Ua9?) = —=A¢” (72)

Lemma 2 Let ¢ be an eigenvector of A with eigenvalue 0 < \ < 1. Then
Ua(B$)” = B(Ua9?) (73)
Proof
One has
O(Bp) = (1 — Pr — U'PrU,)¢° = U'BU,®° (74)
Therefore in the localization regime

U,(B$)® = B(U,¢?) (75)

We now prove that the eigenvectors ¢ and U,(B$)® are independent.
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Lemma 3 Let ¢ be an eigenvector of A with eigenvalue 0 < X < 1 Then

(¢, Ua(BH)?) =0

Proof Set v = U,(B¢)®.
One has
(OY, ©¢) = (¢, Us(Be)® (76)

By the previous Lemma, and using ©@%¢ = —¢

— (U:B$, ©¢) = (¢, Us(B$)® 77

From this one derives
(¢, Ua(B)® =0 (78)
V)

It is now possible to prove that the Z, index is invariant under perturbations OH
of H that are odd under the same time-reversal transformation under which H is odd.
Assume that the range of hopping of OH is finite and that ||0H| < oo We assume
that the Fermi level lies in the spectral gap if H. Let H' = H + OH. Let

1 1
P.=—¢d 79
F i Zz —-H (9
Consider the operator

A =P, - UPU: (80)

We have
A'—A=(Pp—P;)—U,Pp—Pp)U; (81)

and
, 1 1 1

Py —Pr=— ¢ dz OH (82)

2mi z—H' z—H

The operator is continuous with respect to the norm of OH By the min-max
principle the non zero eigenvalues of A are continuous with respect to the norm of the
perturbation OH . Notice that the proof we have presented is valid in the localization
regime.

It can be proven that the same is true when the Fermi level lies in the regime in
which invariance of the Hamiltonian under finite (may be random) translation holds.
When one assumes only that the Fermi level lies in the localization regime the result
still holds but one must prove localization separately. For this, one needs estimates
on the resolvent FLH ze C—R.
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8 Gauge Transformation, Relative Index
and Quantum Pumps

The algebraic analysis of the last part of the lecture has a counterpart in the theory of
quantum pumps, i.e. periodic structures that make one electron per cycle pass over
the Fermi level. One may say the in one cycle an index varies by one unit.

The problem is again the determination of a relative index of two projections
on infinite dimensional spaces, the projection operators on the Fermi level of an
infinitely extended crystal. We review briefly this issue [20].

Recall again that if P and Q are orthogonal such that Py is compact, then by
definition the relative index is defined as follows

Ind(P, Q) = dim(Ker(P — Q — 1)) —dim(Q — P — 1) (83)
It is easy to verify
Ind(P, Q) = —Ind(Q,P) = —Ind(P,, Q) (84)

and that the index is invariant under unitary transformations. Moreover of (P —Q)%'*!
is trace class for some integer n then

Ind(P.Q) = Tr(P — Q)*"*! (85)
Indeed one verifies without difficulties that if (P — Q)?**! trace class then
Tr(P — Q)2n+1 = TR(P — Q)2"+3mvm >0 (86)

and (84) follows by taking m — oo. If there exist a unitary U such that Q = UPU*
then
Ind(P, Q) = —Ind(PUP) (87)

and for any three projection operators P, Q, R
Ind(P, Q) = Ind(P, R) + Ind(R, Q) (88)

Recall that the unitary U exists always in case P and Q are infinite dimensional
projections (as in the case if they project onto the states below a Fermi surface in an
infinite-dimensional translation invariant system).

In [20] the unitary that relates the orthogonal projections P and Q is associated to
the (singular) gauge transformation which is obtained by piercing a two-dimensional
quantum system with a flux tube carrying an integral number of flux quanta
(Bohm-Aharanov effect).

The unitary U is in this case a unitary multiplication of the wave function by a
phase corresponding to the number of flux quanta carried by the flux tube.
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This system is called quantum pump because the change in phase is related to
the number of electrons passing in the tube while the system undergoes on cycle.
We will show that in order to have Ind(P.Q) # 0 time- reversal invariance must be
broken in the process.

To have a simple example, consider in R? the map

«

Un(2) = é—| ZeR[0,00) Us()=1 z€l0,00) (89)

In this case the projection P has an integral kernel p(x, y) that satisfies

C
Ip(x, y)| < H—Tt(x,y) (90)

This assumption is used in the general case and it is precisely the assumption of
this bound allows to restrict in the previous system to the case in which translation
invariance of the Hamiltonian under finite (may be random) translation holds.

In the remaining part of this analysis we will assume that the following is true for
the trace class operator K: the kernel K (x, y) of K is jointly continuous away form a
finite set of point so that K (x, x) € L'. is

Under this assumption 7rK = K (x, x)dx. One can see that if P — Q is trace-class,
Q = UPU* in the previous example one has

Ind(P,Q)=Tr(P—Q)=0 91)
Therefore to obtain a non trivial result one must have
dimP = dimQ = +00 (92)

In the Aharonov—Bohm example above, (P — Q) is trace class, Tr(P — Q)° € Z
and

Ind(PUP) =/ dxdydzp(x, y)p(y, 2)p(z, x)(1 — @)(1 - u—(y))(l - &)
2 u(y) u(z) u(x)

93)

It can also be proved that the index is invariant under translations or deformations
of the provided one keeps the flux constant. Finally we notices that Ind (PUP) = 0
if P is time reversal invariant. Indeed, Ind (PUP) is real and even under conjugation.
On the other hand it is odd under time-reversal.

To clarify the concept of charge transfer for the pair of projections P, Q in [21]
one considers a canonical interpolation (time dependent hamiltonian)

H(t) = (—iV — ¢(O)V(argz) — Ag)* +V 1t €[0,1] (94)
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where ¢() interpolates smoothly between zero and one. Here V (argz) is regarded
as a vector field in the plane. H(¢) has a time-dependent domain and therefore it is
not equivalent to H. In addition to the magnetic field there is an electric field, hence
a charge experiences a Lorentz force and is pushed radially (Hall effect).

The force is quantized by the number of units of flux quanta (quantum Hall effect)
[20].
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Lecture 6: Lie-Trotter Formula, Wiener
Process, Feynman—Kac Formula

We begin recalling the Lie—Trotter formula. Let A and B be N x N matrices. Lie’s
formula for product of exponentials asserts that

n
A = limy o (efef) (1)

This formula can be easily verified expanding the exponentials in power series.
A more elegant proof is obtained substituting A with t A and B with ¢ B and noticing
that the identity holds for # = 0 and the derivative with respect to ¢ of the two sides
coincide.

The formula is attributed to S. Lie, who discussed it in the context of Lie algebras;
ithad already used in implicit form by Euler in his treatment of the symmetric top. The
formula extends, with the same proof, for A and B closed and bounded operators in a
Hilbert space. We will see presently that it can be extended without much difficulty to
the case when A and B are self-adjoint and the domain D(A + B) = D(A) N D(B).

Trotter has given an extension to the case in which A, B and the closure of A + B
all are generators of C” semigroups. Here we consider two cases, in increasing order
of difficulty.

Theorem 1 Let A and B be self-adjoint operators on a Hilbert space H and suppose
that A + B is self-adjoint with dense domain D(A + B) = D(A) N D(B).

Then uniformly over compact sets,
(i)

S 1A ;1B

) n
e AT — 5 —lim, o (e_’Te_‘T) t€R @)

Moreover if A and B are bounded below then, uniformly over compact sets in
R™,

(ii)
tA B
e ATE) — 5 — im0 [e_Te_T] teR" (3)
<&
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Proof We give a proof of (i); the proof of (ii) follows the same lines keeping into
account that for r € R* the operators e /4, e8| ¢7!A+5) are bounded uniformly
int.

Since the operators e and e are bounded, it suffices to prove (2) on a
dense set, which we choose to be D(A) N D(B). A simple computation shows, for
any s > Oand ¢ € H

—itA —itB

l(efisAefisB _ 1)¢ — l(efisA _ 1)¢ + efisAl(efisB _ I)(,ZS] (4)
N N N

If p € D(A) N D(B) the right hand side converges when s — 0to —i (A + B)¢.
Moreover

1 )
ll.ms_)o_(eﬂ(AvtB)s _ I)¢ =—i(A+ B)¢2 (®)]
S
Therefore
1 : i i
_(e—[sAe—lSB _ e—lS(A+B))¢ -0 (6)
S

On the other hand one has

[e—i%e—i’?”]n(b _ eit(A+B)¢

— Z '[e—iAt/ne—ilB/n]k[e—iAt/ne—ilB/n _ e—il(A+B)/n]e—it(n—k—l)(A+B)/n¢ (7)
k

From this one derives

|[e—itA/n'e—itB/n]n¢ _ e—it(A+B)¢|2

< |t maxg—y, 1yt [eT A e TIBIM _ omRAEE G (0 — k — 1)s/n)]y (8)

where ¢(r) = e8¢ and we have denoted by |¢|, the norm of ¢ as element of
H.

Each term of the series converges to zero due to (2) and ¢(r) is continuous in
r. For fixed ¢ the set {¢(r) : |r| < |f|} is closed in the closed set D(A 4+ B). Since
¢(r) is continuous and the convergence is uniform over compact sets in ¢ by the
Ascoli—Arzeld theorem and

limg_osupy< s~ (e e B — e SATEN G (), = 0 )

o

Remark that since the proof is given by compactness there is no estimate of the
error one makes in truncating the series to order N. In the proof of Theorem 1 we
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have made essential use of the assumption that D(A) N D(B) is closed (as domain
of a self-adjoint operator).

In general if the operators are unbounded the set D(A) N D(B) is only an open
subset of D(A + B). Therefore {¢(r)||r| < |t} is in general an open set and the
compactness argument cannot be used.

Still the conclusions of Theorem 1 hold also if the operator A + B is essentially
self-adjoint in D(A) N D(B) but the proof becomes less simple.

Theorem 2 Let A and B self-adjoint operators. Let A + B be essentially self-adjoint
on D(A) N D(B).

Then
(i)

. S rtA - tB
e ATE) — o lim(e e W) teR, (10)

uniformly over compact sets in R.
(ii) If moreover A and B are bounded below

e B — o lim(e e W) teRT (11)
uniformly over compact setin R™.
<&
Proof Also in this case we will prove only (i). The proof is completed in several
steps.
Step 1
Let {Cy,Cs,...,C,} be a sequence of bounded operators with Im C, =
C,—C:
< (.

2i
Let C be a self-adjoint operator such that lim,_..C,¢ = C¢ if ¢ belongs to a

domain D which is dense in D(C) in the graph norm. Under these conditions
s =limyoo(C, —2)' = (C =)™ (12)
for Imz > 0 <&

Proof It Imz > 0 the operator C,, — z has an inverse bounded uniformly in n; there-
fore it is sufficient to prove lin,_ o (C, —2)"'¢ = (C — z)~'¢ if ¢ is in a dense
subset of H. We shall choose it to be (C — z) D(C). Setting 1) = (C — z)¢ one has
(Ch =2 7'p—(C =279l = 1(Ch =) (C = )¢ — ¥
=[(Ch —2)7(C = CHY| < Um2) ' [(C = CY| =100 O (13)

Q
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Step 2
Under the hypothesis of step 1 one has, uniformly on the compacts in R*

itC, — e—ilC (14)

s —lim,_ €™

<&

Proof Fix ¢ € H. The subspace spanned by the action of bounded functions C, and
by C on ¢ is separable. Hence we can assume that H be separable. One has

d . . . . .
E|e‘”cﬂ¢|2 = (e—”C" 6. 5 (Co — Cye1Cn o) == |t] (¢, Im(Cn)e Cng) <0 (15)
l

and therefore |e~*C+| < 1 fort > 0. It is then sufficient to prove step 2 when ¢ € D.
We prove the thesis arguing by contradiction. Suppose that for some ¢ € D the
equality

lim,oe ¢ =e "¢ (16)

does not hold. There 3{n'}, t(n’) > 0 such that [e "")Crp — ¢=1MWICH| > § > (.
This implies 3/, € H, || = 1 such that

|y ™" ) = (1, 71 G)] 2 8 (17)

Since the unit ball in H is weakly compact there exist a sub-sequence, still named
{n'} which converges to [, |/| < 1 and for n large enough

|(Ly, e 1 gy — (1, e 1 MC )| > § (18)

On the other hand the sequence {(l,;, e~'“" ¢)} is equibounded in ¢ > 0.
By the Ascoli—Arzeld lemma one can choose a sub-sequence such that

(7, e " M%) - F (1) (19)

uniformly on the compact sets in R™, where F (¢) is a continuous function of 7. There-
fore |F(t (i) — (I, e M€ %)| > § Since the functions are continuous the relation is
true in a neighborhood of 7 (n’).

Consider now the Laplace transform of F'(¢). From step 1 and Lebesgue dominated
convergence theorem

o0 . o0 . ’ .
/ F(z)e'"*dt = limy_ o / (L, e " )e'dz
0 0

= (_i)limn%oo(ln’, (Cn’ - Z)_l¢) = —l(l, (C — Z)¢) Imz >0
(20)
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Therefore the Laplace transforms of F () and of (I, e '€ ¢) coincide, against the
assumption made. Q

Step 3

Let T be a contraction operator (|7 < 1). Then ¢ — ¢/"~1 is a contraction
semigroup. Moreover

(" T = T"¢| < V/nl(T = D¢l, n>1 VoeH 2y
<&
Proof Since T is bounded the function ¢/ =1 is continuous operator. It is a contrac-

tion because
lJl T”l
>

n

le'T =D = ¢ <e el <1 (22)

Moreover "7 =1 — T" = ¢ 30 2 (Tk — T™). Using the inequality

(77 = Dol = [ TT = Do| < jIT = Do 23)
one has -
(" T=D =Tl < e [ZOL Z—jm - k'} (T — D¢l (24)
On the other hand

1

k kN 2
ey ik = e (Z%) = P2t — @n = ne" £ 07t = Vi (25)

Q

With these steps we can complete the proof of Theorem 2. Let

-1
. . t t

Fty=e¢ e t>0 C,=i (—) (F (—) — 1) , C=A+B (26
n n

If » € D(A) N D(B) one has then

—1 -1 -1
Cod=i (i) [ % e T 1o = ie*’%[(i) @ —Dp+i (i) T e (27)
n n

n

limyoo(A + B)p = Co, n— 00 (28)

—itCy _

From steps 1 and 2 one derives s — 1in, o™ FCOD =5 — lim,_, e
e~'C. From Step 3
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SEE=D) _ ( ) 16| < ( (_) —I) qﬁ‘ IC ?| (29)

Combining these result
e—itC¢_F(£) é| <
n

This expression tends to zero as n — oco. This concludes the proof of
Theorem 2 Q

le=i1(A+B) 4 _ e—irge—irg(b' _

(1€ — &=ty g| + %mwm
(30)

Remark that since in Steps 1 and 2 we used compactness, we cannot estimate of
the error made if we terminate the expansion at the nth order.

1 The Feynman Formula

We shall now use the Trotter—Kato formula to obtain formally the Feynman formula
of integration over path space. This formula has only formal meaning because there is
no regular measure supported on those paths for which the integrand is meaningful.
We shall see later how to define a convenient measure space and a measure on it.

Consider first bounded continuous potentials V (x) and set Hy = —%A. Hy +
V(x) is self-adjoint with domain D(Hy). Taking into account the explicit form of
the kernel of e~/ j e,

Golx — yi 1) = (dimt)~Pe= "5 (3D

It follows from Theorem 2 that for each ¢ € L>(R9)

Nd
. N\~ i
(e_”qu)(x) =5l yoeo (E) /e—lSN(X,XI ..... XNal)¢0(xN)dxl oodxy (32)

where

SN(xl,...,xN)zﬁzlx’_ 1 +ZV(x)— (33)

i,j=1

In (32) the integral is understood in the following sense:

f@)ad¥x =limg o f)d"x (34)

R4 |x|<R
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and the limit is in the topology of L?>(R"). We would like to interpret the limit on
the right hand side of (32) as integral over a space of paths. Let I'! be the class of
absolutely continuous functions of time with values in R?.

Following a well established tradition we call such function paths and we call
position of the path at time 7 the value of the function at the value ¢ of the parameter.
We study first the case d = 1.

We identify the variable x; with the value that the coordinate takes at time %
on the path 7, .7 € I''. For each path 7, .7 € I'' with y(T) = x , 7(0) = x’ we
have

Hm Sy (X', X1, ooy Xty ooy X1, X, )Xy oo odXy o dXy_1 = S(Years)
N—o00

1
S(Yewt) = / [§|x<s>|2+voc(s)] ds (35)
0 x()ey

Remark that S(v, ;) is the integral of the classical Action along the trajectory
Yx,x'st+

If one takes formally the limit N — oo in the right hand side of the equation, one
writes the integral kernel (¢/’")(x, x') as formal integral over absolutely continuous
trajectories <y in the interval [0, #]

(e "y(x,x") = ( lim CN) / e S0 dy,  (36)
N—oo Yen A0)=x', 7(t)=x

where Cy is a normalization constant and f I1,d~, represents is (formally) the inte-
gration over a continuous product of Lebesgue’s measures. But the right hand side is
only formal: the constant Cy = (%’)’g in (36) diverges as N — oo and the mea-
sure d~ remains undefined (Lebesgue measure is not a probability measure and the
classical construction of product measures does not apply).

Remark that the same procedure can be followed if one considers the Schroedinger
equation in the domain |x;| < CVI =1, ..., d (defining the Laplacian with suitable
boundary conditions). In this case the limit measure exists (Lebesgue measure on
[—C, +C] can be made with a suitable normalization into a probability measure) but
is can be seen, following a procedure similar to the one which we shall outline for
Gauss’s measure, that the set of absolutely continuous functions is contained in a set
of measure zero.

We conclude that, while the limit in (32) certainly exists as integral kernel, its
interpretation as integral over a class of trajectories is ill defined and, if not taken
with a suitable care, may be the source of error. It should be remarked that for some
class of potentials, e.g. if the potential is the Fourier transform of a measure, it
is possible to give meaning to the limit to the right in (35) as limit of oscillating
integrals and to interpret it in the framework of a stationary phase analysis in an
infinite dimensional space [1].
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The approach in [1] is not within the framework of measure theory and one cannot
make use of standard tools, e.g. of Lebesgue comparison principle. Therefore it is
difficult to compare results for different choices of V without making reference to
the expression in terms of integral kernels. We shall not discuss further this very
interesting and difficult problem.

2 Stationary Action; The Fujiwara’s Approach

For completeness we reproduce here, with some further details, the remarks we have
made in Volume I of these Lecture Notes.
If t — s is sufficiently small (depending on x and y) the classical Action

S(t,s;x,y) =/ L (T,x(T), d);(r)) dr
s T

is stationary on the classical orbits (absolutely continuous functions solutions of
Lagrange’s equations with end points x and y) and is the generating function of
the family of canonical transformations that define motion in phase space. One can
expect, in the semiclassical limit, to be able to make use of the fact that the Action
is stationary on the trajectories of the system associated to the Lagrangian L.

In this case it may be reasonable to approximate the full propagator by stationary
point techniques with a careful estimate of the remainder terms rather than by the
Trotter formula. Introducing Planck’s constant /& one considers in the approximation
finite time intervals of order 2“ with o < 1 and seeks an approximation to order n:.

One can prove in this way [2, 3] that if the potential V (¢, x) is sufficiently regular
the propagator (fundamental solution) U (¢, s) satisfies for any function ¢ € L?(R%)

U(t, $)p(x) = exp (l/ lims_ol(d;1,s; x, y)(b(y)dy) (37
Rd

where the limit is understood in distributional sense.
We have denoted by {z;} a partition of the interval [s, ¢] in equal intervals of length
§ =5, N = h" and we have set

d
2

1 —1
) . _ N-—1
1(6; 1,83, y) =), [ﬁm}

N—1 . i . N—-1
/Rd - ” Hj:2 Clh(lj, ti—1;Xxj, xj,l)exp [—7—15(1‘1', ti—15%xj, )le)] Hl d)Cj
(38)
The function ay, is defined by
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1 t
ap(tj, tji—1; X, xj1) = exp{—ﬁ/ (T =) Ayw(T, s;x(7), y)dT (39)
P

where w is defined by S(¢, s; x, y) = %% + (¢t — s)w(t, s; x, y) and S is the clas-
sical Action for the Hamiltonian H s, = p2 + V), q,p € R? evaluated on the
classical trajectory that joins x to y in time t — s.

This formula is derived for small values of + — s using in the Stationary Phase
Theorem together with an estimate of the residual terms without using a Trotter
product formula. Remark that on each interval the Action § is the integral of the
Lagrangian over the classical trajectory but the trajectories we have used over con-
secutive intervals do not join smoothly because we have used Dirichlet boundary
conditions at the extremal points.

Therefore we are considering trajectories which are continuous but not everywhere
differentiable. The set of point where they are not differentiable becomes dense as
N — oo (i.e. h — 0). At the same time the limit “Lebesgue-like” measure does not
exist. Still for N finite (i.e. /2 # 0) this expression has the advantage, as compared
to (32), that on each interval one considers the solution of the classical equation of
motion with potential V rather than free motion as in (32).

For this reason, Fujiwara’s approach has been successfully used in the study of the
semiclassical approximation to Quantum Mechanics in particular in the scattering
regime where in a suitable sense the evolution of the wave function in Quantum
Mechanics has stricter links with evolution in Classical Mechanics (resembles more
the free evolution) at large times.

3 Generalizations of Fresnel Integral

In [4] the Authors have introduced a version of oscillatory integrals that can be
interpreted as Feynman integrals for a suitable class of potentials (those which are
the sum of a positive quadratic term and a function which is the Fourier transform
of a measure of bounded variation). ‘

The integral introduced in [4] generalized Fresnel’s integral |, R e2*" dx. Fresnel’s
integral is an oscillatory integral that cannot be interpreted as a Lebesgue integral
with respect to a regular complex measure (the total variation of the measure would
be infinite). It is rather interpreted as improper Riemann integral, and the convergence
is a result of the oscillatory behavior of the integrand, with the result

/ e dx = 27 (40)
R

In [4] a generalization of this procedure is given for an infinite dimensional sep-
arable Hilbert space providing, under suitable conditions, an infinite-dimensional
Fresnel integral Let f be the Fourier transform of complex valued regular measure
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of bounded variation on a separable Hilbert space /. The definition of the integral
of f is given in [4] by duality

/Hf(x)eﬁ”x”zdxE/He%”xuzduf (41)

The integral on the right is absolutely convergent and well defined as Lebesgue
integral. It is proved in [4] with this procedure that, for potential which are the
Fourier transform of a regular measure of bounded variation, the Feynman integral
can be interpreted as infinite-dimensional Fresnel integral over the Hilbert space of
trajectories (Cameron space) with scalar product

< >= /0 (G (5), 3 (s))ds 42)

where 7 is the distributional derivative of the trajectory ~y. In [4] there also an appli-
cation of this formalism to the semiclassical limit.

We shall not discuss further this very interesting and difficult approach. For more
details we refer to [4, 5].

4 Relation with Stochastic Processes

A study of scattering in the semiclassical limit can be done also through the study
of the representation of e’ ¢ through an integral over the trajectories of Brownian
motion. This requires a similar representation for the resolvent H#_z, Imz # 0. This
can be done (Gutzwiller trace formula) but the subject is outside of the scope of this
lecture.
We will see that a formulation which introduces a bona-fide measure on a space
of trajectories (and that under suitable conditions can be extended to the infinite di-
mensional case) can be obtained for the Trotter—Kato formula relative to semigroups.
This is due to the fact that the integral kernel of e '/ is of positive type, (maps
positive functions to positive functions) and can be interpreted as transition function
for a stochastic process (Brownian motion). Recall that the solution u(¢, x), x € R4
of the heat equation
Ju
E = Au, Ui—o = Uy (43)

is given by
N2

u(t, x) = 2nt)~2 / e~ "3 u(0, y)dy (44)

For positive initial data u(¢, x) is strictly positive for ¢ > 0, and N. Wiener has
shown that it can be represented as the mean value of the initial datum under a
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measure (Wiener measure) defined on continuous trajectories which start in y at
time 0 and are in x a time 7.

This measure characterizes Brownian motion, is a stochastic process that we shall
describe presently. Changing in a suitable way the process one can equally well
represent in a similar way the solutions of % = Au — Vu under some hypothesis
on V(x).

From this representation in term of a stochastic process one can derive regularity
properties of the resolvent of —A 4 V. We remark that there exists a generalization
of the integral that makes it possible, for a large class of potentials, the construction of
generalized Feynman integrals. This generalization is sometimes called White Noise
Process and in a suitable sense the process which is obtained may be regarded as the
(weak) derivative of Brownian motion.

One proves that the measure p associated to white noise is a measure on S’ that
is introduced by duality from the characteristic function

o(f)=e:B fes (45)

This means that 4 is a Gaussian measure for which @ (f) = [5, ¢'“Ddpu(w).
For comparison recall that in the case of Brownian motion the characteristic
function is

dp(f)=e2ME fes (46)

where || f|l_1 = f | |f(p|)2(1 + Iplz)’%dp. It follows that the space of functions that
may be used to give a description of the White Noise Process is larger then the space
of continuous function.

For example one may use the space L*(S’, 1) for a suitable (Gaussian) measure .
In this way one obtains a version of the White Noise Process as weak derivative of
Brownian motion (recall that continuous functions can be regarded as differentiable
functions in the distributional sense) and therefore also a realization of Brownian
motion (different from the one introduced by Wiener).

A rigorous definition leads to the introduction of Hida distributions which become
the natural candidates for describing generalized Feynman integrals.

It is in this way possible to study the possibility to write ¢/’ ~4*") as Feynman-
like integral for a rather large class of potentials. We shall not discuss further this
approach. Further details can be found in [6-8].

We shall come back later to the problem of the construction of measures on space
of trajectories in R* (or on the space of trajectories in the space of distributions if one
considers Quantum Field Theory) associated to positivity preserving semigroups.

Before discussing the Feynman—Kac formula we digress to make a brief intro-
duction to the theory of stochastic processes; we need some notions from this theory
to provide a rigorous approach.
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In Lecture 7 we provide the reader with some elements of probability theory, in
particular some a-priori estimates that are frequently used. We will also describe there
two alternative derivations of Brownian motion. The first is the original construction
N. Wiener, the second is a construction of Brownian motion as limit of a random
walk, in the spirit of the analysis of Brownian motion made by A. Einstein.

5 Random Variables. Independence

Recall that a random variable is a measurable function f on a regular measure
space (£2, M, ) (M are the measurable sets and p is the measure). We shall call
probability law (or distribution) of the random variable f the distribution defined by

py(B) = pfw @ f(w) € B)} 47)

for any Borel B setin R. We shall always identify two random variables which have
the same probability law, independently from the probability space (£2, M, u) in
which they are concretely realized.

A random variable is called gaussian if the (measurable) sets {w| f (w) < a} are
distributed according to a gaussian probability law, i.e. the distribution density of f
belongs to the class of gaussian distributions

¢ =172 gea?
uif < C) =/ (Ver) e dx, aer b=0 @)

—00

The mean (expectation) and the variance of f are then

E(f)= (x/ﬁ)_l/z/xe*‘“h“z dx=a Varf=E(fY)—E(f)*=b. (49

Notice that the distribution density of a random gaussian variable, and therefore the
random variable itself is completely determined by the two real parameters a and b.

Two measurable functions on a measure space (£2, M, p) represent independent
random variables if for every pair of measurable sets / and J one has

pfw)el, gw) e J}=p{fw) e lp{gw) € J} (50)

In the same way, considering N-ples of measurable functions, one defines the
independence of N random variables. Two gaussian random variables f, g with zero
mean (on can always reduce to this case by subtraction a constant function) are
independent iff

E(fg9) =0 G
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6 Stochastic Processes, Markov Processes

We recall here briefly the definition of Stochastic Processes [9, 11].

Definition 1 (stochastic process in R?) The family of random variables &, t > 0 is
called stochastic process with values in R? living in the time interval [0, T] if there
exists a measure space 2 with measurable sets M and measure p such that

(a) forallz € [0, T] the function & : 2 — R% is p-measurable (i.e. it is a random
variable)

(b) Yw e 2, Vte[0,T] &(w) e R? (i.e. one can define the evaluation map)

(c) the map (7, w) — & (w) is jointly measurable in w and ¢ if ¢ € [0, T'] with the
Borel sets as measurable sets.

Point (b) defines the evaluation map (giving the value of the random variable £
at time t). Remark that a stochastic process can be defined on any topological space
X, e.g. a space of distributions. This is important in treating systems with infinitely
many degrees of freedom.

The natural o-algebra of measurable sets are the Borel sets of X. One often
requires the measure ;. to be a Radon measure i.e. to be locally finite (foreach x € X
there exists a neighborhood U, with p(U,) < 00) and tight i.e. for each Borel set B,
wuw(B) = sup{u(K), K C B}, K compact. In particular the Gauss measure in R? is
a Radon measure.

The processes we shall analyze are Markov processes i.e. stochastic processes
which have no memory. The precise definition is as follows.

Let the family & be defined foreach¢ < T.Denote by F<, the o-algebra generated
by the random variables &, s < ¢ and with F>,,, f; > ¢, the o-algebra generated by
the random variables &, #; < s < T. We will call this structure a filtration.

Recall that, given a o-algebra F of measurable functions in a probability space
(£2, M p),asub-sigma algebra G and a function f on £2 which is measurable with
respect to u, the conditioning of f with respect to G (denoted Cg(f)) is the unique
function f; € G such that for all bounded g € G

/flngZ/fgdu (52)
2 2

Definition 2 (Markov processes) The process {¢;}, t € [0, T]) is a Markov process
iff for any pair ¢, 7 < ¢ the following relation holds

F+(&) =Cr (&), Cr (&) =£@) (53)

In other words, the dependence of & from F-; can be expressed as dependence
only from the o-algebra generated by &, (the future depends on the past only via the
present).

If the family {} is associated to an evolution in a Banach space has the
Markov property the expectations have a semigroup property, i.e. for any measurable
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integrable real function f one has E(f(§,) = e 'F E(f(£(0)) where L is a positivity
preserving operator on the space L!(§2, dj). Remark that the evolution described
by a Hamiltonian system has the Markov property.

A stochastic process is fully described by the joint distributions of all finite collec-
tions of the random variables in the process. Different realizations differ only by the
choice of the space £2 and of the measurable sets. A specific choice may be dictated
by the convenience of enlarging the set of measurable functions to include also weak
limits of measurable functions of the &;.

The possibility of this extension depends in general from the specific probability
space chosen in the realization. For example in the case of Brownian motion, the
existence as measurable function of

gt_fs 1
e — 54
s P<3 (54)

lim;_

holds only in a representation in which the Holder-continuous functions of order p
are a set of full measure.

7 Construction of Markov Processes

We shall now introduce a general procedure to construct Markov processes; this
links them to positivity preserving semigroups. For the moment our interest lies in
the connection between stochastic processes and Schroedinger operators. We begin
from a particular case, Brownian motion. Denote by

_ 12
K%q.q) = @mt)"fe 5 g, q € R? (55)

the integral kernel of the operator e’“. The solution of the heat equation

o 1 Bu
— =) (56)
o 24 0q;
is
u(q) = / K (q, ¢ uo(q)Hdq' (57)

It is easy to verify that K, has the following properties

(a)
K’q,.4) >0 Vg, ¢ (58)
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(b)
/Kzo(q, qhdq =1 Vt (59)

(©)
K).(q.9)= / K(q, K (r,q")dr (60)

Property (c) reflects the fact that the equation is autonomous and therefore the
solutions define a semigroup.

We shall now define a measure on continuous functions (paths) x(t) t € [0, T]
such that x(0) = ¢, x(T) =¢', q,q € RY. We shall denote by W, ,/ 7 this mea-
sure and call it Wiener measure conditioned to (q, q', [0, T]). From this measure
we will construct Wiener measure on continuous paths in [0, 7] with x(0) = 0 by
translation and integration over the final point of the trajectory

Notice that since the points w of the measure space are R¢-valued continuous
functions of time, we can define the evaluation map that for each value of ¢ assigns
to the point w the value of the corresponding function at time #. The total mass of
Wq,q’,T is K% (6]’ 6]/)

By definition a generating family of measurable sets are the cylinder sets of
continuous functions defined by

{x(s) :x(0)=4qo, x(T)=q, x(x) e I, k=1,..., N} =M{n}, Ir) (61)

where #; are arbitrary in (0,T) with #, < ;4 and [; are measurable sets in R3. The
term cylindrical is used to stress that the indicator function of M ({#;}, I;) belongs to
the o-algebra of measurable functions of the &, ..., &,.

This o-algebra depends only from a subset of the coordinates and therefore has
the structure of a cylinder. The measure of the set M ({t;}, I;) is by definition

pw, . (M{ac, ) = / dqi... / dan K} (qo.qD K} _, (@1, q2) ... K}, (gn. q)
1 1
1 N (62)

Theorem 3 (Wiener [9]) The measure we have defined is countably additive on the
collection of cylindrical sets and has a unique extension to a completely additive
measure on the Borel sets of the space of continuous functions g(s), [0 <s <T]
Sfor which qg(0) = qo, q(T) =gq. <

The proof of Wiener theorem has been given by Kolmogorov as a special case
of a general theorem. We will give in Lecture 7 the proof of Kolmogorov theorem.
Wiener’s own proof is more constructive; we shall sketch it in Lecture 7.

There we will also sketch the construction of Brownian motion given by Einstein
as limit of a random walk. Uniqueness in distribution follows from uniqueness on
cylindrical sets.
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Theorem 4 (Kolmogorov [9, 10]) Let I be an infinite (may be not denumerable)
collection of indices, and for each o € I let X, be a separable locally compact
metric space. Let F be a finite subset of I and define

XF E@aeFXa (63)

with the product topology. Denote by B the Borel sets of X and denote by F the
collection of finite subsets of I.

For F, G € Fand F C G, consider the natural projection of X c on X r, denoted
with Wg. Then (Wg)_l maps Borel sets in F to cylindrical Borel sets in G and provides
a conditional probability.

Suppose that on each X there exists a completely additive measure of mass
one (probability measure), denoted by |ir, that satisfies the following compatibility

property
1r(A) = pe ((rF)~'(4) (64)

Under this hypothesis there exist a finite measure space { X, B, u}, with completely
additive finite measure [y and a natural projection 7 of X on X such that up =

(). &

In the specific case of Wiener measure, / is the interval [0, 7]. We remark that
the space X with the properties we have described is not unique: different choices
of the maps 7r;1 lead to different spaces. In the case of Brownian motion, Wiener
has shown that is possible to choose X as the space of continuous functions in [0, T']
with prescribed value at # = 0 and #+ = T. Another choice may lead to a Sobolev
space.

8 Measurability

According to Kolmogorov theorem, a given subset of X which is not in X need
not be measurable. For example in the previous case the measurability of the set of
functions orthogonal to a fixed continuous function is not guaranteed.

In order to be sure that a pre-assigned set be measurable one must choose 7
properly. If X, = R and I = [0, T'] one can e.g. make use of compactness a and
convergence results to prove the following criterion:

1

Wiener’s criterion [4]
Let

2 ={C(0,T], R, x(0) =x, x(T)=x} (65)
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The set 2 has yu—measure one if for every denumerable collection of points N €

[0, T'] the set of those functions whose evaluation in A is uniformly continuous has

measure one (but this set may depend on the choice of V). <&
In particular a sufficient condition is given by the following theorem [9]

Theorem 5 If a stochastic process &(s) with values in R satisfies for some o 3 > 0
and() < C < o0

E(l& - &%) < Cle —s)' (66)

for all 0 <s <t <1, then there is measure on C[0, 1] with the same finite-
dimensional distributions for &;. <&

Proof The proof consists in constructing successive approximations of evaluation
processes at fixed times and then prove almost surely uniform convergence. Notice
that almost sure convergence means that the set of trajectories on which one does
not have uniform converges is a set of measure zero, while convergence in measure
means that the set of points for which one does not have convergence has measure
which tends to zero; but this set may depend on n and the union over n of these sets
may have finite measure.

At all times & (w) = x(¢) € R? is defined for each w since the process is defined
on RY; the question is whether there is a realization of the process for which x () can
be chosen to be continuous in ¢ with probability one. At step n for each w let x,,(¢)
be equal to x(¢) for t = 2’—,, At the other times define x (¢) by linear interpolation

. j Jj+1 RS J
x, (1) =2 (t—;)x( T )+2 (T_I)X(E) 67)

Jj+1
o

fort € [2i ). We can estimate the difference

Supo<i<i|Xn+1(t) — x, ()| = SUP1<j<on Supg;nls,fz%lxnﬂ(t) - x(t)|
2j—1 2j—1
Xn+1 W — Xn W
ji—1 2j—1
< suplfjfznmax[x 7 — X W |,

2j—1 J
X on+l X 2_n

= SUpi<j<or

(68)

Therefore for any positive v

“any A J Jj+1
P[Sup0§t§1|xn+l(t) _xn(t)| >27" <2 +1SMP_;P[|X (F) — X ( 2 ) |

< C2n+l2—(n+1)(l+(1)2n')f(l+ﬂ)] (69)



150 Lecture 6: Lie-Trotter Formula, Wiener Process, Feynman—Kac Formula

In the last inequality we made use of the assumption on E(|¢; — &|”). Choosing v
such that 1 + (1 + )y < 1 4+ « one obtains

> Plsupoci=i a1 (1) — x, ()] = 27] < o0 (70)

n

‘We now make use of the Borel-Cantelli lemma (see next lecture) to conclude that
with probability one the limit

Limy—ooXn (1) = x* (1) (71)

exists uniformly.

By the Ascoli-Arzeld compactness lemma x*(¢) is a continuous function of ¢. By
construction x (#) = x*(¢) with probability one at dyadic points. Since both processes
& and £* are continuous in probability it follows that they have the same finite di-
mensional distributions and in fact P[{(¢) = £*(1)] = 1 forall0 <r < 1. Q

Using Holder norms instead of the sup norm one can prove that there is arealization
of the process £* supported on functions that satisfy a Holder condition with exponent
0ifd < % In this way one can prove that v may be any positive number smaller
then }1.

Considering higher moments one can obtain realizations in spaces of functions
that satisfy higher order Holder conditions. For example in the case of Brownian
motion one has

ETIE() — £ = cn([E@) — £()* D" = calt — 5" (72)

and by the procedure outlined above one can obtain any Holder exponent smaller
that % It follows that Brownian motion can be realized in spaces of functions that
are Holder continuous of exponent y for any v < % It is worth remarking that v = %
cannot be reached.

Suppose that there is a positive constant A such that for ant s, ¢

Plx() t |x(t) —x(s)| < Alt — 5[] =0 (73)

But one has

1) — j+ 1 '
om0 L) ()]

The constant A must therefore be larger that the maximum of the absolute value of N
independent gaussian variables. Since N is arbitrarily large and a gaussian variable
is unbounded, A must be infinite.
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9 Wiener Measure

In the following we will consider only the realization of Brownian motion on the
space of continuous functions. We remark explicitly that for the construction of the
process we could have use the positivity preserving contraction semigroup associated
to any operator A — V with V Kato-small with respect to A.

In doing so we would construct a process in which &, are not gaussian random
variables, and it would be more difficult to find the joint distributions. The only
potentials that lead to gaussian random variables are zero and the harmonic potential
which we shall use presently.

Itis of interest for us the find a measure on the continuous paths in the time interval
[0, T'] with the only condition x(0) = 0 and no conditions on x (7). We do this by
distributing the location of the end point x(7") according to a uniform distribution.
Since Lebesgue measure is a limit form of gaussian measures what we obtain is still
a gaussian measure this time on the continuous path in the interval [0, T'] starting at
Zero.

To compute expectation and variance of this new measure one has to do a further
integration over the endpoint x(7"). One verifies by explicit computation that for the
new gaussian measure

Vi E@€)=0 E@E)=Qm)? / g5 dg =1 (75)
E@&) = @r) / g g dgdg =5 s <t (76)
E(, &) =min(t,s) E(&—&))=t—s (77)
E(& - —EN =0, s<o<T<t (78)

E(& =) -6 =t—1)(o—s) s<o<T<t (79)

From the last equation it follows that the random variables (£, — &;) and
(&, — &) are independent gaussian random variables if the segments (a, b) and
(c, d) are disjoint. Therefore Wiener process has independent increments over dis-
joint intervals.

For comparison, notice that the Wiener process conditioned by fixing the starting
and end points (Brownian bridge) does not have independent increments. Notice the
following: Let Ax(x) k =1,..., N measurable functions. Denote by E,, .7 the
expectation with respect to Wiener measure conditioned to ¢ (0) = x¢o, ¢(T) = x.
Then if tkr1 = I

Exy et (T A€) = (110 4702700 g5 en=tnmt)Ho gy e=(T=mHo)x, xg)  (80)
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where Ay is the operator that acts as multiplication by A;(x) and H) is the generator
of the heat semigroup. It will be convenient in what follows to consider measures on
paths defined in the interval [T, T]withx(—T) = g and x(T) = ¢’.Inanalogy with
what we have done so far one has, denoting W, ; _r, 7} Wiener measure conditioned
by x(—=T) =q and x(T) = ¢’

EWq,q/.Lfr.rl (HkA(ﬁtk))
= (e_(rl—T)HoAle—(tz—n)HoAzme—(tNl _rN)HOANe_(T_ZN)HU)(q’ q/) &)

If we choose Ay = 1, Vk we obtain for every integer N

3
N \? _1 Ag;. ZA’.
EW@,‘W,[T,TD(L)z(E) / / ) Mg, =1 v 82)

Remark that if the function x(¢) were absolutely continuous, the last sum would
converge to fOT e~ 240’ gt But we have seen that Wiener measure gives weight zero
to the set of absolutely continuous trajectories.

We have considered up to now mainly processes in [0, ] with value in R!. The
same considerations and formulae are valid for processes which take value in R?
for arbitrary finite value of d. Since we have made extensive use of compactness
arguments, the case d = oo is not covered by the simple analysis presented here.

10 The Feynman-Kac Formula I: Bounded Continuous
Potentials

According to the Trotter—Kato theorem, if A = Hyand B =V

2T H n
2T HAY) — ¢ _im (e* ﬁ}*%) t€R (83)

The convergence is understood in the weak sense, as integral kernel of an operator,
and the limit is the nucleus of the operator e=2"o+V) Therefore, if we choose
A, = V(&) where V (the potential) is suitably regular potential, we have proved

(") (g, q)) = lim / AW, i-rrie” S0 8VOCTHD g gl e RY (84)
— 00

(we have chosen to divide the interval [-T,T]in 2(N — 1) disjoint intervals of equal
length). The limit is understood in distributional sense.

Choose now a realization of Brownian motion in which the measure is supported
by continuous functions w(.) with value in R and such that

()W) = w(r) (85)
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If V(x) is Riemann integrable the exponent in (84) converges to f_’LTT V(w(t))dt for
each path w point-wise as a function of ¢, ¢’, If V is bounded below, the integrand
in (84) is bounded above by a constant C. Therefore the dominated convergence
theorem of Lebesgue applies (Wiener measure is finite and completely additive).
The right hand side of (84) converges therefore to

+T
[ e e, (86)

Since V(x) is bounded below the sequence of integral kernels is uniformly
bounded and therefore it converges in L}, .(R? x R?) and in distributional sense.
Since the limit is unique we have proved that, in the case of potential which are

bounded below and integrable

(672TH¢)(X) — /dq/gb(q’) (/ /eff:rTT V(§(S))deWq/,x;[—T.T]) X € Rd (87)
2

This equation is known with the name Feynman—Kac formula. It has been obtained
formally by R. Feynman in the case of the one -parameter group e~""* and proved
rigorously, by the use of Wiener measure, by V. Kac for the semigroup e ', H =
—%A + V under suitable assumptions on V, in particular if V is small with respect
to the Laplacian.

11 The Feynman-Kac Formula II: More General Potentials

We shall now prove the Feynman—Kac formula under less restrictive assumptions
onV.

Theorem 6 (Feynman—Kac formula, general case) Let

V=V,—-V., V.>0 Vy,eL: (RY), V_e§, (88)

loc

where S, stands for Stummel class.
Let H= Hy+ V, Hy = —A. For every ¢ € L>(R?), for every x € R and every
tre Rt

(e 2H ) (x) =/dy/ el V(w(x))dx¢(y)dnyy;[_tyt] (89)
2

(the second integral is over the paths are located in y at time —t). <&

Proof We have already seen that the formula holds if V € L®(R?). Recall that
Vels,if

d=3 : supem / VOIP < oo (90)
[x—yl<l
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d=4 lima—>0supxeR4/ loglx — y|7'V(y)?dy < o0 1)
[x—y|<a

d >S5 lima_oSupycgs / Ix — y[**V(y)*dy < 00 (92)
[x=y[<a

Let V,, = max(V, —n). Then V,, € L* and V,(x) — V(x) Vx. By monotone con-
vergence

t t
/ Vi (w(s))ds — / V(w(s))ds 93)
0 0
and therefore, again by monotone convergence, for each ¢ € L!(R?)

. o
/ o)y /g 5 Vs gy / dy /ﬂ / S V@O s (94)

Assume now that V satisfies the assumptions of the Theorem. Defining V,,(x) =
min(V (x), n) one has lim,_, o V,(x) = V(x). Recall that C§° is a core for H and
therefore

etV g 5 ey ¢ e Lt (95)

The Feynman—Kac formula holds for Hy + V,,; passing to the limit m — oo one
proves it for ¢ € L' N L? using the dominated convergence theorem. One makes use
next of the regularity of W,y () to extend the result to ¢ € L?. Q

Remark that, strictly speaking, we have not proved that under our assumptions
V(w(t)) is measurable with respect to d Wy ,.[_r, 1. But it is certainly measurable if
V (x) is continuous since the integrand is limit of regular functions on £2.

Since the measure d W, ,.[_r 7] is regular and the integral is equi-bounded with
respect to N we can make use of Lebesgue criterion, substituting on a set of measure
zero V (w(r)) with a measurable function V without modifying the integral. After
this rewriting, the integral | V (w(1))dt is rigorously defined and is measurable with
respect to d Wy .(—r,71. Notice that from the Feynman—Kac formula one sees that for
every ¢ the operator e '/ is positivity preserving. This property plays an important
role in the study of Markov processes.

We have associated to the Laplacian in R¢ the Wiener process on the interval
[0, T']. From the construction it is apparent that we can associate a stochastic process
with continuous trajectories to any positivity preserving contraction markovian semi-
group with a suitably regular generator, i.e. for which the procedure we followed for
the Laplacian can be repeated.

We will return in Lecture 14 to the problem of the properties that operators and
quadratic forms must have to define a stochastic process. In the Lecture 8 we will
use the hamiltonian of the harmonic oscillator to construct a stochastic process (the
Ornstein—Uhlenbeck process).
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As remarked above, to construct a Feynman—Kac formula we can use any
Schrodinger hamiltonian associated to a self-adjoint operator given by the Lapla-
cian plus a potential of a suitable class, but only for the Laplacian and the harmonic
oscillator one has simple expression for the kernel of the associated semigroup. One
may also use as generator the Laplacian in [0, K] with Neumann boundary condi-
tions, denoted Aﬁ’)’ )

This would give a process with continuous trajectories with values in the inter-
val [0.K] but the kernel of e~"40.x1 has a complicated expression which makes it
inconvenient for explicit estimates.
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Lecture 7: Elements of Probability
Theory. Construction of Brownian
Motion. Diffusions

We return briefly in this lecture to the realization of the Wiener process; we study here
its realization from the point of view of semigroup theory, using transition functions.
The same approach will be used in the next lecture to study the Ornstein—Uhlenbeck
process.

We begin with some more elements of Probability Theory, giving in particular
some useful a-priori estimates.

Definition 1 (measure spaces) A measure space is a triple {§2, F, P} where 2 isa
set, F is a o— algebra of subsets C; (the measurable subsets) and P is a probability
measure on F i.e. a function on F with the following properties

(hvCceF P(C)=0

Q) P(R2) =1
B)CieFi=1,2,...., C;,NC;=0,= P(U2,C) =32, P(Ci)
The positive number P (C) is the probability of C. <&

Definition 2 (o-algebras) A collection F of subsets of §2 is a o-algebra if C;,
Cy,...,Cr... € Fimplies U;C; € F and 2 — C; € F. It is easy to see that if
C],Cz,...,ck... e}"thenﬂiCi e F.

Equivalent conditions on a o-algebra are as follows
(a) If Cl' € f, C,‘ C C,‘+1 then P(U,C,) = llm,*)ooP(C,)
(b) If C,’ (S .7:, Ci+1 C C,' then P(O,C,) = llm,*)ooP(C,)

Notice that without o-additivity one has only P(U;C;) < >, P(C)). &

Definition 3 Let A be a family of subsets of 2. The o-algebra generated by A
is the smallest o—algebra of subsets of 2 which contains A; it is denoted by

F(A). <&

Often in the applications 2 is a metric space. We will consider only this case.
We denote by w a generic point and we choose as o —algebra the Borel algebra (the
o —algebra generated by the open sets in £2).
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Definition 4 (probability distribution) Let & be a random variable, i.e. a real valued
function & (w) which is P-measurable. If there exists a positive measurable function
p(t) such that for every interval [a, b]

b
P(la = f(w) =b}) =/ p(t)dt (M

we say that the random variable £ has a probability distribution with density p(t).
More generally one can define a probability distribution in case the exists a positive
Borel measure y such that for each Borel set B and each continuous function f one
has P(f(w) € B) = u(B). <&

Definition 5 (Expectation. Variance) The mathematical expectation (mean value)
Ep (&) of the random variable ¢ is

Ep(§) Z/S(W)dP(w) @)

where £(w) is the evaluation map, a measurable function.
The variance Var is defined as

Var(§) = E(€ — E(©))* = E(€) — E*(©) 3)

It is easy to see thatif a < {(w) < b then Var(§) < (b%“)z.

Definition 6 (independence) Two random variables £; and &, defined on the same
probability space are said to be independent if

Pl (w) € By, &(w) € Bo] = P(&1(w) € B).P(&(w) € Bo) “4)

In the same way one defines the independence of a finite collection of random vari-
ables. In the case of an infinite collection, independence holds if it holds for any
finite subset. <&

1 Inequalities

The following inequalities hold [2]
Tchebychev inequality 1
If¢ > 0and E(§) < oo then foreachr > 0

E
Pl : &) 20y = 28 )
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Proof
P swznz [ Sare < fEo ©
o
Tchebychev inequality 11
If Var(§) < oo then
\%4
P : 6w~ E©) 2 1) = T2 )
<

Proof From Tchebychev inequality I applied to the random variable = (€ — E (€))?
one has

w: E—EQI=2t)={w : nw) >1? )

Therefore P(w||¢(w) — E(€)| >t} < @ — Varg o

12

An important result is described by the two limit theorems of De Moivre—Laplace
that we will state without proof. Consider the binomial distribution with probabilities
p, g i.e.on N objects

N
Pl = -p"t ©)

We seek the asymptotic distribution in & for large values of N.

De Moivre-Laplace local limit theorem [1]
Let Np +av/N < k < Np + b</N. Then

1 __=Np)?

S aNpa T R 10

where the remaining term Ry (k) converges to zero N — oo uniformly in k in
bounded intervals

Lm0 MAX 0 /5 <t <npsp i RN ()] = 0 (11)

<
De Moivre-Laplace integral limit theorem [1]
Let a < b be real numbers. Then

1 [P e
limy— oo > :E/ e Tdx (12)

Np+ay/Np(1—p)<k<Np+b+/Np(1—p)



160 Lecture 7: Elements of Probability Theory. Construction of Brownian Motion ...

2 Independent Random Variables

We now give some inequalities which refer to a sequences of independent random
variables.

Kolmogorov inequality

Let &1,&,...,&, be a sequence of independent random variables. Suppose that
E¢)=0, Var()<oo i=1,...,n. Then

P({w : max;

yeeey

1 n
e+ &l =) = 5 > Var (&) (13)
k=1

<&
Proof Denote by Ay the set of points w for which

max{|&], 1§+ & .+ &Gl <e, &+ &l=>c 1<k<n (14)

Denote by 7 its indicator function, which is by construction measurable with
respectto §;, 1 < j < n. The sets Ay are pairwise disjoint and

P(max{|&i]. [&4+&l. . G+ &ol) < ©) = P(A1UAU--UA,) = > P(Ay)
k=1
(15)
From E(&) =0 Vkand > ;_, 5 < 1itfollows

Var G+ +&) = E(G +- &) = D Ema &+ &)Y (16)

k=1

Consider now the identity

EMa, &+ + &) = EMa &+ -+ &)D
+2EMa, &+ +E&IMa k1 + -+ E0))
+ EMay G + -+ E)D (17)

By definition the measure of A is not smaller than ¢?P(Ay). The second term is
zero since it is the expectation of the product of two independent mean zero random
variables. The third term is positive. Therefore

Var &+ +&) = ¢ D P(A) (18)
k=1

Since & are independent variables the left hand side is >y, Var (&). Vi
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Kolmogorov zero-one law
Let (£2, F, 1) be a probability space and let &;, &, ... a collection of independent
random variables equally distributed (permutable).
Suppose that a set A is measurable with respect to &, for all values of the index n.
Then either p1(A) = 0 or u(A) = 1 where 11(A)is the measure of A (the integral
of its indicator function). <&

Proof By definition of product measure there exists an integer N sufficiently large
and a set A, measurable with respect to the collection &1, ..., &y (a cylinder set)
such that |1(A) — u(Ae)| < €. By the substitution & — &y we construct another
measurable set A’ with the properties that ;1(A) = p(A’) and that A" and A, are
mutually independent.

Therefore, denoting by & (A) the indicator function of the set A and with P(A)
its expectation

P(A'NA) = P(A)P(A) = P(A)P(A) 19)

But lim.,oP(A' N A) = P(A’) and therefore P(A)> = P(A) i.e. either
P(A) = Oor P(A) = 1. Vi

3 Criteria of Convergence

We turn now to convergence criteria for sequences of random variables.

Definition 7 Let &; be a sequence of (real valued) random variables. We say that the
sequence converges to the random variable &
(i) in probability (in measure) if

Ve>0 limy_oP(& —&>¢€) =0 (20)
(1) almost surely (a.s.) if for almost all w (i.e. except for a set of zero measure)
limy—oc§w) = §(w) (21)

<&

Notice that a.s. convergence implies convergence in probability but the converse
is not true. Let {,} be a sequence of random variables with finite mean. Denote by
G = %(5 1+ - -+ +&,) its arithmetic mean.

We will use Kolmogorov zero-one law to prove the very useful Borel-Cantelli
lemma which states, roughly speaking, thatif &, &, ... s a sequence of independent
equally distributed random variables in a probability space §2, then the sets of w’s
such that the series >, &, (w) converges have measure either zero or one. Similarly,
under the same assumptions, the measure of a set of w such that
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1 n
limy oo~ > &(w) =0 (22)
n k=1

is either zero or one.

Borel-Cantelli lemma I [2, 3]
Let A, be a sequence of measurable sets (a sequence of events ) in a probability
space {£2, F, P} and assume > P(A,) < 00.

Let n(A) be the indicator function of the set A of those w’s for which there is an
infinite sequence {n;(w)} such thatw € A; i = 1,2,.... Then P(A) = 0 (i.e. A
occurs with zero probability). <&

Proof We can write A as A = U2, U2, A,. Then

P(A) < P(UZ,Ap) < Z P(A,) >0, k— o0 23)
n=k

Since X" P(Ay) < oo one has lim, .« > P(Ax) = 0. Therefore P(A) = 0. ©

Borel-Cantelli lemma II [2, 3]

Let {A,} be a sequence of mutually independent events in a probability space
{2, F, P} and suppose >, P(A,) = oo.

Let A be the collection of points w for which there exists an infinite sequence
{n;(w)} such that w € Ay k € n;(w). Then the measure of A is one. &

Proof Write A as A° = U2, N2, Ay and therefore for each value of n one has
0]
P(A9) < D" P(NZ,AY) (24)
k=1

We have denoted by B¢ the complement of B in §2. Since the A, are mutually
independent also the A, are mutually independent

P (M= A) = 12, (1 — P(Ay) =0 (25)

From > 7 P(A,) = oo itfollows lim,_,I1°°, (1 — P(A,)) = 0 and therefore
P(A) = 0. v
4 Laws of Large Numbers; Kolmogorov Theorems

We shall now briefly mention one of the theorems in probability theory which is more
frequently used in applications, the laws of large numbers (Kolmogorov theorems)
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Definition 8 We say that the sequence of random variables &,

(1) satisfies the weak law of large numbers if ¢, — E((,) converges to zero in prob-
ability as n — oo i.e. for every € > 0 one has lim, .- P(|(;, — E((,)| = 0.

(2) satisfies the strong law of large numbers if ¢, — E((,) converges to zero almost
surely (i.e. for almost all w one has lim,_.~((, — E((,)) = 0). Remark that in the
weak form of the law the sets considered may depend on n. <&

Kolmogorov theorem I
A sequence of mutually independent random variables {&,} with >~ | nlz Var(&) <
oo satisfies the strong law of large numbers. <&
Kolmogorov theorem Il
A sequence {&, } of mutually independent and identically distributed random variables
such that E(&,)? < oo satisfies the strong law of large numbers. <&

Remark that both laws of large numbers imply that for a sequence of random
variables which satisfy the assumptions of Kolmogorov, for N large enough the
random variable arithmetic meanmy = % Z,jlv=1 &, differs little from its expectation.

Therefore asymptotically the mean does not depend on w, i.e. it fends to be not
random. This property can be expressed in the following way: in a long chain of
random equally distributed variables there appear almost surely regular sequences
(which are not random). The statement that a gas occupies almost surely the entire
available space can be considered as an empirical version of the strong law of large
numbers.

We shall give a proof of Kolmogorov theorem I. For the proof of Kolmogorov
theorem II one must show that if one assumes that >~ | iizVarfi < 00, then the &
are equally distributed with finite mean of the squares.

For this one uses the properties of product measures and Kolmogorov inequality
that we recall here

1 n
P({max;<x<p| (&1 + - &) — (E(€D) + - E(€))| = 1} < o Z Var(&) (26)
i=1

Proof of Kolmogorov Theorem I
Replacing the random variables & with & — E (&) we can assume E (&) = 0 Vk.
We must show that (y = % Zf’ & converges to zero a.s. when N — oo.

Choose € > 0 and consider the event (measurable subset) 5(¢) of the pointsw € £2
such that there exists N = N (w) such that for all » > N (w) one has |(,(w)| < €. By
definition

B(G) = U?]ozl mn>N(w) {W| |<n(w)| < 6} (27)

Define B,,(€) = {w : maXom-1<,<m|(,| > €}. From Kolmogorov inequality
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n
> € n) < max2m]<,,<2m(P( il > 62’"_1)

i=1
i@- > ezml)z Var(&) (28)
i=l1

>

i=1

P(Bm (E)) = P(maX2rn1§n§2m

1

—2 2m= 2Z:max1<n<2w (

i=l1

Therefore

L 163 Vars
ZP(B () < —ZVar(f, > wsc=a “:2(5) (29)

€
m=1 n>m,',2”’i"§i§2;" i=1

and this sum is finite by assumption. It follows from the Borel-Cantelli lemma that
for a.a. w there exists an integer M (w) such that form > M

maxom-1<p<om |<n| <€ (30)

Therefore P((¢)) = 1 for each ¢ > 0. In particular P(ﬂkB(%)) =1Ifwe
ﬂkB(%) there exists N (w, k) such that for every n > N (w, k) one has |(,| < % It
follows that for almost all w, lim,,_,.(, = 0. Qo

5 Central Limit Theorem

Using the law of large numbers one can derive the important Central Limit Theorem.
In its most commonly used version this theorem is about the sum of independent
identically distributed random variables. This theorem plays an important role in
Statistical Mechanics and provides a link between Statistical Mechanics and Ther-
modynamics.

According to the strong law of large numbers the difference between the arithmetic
mean of N independent identically distributed random variables and the arithmetic
mean of their expectation values E (&) converges to zero as N — oo. It is natural
to enquire about the rate of convergence.

From Tchebychev inequality one derives that the order of magnitude of the error
is +/N. Therefore it is of interest to study the convergence of the sequence

an E&) =0. 31)

The Central Limit Theorem states that the random variables (y do not in general
converge strongly but, under suitable assumptions, their distributions have a limit
that does not depend on the details of the distribution of the &;.

Let is recall the definition of characteristic function of a random variable.
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Definition 9 (characteristic function) The characteristic function ¢¢ of the random
variable ¢ is by definition

de(\) = E(e™) NeR (32)

<&

It is easy to see that the characteristic function determines the distribution of the
random variable £ and that convergence of a sequence of characteristic functions is
equivalent to convergence in distribution (not in probability) of the corresponding
sequence of random variables.

The use of the characteristic function simplifies the study of the sum of indepen-
dentrandom variables. Let (y = z,i\':l k- Itiseasy to see that ¢¢, (A) = H,fV: 1 D¢, (N).

We can now state the Central Limit Theorem.

Central Limit Theorem

Let {&1,...,&, ...} be a sequence of independent identically distributed random
variables and let their common distribution f(x) have finite second moment. Denote
by m the (common) expectation and with v the common variance v = m, —m?>. Then
for N — oo the distribution of their average

1 N
_ S —m 33
N o n=l(§ ) (33)

2
converges weakly to a gaussian normal distribution with density \/;2—”6_7). <&

Proof The characteristic function of the gaussian distribution is

1 : x2
)\ — E - l/\x—'T — 7 34
(M) (me ) e (34

while the characteristic function of the random variables 7y is

A N Am
¢UN=¢(m)e N (35)

where ¢ is the common characteristic function of the &. It is sufficient therefore to
prove that for each value of A

. 2
limy ooy, (N) =e 2 36)
Because m, < oo the function ¢(\) is twice differentiable with continuous second
derivative. Therefore for A small

2
d\) =1 +im\ — %nh +0(\?) (37)
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It follows for each value of A

A2 2\ N A2
Gy = (1 = N +o (N) —Nooo € 2 (38)
(remark that the linear terms vanish by symmetry). Q

There are generalizations of the Central Limit Theorem, e.g. to the case in which
the random variables are not identically distributed or are only approximately inde-
pendent or if one considers other averages. instead of the mean. In particular it can
be shown that if the random variables are identically distributed with distribution
function p(x) such that p(x) = p(—x) and p(x) ~ |x\“+‘ for o € (0, 2), then the

distribution of the random variable ny(a) = N~ «a (51 ---&y) converges when
N — o0 to a limit distribution with characteristic function Ce~"M", b > 0.

6 Construction of Probability Spaces

We end this description of results about collections of identically distributed random
variables presenting theorems about the construction of probability spaces in which
one can realize collections of random variables (given through their characteristic
functions) preserving their joint distributions. These constructions are analogous to
the construction of product measures. It should be stressed that the construction is
not unique.

We begin with a theorem of Kolmogorov on the existence of a measure space in
which can be realized a collection (not necessarily denumerable) of random variables
preserving joint distributions.

Theorem 1 (Kolmogorov) Let I a set. Let F be the collection of the finite subsets
of I and assume that for each F € F there exists a completely additive measure jip
of total mass one on the Borel sets B(RNF)) (we have denoted by N (F) the number
of elements in F). Assume that this collection of measures satisfies the compatibility
requirements for the inclusion of the subsets.

Then there exists a (not unique) probability space (X, M, p) and functions
{fo, « € I} such that u; be the joint probability of {f, « € I}. Moreover
if F is the smallest o-algebra that contains all measurables f,, the measure |1 is
unique modulo homeomorphisms. <&

Proof Let R = R U 0o be the one-point compactification of R and set X = (R)’.
Let C/;, the set of function which depend only on a finite number & of a. If f €
Cyin define I(f) = [ fxDdp(x") By construction X is compact in the product
topology.

By the Stone—Weierstrass theorem C y;, in dense in C (X). Indeed the polynomials
in Cy;, coincide with those in C(X). Therefore the functional / extends to C(X). By
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the Riesz—Markov representation theorem, there exists a Baire measure ;. on X such
that[(f) = [ f()dp(x).

Let f, be equal to &, if |x,| < 00, O otherwise. Then, if the set J is finite, dp; is
the joint probability of f,,, « € J. This proves existence.

To prove uniqueness it is sufficient to prove that Cy;, is dense in L?(X, dy).
Let H be the closure of Cy;, in L?(X,dy). For any Borel set A C X the indi-
cator function 7(A) can be approximated in L>(X, dy) by linear combinations of
1n(A,), A, C By, (the cylindrical Borel sets with finite dimensional basis). There-
fore the collection of A,, is closed for finite intersections.

Since the complement of a cylinder set is itself cylindrical it follows that the collec-
tion of A, is also closed under complementation and denumerable union. Therefore

{A : n(A) eH} (39)

is a o-algebra. But by assumption F is the smallest o-algebra that contains all Borel
sets. Hence

{A : nA)eH}=H (40)

and therefore H = L>(X, dp). v

Remark that one canuse R’ asamodel because u{x : 3Ja, |x.| < 00} =1 Ya
and, for every finite J

wx o |xgl=00 VYaelJ}=0 1

From the o-additivity of the measure one derives then u(R I'_RH=0.

7 Construction of Brownian Motion (Wiener Measure)

We give now two constructions of Brownian motion. One is the original construction
of Wiener as measure on continuous functions [2, 4]. The other is the construction,
due to Einstein, of Wiener measure as limit of measures on random walks on a
lattice. We also give a modification of Brownian motion which is obtained through
a modification of its paths.
Wiener construction

Using Kolmogorov estimates to bound the measure of the part of the measure space in
which a given random variable exceeds a prefixed value, and elementary probabilistic
estimates, in particular on product measure, it is possible to prove that if cg, ¢;, c3, . . .
are independent gaussian variables the series

N 2
" \/_semrkt

Xy =ct+ D D e (42)

n=1 k=2n-1
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converges in distribution when N — oo uniformly over compact sets with probabil-
ity one. This means that, a part a set of measure zero, one has -uniform convergence
in L' (R) of the distribution of the sequence

N 2n \/_
2 senmkt
Xn(t,w) =cot + E E Cn(w)T 43)
n=1 k=2n-1

The limit function is continuous and is zero for ¢+ = 0 because each term is zero.
We have thus defined for each value of T € R' a correspondence @7 between a
set of full measure Y of points w in the probability space (§2, M, i) and continuous
functions vanishing at the origin.

We define now a probability measure ' on continuous functions X7 on [0, T'])
vanishing at the origin by setting

p(@7 () = p(Y), WXy —@7'(¥) =0 (44)

This is Wiener measure. Wiener has proved that Y is dense in X7 in the C°
topology.

For each value of ¢ the X,,(¢) are independent gaussian variables, (being sum of
independent gaussian random variables) and therefore also their limit in distribution
is a gaussian

& W) =limy_ocXn(1) (45)

Due to the correspondence between a set of measure one in §2 and a dense subset
of continuous functions, the random variable &, can be seen as an element of the
dual of continuous functions. It follows from the definitions that &, assigns to the
function x (z) the number x (7).

From the definition one verifies E (§,) = 0. Using the trigonometric relations and
the independence of ¢, (w) and performing the limit that defines &, one has

E(&&) = /é}(X(-))Ss(X(-))du/ = min(t, 5) (40)

Since the &, are random gaussian variables this determines completely their distri-
bution and we see that the random variables &, and &; are not mutually independent.
Remark that we have assumed that the random variables we consider take value in
R.

An identical construction can be made under the assumption that the random
variables ¢, take value in R? and that the components are gaussian independent
random variables with mean zero and variance one. One obtains in this way the
Wiener process in R?.

We have used the fact that the class of continuous functions is closed under uniform
convergence (the convergence we have proved is in the uniform topology outside a
set of measure zero). This follows because closed sets in R¢ are compact.
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This is not true for an infinite dimensional Banach space X. Still we shall see,
in Lecture 15, through the theory of Dirichlet forms, processes that play the role of
Wiener processes in infinite dimensional Banach spaces.

Remark that using Kolmogorov inequality one proves that the set of w for which
the limit is an absolutely continuous function has measure zero. The representation
we have given of Wiener process is particularly convenient to determine the regularity
of the trajectories making use of theorems about Fourier transforms. Further analyses
of this problem are e.g. in [4].

8 Brownian Motion as Limit of Random Walks

We now construct the Wiener process as limit of random walks on a lattice. Our
exposition follows closely the construction given by Einstein. We will consider only
the case of one space dimension and we will study the motion of a heavy particle
which moves due to elastic collisions with very many light particles which move
independently from each other.

This is the model introduced by Einstein to give a mathematical treatment the
phenomenon described by R. Brown in 1927 [5] of the erratic movement of pollen
particles suspended in water. Einstein [6] described the motion of pollen as due to
the (random) collisions with the molecules of water. Einstein’s theory was verified
experimentally by J. Perrin [7] who used it to give a (precise) estimate of Avo-
gadro’s number. Perrin’s experiments constituted at that time the best evidence for
the existence of atoms and molecules.

Consider the motion in one space dimension. The light particles come at random
form the right or the left; in each unit of time the heavy particle is hit by a light
particles and moves to left or to the right of one unit of space. Since the direction
of the light particle is random, if at time O the heavy particle is at the origin at
(microscopic) time n it will be in position given by >_"_, & where ; are independent
random variables with common distribution P(§; = £1) = %

On a macroscopic scale of space and time there are €2 collisions in each unit
of time, and the absolute displacement in each collision is €. Therefore after the
macroscopic time ¢ the heavy particle will be in (macroscopic) position X (f) =

€ Zfz{ ;. We will construct Brownian motion as limit in distribution of the random
variable X.(#). More generally, consider a probability space {R, B(R), u} such that

/x4du(x) < o0 /xdu(x) =0 /xzd,u(x) =1 47)
R

and let £ a random variable.
Consider now a product space and for € > 0 define by linear interpolation for
each realization of £ a continuous path t — .(&; t) through
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[e21]

V(&) =€ D &t ele?t — [ D (48)

i=1

where [y] is the integer part of y. Define P.(A) = P (' (A) for any cylindrical set
of paths.

Theorem 2 When ¢ — 0 the sequence P. converges weakly to Wiener measure. <

Proof We give the proof in three steps

(1) Ateachtime O < t < T the distribution converges to the distribution of Brownian
motion.

(ii) The finite dimensional distributions converge to those of Brownian motion

(iii) The family P, is tight

Step (i)

This is a consequence of the central limit theorem. Introduce the characteristic func-
tion ¢.(\), which is the Fourier transform of the distribution of &.(#) under P.. It is
easy to prove that convergence in distribution is equivalent to the convergence of the
characteristic function and that the characteristic function of the sum of independent
random variable is the product of the characteristic functions

xz
2

. 1 ‘
b\ = dNe) T = [1 — Exzé + +0(62):| s e (49)
Step (ii)
From step (i) one sees that adding the terms
e(e 7t — [ D& (50)

one obtains a continuous path. This term goes to zero uniformly as ¢ — 0. The proof
of step (ii) follows then because P is a product measure.

Step (iii)

To prove relative compactness we make use of Prohorov criterion (see e.g. [3]; this
book is a basic reference for weak convergence and compactness criteria).

9 Relative Compactness

Let S be a metric space and B(S) its Borel sets. Denote by C(S) the continuous
function on S.

Recall that a family of probability measures I1, on (S, d) is relatively compact ift
for any bounded sequence P,itis possible to extract a weakly convergent subsequence
(i.e. there exists a probability measure P such that lim,_.o [ fdP, = [ fdP for
every bounded f € C(S)).
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We shall denote weak convergence by P, —,, P.In case S = R we can charac-
terize weak convergence by means of the characteristic function ¢p(\) = f e u(dx)
Weak convergence is equivalent to point-wise convergence of the characteristic func-
tion.

A collection I, of probability measures is tight iff for each € > 0 there exists
a compact set KC such that P(K) > 1 — € for each P € I1. We now use Prohorov
criterion

Prohorov criterion [3]

If the collection 17, is tight, then it is relatively compact. If S is complete and
separable, the condition is also necessary. <

This criterion is particularly useful if S is the set C of continuous functions on
RV, N < oo.In this case the compact sets are characterized by the Ascoli—Arzeld
theorem. Let the continuity modulus if x(t) € C be wy(8) = supj_s<s|x(t) — x(s).
The Ascoli—Arzela theorem states that a set A € C has compact closure iff

supxealx(0)] < oo,  limsosupxeawx () =0 (51

It follows from the definition that if A has compact closure, then its elements are
equi-bounded and equi-continuous. It is then easy to see that in this case the sequence
P, is tight iff
(i) for each 7 > O there exists @ > 0 such that P,(x : [x(0)| >a) <d Vn>1.
(ii) For everyin > 0, € > 0 there exist 6 € (0, 1) and ny € N such that

Py(x: wy(d) =€) <n Vn=ng (52)

Returning now to the construction of Wiener measure, notice that if s and ¢,
0 < s <t < T are such that €t and ¢ 2s are integers one has

,zt 4
/dPE|x(t) —x@'=Efe D &
i=e2s+1
= > EEh+et > EEe)
i=e 2541 e2stl<i<j<e?t
<C@E1 =)+ —9%) <2C1 —5)° (53)

By interpolation this inequality is valid for 0 < s < ¢t < T. Remark now that if
da, § C < oo such that

E(lx(t) — x(n]’) < C|t — s|'T (54)

then 3 ¢;, ¢y < o0 such that
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(1) = x(s)”

1
T ZC]/\:| Ssz (55)

P |:S UPo<s<t<T

This inequality, a version of Tchebychev inequality called also Garcia’s inequality,
can be found in [2]. With the choice & = 1 and 8 = 4 it follows

Wy 5 x () — x(5)] o\
P(x, =y =) < P 6Psupy_ges o2 =) < la—)  (56)
) [t — 5|5 n

and then limgs_,osupe~oPe(x : wy(6) > n) = 0. This implies relative compactness.

10 Modification of Wiener Paths. Martingales

We consider now the process obtained modifying the Laplacian by a drift b(x) (which
need not be a gradient). We want to interpret the modification of Brownian motion as
modification of the Brownian trajectories. This will give us a version of the modified
process which has continuous trajectories defined in any finite interval of time. The
generator of the semigroup is now

L= 55 +b) (57)

We assume that the vector field b(x) is Lipshitz continuous. Consider the modi-
fication of the Brownian trajectories under the following rule, for each ¢ > 0

B — @) = Pp(1), &) =x+P() +/0 b(E(s))ds x(1) € R (58)

where £(¢) is the trajectory associated to the path (3(¢) of Brownian motion (we make
use of the evaluation map for all trajectories in the support of Brownian motion).
Consider the dual action of this modification on the measures on continuous
trajectories in any finite interval of time, and call u;,(¢) the resulting measure. Since
we have assumed that b(x) is Lipshitz continuous one can use the Picard iteration
scheme to prove that the map py — i (¢) is well defined. We recall some definitions

Definition 10 (martingale [2-4]) Given a probability space {2, F, P} and a filtra-
tion F, € F (a family of sub-sigma fields such that 7, C F, for s < t) a family
M, (w) of random variables is called a martingale if

(1) For almost all w, M;(w) has left and right limits and is continuous to the right.
(2) Foreacht > 0 M,(w) is measurable and integrable.
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B)For0 <s <t EWM,;, Fy) = M almost surely, where E (X, F;) denotes
conditional expectation of X with respect to the o algebra F; ( a subalgebra of

fff . <>
The role of this definition of martingale can be seen from the following theorem.

Theorem 3 (Girsanov’s formula) Denote by P? the measure that Brownian motion
defines on the space §2 of continuous trajectories starting from x at time 0. Let b(x)
be a Lipshitz continuous vector field and by P? the measure of the stochastic process
with drift b(x). Then P? is absolutely continuous with respect to P.

The Radon—Nikodym derivative is given by

d
RV (w) = el D& @Nds=3 [P E@nds  p2 Sp (59)
k=1

The process defined by PP is a Markov process because R, is a martingale with
respect to {§2, F;, P.}. As usual we have denoted by &;(w) is the evaluation map. <>

Proof We shall give the proof only in the case when the vector field is bounded. The
proof in the general case will follow by approximation and a limit procedure.
Define a new measure Q. by

dQ
o =R (60)

where R? is given by Eq.59. We prove first that R? is a martingale.

By inspection, this is true when b is a piecewise constant function b,. Denote by
Rf’” the corresponding martingale. One can verify that (R,b )? < Ré’,e’c2 where C(w)
is chosen such that C(w) > |bg(w)| for0 < s <t.

A bounded progressively measurable function b can be approximated by piece-
wise constant functions b, which are uniformly bounded. Therefore when b,, — b
the martingales R,b" are uniformly bounded in L?(P,) and the limit R? exists and is
again a martingale.

Since the distributions are consistent for different times, it follows that

R0, w) = ej; (0—b(x(5))dx(s)— % [; (b(x(s))—0)>ds (61)
is a martingale for every 6. This implies that

St (0) — 6[‘; €dx(s)7%7% f(; Ob(x(s))ds

— HaO—x—]; b(x(s))ds)— 2 (62)
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is a martingale with respect to Q. Therefore
t
y(t)=x({t) —x —/ b(x(s))ds (63)
0

is distributed as the Brownian motion. Since @, (y(.)) = x(.) one has QX =Q0,. ©

We call attention to the second term in the exponential in Girsanov’s formula,
which has its origin in the fact that Brownian motion is a process with increments in
time which are independent for disjoint intervals of time. For closed intervals which
have a point in common the increment is not equal to the sum of increments in the
two parts (Wiener measure is not a product measure).

The difference is encoded in the quadratic term b?(x(s)). Recall that Wiener’s
paths are nowhere differentiable and therefore this term is not related to jumps in the
derivative

So far we have studied Brownian motion, a Markov process that has the Laplacian
as generator. We have also studied modifications obtained by adding a potential and/or
a drift. The same analysis can be done for Markov processes which have a generator
of the form

0 0 0
Hyp = _Za_xkak'h(X)a_xh +bk(X)8_xk apx = Axn A > 0kh=1...d

(64)
provided the coefficients a; x and b(x) are sufficiently regular. All these processes
are defined for 0 < r < T (for some 7" > 0), have continuous trajectories in R,
are recurrent for d < 3 and have a measure equivalent to Wiener measure on path in
0<r<T.

They are a special class of diffusion processes (or for short diffusions), stochastic
processes that behave locally as a Brownian motion. We restrict ourselves here to the
one-dimensional case. The idea is to realize a process with increments which satisfy

[x(t + €) = x(D)| 7y = eb(t, x(1)) + 0(6), ELx(t + €) — x(D)]5, = o(e) (65)

where the expectation E is with respect to the (Markov) o-field F(¢) generated by
x(1)

Let £2 be Wiener space on [0, T']i.e. the space of continuous trajectories w(t), t €
[0, T']). Let £(¢) be a function on this space on this space, continuously progressively
measurable. We are looking for a continuous progressively measurable function
x(t, w) that satisfies for almost all Brownian paths,

x(t+ew) —x(t,w) =alt, x@O[B(t +¢€) — B1)] +eb(t, x()) +o(e) (66)

Notice that now both the drift and the covariance depend on the path A shorthand
(formal) notation commonly used is
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dx(t) = +/a(t,x(@)dB(t) + b(t, x(¢))dt (67)

where (3(¢, x(t)) is Brownian motion.

11 Ito Integral

More precisely we are looking for a progressively measurable (i.e. measurable
with respect the the o-algebra generated in time by Brownian motion) function
x(t,w), t > s that satisfies for each w € £2 the integral relation

x(t,w) = Bw) +/ va(r, x(r,w))dp(r) +/ b(r,x(t,w)dr 0<t<T
0 0

(68)

The first integral, Ifo stochastic integral, is defined for a special class of function
F (that we describe now) by convergence in measure of the corresponding Riemann
integral for approximating functions that are piecewise constant on (almost all) paths.
The class F is made of functions f mapping [0, T'] x £2 — R which satisfy
(1) V¢ > O the function f is jointly measurable with respect to the o-field of the
Brownian motion
(i) v >0 E fé | f(s,w)|lds < oo where E is expectation with respect to Wiener
measure /4.

One has then [1, 2, 4].

Theorem 4 For F € F one defines the stochastic Ito integral

Xr(t) =/ f(s,w)dx(s) (69)
0

with the following properties that characterize it completely

(1) the map f — X(t) is linear

(2) X 7 (t) is progressively measurable, continuous as a function of t and a martingale
with respect to ($2, F;, Py where Py is Wiener measure on paths stating at the origin.
(3) Xff — fot f(s, w)ds isa martingale with respect to $2, F;, Py. &

Recall that a process M(¢) is a martingale with respect to (£2, F;, Py) if the
following are true
(1) for almost all w, M (¢, w) has right and left limits and is continuous from the right
(2) for each t > 0, M(t) is measurable and integrable
(3) for 0 < s <t one has E[M(t) z(s)] = M (s) almost everywhere.

Sketch of the proof of Theorem 7.7
One start as usual with simple functions (piece-wise constant for every §2) Let 0 =
th(w) < hH(w) -+ < t,(w) < oo be n times, let ¢,(w) be measurable and let the
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function f(w, t) be constant in these intervals. For these function one can define the
integral as Riemann sums.

k—1

Xp(t) = Z fici@)x (@) —x@G-D] + fimn (@) x () —x (@] (70)

i=1

It is easy to check that properties (1) to (2) are satisfied. To verify (3) we have to
prove

E |:X§¢(t) — X%(s) —/ f(r, w)drly:si| =0 (71)

where E is the expectation with the probability measure of the Brownian motion
starting at the origin. This can be verified by using the properties

E[X;)Xp (@) = Xp)Fe] =0 (72)
E[fi—1@)(x (@) — x5 = E[fi—1()( — )]l (73)

which follow from the properties of Brownian motion. As a consequence of Doob’s
inequality for Brownian motion [1, 2] one has also

Elsupo<y<i(X ;(s)|*] < 4E / f2(s, wyds] (74)
0

These estimates lead to the definition of the Ifo integral for a large class F of
functions. The class F is made of function f (s, w) € F which can be approximated
in measure with a sequence of simple functions such that

E [/[ | fu(s, w) — f(s, w)|2ds] -0 (75)
0

Then the limit X ; of X ;, exists in the sense that
limy oo Elsupozs=|X 1,(s) = X ()] = 0 (76)

Itis easy to see that the approximation can be done if one shows [1, 2, 4] that every
bounded progressively measurable (i.e. measurable with respect to F for0 < s < t)
can be approximated by bounded progressively measurable almost surely continuous
functions. Vi

As a consequence of the definition of Ito integral one has the Ito formula, an impor-
tant result in the theory of stochastic integrals. Let f(#, x) be a bounded continuous
function of ¢ and x with a bounded continuous derivatives in ¢ and two bounded
continuous derivatives in x. Then
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t t

[, x@) = f(O,X(O))+/ .ﬂ(s,X(S))ds+%fxx(s,X(s))ds-ir/ Sals,x())dx(s) 0<t=<T
0 0

(77)

One can verify that if g(s, x) = fi(s, x) + % frx(s, x) is a bounded continuous
function , then

Je,x@) = £(0,x(0) — /g(s,X(S)dS (78)

is a martingale.

In particular if a(x, w) = 1 and for almost all paths b(¢, w) = b(w(t) this pro-
cedure leads to the construction of the process which corresponds to the Brownian
motion with a drift b(x) (the process has generator %dd—; + b(x)% ) If b(x, w) for
almost all w is locally Lipschitz but depends on the path we still have a Markov
process with paths given by

x(t),w) =x+b(t,w) +/ b(x(s),w)ds (79)
0

In this case Wiener measure on paths induces a distribution Q, on the paths of this
process on [0, T'] starting in x at time zero. This measure is absolutely continuous
with respect to Wiener measure. The Radon—Nikodym derivative on the o-field F;
is given by

RD;(w) = exp |:/ b(x(s))dx(s) — %/ bz(s, x(s))ds] (80)
0 0
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Lecture 8: Ornstein—Uhlenbeck Process.
Markov Structure. Semigroup Property.
Paths Over Function Spaces

The structures we have analyzed so far describe random processes in the time interval
[0, T] with T arbitrary but finite. One can equivalently consider processes in the time
interval [—T, T].

We have associated to the Laplacian in R? the Wiener process on the interval
[0, TT. It is easy to see that the procedure followed in the case of the Laplacian A can
be repeated for the generator £ of any positivity preserving contraction markovian
semigroup. Therefore we can associate to £ a stochastic process on [—T, T].

We will return in Lecture 11 to the properties that operators and quadratic forms
must have to define a stochastic process. We want now to construct a process for
which the paths are defined for all times. Moreover we want that the process has an
invariant measure and that the group of time-translations acts as measure-preserving
transformations.

We can do this if the generator £ has a unique (positive) ground state. For example
we can take £ = Hy = —A + V (x) where V (x), x € R is a potential of a suitable
class and H a unique ground state with eigenfunction ¢ (x) which is strictly positive.

Or one can choose £ = AZ[\('U], the Laplacian in [0, 1] with Neumann boundary
conditions. The invariant measure would in this case have constant density in [0, 1].

These choices would give a process with trajectories in —oo < t < 400 but the
kernel of e~"* has a complicated expression which makes it inconvenient for explicit
estimates. We choose the Hamiltonian of the harmonic oscillator

A X

H, + d e R? (1)
=——4 = — = X
0 272 2

1 Mehler Kernel

For the Hamiltonian of the harmonic oscillator the kernel of the associated semigroup
has a simple form. Moreover it possible in a simple way to extend the construction to
the infinite-dimensional case, and construct processes with paths in Sobolev spaces.
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The integral kernel of the corresponding semigroup is known explicitly (Mehler
kernel)

@)

o (e'y —x)*
Ky =0 —e™) ‘/2exp[—y2+1_—e_z,

We briefly indicate a derivation of Mehler formula for d = 1. Using the creation
and destruction operators

L1 d 1 d 3
= 50-5) =50+ E) ©

one has 1
2
HO(G*)nQO = n(a*)”.QO 20 = [ (4)
T
Therefore ) B
eftHoen/Lﬁ QO — eweﬁa* -Q() (5)

(both sides are analytic in ¢ because a* (Hp + 1)_% is a bounded operator). From the
commutation relations between a and a*

e ivx 2

. 2 —
/ eMx, y)ee T = e (©6)

From this one derives Mehler’s formula. A similar construction can be done for
generators of the form

d
0 0 0
Hyp= D w—Aung— +bim— R?
Ab P o k.h o + by ot X € (7)

where A is a positive definite matrix. The Mehler kernel can be derived with the same
procedure as above by using a suitable representation of the canonical commutation
relations.

Formally the same is true in infinite dimensions but one must pay attention to the
fact that not all the representations are equivalent and the choice of A and b fixes the
representation in which the process is defined. Notice that

lim oK (x,y) = =€~ 772 = Py(x, ) ®)
This is the kernel of the projection operator on the ground state of the harmonic oscil-
lator. The ground state is unique, because Hj is strictly positive on the complement
of the ground state.
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2 Ornstein—Uhlenbeck Measure

Proceeding as in the case of the heat kernel, one can verify that KP defines for any
finite 7 a process in [—T, T] and fixed ¢, ¢ € R4, called Ornstein—Uhlenbeck
bridge. The paths start in g at time —7 and end in ¢’ at time 7.

There is a corresponding measure on these paths (the Ornstein—-Uhlenbeck bridge
measure) Wf;]';r- This measure is supported on continuous paths for t € [T, T]
conditioned to be in ¢’ at time —7 and in g at time T.

We want now to describe processes that are defined for all times. Time translation
will act as measure-preserving group of transformations and there will be an invariant
measure (state). We start with the Ornstein—Uhlenbeck bridge.

Let M be the space of continuous functions in the interval [—7', T'] with values
in RY. Define a measure @, (T) on M7 as product measure of d,ugff;[_T,T] times the
measure on R? x R¢ having for each factor as density the (positive) eigenfunction
£2y of the ground state of the harmonic oscillator

dDo(T) = dpi). 7.0 dy20(y)dy’ 9)
Denote by Ay the operator which act as multiplication by Az (x), k=1,...,n
(820, Ay 7H0p, L em(nmimith A, Qg) = / A (E(1))d Do (). (10)

From the invariance of £2y under ¢ (which implies e Q2 = ) it follows
that for S > T the measure @, (7T') can be regarded as the conditioning of ®y(S) to
the paths in [T, T1].

Moreover for |S| < T the random variables &7 (s) have a the same distribution as
&g for § > T and can be realized in the same probability space. Therefore we are
justified in identifying them.

This compatibility property allows, by Kolmogorov theorem, the construction (in
several ways) a common probability space. But since Kolmogorov theorem is very
general, in principle in a representation the measure is carried by the continuous
product of R;, ¢t € R and a priori it is not obvious that the process can be realized
in a smaller function space, e.g. the continuous functions of ¢ with values in RY (the
space of continuous trajectories in R?.

It is therefore convenient to describe the limit Ornstein—Uhlenbeck measure 1
as a measure on a set of measurable functions on R and of their expectations instead
of a measure on measurable sets of paths.

The measurable sets are then recovered using characteristic functions. Notice
that the same procedure was followed by Wiener and the conclusion that there is
a realization in the space of continuous function was derived from the smoothness
properties of the covariance.

Therefore the process is indexed now by a set of functions of time. For any
continuous function f (f) with values in R and support in [T, T'] define the function
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on path space

() = /f(t, &dt (1)

which is measurable with respect to tho measure d W\,OVL/’, (_r.r7- 1t is also measurable

with respect to the measure d Wf;,];[_ s.s) With the same expectation.

Therefore we have defined a measure on continuous functions f(t) with values
in R? and &, is the evaluation map for the Ornstein—Uhlenbeck process defined in
bounded time interval that contain the support of the function f.

Remark that since both the ground state of the harmonic oscillator and the measure
of the Ornstein—Uhlenbeck bridges are gaussian, also the limit measure 1 is gaussian
(as limit in measure of gaussian measures).

The invariant measure of the Ornstein—Uhlenbeck process is gaussian and there-
fore completely determined by its mean and its covariance. Formally the limit mea-
sure can be written

ddo = / Q0(@)20(¢)dU,., (12)
RIx R4

and defined on continuous paths in any bounded interval. For any collection f; of
bounded function of ¢ € R? and for any polynomial P and for any value of T one
has

/ Ifidw = (20, fie "Dy . fr_je”t170f Q) (13)

for |t;] < T, Vi. This measure is constructed by a weak limit procedure for T — oo.

Therefore the support of the limit measure can in principle be any measurable
subset of the continuous product of R Ttis therefore advisable, as we did, to consider
first the measure on measurable functions and then, if needed, enquire about a space
of paths on which the measure can be realized. This space will be not unique. We
shall denote by £2 any of the measure space we can choose and by w its “points”.

The most natural functions in Euclidian space are the coordinates. By the explicit
form of the Mehler kernel one derives

/qk(t)dw =0 Vz (14)

/ G (Dan(T)dw = ¢ I(Q, Q) = Cope (15)

where Cyj, is a covariance matrix (the measure is a Gaussian measure). Denote by
¢(f) the random variable associate.d to the function f. One has

E@() =0 E@(é@) = 9  (F9n= / ) gy & + 1)~ dk
(16)
E@()Y") = @n—DUf"  E@E™) =0, E@P) =000 a7
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Notice that the process is defined for all times and has a positive invariant measure.
As a stochastic process it has a generator £ = —H, where Hy is the Hamiltonian
of the harmonic oscillator in R? and the invariant measure is the ground state of the
harmonic oscillator.

Consider now the hamiltonian

H =Hy+ V(x) (18)

where the potential V is such that H is self-adjoint, positive and has 0 as isolated
eigenvalue. Without loss of generality we the corresponding eigenfunction £2 (x) to
be positive.

Therefore [ §2(x)$2(x)dx is positive and

(82, 20)2 = lim;_. e 29 19)

Define .
dMT — ZT_lej*T V({(s))dsduo (20)

where Z; is a numerical constant chosen so that dy is a probability measure. By
construction

e 207" (7T g2, freT T T T 2) = / Mific(G(@))dpe (21)

It follows from our assumptions that the left hand side converges when ¢ — oo.
Therefore also the right hand side converges and

(97‘]('16_([2—1])1‘]‘](‘2 . e—(ln—l—tn)HQ) — llmt%oo / ka;{(é-k)d//tt (22)

Recall that, before taking the limit, the measure uy is defined on continuous
functions supported in (—7', T'). With a procedure similar to that we used in the case
of the Ornstein—Uhlenbeck process one can now define a measure on D’ (or even in
a smaller space of distributions). But now this measure is no longer gaussian and it
is more difficult to compute the momenta and correlations of the random variables

().

This limit measure is defined by

HT(ED) = limy g / e €0y 23)
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3 Markov Processes on Function Spaces

‘We must prove that there is a Markov process over some function space associated to
the semigroup with generator A — V and that this process has an invariant measure
(given by (23)). As remarked above, this abstract procedure does not guarantee a-
priori that there is realization of this process in a space of continuous paths, since the
proof relies on convergence in distribution: To find the support we must return to the
meaning of convergence for the measures p7. Define for f € D, supp(f) C [T, T]
the characteristic function

Pr(f) = / ¢*Pdpr (24)
It is easy to verify:
ey
o= f in D<o Pr(fy) > Pr(f) (25)
2
N -
> Gadr((fi—f) = 0 (26)

ij=1

for every choice of functions f; and complex numbers c;.
3
@r(0) =1 (27)

Notice that @7 (f) = @g(f) if the support of f is contained in [T, T] N [—S, ST.
Setting @ (f) = limy_. o Pr(f) one obtain in this way a functional on D with the
properties (1)—(3) above.

This properties are shared by the limit. We must take f € D since we are dealing
with functions which have arbitrary but finite support. We are now in condition to
apply the following theorem [1-3].

Theorem 1 (Minlos) Let @ (f) be a functional on D with the properties (1)—(3)
described above.

Then there exists a unique probability measure (1 on D' such that ®,(f) =
[P du(€). We shall call ®,, characteristic functional of the measure fu. &

Minlos’ theorem is a generalization of a theorem of Bochner that we will now
state and prove. Recall that a function f on R” is Function of positive type of positive
type if it is bounded, continuous and for any choice of A\, ..., A\, € R" the matrix

Fij=fi—Aj) (28)

is positive.
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Theorem 2 (Bochner) The cone of functions of positive type coincides with the
Fourier transforms of the finite positive measures on R". <&

Proof (1) If 1 is a finite positive measure one has
) N
DA = N fi = / dp)| Y Nl = 0 (29)
ij 1

(2) Let f be a continuous function of positive type. Let H be the pre-Hilbert space of
complex-valued functions that are different from zero only in finite number of points
(this is a vector space for point-wise addition) endowed with the scalar product

@)= > dWfa—0) = Uid Utb)y YieR  (30)

x,yERN

where U,¢p(x) = ¢(x — t). Let H be the closure of H, under the topology of the
scalar product (30). Let & be the ideal of functions for which (¢, ¢); = 0. Then U;
is well defined on the quotient H/ =

Since U is strongly continuous (since f is continuous) one can use the spectral
theorem and Stone’s theorem to prove that there exists a family of projection operators
P, on R" such that

(6, Usd)y = / (6, Prd)y 31)

Let now Jso be the equivalence class in 7/ Z of the function ¢, defined by:

)CZO:d)()El x#0$¢050 (32)
so that _ _
x=t=>U@po=1 x#t=Uqpy=0 33)
Then
10 = W, du) = [ (o, Prd (34)
Therefore f(¢) is the Fourier transform of a positive measure. Vi

The process can be realized with paths in a space smaller than D’(R) (recall that
Brownian motion in [0, T'] can realized on continuous paths).

As in the case of Brownian motion there is no optimal regularity, but only an upper
bound. This bound depends on the regularity properties of the measure p(I1if; (Ex))
as a function of the f; for which the integral is defined and this in turn depends on
the regularity of the potential V. In general one can find a Sobolev space on which
the process is realized.
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4 Processes with (Continuous) Paths on Space
of Distributions. The Free-Field Process

The construction we have given of a Markov process using the harmonic oscillator
semigroup can be repeated for any self-adjoint operator on L?(R) provided it has a
positivity preserving kernel. If the kernel is positivity improving there is a unique
ground state.

When one seeks a generalization to paths in function spaces (e.g. the space of
distributions) one should require that the ground state measure be meaningful on the
space one considers.

By the theorem of Kolmorogov this is certainly the case if the ground state can
be represented as a product measure i.e. the state must be a (infinite) product state in
suitable coordinates.

This is the case for gaussian measures which are ground states for positive Hamil-
tonians which are quadratic in the position-momentum variables. Since we want to
have a measure on continuous paths in some distribution space we must require that
in the dual space (the space of linear function on the paths) be present also the func-
tions f ()6 (r — T), where & belong to some function space, e.g. some Sobolev space
on R?.

The space X is conventionally called fest function space; it is in duality with path
space.

If both the path space and the test function space are spaces of functions that admit
Fourier transform one can describe both spaces using Fourier transform.

The Fourier transfprm in R4t! (with coordinates xo = t, x, . . ., x4) of the func-
tion £ (x)d(t — 7) is f(p)e'™ in “generalized” momentum space with coordinates
ko, ki, ..., kq.

Therefore we can take the covariance for the process (a positive bilinear form
over functions of space and time) can be taken to be

N A 1
F,G) = [ (F)*(ko, k)G(ko, k) 5—————dkodk 35
(F,G) /()(0)(0)k§—|—k2+m0 (35

where the parameter m represents the “mass” of the particle associated to the field.
We have chosen capital letters to denote function on space—time.

Recalling that 6(t — 7) € H_; is continuous in 7 in this topology, we see that
the definition is consistent with the previous setting if we have £(§(¢r)) = &. This
infinite-dimensional Ornstein—Uhlenbeck process is gaussian and has expectation
and covariance given as follows

E(@(F) =0  E@@F)p(G)) = (F,G)- (36)

The Ornstein—Uhlenbeck on distributions can be constructed as an infinite product
of one-dimensional Ornstein—Uhlenbeck processes.
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For N finite the generator is

H:—LA+1(X,AX)—I A>0 (37)
2m 2

Since A can be diagonalized, with eigenvalues a; the resulting process is made
of N independent copies of the Ornstein—Uhlenbeck process. Take now N functions
fi,....fv in S and a measure ; on R under which they are orthonormal. Call Ky
this Hilbert space.

Every element inf € Ky can be written as f (x) = >_ cxfi (x) where ¢, are random
variables which define a Markov process with continuous trajectories in time (in R').
We have therefore constructed a gaussian random process on the space of function
Ky.

By Kolmogorov’s theorem we have constructed a process on the infinite tensor
product of copies of L?(R"). But the covariances of the component processes decrease
to zero (the eigenvalues of the harmonic oscillator increase as N?) and therefore the
densities tend to the function identically equal to zero and the measure of any finite
interval tends to zero.

The convergence is in measure and the limit measure of the process may have
support “at infinity” [2, 4].

We shall start with the constriction of a gaussian measure on the nuclear space
H~°(R?) (recall that H~" is defined like the Sobolev space H" but using the hamil-
tonian of the harmonic oscillator instead of the Laplacian).

Each f € S defines a linear functional (a coordinate) on H~°°(R?)

0= f(O0)=0() =<f.0 >0 (38)

where the suffix 0 indicates that the duality is made with respect to L>(R?). If T is
measurable and B is a Borel in R? the subset of H_., (R?) defined by

{0:(£10),...[a(0) € B} (39)

where B is a (Borel) cylinder set and

0 — F(fi(0)...£,(0) (40)

is a Borel cylinder function. In the usual way cylinder sets and functions define the
class of measurable sets and functions. For any measure dy in H_.. (R?) the bilinear
form (f, Cg) on S(RY) defined by

Ho5f.9— (F2 C.9) / F0)9(0)av(6) @1)

is called covariance of p.
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We suppose that C is not degenerate (i.e. (f, Cf)) = 0 implies f = 0 a.e. We
will say that the measure v on Ho, (R?) is gaussian if the restriction to every finite-
dimensional space is gaussian.

Let C be a covariance defined on the nuclear space Ho, (R?). Kolmogorov theorem
implies that there is a unique gaussian measure having Cas covariance.

Inthe case d = 0 (processes over a finite dimensional space) we have seen that one
can chose the representation in such a way that the measure be carried by continuous
functions.

If C = (—A + I)~" acting on L?(R?) then the Ornstein—Uhlenbeck process can
be defined on D’(RY).

We seek conditions under which the process can be defined on a smaller space.
A first step in this direction is a generalization of Bochner theorem. We shall state it
without proof.

A distribution T € D’(R") is Distribution of positive type of positive type if for
each ¢ € D(R") such that 1/_1(—x) = 1 (x) one has

TW ) >0 (42)

Theorem 3 (Bochner—Schwartz) A distribution T € D' (R") is of positive type if
and only if T € S§'(R") and moreover is the Fourier transform of a positive measure
of at most exponential growth. <

Notice that the nontrivial part of the theorem is the statement that if the measure
is of positive type then there is an equivalent measure which is supported by the
smaller set S'(R").

Theorem 4 (Minlos) Let d > 1 and let ¢ be a function on S (RY). Necessary and
sufficient condition for the existence of a measure dyi on S'(R?) that satisfies ¢(f) =
eiF(f)du(F) is that

(1) $(0) =1

(2) F — ¢(F) is continuous in the strong topology

(3) Forany {fi, ...,f, € S}and {zy, ...,z, € C} one has

> yud(i —f) =0 (43)

ij=1

<&

There is in general no canonical measure space. A refinement [3, 5] of the theorem
of Minlos proves that if the covariance C can be extended continuously to a Sobolev
space H? the gaussian measure with covariance C can be realized the space of
continuous functions of t with values in a Sobolev space H"4~D for a suitable
(negative) function n(m, d).
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5 Osterwalder Path Spaces

We introduce now, in the infinite dimensional setting, a Markov process which has a
relevant role in the Weyl quantization of classical fields. Recall that a Markov process
is defined by a family of random variables that depend on a parameter ¢ € R and take
value in a (possibly infinite-dimensional) space X.

We start with a somewhat more abstract presentation [4].

Definition 1 A (generalized) path space consists of
(1) a probability space {Q, X, u},
(2) a distinguished sub-cg-algebra X
(3) a one-parameter group U(#) of measure-preserving automorphisms of
Lo (Q, ¥, i) which are strongly continuous in measure.
(4) a measure-preserving automorphism R (time-reflection) of L. (Q, X, 1) such
that
R*=1 RU(t) = U(—t)R RE, = EyR (44)

where Ej is the conditional expectation with respect to X
(5) X' is generated by U,cg Xy, where X, = U(t) Xy. <&

We will denote with £ the conditional expectation with respect to U, X}.

We have used the notation generalized because we will be interested in the case
in which the space in which the path occurs is a space of distributions.

We will later introduce the dual space, the space of fields at a fixed time (linear
functionals on the generalized space) and see under which conditions the semigroup
structure of the Markov process is reflected in automorphisms of the algebra gener-
ated by the fields. In order to prove this connection, we restrict the class of Markov
processes and the class of path spaces.

Definition 2 A Markov path space is a space of paths which satisfies the further
property
(1) REy = Ey (called reflection invariance or also reflection positivity
@)
E.E_=FE,E)E_ (45)

<&

We will be interested in path space that satisfy further conditions. We call them
Osterwalder—Schrader (0O.S) path spaces. O.S. are the initials of K. Osterwlder and
R. Schrader that have established [6] the correspondence between a class of Markov
Fields (that were analyzed by Symanzik [7] and Nelson [3]) and the relativistic local
free field (Wightman) [8].

Definition 3 An O.S. path space in a path space satisfying the following (positivity)
condition: EgREy > Oi.e. (Rf,f) = 0Vf € L,(Q, X, w). <&
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The O.S. positivity condition plays a major role One proves [9] (Nelson).
Proposition 1 Every Markov path space is a O.S. path space. <&

The proof is as follows:
E\RE, =E.RE\E, =E.E_ RE, =E.E)E_RE, =E, Fo)E_=Ey>0 (46)

Q

Notice that the converse is not true.

6 Strong Markov Property

We shall see that O.S. path spaces have the strong Markov property i.e. the Markov
property with respect to all time (and not only with respect to time zero). We begin
by proving

Proposition 2 An O.S. path satisfies reflection positivity i.e. REy > 0 <

Proof One has indeed
REy = EoREy = EgREy = EoE.RE.Ey > 0 (47)

V)
‘We now prove that to every O.S. path space is associated a semigroup structure.

Theorem 5 ([3, 10, 11]) Let ({Q, X, u}, Xo, U(2), R) be an O.S. path space.
There is a Hilbert space 'H and a contraction K : L*(Q, o, ) — H such that

(1) the range of K is dense in H

(2) SOK(F) = K(UHF), F € L*(Q, X, W) defines a strongly continuous self-

adjoint contraction semigroup on 'H

(3) If we define 2 = K(I) then | 2| = 1, P(t)$2 = 2Vt > 0. <&

Proof The proof is essentially a G.N.S. construction.

Define the scalar product < f,g >= (Rf,9) f.g € L*(Q, X, ). By O.S.
positivity this defined a positive semi-definite inner product. Let A be the ideal
defined by N = {f € L>(Q, X*, ) <f.f >=0}.

The ideal /N is invariant under U(¢). This is seen as follows:

<UW0f, UDf >) = RUDF, UW)f) = (U=DRf, Uf) = (Rf, UCDY)
—<fLUQHNf > < <f.f >1<UQRHF,UQHF >7  (48)
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Define H to be the Hilbert space completion of L?>(Q, X*, )\ in <, > and
let K(f) be the canonical projection of f in H. The range of K is dense in H and
K+ < I Nlz2-

Define S;K (f) = K(U(2)f). Since U(t)N € N and the product < . > is invariant
under U(t) one has

SISK(f) = SKUS) = KU US) = KUpsof) = S oK (F) (49)

Therefore the S} form a semigroup which clearly strongly continuous contraction
and therefore has a generator. Q

7 Positive Semigroup Structure

Definition 4 A positive semigroup structure {H, T (t), A, §2} consist of

(1) A Hilbert space ‘H

(2) A strongly continuous self-adjoint contraction semigroup 7' () on H with gener-
ator H.

(3) A commutative von Neumann algebra 4 € B(H) (the algebra generated by the
fields at time 0)

(4) a privileged vector §2 € H such that T (¢)$2 = £2, Vt > 0 such that

(5) The vector §2 is cyclic for the algebra generated by AU T'(¢),t > 0
(6)forallfi,...f, € AT and #1,...t, > 0 one has

R, TaAT(12) ... T(1a)f2$2) = 0 (50)

We have denoted by A™ the set of positive elements in A <&

Condition (2) means that the union of the subsets

TAT @) . T2,  t...t=0, fie A (51

is dense in H. One can think of A as the algebra generated by ¢** and T, = e’
where Hj is the Hamiltonian.
Condition (5) and (6) are certainly satisfied in a theory in which [Hy, xx] = Cinpn
(on a suitable domain) and the representation of the Weyl algebra is irreducible.
We begin with a lemma.

Lemma 1 Let {2, X, u), Xy, U(t), R} be a R.P. path space and let H, K, T;S2 be
as in Theorem 5. Then . .

(1)iff € L=(Q, Xy, p) define fK(F) = K(fF). Then f is a bounded operator on 'H
and |f1) = I

(2) {f} defines a commutative von Neumann algebra of operators on H with §2 cyclic
and separating vector.
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(3) Forany 0 <t <t,--- <t,and for f; = U(t)f; one has

/ Jofin o odp = (2, Pty — 12) ... P((t,) — t_1, £, 2) (52)

<&

Proof Notice first that Vn, |[f”|| < |If"llo- Point (1) follows because R is an auto-
morphism of L, (Q, X, p) and E is the conditional expectation with respect to X.

Point (2) follows because the restriction Ky of K to L*(Q, 20, ) is unitary onto
its range since < f, g >= (f, g) for f, g € L*(Q), Xo, p) and f = KKy so that
IF 1 = 1 lloo-

The restriction of A to the range of Ky is therefore a von Neumann algebra with £2
as separating vector, and then 4 is a commutative von Neumann algebra of operators
on H.

To prove point (3) letfori=1,...,n

h<h<..<t, f,=UWf fel*Q o p (53)

It follows that
fofo i, =U@AUG — ) ... Uty — ti-1)fs, (54)
Statement (3) follows then from the fact that
KWU@GDgUt —t1)g2 ... gt =T qiTs, ... gu 52 (55)

for g1, g2 ... gn € L*(Q, Yo, p) and s1, 52 ...8, > 0. Qo

In what follows the von Neumann algebra A is taken to be an algebra of functions
on path space and therefore we will use the symbol f instead of the symbol a to
indicate a generic element.

We prove now that a R.P. path corresponds to a positive semigroup structures We
use the same strategy that we used in Book I to show that in Quantum Mechanics
conditioning of a one parameter group of unitary operators to a sub-o algebra leads
to a positivity preserving semigroup.

One can recover the group by the Stinespring construction (reconstruction for-
mula). Let H, T}, A, £2 be the semigroup structure defined in Lemma 1.

Theorem 6 Ler {2, X, i, ¥ U(t), R} be an O.S. path space and let {H, T (1), A,
§2} be the associated semigroup structure.
Then {H, T;, A, 2} is a positive semi-group structure. &

Proof Let{Q, X, uXy, U(t), R} be an O.S. path space and H, T (t), A2 the associ-

ated semigroup structure. Conditions (1)—(5) of Definition4 are clearly satisfied.
Condition (6) follows because 1 is a cyclic vector in Ly(Q, X, u) for Lo (Q,

2o, ) U{U(t), t > 0} since o is generated by U, U (¢) X. vV



7 Positive Semigroup Structure 193

Notice the role that the O.S. positivity condition has in the proof.

It can be proven that the converse of the statement of Theorem 6 also holds. For this
one remarks that A is isomorphic to C(Qg) where Qy is the spectrum of 4. Therefore
the proof is similar to the proof of the same statement for the Ornstein—Uhlenbeck
process. Define QO = ®,cgU () Qp and the action of U(#) and R on Q by

Uq(s) =qt—s)  Rq(s) = q(—s) (56)

Define F(q) = f(q(0) for f € C(Qo). The difficult point, which we don’t discuss
here, is to construct a measure on the o under which {£2, X', u, ¥ U(¢), R} is a path
space. We do not give here the details.

Proposition 3 Let T(t) be a positivity preserving semigroup on L*(M, ).

Then {L>(M, ), T(t), Loo (M), I} form a positive semigroup structure with I as
cyclic vector. Conversely let {H, T(t).A, 2} be a semigroup structure, with 2 cyclic
for A.

There exists a probability space {M, u} and a positivity preserving semigroup
f"(t) on L>(M, 1) such that

(H, T(1), AR} =~ {L>(M, p), T(t), LsoM, I} (57)

<&

Proof The first part follows form the definitions. We prove the converse. Let £2 be
a cyclic vector for A. It follows that .4 is maximally abelian and therefore there is a
Baire measure v on the spectrum Qg of A such that

H~L*(Q,v), A~Lo(Qpv) 21 (58)

Let f‘(t) correspond to 7(¢) under this isomorphism. Then f‘(t) is a positivity
preserving semigroup on L?(Q, v) The proof is the same as in the case of the O.U.
process. Q

Theorem 7 Let {2, X, u, U(t), R} a O.S. path space, and let {H, T, A, 2} be the
associated semigroup structure. Then {$2, X, i, U(t), R} is Markov if and only of 2
is cyclic for A. <&

Proof One has ELRE, = E, since the path space is Markov. Therefore forall f €
L*(Q, ¥, ) one has (Rf, f) = (Eof, Eof) and therefore

H~L*(Q)oo), n T ~EUWE, £2~1 (59)
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Conversely if £2 is cyclic for A and T; is a positivity preserving semigroup, it follows
T,At$2 c A* for all + > 0 and then by polarization 7,42 C A. The Markov
property follows then considering

F(q@) = fu(q(tn) . . [1(q(t1)), fu € Loo(Q-2: 0, 1), i =p--- <1,  (60)

then E{E_F = E.F and therefore it is measurable with respect to Xy. It follows
E+E_ == E+EOE_. @

Remark that Theorems 6 and 7 imply that Markov path spaces correspond to
semigroup structures in which §2 is cyclic for A. As a consequence for allf, g € A"
and 7 > O one has (f$2, T(t)g$2) > 0.

Definition 5 Let M be a probability space. A strongly continuous self-adjoint con-
traction semigroup T (t) on L>(M, dp) is positivity preserving if
MHTHI=Ivt>=0

@Dfz0->THf 20 <

Theorem 8 Let {H, T(t), A, } be a semigroup structure, and §2 be a cyclicAvecton
There exist a probability space M, 11 and a positivity preserving semigroup T (t) on
L*(M, 1) such that

(M, T(A, 2} = {Lo(M, ), T(t), L (M, 1)} (61)

as positive semigroup structure. <&

8 Markov Fields. Euclidian Invariance. Local Markov
Property

We have seen the construction of O.S. and Markov processes with trajectories contin-
uous in time with values in function spaces over R?. One may try to have a structure
that is more symmetric in space and time and construct Markov fields over R+

One may ask that for these fields the Markov property be valid in a generalized
sense: given any domain §2 € R**! with interior £2° and smooth boundary 952 the
random field in the complement §2¢ of £2 is completely determined (in law) by a
field on the boundary.

Recall that a stochastic process indexed by a set X is a function from X to a
probability space {§2, S, u} where S are the measurable sets and y is the measure.
If X is a topological space, a linear process f — ¢(f) over X is a stochastic process
indexed by X and such that f, — f in X implies ¢(f,) — ¢(f) in measure where
defines the process.
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Denote by S the o-algebra generated by {¢(f), f € S} (S is Schwarz space) If A
is open in E4*! define ®(A) the sigma-algebra generated by functions with support
in A.

H is the harmonic space of order —1 constructed similarly to the Sobolev space
but with the operator —A + x> + 1 in place of A If A is a subset of E¢ define

@(A) = ﬁAC/\’, A’open|@A/ (62)

Denote by E{.; ®(A) the conditional expectation. Then a Markov field over E4*! is
a linear process such that for every measurable f and regular A one has

E(f|©(A°) = E(f|©(04) (63)

where O A is the border of A. In particular denote by D(R?) the space of C* function
on R" with compact support. A linear process over D(R?) is called random field.

In the case of the Ornstein—Uhlenbeck process, we have a random process over
H(RY).

Since the injection of D in ™! is continuous, a random process over H ! (R¢)
defines a random field over H~'(R™1).

By construction functions (distributions) of the type f(x)d(t — tp with f € S are
defined on the process (are fest functions i.e random variables).

We now require that our random field euclidian invariant i.e. invariant under the
natural action of the inhomogeneous Euclidian group in R%*!. This implies that it
has the Markov property with respect with respect to any choice of a d-dimensional
hyperplane.

Recall that the Euclidian group E4*! of R¢*! is the inhomogeneous orthogonal
group (including reflections) i.e. the group of linear transformations which preserve
|x — y|. A representation of the Euclidian group on a probability space is a homeo-
morphism np — T, of E“ into the group of measure preserving transformations T,
which continuous in the sense that if 1, — 1 € E implies T;, — T,, in measure.

On R™!, d > 1 introduce coordinates (t,x), x € R? t € R and let Y, the
hyperplane ¢ = fy. Let Y, be the half-space t < s and let p(s) the reflection with
respect to Y. We call n(s) be the translation (x, t) — (x, t + s).

An Euclidian field over H~' (R?*1) is by definition a Markov field over H~! (R?+1)
and a representation T of the Euclidian group on the underlying probability space
of ¢ such that, for f € H~! and 5 € E“ the following holds

T,6(f) = o(f -n~") (64)

This property is called Euclidian covariance.

Any convex bounded domain in R‘*! with regular boundary can be seen as the
envelope of hyper-planes and therefore we require that the Markov field has the
local Markov property i.e. for any convex bounded domain £2 C R?*! with regular
boundary 9$2 the field in the interior £2 and the field in the exterior §2¢ is determined
(as a probability space) by the restriction of the field to 052.
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We define therefore a local Markov field [3, 7, 9] as follows. If E is a set in R4
let O(E) be the sigma algebra generated by the ¢(f) with f € H~'(R?) and support
) CE.

Let U C R**! with smooth boundary OU and denote by U’ the complement of U.
A Markov field over H='(R*") is a random field over H~!(R4*!) with the property
that for all open sets U C RV ifuisa positive random variable in O(U) then the
following Markov property holds

E[u|O(U"] = E[u|0(0U)] (65)

A Markov field is real if ¢(f) = ¢*(f). Notice that if O = {x|x; = ¢} (the first
coordinate is time) this property corresponds to the Markov property of diffusions.
This condition may be too restrictive; a weaker condition is

Ve >0 E[u|OU")] = E[u|0(0U,)] (66)

where OU. is an e-neighborhood of OU.

This allows to consider also derivatives of the random field; it allows to describe
the observable momentum and it implies that the random fields are in the domain of
the Hamiltionian.

9 Quantum Field

We associate a Euclidian Quantum Field 0 to the Euclidian field ¢. The quantum
field leaves in a Hilbert space H = O(R?) N L*(R?) which is much smaller than the
Hilbert space K = O(R") N L?(£2, S, 1) in which the Euclidian field is defined.
Let Ey be the orthogonal projection of X onto H. Define 7 (#)u, 0 <t < oo for
u e Has
T(®u = EoT(n(t))u (67)

Then

Theorem 9 (Nelson [3, 11, 12]) Let ¢ be the Euclidian field over H™' and let T (t)
and 'H defined as above. There is a unique self-adjoint positive operator H on 'H
such that

tH

Pu=e 0<t<oo (68)

<&
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Proof One has Yy = R¢™!

PP, = E{T, (s)P,u|O(Yy)}
= E{T,»[E{T,ulO(Y0)]|O(Y0)} = E{[E{Ts1ulYs)]|O((Y)}]|O(Yo)}
= E{[E{Ty4,ulY)]IO((Ys)0(Zo)} = E{[E{T1,ulYs)]|O((Z:)}|O(Zo)}
= E{T},(s + Nu}|O(Zo) = E{T,(s + Hu}|O(Yo) = Psiu (69)

The first and second identities are the definition of the operators P, and P;, the
third is Euclidian covariance. The fourth is Markov property, the fifth is inclusion,
the sixth is again Markov property and the last is the definition of the operator P, .
Let u € H. Then as t — 0 we have T (n(f))u — u in measure and since T'(7(t))
are unitary, |7 (n(¢))u| = |u|. Therefore P,u — u as t — 0 and since ||P,|| < 1 the
family P(¢) forms a continuous contraction semigroup on H.

To conclude the proof we show that each P; is a self-adjoint operator on H. Let
p the reflection in the hyperplane R¢~!. We will prove that T, is the identity on H.

We call this property reflection property. Assuming the reflection property we
conclude the proof that P, is self-adjoint. For u, v € H one has

(v, Pa) = (v, EoT () (1)u) = (v, T(n(1)u) = E@W, T(nt)u) = (P, v,u)  (70)

Notice that T': RT
property implies

= id. Since n(¢)~! p(%) = p (the refection in R¢) the reflection

I
2

Tp(%)l_) =0 Tp(%)Tn(,)M =u (7])

Using euclidian covariance it follows
(v, Piu) = ETpyv, Tyiyu) = (Tyyv, u) = (EoTyv, u) = (Prv, u) (72)

We prove now the reflection property i.e. that 7, is the identity in H and f have
support in R?. Since the kernel of the operator (—A 4 1)~! is positive the potential

(—A+1D7'6x) xeR? (73)

can be approximated arbitrary well by a positive elementin 74~ (R?). But this positive
element is a measure and therefore is invariant under 7),. It follows that T'(p) leaves
@(f) fixed and consequently 7' (p) is the identity on H.

We remark that this procedure allows the construction of fields at any time ¢ and
the Hamiltonian, generator of the semigroup.

Notice that the hamiltonian is not a function of the fields at fixed time. Moreover
e ™ U Ay generate the algebra of fields at all times.

It follows also that in a field theory in R4*! in which field at a fixed time cannot
be defined (i.e. the distribution §(xy — a)f (x) x € R?, f € S is not a test function)
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cannot be obtained from an Euclidian Markov field. This is the case for the models of
relativistic field theory that have so far been constructed in space dimension d > 2.
Q

Let E4*! be the inhomogeneous euclidian group. A representation T (€), £ € E4*!
is ahomeomorphism of E4 on the group of measure-preserving of the measure algebra
associated to {£2, S, u1}. An Euclidian (random) field is a Markov field together with
a representation of E¢ such that for every f € S(E?) and & one has (covariance)

T@o() =¢(f o€ (74)
and moreover (reflection positivity)
TOa=a, aecOE™) (75)

where @ (E?~") is reflection with respect to a co-dimension one hyperplane.
We assume moreover

(D Vf € S(ET™) ¢(f) € L7 (82, 1)

(2) the map S, (f1, .. .fn) = E(@(f1)...¢(f,)) is continuous.
Then one has

Theorem 10 Let ¢(f) be an euclidian field. The the distributions S,
(a) are tempered distributions i.e. S, € S'(R?) with Sy = 1
(b) are covariant under the Euclidian group S,(f) = S,(f o £~1)
(c)
D Sum(Ofy f) =0 Vf, € S"O(R™M) (76)

n,m

where
SO ®RIM) = f € S(R™ | f((x1,...x,) =0 unless 0 < Xig <+ Xpg < 00

(temporally well ordered)
(d) S, (f) = S,(II(f)) where Il is a permutation. &

We shall not give here the proof of this theorem [5].

10 Euclidian Free Field

We give now an example of euclidian field, the Euclidian free field in R?. Let m > 0
and let H the Hilbert space completion of Sgx(E?) in the scalar product (g, (—A +
m?)f). Denote by ¢ the real gaussian process on . When restricted to S this is a
random process on & (EY).
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Theorem 11 ¢ is an euclidian field that satisfies assumptions 1 and 2 above. <

Proof Let A be open in EY with regular boundary. Define
U=1{f eH, suppf C A}
M ={f € H suppf C A}
N = {f € H suppf € 0A}
L=MNM
Let f € U and let h the orthogonal projection of f on M We prove that 1 € N.
Since A is a local operator we have

(g, (=A +m*h) = (g, (= A +m*)f) (77)

and this implies (—A + m?)h = (A + m?)f as distributions on Aj. It follows that
h = f as distributions on Ag. But f = 0 on Af. Therefore supph C A° — Af = 0A.
Let K be a closed subspace of H and let K be the sigma-algebra generated by
o), feK.IFK, | K it follows that K, | K.
Considering a sequence of open sets A, such that A, | A one derives that
O(A°) = M. In the same way one establishes

OOA) =N WU =U (78)

Since U L L the sigma-algebras U and ? are independent (as random variables)
and M is the sigma algebra generated byﬂ./\/' and L. It follows that for any function
o positive, measurable and integrable in I/ one has

E(a [M) = E(a |N) (79)

Therefore ¢ is a Markov field. To verify Euclidian covariance, notice that defining an
action of the euclidian group on H as U(£)f = f¢~! and then an action on (2, S, i
as & — ['(U(&)) (here I' is the functor of second quantization) one has

TEO(f) =d(fo&™h) (80)

The integrability conditions are satisfied because (¢(f))" is integrable for every
n € N. It remains to prove that reflection with respect to the hyper-plane E¢~! is
implemented by unitary operators that leave @ (E~!) invariant.

Let as before

Ho={f € H, suppf € E‘!} 81
If f € Hy its Fourier transform f is in L2(R?~1, kZika) and has the form f (k) =
fok) K =ky,...kg_y. It follows T(®)a = a for a € @ (E4™). Q

The Markov field we have described corresponds to the solutions of the Klein—
Gordon equation for a scalar particle of mass m. Indeed the evolution of this field is
characterized in Fourier transform by
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1

V2 [T a(p) + e CH g (p)] (82)

ot p) =
One has therefore
[ 60016020 = [ 160 27 ap (83)

Following the unitary evolution up to time 7" and conditioning to time zero one obtains
a semigroup which corresponds to a gaussian stochastic process with covariance
1

feawmd

11 Connection with a Local Field in Minkowski Space

There is aconnection [5, 7, 12] between a Markov field in £ which satisfies euclidian
covariance and reflection positivity and a local field in Minkowski space—time R?~! x
R with positive energy. The connection is by analytic continuation of the correlation
functions (marginals) through a wedge in the product of the complexified euclidian
space and the complex euclidian group.

This wedge has as edges on one side the product of E? and the euclidian group
and on the other side the product of Minkowski space and the Lorenz group. The
euclidian correlation function of the Markov field are defined on the Euclidian edge.

Using covariance, reflection positivity and regularity they can be continued
through the wedge and their image on the Minkowski edge are the Wightman func-
tions Wightman functions of a relativistic field with energy-momentum spectrum
contained in the forward light cone.

Positivity of the energy, space-like commutativity and analyticity of the represen-
tation of the Poincaré group are sufficient to prove that this continuation is reversible
(edge-of-the-wedge Theorem) [5, 7, 8]. Notice that the wedge has not in general
a simple structure [5] and therefore the continuation is not simply a rotation in the
complex plane.

Things simplify in the case of the Euclidian free field. Since the underlying process
is gaussian the covariance (two-point function) determines completely the process.

It is therefore sufficient to prove the strong Markov property for the covariance.
The claim now follows form the explicit form E(¢, Cp) = (¢, ﬁ@.

Notice that in this case the connection with the Minkowski free field (of mass m) is
particularly simple since the function has an analytic extension to the
full Minkowsky plane and therefore the continuation is made simply a linear trans-
formation (t — it).

We stress that this is not the case when an euclidian invariant interaction is intro-
duced. In fact to the present time in a relativistic theory only two types of interactions
have been described that have a Markov counterpart, the positive polynomial one
and the quadratic negative exponential one [5, 11-13].

Inboth case the Markov process has the strong local Markov property (in particular
the fields at fixed time exists). Here we do not discuss this point.
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For the O.U. measure one has
/ Eiq(f)dgb() — e*%(fvf)l (84)

(the full Gaussian property) where

A 1
. 1= / lflz(p)mdp (85)

m is a positive parameter.

Also in this infinite dimensional setting one may try to modify the O.U. process
adding to the Hamiltonian a “potential” (a function of the fields) and to obtain a cor-
responding “Feynman—Kac formula”. This can be done as in the finite-dimensional
case, by adding to the measure a multiplicative functional that plays the role of e~*V .

This procedure present difficulties if one insists that the functional be a local
function of the Markov field since the points of the measure space are distributions
and it is in general not possible to take their point-wise product (the singular sets may
overlap). Remark that the terminology: @ (x) is the field at the point x is descriptive
but incorrect.

Only in two space—time dimensions the product of fields at the same point can be
reasonably defined an even then after an accurate procedure (renormalization).

So far this attempt has had success for polynomial and exponential interactions
and only in the case of space dimension one. In the lectures we shall not describe
this theory.

Definition 6 A real random variable is additive with respect to the euclidian field &
if for any open covering A; of E? there exist random variables a; € ©@(A;) such that
a = > . o; A random variable is multiplicative with respect to @ if for every open
covering there exist random variables [3; such that 5 = I1;3;. The random variable
« is additive if and only if 5 = e“.

Theorem 12 Let ¢ be a Markov field on S(E?) with probability space {2, S, ji}. Let
0B a multiplicative random variable with expectation one. Then ¢ is also a Markov

field on S(E) with probability space {w, S, Bd ). <&

Proof We prove the Markov property with respect to the new probability space.
Remark that if if A and BB, are complete measure sigma algebras on a probability
space, with B, monotonically decreasing, the following relation holds

N, (AUB, =AU (N,B,) (86)

We notice also that if ¢ is a Markov field on S(E?), A is an open subset of E? ad A’
is a closed subset of A¢ which contains O A then



202 Lecture 8: Ornstein-Uhlenbeck Process. Markov Structure. Semigroup Property ...
E@AUA)| A)=06(A) (87)
Define now a new measure 3 defining for every p-measurable function «
Eg(a) = E,(Bo) (88)
Let A be open in E4 and let o € @ (A) be positive and y-measurable. We must
prove

Eg{a | ©(A} = Eo{a | ©(0A)} (89)

Notice that by the Radon—-Nikodym theorem there is a unique random variable & in
®(A°) such that

Eg(ya) = Eg(ya) (90)
There exist random variables 3, € O(A) 3, € O(Ao), B3 € O(AS) such that
E(ayp16203) = E(ayB132033) oD
of v € O(A}). Since 7 is arbitrary
E(afifr | O(A%)) = aE(BiB2 | O(X)) 92)

One has A’ = Ay N A€ and therefore & € @ (Ay). Since Ay is an arbitrary open set
which contains 9 A we conclude & € O(9A).
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Lecture 9: Modular Operator.
Tomita—Takesaki Theory Non-commutative
Integration

We review in this Lecture some basic elements of the modular theory and its
connections with the theory of Tomita—Takesaki which we treated very briefly in
Volume I of these Lecture Notes.

There the theory was discussed in the context of the theory of C* algebras and
their one-parameter groups of automorphisms.

In this Lecture we take a slightly different approach, which has some connection
with Friedrichs extension of a symmetric positive form on a separable Hilbert space
and in general with transforming a Hermitian matrix to diagonal form.

Recall that a complex Hilbert space H with an involution J is said to be in standard
form if

Hreat " Him =0 Hrea U Hin =H

An example of a Hilbert space that is not in standard form is the domain (with
the graph norm) of a symmetric positive operator A which is not essentially self-
adjoint. In this case the missing space is the deficiency space of A. The domain of
the Friedrichs extension is in standard form . In this context, the Tomita—Takesaki
theorem says that the Hilbert space generated by a von Neumann factor with a cyclic
and separating vector 2 is in standard form.

We shall give a presentation of this theory [4, 5] which takes advantage from this
point of view. Notice that proving that a closed positive quadratic form is associated
to a self-adjoint operator (and therefore to its spectral decomposition) is the infinite
dimensional analogue of finding a base in which the matrix which represents the
quadratic form is diagonal.

We recall that modular theory, and the corresponding theory of the modular opera-
tor, has deep connections with the K.M.S. condition (at finite temperature). It plays a
major role in Quantum Statistical Mechanics and in relativistic (algebraic) Quantum
Field Theory. It has also relevance in the theory of non-cummutative integration.

We will recall later the basic facts about the K.M.S. condition. We shall also
give some elements of an extension to the non-commutative setting of the classic
Radon-Nikodym theorem about equivalence of measures.
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In Quantum Mechanics and in Algebraic Field Theory the role of positive (nor-
malized) measures is taken by the states of a von Neumann algebra (or of a C*
algebra) and the problem will be the equivalence of the representations associated to
the states via the G.N.S. construction.

We have seen in Volume I that in a representation of on a von Neumann algebra
which satisfies the K.M.S condition with respect to a one-parameter group of auto-
morphisms o, there exists fy for which ¢(acy, (b)) = ¢(ba) for a dense set M. If this
relation holds with # = 0, one has a tracial state invariant for the dual action of the
automorphism group. In this case the cone of positive states corresponds to the cone
of positive measures in the commutative case.

In this lecture we shall also mention briefly the theory of dual cones which is
strictly connected to the Tomita—Takesaki theory but has an independent interest
since itis an extension to the non-commutative setting of the classic Radon—Nikodym
theorem about equivalence of measures.

If for a von Neumann algebra M which is a factor (M N M’ = {cI}) admits a
tracial state (a normal state o such that o (ab) = o¢(ba)) then there exists a natural
isomorphism between M and M’ that can be used to set up a non-commutative
integration theory.

For a von Neumann factor that admits a trace one can construct a non-commutative
version of the classical integration theory for spaces of finite measure. The foundation
of this theory was given by 1. Segal [1] and E. Nelson [3] with relevant contribution
by D. Gross [2].

1 The Trace. Regular Measure (Gage) Spaces

In this non-commutative case we define non-commutative space with finite regular
gage a triple {H, A, 1} where H is a complex Hilbert space, A is a von Neumann
algebra and p a non-negative function defined on the projections of .4 and such that
(1) p is completely additive: if S is a collection of mutually orthogonal projection in
A with upper bound P, then j(P) = ZQE& 1w(Q).

(ii) p is invariant under unitary transformations

(iii) p is finite (u(l) < 00)

(iv) w is regular (if P is not zero p(P) is strictly positive).

Under these assumption one can extend linearly p to the entire M as a norm-
continuous function. The function so extended is called trace; we shall use the symbol
Tr(A), A € A.

If A € A as operator on H has spectral decomposition A = [ AdE(\) then
Tr(A) = [Adp(N). If A > 0 then Tr(A) > 0. The trace is central if (Ir(AB) =
Tr(BA)).

If A € A is a closed operator we define |A| = (A*A)%. For 1 < p < oo define
All, = (Tr(|A|P)tl’ and ||A]|o = |A|. With this definition ||A]|, is a norm for each p
in [1, oo].
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We denote by L”(A) the completion of A in B(H) in the ||.||, norm. It is easy
to see that L*°(A) = A as normed spaces. In [1] (see also [2, 3]) one proves that
for 1 < p < oo one can identify L”(A) with a suitable space of bounded operators
on H. In particular one can identify a positive element in L”(A) with a self-adjoint
operator.

Remark that if A is a type I factor, in particular if A = B(H), the space L' (A)
is the space of trace-class operators and L (.A) is the space of operators of Schatten
class p. With this notation the L” non-commutative theory is developed in complete
parallelism with that of Lebesgue integration spaces.

If A € L'(A) the function Tr(A) defines a linear continuous functional on L' (A)
and Holder’s inequalities hold as well as interpolation formulas. In particular if
{H, A, m} is a non-commutative measure space and a, b € A one has

labll, < llallsclbll,  l1ball, < llalleclIbll 6]

It follows that right and left multiplication by a € A extends to a bounded operator
on [”(A). We shall denote R, and L, these operators. By construction R, and L,
commute for any choice of a, b.

The relevance for Physics of the regular measure spaces is due to the fact that
for these space one has theorems similar to the theorems of Frobenius for matrices
which give existence and uniqueness of the lowest eigenvalue of a positive matrix.
They are also relevant to establish a theory of non-commutative Markov processes.

Abounded operator A on L? (A) is said to preserve positivity if AB is anon-negative
element of L?(A) when B is non-negative. Let {#, A, i} be a non commutative
space with regular gage and let 7 be a projection in 4. We shall call Pierce subspace
associated to 7 the range of P, = LR, as operator on L*(A).

The role of the support of a function is now taken by the Pierce subpaces.

We shall not give here a treatment of the general aspects of this non commutative
integration theory. We only notice that it has an important role in the theory of fields
of spins and of fermions on a lattice and elements of this application are given in
Lecture 16.

We quote an important theorem [1-3].

Theorem 1 Let 'H, A, i be a space with a finite regular gage and let A be an
Hermitian bounded operator on L*(A) which is positivity preserving. If |A|| is an
eigenvalue of A and if A does not leave invariant any proper Pierce subspace, then the
eigenvalue ||A|| has multiplicity one and one can choose the associated eigenvalue
to be non-negative and cyclic for A. <&

The theory of Takesaki—Tomita extends this non-commutative integration theory
to normal states which do not define a trace but satisfy, for some value #, # 0 of
the parameter, the K.M.S. condition relative to a modular group of automorphisms
associated to the state. In a sense this represents the non-commutative version of the
integration theory in a compact £2 C R? with respect to a finite measure which is
absolutely continuous with respect to Lebesgue measure.
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An important feature of the Tomita—Takesaki theory is that it connects an analytic
property (to be analytic in a strip with a suitable relation of the values at the boundary)
with a one-parameter group of automorphisms that leave invariant the algebra of
observables. The group of automorphisms may be the group of time-translations, the
sub-group of boosts in the Lorenz group, ...

We now recall some basic elements about the K.M.S. condition.

2 Brief Review of the K-M-S. Condition

As we saw in Volume one of these Lecture Notes, the K.M.S. condition is a general-
ization of the Gibbs condition for the equilibrium of a system in Classical Statistical
Mechanics. In this theory a state of a classical Hamiltonian system with Hamiltonian
H > 0 at temperature T is represented by a Liouville distribution in phase space that
can be written modulo normalization as e~ 7 so that at temperature O the system in
phase space is localized on the minima of H.

The same is assumed to be true in Quantum Statistical Mechanics but the observ-
ables are operators and the integration over phase space is substituted with a non-
commutative integration given by taking the trace. The expectation value of the
observable A at equilibrium at temperature 7 is now

Tr (Ae—?) )

If one considers the evolution of the correlations under the Hamiltonian H one
must study the function

G p(t) = Tr (AB(z)e—?) = Tr (Ae”HBe—"He—?)

Since the operators A and B in general do not commute with H this expression is not
invariant under interchange of A with B. But the right-hand side can be written as

Tr (AeirHBefi[IJri%]H) 3)

Since H is positive, the function @4 p(¢) can be continued for 7 > 0 as analytic
function in the strip 0 < Imt < % continuous at the boundary. The same is true for
the function @p 4 (7).

One verifies easily, by the cyclic property of the trace, that the analytic function
D4 5(2),0 < Imz < % can be continued as a continuous function to the boundary of

the strip and satisfies at the boundary

1
B p(x + i0) = Pp.4 (x + z;)
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In the case of an infinite-dimensional thermodynamic system the operation frace
is not defined in phase space, but in an algebraic formulation one may have a function
with the property of the trace. Therefore it is natural to state the condition of being in
equilibrium at temperature 7 as the condition that for all element A, B, the function
Trr (AB(t)) has the same property as in the finite-dimensional case.

This was the proposal of the physicists Kubo, Martin and Schwinger and since
than this condition is known under the acronym K-M-S.

Given a dynamical system {.A, a,} one says that the state pg satisfies the K.M.S.
condition for the group «y at the value (3 of the parameter (0 < 3 < 00) (in short, ¢
is a 3-K.M.S. state) if for every x € A and every y € A the following holds

Py ceyip(x) = pglac(®) y), E€R 4

We extend this definition to cover also the cases § = 0 and § = co. We will say that
po satisfies the K.M.S. condition for the group o, at § = 0 if

po(y ac(x)) = polac(x) y) Vxe A ye A ®)

We will say that p, satisfies the K.M.S. condition for the group «, at infinity if
for any x € A“ and every y € A the analytic function f({) = ps(y ¢ (x)) satisfies

FOF = llxll iyl i Im¢ = 0. (6)

In this case the state p is said to be ground state relative to the automorphisms
group «,. The origin of this name is clear from the finite -dimensional case (in that
case it is the state with minimum energy) and for the general case it will be clearer
later. An important result is the following, that we have described in Volume I of
these Lecture Notes.

Let A, a, be a C* dynamical system and let 0 < 3 < oo. The following conditions
on a state p are equivalent
(1) pis B-K.M.S. state
(2) p satisfies the o; K.M.S. condition for a dense set of elements x € A“.

(3) For any pair x, y € A there exists a function f,({) bounded continuous in the
strip

2;=1{CeC, 0<Im( < p} )
holomorphic in the interior of §2 and satisfying the boundary conditions

Jo() = p(y v(x)), [t +iB) = pa;(x) y) ®)
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If 8 = oo the last condition takes the form

Fp@® =pya, @) teR [fpll < lxIl yl €))

For the proof we refer to Vol. I Lecture9.

3 The Tomita-Takesaki Theory

We recall now briefly the main points of this theory. If the von Neumann algebra M
on a Hilbert H has a cyclic and separating vector §2, one can associate to this vector
a positive operator A (called modular operator) and an anti-linear isometry j such
that 1 1

Q=0 jAaQ=dQ MQcD(m) (10)

JMj=M ATMATT =M Vi (11)

The modular group associated to the state 2 is the group of inner automorphisms
with generator logA. The state satisfies the K.M.S. condition with respect to this
group. The case A = I corresponds to a tracial state and in this case the existence of
the anti-linear isometry j follows from (£2, a*b$2) = (£2, ba*$2)).

We begin with some preliminary result and the connection to the Friedrichs exten-
sion of symmetric strictly positive operators.

Remark that the Friedrichs extension can be interpreted in the following way: given
a closed strictly positive quadratic form ¢ in a complex Hilbert space H consider the
subspace X for which g(¢, 1) takes real values for every ¢, 1 € X. Itis a real vector
space closed in the topology induced by the quadratic form.

On the other hand, every positive self-adjoint operator A determines a real sub-
space Y, closed in the graph topology of A, which has the property that for any pair
of vectors ¢, 1) € D(A) the number (¢, At) is real. This defines Y as a real sub-
space. The construction of the Friedrichs extension (an operator) can be interpreted
as construction of Y starting with the subspace X i.e. as a natural closed map X — Y.

If H is finite dimensional, therefore isomorphic to C" = R" @ R" the operator A
is represented by a strictly positive matrix with eigenvalues Ay, ... \,. In this case
it is possible to transform A into diagonal form (in fact into the identity) in the real
Hilbert space R" @ R" by means of complex linear transformation in C" consisting in
a rotation followed by a dilation by a factor v/ in the direction of the eigenvectors.
For compact operators there is a similar procedure but the proof of closure is more
demanding.

The construction of the Friedrichs extension can be seen as an extension of this
construction to the case of quadratic forms which correspond to operators with
(partly) continuous spectrum. This clarifies the important role of the following struc-
ture.
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Let H be a complex Hilbert space, and define

<. ¢p>=Re(®.9) ¢, v eH (12)

With this definition H acquires the structure of a real Hilbert space, that we denote
by H,, with scalar product

WV, P) =<v,0>+i<i),¢> (13)

(in our notations, (v, ¢) is linear in ¢ and anti-linear in 1)).
Let us assume that there exists a closed real subspace X € H with the following
properties
(a)
Knikt =9, (K+ikK)* =0 (14)

If this is the case,we say that the space K is in standard form. A large part of the
Tomita—Takesaki theory is related to the fact that if a representation of a von Neumann
algebra A has a cyclic and separating vector §2, then A, and A2 compose a
standard form [4, 5].

The following construction defines uniquely a self-adjoint operator A (called
modular operator associated to the subspace K) and an anti-linear isometry j. If
is the real subspace X associated to a strictly positive quadratic form ¢ the operator
we obtain is the Friedrichs extension of g.

The case of interest for us is that in which K is generated by the self-adjoint
elements of a von Neumann M acting on a cyclic and separating vector §2. In this
case we will prove that the modular operator has the properties indicated above.
Notice that in this case K is generated by the convex cone which is obtained by
applying to §2 the positive elements of M. This will lead to the Tomita—Takesaki
duality theory and to the equivalence theory for representations of C* algebras.

We shall use later the following result

Lemma 1 Let p be a state of avon Neumann algebra M and let T be a linear positive
Sfunctional on M satisfying T < p. There exist h € MT and \, Re\ > %such that
forany a € M B

T(a) = A p(h a) + A p(a h) 15)

If the representation induced by p is irreducible, there is a unique operator h with
this property. <&

Proof We could reduce ourselves to the case M C B(H), and p defined by a
projection operator my, |[¢| = 1, and a = b*b. In this case p(a) = Tr(my a) =
(bo, bo), and T(b*b) = Tr(cb*b) for a suitable density matrix o. Lemma 1 follows
then the from elementary inequalities.
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A more algebraic proof is as follows. Let & the convex compact set in (M™),,
defined by

Ihe ML 1 7(a) = Ap(ha) + Ap(ah) Ya e M.  (16)

1
TEEp & 3N Redz o,

We must prove that if 0 < 7 < p then 7 € ZE,. Suppose this is false. By the
Hahn-Banach separation theorem there exista € M, and ¢t € R* such that 7(a) >
t,pla) <t.Seta=a; —a_,h = [ay] (the projection on the support of a ). Then

7(ay) > [T(as) — 7(a_)] > 1 > 2ReAr(ay) = 7(ay) (17)

a contradiction. vV
Corollary If 7 is faithful and

(@) = Aotk @) + Ap(a k) k € Mg, (18)

then k = [a4]. &

Proof 1Tt is easy to verify that (18) holds for [a,]. Suppose it be true for 4. One has

A+N((h=T[a:D?) = M(h—[ay]) +Mh—[arDh—Nap 1((h—[a4]) = Mh—[a:Dlas] (19)

If (19) holds for A, then
2ReAp((h — [a:])?) = 7(h —[ay]) — T(h — [a4]) =0 (20)
Therefore h = [a4]. Q

Let now M be a von Neumann algebra on H with a cyclic and separating vector
2. Tt is easy to verify that £2 is cyclic and separating also for M’. Remark that
if p is a normal faithful state the representation associated to p through the G.N.S.
construction provides an isomorphism and therefore we can identify M with I7,(M).
Let K be the closure of M, , 2. Define

<¢v¢>=R€(¢»¢) ¢9 ¢€H (¢:¢)=<¢v¢>+i<i¢’¢> (21

With the scalar product < ., . > the space H becomes a real Hilbert space H, and
IC can be regarded a subspace of H,.

Proposition 1 /C is in standard form (i.e. has the properties in (14)). <&
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Proof Property (a) follows from the fact that £2 is cyclic. To prove (b) notice that
M, , 82 is orthogonal in H, to M, £2. Indeed if &’ € M, , 2 and a € M,, one
has

(@ $2,ia2) = —(iaf2,d'2) =<d2,ia2 >=0 (22)

It follows M/, 2 C (iK)*; similarly iM, , §2 C (K)*. Therefore
M2 C(KNikK)yt =K+ (iK)* (23)
and from the density of M’'$2 it follows IC N ilC = . o

Before giving the general construction of the modular operator associated to a
subspace K in standard form, we give the proof [4] of a property that will be useful
in what follows.

Proposition 2 Let Ay be a closed symmetric operator with domain dense in 'H and
suppose (x,Aox) > 0 for every x € D(Ay). Let Ay be affiliated to a von Neumann
algebra M € B(H) in the sense that for every b € M’ and for every x € D(Ay)

(bx, Agx) = (Aox, bx) 24)

holds (notice that Ay is only symmetric and we have not a spectral representation).
Let A the Friedrichs extension of Ao. Then A is affiliated to M. <&

Proof The statement is trivial if M’ consists only of multiples of the identity. Let V
be unitary in M’. Then VAV* is a positive extension of VA,V *. Denoting by D’ the
closure of D(A() with respect to the scalar product defined by

<u,v>= ((Ag + Du, v)) (25)

From the construction of the Friedrichs extension the identity map on D(A) has
a unique self-adjoint extension ¢ which satisfies D(VAV*) C V..(D’). Since Ay is
affiliated to M one has VAyV* = Ay. It remains to prove that V (+(D") C «(D").

Let z € «(D') such that «(z') = z with 77 € D’. There exists a sequence {x,} €
D(Ap) which converges to 7'. Since Ay is affiliated to M one has Vx, € D(A). The
sequence {x,} converges in D" and therefore

limy oo |V X0 — V X |1* = lity s 0o (Ao + DV (X5 — X), V (X — X))

= limn,m—)oo < Xp — Xm,Xn — X >= 0 (26)

It follows that {V x,} converges in D’ to an element u’ and {V x,,} converges in H to
t(t'). Since {x,} converges to z in H one has that {V x,} converges to Vz. Therefore
Vz=1W) € «(D") and V(D) C (D). Q
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4 Modular Structure, Modular Operator, Modular Group

Given K in standard form we construct now an invertible anti-isometry j and a self-
adjoint operator A (modular operator). In the case in which /C is constructed from
a von Neumann algebra that has a cyclic and separating vector we shall see that the
isometry intertwines the algebra and its commutant (which are therefore equivalent)
and the modular operator is the generator of a group of inner automorphisms which
satisfies the K.M.S. condition for 3 = 1.

The construction we give shows that the modular operator is defined, indepen-
dently from the theory of von Neumann algebras, starting from a real subspace of a
complex Hilbert space with a procedure which is similar to the one followed in the
construction of the Friedrichs extension of a closed positive quadratic form. Assume
that the subspace KC of the real Hilbert space H, satisfies condition (14). Let P and
Q the orthogonal projectors of H, on K and i/C. Define

A=P+Q, jB=P—-0 (27)

where jB is the polar decomposition of P — Q in H,.

Proposition 3 ([4]) The operators A, B, P, Q, j satisfy

(i) A and B are linear complexand 0 <A <21 0<B <2]

(ii) A, (21 - A) e B are injective and B = JAQRI — A)

(iii) j is an anti-linear isometry, j* = 1. If ¢, ¢ € H then (jo, V) = (¢, jib)

(iv) B commutes with A,P,Q , j

(v)jP=U-0Q), jO=U—-P)j JA=Q2I—-A) <&

Proof (i) It is easy to show that iP = Qi. It follows that a = P + Q is linear over
the complex field and B = P — Q is anti-linear. From B> = (P — Q)? one derives
that B? and therefore also B is linear. Therefore j is anti-linear. The operators A and
B are positive in H, and from (27) it follows that they are self-adjoint and positive
also in H. The bounds ||A|| < 2, ||B|| < 2 are obvious from the definition.

(ii) If A¢ = 0 one has

IPOI? + 1001°> =< P, & > + < Qp, ¢ >=< Ad, ¢ >=0 (28)

It follows ¢ € K+ N (iK)* and therefore ¢ = 0. This proves that A is injective.
Similarly one shows, analyzing I — P e I — Q, that 2] — A is injective since P e Q
are idempotents and B2 =AA -2D).

(iii)j is self -adjoint in H, and it is an injective isometry since B is injective. Therefore
j2 =1. One has

(4, @) =< jib, ¥ > +i < ijip, ¢ >=< ¥, j¢ > =i < i), j$ >= (), )
(29)

(iv) B commutes with A, P, Q. Since P — Q is self-adjoint in H, it follows that it
commutes with j.
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(V) We have BiP = (P — Q)P = (I — Q)(P — Q) = (I — Q)Bj = BU — Q)
Since j is injective, jP = (I — Q)j. Taking adjoints and summing one obtains jA =
@I = A)j. v

We can now introduce the modular operator.

Definition 1 (modular operator) We call the operator A = ZIA%A modular operator

associated to the subspace K in standard form <&

Proposition 4 ([5]) The operator A is self-adjoint, positive, and A~' = jAj.
Moreover K + iKK C D(v/A) and for any pair ¢, 1 € K one has

NAG+ip) = —iy (30)

<&

Proof Since 0 < A < 2I both A and 21 — A are injective and therefore A is positive
and injective. The equality A~! = jAj follows from point (v) of Proposition 3.
If ¢ and v are in /C one has

@QI-P-0)p=F—-0)¢, @ —-P—-0Q)ith) =—P—0)ir)) €2y

and therefore (21 — A)(¢ + iv)) = jB(¢ — i1)) and for every & € D(A™")

(6 +ith, A = (21 — A) (¢ + i), A™'E) = (B(d — i), A™'E) = (j(¢ — i), VAE) (32)

In the last equality we have used point (ii) of Proposition3 and D(A) C D(VA).
In particular one has

(@ + iy, VA (VAL) < 16— i1V AL (33)

A density argument shows that ¢ + it) € D(VA) and VA($ + i) =
J(@ — ). ©

We have seen that if a von Neumann algebra M has a cyclic and separating §2,
then the subspace generated by the action on £2 of the self-adjoint elements of M
satisfies the condition for the existence of a modular operator A, which in general
depends on the subspace and therefore on £2.

Definition 2 (modular group) The unitary group generated by A is called modular
group

Proposition 5 ([4, 5]) The unitary group t — A (modular group associated to the
subspace KC) commutes with j and leaves K invariant. <&
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Proof Proposition5 follows from Proposition2, but can also be seen as follows.
From the definition of A one has

A= Q21 —A)" AT (34)

It follows from Proposition 3 that j A” = (21 — A)~"j (keeping into account that j
is anti-linear). From this one concludes jA" = A"j. Therefore A" commutes with
A, B, j and in particular

A'K = A"PH, = PA"H, = PH, = K (35)
Q

It is easy to see that the analytic vectors for the group of automorphisms generated
by A are dense in K.

‘We return now to the case of a modular group associated to a cyclic and separating
vector state of a von Neumann algebra M.

Proposition 6 [f the modular group is associated to a cyclic and separating vector
£2 of a von Neumann algebra M over a Hilbert space H (and therefore K is the
closure of M ,.$2), then the closed operator j«/Z extends the map

a2 - a*2, aeM (36)

which is densely defined in 'H. <&

Proof We have seen that the closure of (a + a*)§2; a € M has the properties
required for the space K. From Proposition4 applied to a2 one sees that for all
a € Aone has jvVA a2 = a* 2. V)

We remark that one can prove in a simpler way the existence of the modular
operator, but not the property to generate a one-parameter group that intertwines M
with M. Indeed the anti-linear operator Sy : af2 — a*$2, a € M is densely
defined (since £2 is cyclic for M) and closable since Sy C Fy where F) is defined by

Fo : b2 > b*2, be M (37)

It is easy to verify that So C F{ and since Fy is densely defined Sy is closable.
Denote by S the closure of Sy; the polar decomposition gives S = J A2 where
A = S*S is self-adjoint and J is anti-unitary. From J2Az = JA~1J one derives
=1 Ar=JA3).

As a further remark notice that in general if a, b are self-adjoint in M the operator
ba is not self-adjoint. Therefore in general a self-adjoint element of M leaves K
invariant but its action does not commute in general with the conjugation. The role
of the modular operator is to quantify this non-commutativity. If the state 2 is tracial,
the modular operator is the identity. &
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5 Intertwining Properties

We now prove that the isometry j intertwines A and A’ (jAj = A’). This relation
will also be at the basis of the duality theory for positive cones.

In view of its independent interest, we give first the proof when there is a faithful
tracial state (7(ab) = 7(ba))Va, b € M).

Denote by /T, M the G.N.S. representation associated to 7; we shall identify it
with M. Any normal state w of M can be written as w(a) = 7(p a) = 7(/pa./p)
where p € M is a positive operator.

Suppose p invertible. Then ,/p regarded as element of H is cyclic for the algebra
of left multiplication A/

N ={L,, ae M} (38)

It is easy to see that N is the algebra of right multiplication R,. One has
S:ayp—ad/p, Ja=a A=L,R, (39)
An easy calculation leads to
A'"L,A™"b = Lygyub  a,be N A'N§" CN (40)

On the other hand JL,Jb = bat = R,+b and therefore jMj € M’. We shall now
treat the general case.

Proposition 7 ([4]) One has
02 =PR =AR2 =BR =j2 =A2 =j2 =52 (41)
Moreover for every a' € M, there exists a € My, such that
jbd' 2 = a2 (42)

<&

Proof By definition £2 € K and since M'2 € (iK)* one has also 2 € K*.
Therefore PS2 = Q82 = 2 and j2 = A2 = £2.

To prove (42) assume first that b is a positive element of M’ which satisfies
0 < b < I. Then the functional ) € M, defined by

V(a) = (b$2,as2) (43)

is positive and dominated by ¢g (notice that b*a = (b*)% a b*)%). Using this
property and restricting ¢ to the self-adjoint elements of M one can show that there
exists a positive ¢ € M such that ¢ (a) = (as2, c¢§2). Therefore a2 = P(bS2). The
identity (42) follows then from Q2 = 0. Vi
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We shall extend now Proposition 8 to obtain a relation between elements M and
those of M’. We shall do this viewing (42) as a relation between a and @’ that contains
the modular group A and later use the invariance of M under the modular group.

Proposition 8 For each a € M’ and complex number A\, Re A > 0 there exists
a € M such that )
bjd'jb = A2I — A)aA + Ma(2I — A) (44)

<&

Proof By linearity we can assume a’ positive and a < I The functional b —
(b$2, X' w), b € M is positive and dominated by ¢, ; there exists therefore a € eM ;.
such that B
(b$2,d'2) = ((\ab + \baS$2, 2), ¥be M 45)
Substituting c*b for b , ¢ € M one obtains
(b2,d 2) = \b82, cas2) + \(b a2, c82) (46)

Given b/, ¢’ € M’ choose b, ¢ € M satisfying Proposition5. Substituting b2
with jBb'§2 and ¢§2 with jBc¢'$2 one has

(BjajBc' 2, b'2) = \(jBb'$2, cas2) + \(bas2, jBc' 2) (47)
Using af2 = jA%a*.Q which holds for every a € M (48) can be rewritten as
(BjdjBC' 2,1/ 2) = \(jBY 2, jA2ac$2) + N(jA2bc 2, B $2)
= MajBc' 2, (21 — a)b'2) + N(2I — A)c'2,aj BY'2) (48)
We now recall that A — jB = 2Q and QM'§2 = 0; it follows
(BjdjBc' 2, b'2) = [(\2I — A)aA + Na (2l — A)]c'2, b 2) 49)

The elements b" and ¢’ are generic elements in M’ and £2 is cyclic for M’. We have
therefore obtained the identity

bjdjb = NI — A)aA + MaQ2I — A) (50)

Q

We will now transform (51) in a relation that contains a, @', j and the modular
group. We do so using the following lemma; the proof is obtained [4] e.g. considering
the function g(z) = ﬂ.ve;’(g;z) f(z) and applying the formula that gives the residue at
z = 0 as an integral along a suitable boundary.
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Lemma 2 ([4]) If ReA > 0 and f(2) is bounded and analytic in the strip {z €
C, |Rez| < %} then setting A\ = ei%, |0] < 7 one has

0—1“”1/\'15\'1d 51
f()—z/e m[f(ll—i-z)-i-f(lf—g)}t (51)

<&

Using the previous Lemma we can prove

Proposition 9 ([4]) If a, a’ X satisfy Proposition6 and \ = eig, |0] < 7 one has

1 ) ) 6—0 t
a=3 / PP Y a— (52)

cosh (mt)

<&

Proof Let ¢, € K be analytic vectors of §". Consider the analytic function
f@) = (BaB A7, A™)) (53)
It is bounded in every strip and therefore we can use Lemma9.8. From (51)
f (it + %) = (ATHQI = A)aAA ¢, p); f (it - %) = (A""Aa2I — A) A" p, 1) (54)

Making use of Proposition 6

1 < 1 . .
A (it + 5) +Af (it — 5) = (AT"BjdjBA" $, ) (55)
An application of Lemma 1 provides
1 e ¥t . .
(Bx86.0) = 5 [ (A BB A", v
2 ) cosh(rmt)
1 eV . ,
== | ———(A7"jdjA"Bo, bo)dt 56
2/Cosh(m)( JjajA"Bo, bp) (56)
Proposition 9 follows because K generates H and the range of B is dense. Q
We prove now [5]
Proposition 10 For everyt € Rand a' € M’ one has A'ja'jA~" € M. <&

Proof Letb' € M'and ¢, 1) € H. Define

9(t) = ([A™"jajA" b = b A™"jajA]¢, ) (57)
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From Proposition9 for || < w

e b

The function h(z) = [ g(t)%dt is holomorphic in the upper half plane and is

zero for z real. Therefore f g(H)e ! - ; dt = 0. Uniqueness of Fourier transform
cosh(rt)

implies g = 0. Hence A~"ja’jA" € M" = M. )

Theorem 2 Let M be a von Neumann algebra on a Hilbert space H and let the
vector §2 € 'H be cyclic and separating. There exists a positive self-adjoint operator
A (called modular operator with respect to §2) and an anti-linear isometry j such that
jMj = M and A" MA~" = M for every real t. One has j 2 = 2, MR €
D(VA) and

iNAaR =a"R? Yae M (59)

<&

Proof Equation (59) follows from the definition of j. To prove the remaining part of
the theorem, let KC be the closure of M, £2.

We have seen that this linear space satisfies the conditions which allow the con-
struction of the modular operator. From Proposition 10 (for ¢t = 0) we know that
JM'j € M. The thesis of Theorem2 could then be obtained by proving that the
modular operator A" associated to the real subspace K’ which is the closure of
M, , 82 satisfies A" A = I (the conjugations satisfy j’ = j).

This provides the inclusion jMj € M'. A direct proof is as follows. Let a, b
self-adjoint in M. Since j$2 = £2 one has

(bjajs2, $2) = (82, ajbj$2) (60)

This linear relation extends to all elements of M. Choose b’ € M’ and remark
that bjb’j € M. Substituting jb'j in place of b one obtains

(b(jbj(jaj)$2, 2) = (82, aj(bjb'}j)j$2) (61)
From this one derives (ajbj$2, b'$2) = (jbjas2, b'$2). Since M’'S2 is dense in H it
follows ajbj$2 = jbjas2. This is a linear equation valid for every a € M. Substituting
a with ac a, ¢ € M one obtains

jbjac$2 = acjbj$2 = ajbjcs2 (62)

and therefore jbja = ajbj because of the density of M in H. Hence
jbj € M. Q
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6 Modular Condition. Non-commutative
Radon—-Nikodym Derivative

Given a Hilbert space H and a closed real subspace K of H, we shall say that the
unitary group {U,}, t € R satisfies the modular condition with respect to I if for any
pair of vectors ¢, ¢ € K there exists a bounded continuous function f; ,, defined on
the strip

S_i={zeC: -1 <Imz <0} (63)

holomorphic in the interior and satisfying the boundary conditions

fO =Wo.v) [fi—D=@Udg¢) 1eR (64)
<&

Proposition 11 ([4, 5]) Let M be a von Neumann algebra with cyclic and separating
vector §2.

The unitary group t — A" satisfies the modular condition with respect to the
closure of M$2 and is the unique unitary representation with these properties. <

We shall now give the relation between the modular group and the K.M.S. condi-
tion. Consider a C* dynamical system which we will denote by {4, «a;}. An element
x € A is analytic for o if the map t — «,(x) has an extension to an entire analytic
function ( — a¢(x) ¢ €C.

If x € A define

Xy = %/a,(x)e_"ztdt (65)

For any integer n the element x,, is analytic for «, and that lim,_, »|x, — x| = 0.
Therefore the set A of analytic vectors in norm-dense in .4 and in fact it is a
*-subalgebra of A.

The same conclusions are reached if one considers a W*-dynamical system or a
dynamical system with values in a von Neumann algebra. An important property of
the K.M.S. condition the following that we have already noted in Volume 1 of this
Lecture notes.

Let {A, a;} be a C* dynamical system and let pg be a state which satisfies the «-
K.M.S. condition for a value 3 of the parameter (0 < /5 < 00). Then pg is invariant
for the automorphisms group «;.

Proposition 12 Ler A, R, {a,} be a C* dynamical system. Suppose that a state p
satisfy the K.M.S. condition at 3 = 1. Let (I1,, U, H,82,) the cyclic covariant
representation associated to p by the G.N.S. construction and let IC the closure of
,(Mg, $2,). Then U! satisfies the modular condition with respect to K. <&

Proof Since the state is a— invariant, the representation is covariant. It is also easy
to see that U! leaves for every ¢ invariant the subspace K. For every ¢ € K we can
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choose asequence a, b, € M, suchthat1,(a,)s2,convergesto ¢ and I1,(b,)$2,
converges to 1.
By assumption, there exists functions f, bounded and continuous in the strip

Si={z:0<Imz<l1)} (66)
holomorphic in the interior and which satisfy the boundary conditions

f;;(t) = (Utp Hp(an)gpv Hp (bn)Qp)v f;'l(t +i)= (Hp(bn)gpv Upnp (an)-Qp)
(67)

Since the f,, are uniformly bounded and uniformly convergent by the Phragmen—
Lindelhof theorem the functions f,, converge to a function f which is holomorphic in
the interior of the strip and satisfies the boundary conditions

f@O =Wl  fa+i =@, U’ (68)

Setting g(z) = £ (2) one sees that g satisfies the modular condition with respect to
K.

In order to show that to /C corresponds a modular structure we must show that the
conditions in (67) are satisfied. The second condition is trivially satisfied since £2,
is cyclic. Let us prove that L N ikC = ¢.

Let ¢ € KNiK and ¢ € K. Since U” satisfies the modular condition there exist
functions f and f, holomorphic in the strip {z : —1 < Im z < 0} which satisfy the
boundary conditions

AW = Ulp ), filt—i) =@, U'd) frt) = Ui, ) fit —i) = @, iU )
(69)

One has ifi (1) = f2(1), —ifi(t — i) = fo(t — 0); this implies ifi(z) = f2(2),
—if1(z) = f>(z) in the interior of the strip, and therefore f| = > = 0. This holds for
every ¢ € IC; since /C generates H over the complex field, it follows ¢ = 0. V)

As a consequence of Proposition 12 we can prove Theorem 3

Theorem 3 For every normal faithful state p of a von Neumann algebra M there
exists a unique W* dynamical system (which will be denoted by (M, o, p)) such
that p satisfies the K.M.S. condition with respect to o,. We shall call modular group
associated to p (denoted by o) the group of automorphisms of this dynamical
system. <&

Proof Consider the cyclic representation associated to p by the G.N.S. construction.
Since p is normal and cyclic, we can identify M with its image in I7T,,. Since £2, is
separating we can construct the modular operator and define

oa) = A"aA—it ae M teR (70)
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By construction the map t — A satisfies the modular condition with respect to the
closure of M, , §2,. Itis easy to see that the modularity condition implies the K.M.S.
condition with respect to {o,} at the value 1.

To prove the converse, let (M, R, «) satisfy the K.M.S. at the value one of the
parameter and let U(#) be the family of unitary operators that implements ¢, in the
Hilbert space H,. Using Proposition 12 for the dynamical system (M, R, @) it is
easy to see that for every ¢t € nR and a € M one has

a;(a) = UlaU?, = A"aA™" = 0,(a) (71)
Q

As immediate consequence of Theorem 3 one has

Lemma 3 If 0/ is the modular group associated to the normal faithful state p of a
von Neumann algebra M and « is an automorphism of M then {o™" - ¢! - &} is the
modular group associated to the state p - . <&

Proof Choose a, b € M. Using condition K.M.S. for a(a), a(b) one can construct
two function holomorphic in the interior of the strip S} which at the boundary coincide
with

plab) of (a(x) = (p- )b~ - af - a(a))) (72)

and with
Pt (@) ab) = (p- o) - of - a@)b) (73)
Lemma 3 follows then from Proposition 12. Q

We shall now briefly study the relation among faithful normal states in term of
their modular operators. We begin by constructing the analog of a Radon-Nikodym
derivative in the commutative case.

Proposition 13 Let p be a normal faithful state of a von Neumann algebra M and
let ol be the corresponding modular group. If o' € M, satisfies 0 < p' < pand p' is
invariant under the dual action of (¢} then there exists unique an element h € M,
such that p'(a) = p(ha) = p(ah). Moreover h is invariant under o”. &

Proof Lemma 1 guarantees the existence of a unique 2 € M for which

1
p= Floth )+ p( b)) (74)

The element £ is invariant because both p and p’ are invariant and % is unique. We
show that this implies p(a h) = p(h a) for all a € M (in fact one can show that
the two statement are equivalent). For each a h € M there exists a function f
holomorphic in £2; and such that
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f@=plah), ft+i)=phb) (75)

If A is invariant, f is a constant. Therefore o(a h) = f(0) = f(i) = o(h a). From
(74) one derives p(.) = p/'(h .) = p(. h). Q

We study now the properties of states that have the same modular operator.

Proposition 14 (non-commutative Radon-Nikodym derivative) Let p and p' be
faithful normal states of the von Neumann algebra M. If they have the same modu-
lar operator there exists a unique positive injective operator h affiliated to M N M’
such that p'(a) = p(ha) for every a € M. The element h plays therefore the role of
non-commutative Radon—Nikodym derivative of p’ with respect p. <&

Proof Consider first the case p' < p. From the previous lemma p'(.) = p(h .) where
h is invariant under o?.

Let u be unitary and g arbitrary in M. Using the K.M.S. condition for p we obtain
two functions f, g continuous in §2; and holomorphic in the interior which satisfy

f@) =pwolhua), fi+i)=p(of(hua)u)
gy =p'u ol wa) gt+i)=p(o] (uau®) (76)

From h € M, it follows f(t 4+ i) = f(t + i) and therefore f = g. Evaluating
this function at zero
p* hua)=p(ha) (77)

From the uniqueness of / follows u*hu = h. This must be true for every unitary
in M and therefore h € M N M’. In the general case, we remark that o is also the
modular group for p + p'; therefore there exist operators i, i’ € M N M’ such that

p@) = (p+p)ha),  p'la)=(p+p)Ha) (78)

Since p and p’ are faithful both /2 and /' are injective. Hence k = h (h')~! is affiliated
to M and satisfies p'(a) = p(ka). Q

We turn now to the case of two states p and p’ whose modular groups commute.

Proposition 15 ([5]) Let p and T be two normal faithful states of M and let 0! and
o] be their modular groups. The following conditions are equivalent

(1) p is invariant under the action of o™

(2) T is invariant under the action of o”

(3) o and o” commute

(4) there exists a unique positive injective operator h affiliated to M N M’ such that
7(a) =o(ha) VYae M.

(5) there exists a unique positive injective operator k affiliated to M N M’ such that
o(a) =71(ka) Yae M. <



6 Modular Condition. Non-commutative Radon—-Nikodym Derivative 223

Proof (1) <> (3) and (2) <> (3)

According to Proposition 13 the modular group for p - o7 is p[o” .- o) - 07]. If p
is invariant under o one has

p-ol ={o’,.-0f -0l =0/ (79)

and therefore o7 and ¢” commute.

Conversely if the modular groups commute one derives p-o’au(a) = p(ha) where
h is a positive operator affiliated to a M N M’. Uniqueness of i implies h,; = h!
for every integer n and thus &, = I for every s and p is o] invariant.
2) <« @) and (1) < (5)

Straightforward
(D<@

Consider the state ¢ = %(p + 7) and denote ¢* its modular group. Since £ is o7
invariant, from (1) < (2) follows that 7 is ¢ invariant.

From 7 < 2£ there exists 0 < k < 21, o¢ invariant, such that 7(a) = &(ka).

Uniqueness and invariance of p and 7 imply that also k is invariant.

Since p(a) = &£((2I — k)a) and both k and 21 — k are injective (both p and 7
are faithful) one concludes that 4 = ﬁ is a positive injective operator affiliated to
MNM'. And p(a) = 7(ha). Q

Proposition 15 is a non-commutative Radon—Nikodym theorem and the operator
h plays the role of Radon—Nikodym derivative. To see this analogy notice that, by
a theorem of Gelfand and Neumark, every abelian von Neumann algebra can be
faithfully represented by the algebra A = L°°(X) of multiplication by complex
valued essentially bounded functions on a locally compact space X. In this case
A=A

If X = L>®(T?) the normal states are represented by positive measurable functions
f(x) on T¢ with integral one (more precisely by the measures f(x)dx). The cyclic
and separating states are represented by strictly positive functions. The state ¢, on
L>®(T?) is defined by

or(a) = /a(x)f(x)dx, aecl® (80)

In this case the operator j is complex conjugation and A is the identity.

7 Positive Cones

The positive cone C; defined by f coincides the positive cone CJL and is represented

by the positive integrable functions. Given an element g € A the functional ¢, is

positive iff g is positive and is such that ¢4(a) = f a(x) %f (x)dx. Therefore %
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is the Radon—-Nikodym derivative of the state ¢, (i.e. of the measure g(x)dx) with
respect to the state ¢y (i.e. of the measure f (x)dx. &

Remark that in the commutative case, if the total measure is one, the function one
is a cyclic and separating vector, and Eq. (80) can be interpreted as follows: given an
element of L™ = A’ the linear functional a — ¢, (a) is positive iff b belongs to the
positive cone of A.

There exists therefore a duality, originated by the state §2, between the positive
cone in A’ and the positive cone in 4. This duality is elementary in the commutative
case and holds for any cyclic and separating state. The formalism described here
allows for an extension of this duality to the non-commutative case (Tomita duality)

Let be a von Neumann algebra M (on a Hilbert space H) with a cyclic and sepa-
rating vector §2., with corresponding modular operator A and invertible anti-linear
isometry j. Denote by Sy € M §2 the densely defined operator Sy a2 = a*2 a € M
and by Fy € M’'S2 the densely defined operator Fy a§2 = a*$2,a € M.

Denote by S and F their closures. One has the polar decomposition § = j+/A con
A = §*S. If x € H denote by ¢, on M the linear functional defined by

dx(a) = (as2, x) (81)
Similarly denote by ¢/ on M’ the linear functional
Px(a) = (@2, x) (82)

Definition 3 We will say that x is M g-positive if the functional ¢, is positive. <

Denote by Cy, the cone of M -positive vectors. Similarly denote by Cy, the cone
of M’ -positive vectors.

Theorem 4 ([4]) The functional ¢ on M’ is positive iff there exists a self-adjoint
operator h affiliated to M such that x' = hS2. This is also the condition under which
the G.N.S. representation I1, M of M generated by the state ¢, is equivalent to to
the representation I1g (M) = M.

Conversely the functional ¢ on M is positive iff there exists a positive self-adjoint
operator h affiliated to M’ such that x = hS2. &

We remark that this theorem poses a duality between the cone Cp, and the cone
of positive elements in M’ and also between the cone Cg, and the cone of positive
elements in M. We do not give the proof of Theorem4.

The results we have described must be placed in the context of the theory of
positive dual cones by Tomita and Takesaki. A rather detailed analysis can be found
e.g.in [5].
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Lecture 10: Scattering Theory.
Time-Dependent Formalism.
Wave Operators

Scattering theory, in Quantum as in Classical Mechanics, describes those effects of
the interaction of a system of N particles which can be measured when the compo-
nents of the system have become spatially separated so that they can be uniquely
identified and the mutual interactions have become negligible.

In this lecture we shall limit ourselves to a system of two quantum particles which
interact through a potential force that is invariant under translation. In this case the
problem can be reduced to that of one particle in interaction with a potential force.

This problem is by far simpler than the corresponding N-body problem in which
several channels may be present and the final state may contain bound states of some
of the particles. In this lecture we shall analyze the time-dependent formalism in
which the motion in time is explicitly considered.

In the next Lecture we shall study the same problem through a study of the relation
between the eigenfunction of the interacting system and of a reference system, which
we take to be free. The latter procedure is called time independent scattering theory
to stress that only the relation between eigenfunction is considered.

In the time-dependent formulation scattering theory in the one-body problem with
forces due a potential V is essentially the comparison of the asymptotic behavior
in time of the system under two dynamics given by two self-adjoint operators H,
and H.

We shall treat in some detail the case in which the ambient space is R3, both
systems are described in cartesian coordinates, and the reference hamiltonian is the
free hamiltonian; in this way the reference motion has a simple description. We have

K2 h?
H=——A H=——A+V(() (D
2m 2m

where m is the mass of the particle and V(x) is the interaction potential. In
the formulation of the general results we leave open the choice of the reference
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hamiltonian so that the formalism can be applied more generally e.g. in presence of
an electromagnetic field we can use as reference the hamiltonian

1
Hy=—5—-(V - A(x))? 2)
m

In general we shall choose units in which 2m = i = 1. We shall make stringent
assumptions on V(x), and in particular that the potential V (x) is time-independent
and Kato small so that —%A + V is (essentially) self-adjoint. We will assume also
that V(x) vanishes sufficiently fast at infinity, e.g. lim—oc|x[’ V(x) = O for a
suitable value of p > 1.

The theory can also be applied when H; is periodic in space; this is the case if
one describes scattering of a particle by a crystal.

Notice that the same comparison problem can be posed when the potential depends
on time and in particular if it is periodic in time with period T (and sufficiently regular
as a function of the space variables).

We shall not treat this case.

1 Scattering Theory

‘We shall formulate scattering theory as comparison between the asymptotic behavior
for t — =00 of a generic element ¢ € H that evolves according the dynamics
given H,, i.e. ¢(t) = e~ ¢, and the behavior of two elements ¢ () which evolve
according to H; and differ very little from ¢(f) when t — 400. In general we will
consider only the case H = L*(R?), d = 3.

The cases d = 2 can be treated along the same lines with an extra care due to the
weaker decay in space-time of the solution of the free Schrodinger equation.

We assume

lim 00| () — 2(0)] = limy— 1ogle™ ™' — ™4, = 0 3)

Remark that in this equation it is required only that the limit of the difference
exists, while in general the limit of each term does not exist in the topology of H.
For example if

H=A, H=A+Vk, VeCy V) >0 4)
each of the two dynamics has a dispersive property in the following sense: for t —
400 one has, for ¢ in the orthogonal complement of the discrete spectrum of Hy, k =

1,2

limy— 100 SUPx|O(xX, )| = limy_, 100 sup.|(e™p)(x)| =0 )
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and therefore we would compare functions which for ¢t — =00 tend to be infini-
tesimal everywhere. Of course the rate of vanishing will be in general different in
different directions, but the comparison would become difficult.

One way to overcome this problem could be (and this is the approach of Enss, that
we shall discuss later) to use time-dependent scales in space which increase suitably
with time so that on the new scales the functions have little dispersion. In this way
one can compare the asymptotic effects of the interaction in different directions.

Another method consists in noticing that both dynamics are unitary, and therefore
equation (4) is equivalent to

limy_s 1o ™ M2y = ¢ limy_ 1oe™ Mg, = ¢ (6)

In the domain of existence we will define the wave operators
Wy (Ha, Hy) = limy_ +o0e™ e~ itH, (7)

Let us remark that, whenever defined, the wave operator satisfies
Wa(Hy, Hp)e"™ = "™ W (Hy, Hy) (®)

The wave operators on their domain of definition intertwine the two dynamics. In
particular the domain of Wy (H,, H;) is invariant under the flow of H;.

Let us exemplify (3) and (4) in the case of main interest for us, namely H; = —A
e H, = —A 4+ V where V has suitable regularity and decay properties.

The existence of Wo(—A + V, —A) answers the question whether a state which
evolves almost freely at + >~ —oo after the interaction with the potential V(x) will
have an almost free evolution at t — +o0.

The existence of Wi(—A, —A + V) answers the question whether for a given
initial datum the evolution —A + V' is asymptotic for t — 400 or t — —oo to free
evolution.

It is evident that if the initial datum corresponds to a bound state the answer
to this second question will be negative. Therefore the domain of the operator
Wi(—A, —A+V)is contained in the orthogonal complement of the bound states of
the hamiltonian — A+ V. The purpose of the analysis in this lecture is find conditions
under which this is the only subspace excluded, and any free asymptotic behavior
can be approximated by choosing the initial datum in the complementary subspace.

This implies that the range of Woi(—A + V, —A) is the entire Hilbert space.
[1, 2] Notice, for comparison, that in Classical Dynamics there are bounded regular
potentials which have no bound states and for which the limit does not exists for
some initial datum, or it exists only in one direction of time.



230 Lecture 10: Scattering Theory. Time-Dependent Formalism. Wave Operators

2 Wave Operator, Scattering Operator

Definition 1 (Wave Operator) If the spectrum of the operator H is absolutely con-
tinuous (as is for H} = —A) we shall define Wave Operator relative to the pair
H,, H, the operator

Wi (Ha, Hy) = s — limy_, £ooe™ e )

If the spectrum of H; is not absolutely continuous the definition of wave operator
is suitably generalized. Denote by H; ,. C H the (closed) subspace of absolute
continuity for H; defined by

Hl,ac = {¢ eH : (El()‘)(b’ ¢) € Ca.c.} (10)

where E| ()\) is the spectral family of H; and C, .. is the space of absolutely continuous
functions. We define Generalized Wave Operators the limit (if it exists)

Wi (Ha, Hy) = 5 — lim oo™ 7™ T, (11)

where [T is the orthogonal projection on H 4. <&

Remark that if H; = A the spectrum is absolutely continuous; in this case [T} = 1
and definition coincides with that in (11).

If H = — A+ V the spectrum of the operator H; can have a singular continuous
part as well as a discrete one; in this case we must refer to (13) for the definition of
wave operator. It follows from the definition that

Wi(H,, H)W.(H,, H)) = I, (12)

where I7; is the orthogonal projection on the absolutely continuous part of the spec-
trum of H;.

Definition 2 (Scattering Operator) On the elements in ¢_ € D(W_(H;, H;)) such
that W_(H,, Hy)¢_ € D(W,.(H,, Hy)) we define the Scattering Operator the map
(H», H)) defined by

b= d=S¢_ (13)
In the case H; = —%, H, = —% + V the operator S(H», H)) is usually called

Scattering Matrix.

From the definition one has ¢S = Se'™> Notice that the operator S is the
map ¢_ — ¢, and represents the probability amplitude that a given free motion at
t = —oo gives to a definite free motion at +o0o. The adjoint S* is defined on the
domain of W, (Hy, H,) and on suitable domains the following identities hold
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S = Wj_ w_ S*=W*Ww, (14)

For the physical interpretation (which we will give later by the introduction of a
flux across surfaces) the operators S must be unitary. This implies that it must have
as domain and range the entire Hilbert space

RangeW(H,, Hy) = H = RangeW_(H,, H,) (15)

In the case of scattering by a potential the assumptions we shall make on V (x)
have the purpose to guarantee the existence of the Wave Operators and the validity of
(17). Notice that it is convenient to formulate the scattering problem with reference
to two Hamiltonians H; and H; rather than to a free and interacting ones.

This underlines the symmetric role of the two Hamiltonians and allows the formu-
lation of the chain rule which permits to deduce the existence of the wave operator
W, (H3, Hy) from the existence of W..(H3, Hy) and W (H,, Hy).

We have now formulated the two fundamental problem of scattering theory in
Quantum Mechanics:

(1) Existence of the Wave Operator
(i) Asymptotic completeness: RangeW_ = RangeW

Another interesting question refers to the inverse scattering problem. Given the
unitary operator S and the operator H; prove existence and uniqueness of an operator
H, which satisfies (8). For a general introduction to this class of problems one can
consult [1-3].

A simple example, due to G. Schmidt, show that the dispersive properties of the
dynamics are important for uniqueness. Let

d d
Hi=i—, Hy=i—+V@®, H=L-00, +00) (16)
dx dx
Then A e
(e_UHl(b)(x) — ¢(x _ t) H2 — l]—1 Ii1 U’ U = el.fd V(ydy (17)
It follows
(™2 =) o (x) = 1V EFD=V@Ig(x) — i A YOIy gy () (18)

In this example W are multiplication operators
Wa(Ha, Hy) = ¢ 17 V0D (19)
(they exist if V € L') and S is the operator of multiplication by the phase factor

S = ¢ /2 V@4 I this case the inverse scattering problem does not have a unique
solution.
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On the contrary for the Schrodinger equation (a dispersive one) one can prove
that for short range potentials the potential is uniquely determined by the S matrix.
We shall give an outline of the proof of this statement in the next chapter.

3 Cook-Kuroda Theorem

A first result in scattering theory is the following theorem, first proved by Cook and
then improved by Kuroda [4]

Theorem 1 (Cook, Kuroda) Suppose that there exists a dense set D € Hj 4 on
which the following properties are satisfied

(a) for @ € D there exists ty (which may depend on ¢) such that
e"™¢ e DH)ND(Hy), o<1t <+00 (20)
(b) (Hy — Hy)e ™ ¢ is continuous in as a function of t for t € (ty, 00)

(c) )
‘/K%—MWWWM<M @1)

To
Under these assumptions W (H,, Hy) exists. The same is true for W_(H,, H}).
<
Proof Forp e D t, s >t

d . . . .
E(elﬂ‘lz e—ltHI ¢) — ieltHz (H2 _ Hl) elle (22)

Therefore for t > 1,
t
eitHzefitngb — €it0H2€7itoHl¢ + l/ eiTHz (H2 _ Hl) €7iTH1 ¢d7’ (23)
fo

If ¢ € D under assumptions (b), (c) the integral on the right hand side converges
when ¢ — oo. Therefore the limit lim, .  o,e™ e~ ¢ exists for ¢ € H 4. V)

fH=L>R H =-A Hy=—A+V (17.8) reads

/ ” [V (x)e" |rdt < 0o (24)

fo

In this case D can be chosen to be the collection of functions with Fourier transform
in C3°. For sufficiently regular potentials Eq. (26) follows from dispersive estimates
for the functions ¢! (k). For ¢ # 0 the integral kernel of e~ is
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4 1\ .

(e”H'¢>(x)=(4—.) / e B((y) dy (25)

it R3

Therefore

. 1?2

(™™ ¢)(x)| < (4—) / lp(y)|dy (26)
Tt
and then
/ﬂm¢4mﬂﬁmm§/wMM¥km=c/m£<m 27
1 1 (4rr)2 1 12

Therefore condition (c) is satisfied if V € L*(R?) by taking as dense domain
L*(R*) N L'(R%). It is easy to show that also conditions (i) and (ii) are satisfied if
V € L2(R3) and therefore in this case the wave operators exist. Making use of Holder
inequality in (29) instead of Schwartz inequality and because 1~ € L'(1, o) one
verifies that if & > 1 the condition on V can be weakened to

/ [V (x)] d
—— dx <00 €>0 (28)
r (14 |xi=e

Remark that from (27) one derives that, as a function of x, (e74¢)(x) goes to
zero when t — 00. One refers to this fact by saying that the Schroedinger equation
with hamiltonian Hy has a dispersive property (contrary e.g. to the wave equation).
Under very mild assumption on V (x) one can prove that also the solutions of the
Schroedinger equation with potential V (x) have a dispersive property.

From the proof of the Cook—Kuroda theorem one sees that the dispersive property
plays an important role in the proof of the existence of the scattering operator. For
scattering theory in dimension 3 it is also important to prove that, a part from the
common factor t‘%, the rate of decay to zero is not uniform in different spacial
directions so that a trace remains of the initial datum.

In particular one can show that if ¢ € L?(R?) is sufficiently regular one has

limyy oot €4 — 1 (£)]5 = O (29)
where
. m .2 A MX
PUM(1) = —e€' p(—) (30)
ir)2 t

(ngS is the Fourier transform of ¢).
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If (;AS has support in a very small neighborhood of ky and one multiplies e~ ¢ by
a factor 2 one obtains a function which has essential support in a very narrow cone
with vertex in the origin and axis ko = Illz_gl Therefore at this scale the asymptotic
state describes a particle which moves freely in the direction k.

We shall come back to this point when we shall discuss the method of V. Enss [5].

4 Existence of the Wave Operators. Chain Rule

In what follows we shall use the symbol W.. for the operator W, (H,, H;).

Lemma 1 Set H, — H; = A € B(H) and W (t) = e~
If W exists one has, for every ¢ € Hj 4¢

(Wi — W)o|> = =2 Im / oo(e”‘”l W* Ae "¢, ¢)ds (31)

<&

Proof By definition
00 . .
(Wy — W(0)o = i/ et A et g dg (32)
t

By unitarity |(Wy — W(#)$|> = 2Re (W — W (1)) ¢, W4 ). Eq.(31) follows
from this together with (32). Qo

From the existence of the wave operators one derives some unitary equivalences.
In particular

Theorem 2 (Dollard, Kato [6]) If the operator W, (H,, H)) exists, it is a partial
isometry with domain Hy 4. and range M = Wy H C Hj 4.

The orthogonal projection £, on W H commutes with H,. The restriction of H,
to 'Hy ¢ is unitary equivalent to the restriction of Hy to W 'H.

In particular the absolutely continuous spectrum of Hi is contained in the
absolutely continuous spectrum H,. Analogous results hold for W_.

If both W and W_ exist, then S = Wi W_ commutes with H,.

<&

Proof From the definition one has Wi W, = [T and W, W} =&,
On the other hand

S W =5 — lim_ s W(t + 5)e = W (33)
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Multiplying both terms by e~*, Imz < 0 and integrating over s from 0 to +oo (i.e.
taking Laplace transform) one obtains

(Hy—2)"' Wo =W, (H —2)" (34)

From this follows W, H; C H, W, and by duality W} H, C H; W}.
€+ H2=W+ Wi HQCW+ H] Wisz g+ (35)
This proves that £, commutes with H, and therefore M, reduces H,.And also

that £, H, £, = H, &, Therefore equality holds in (35).
Multiplying with £, on the right

H2 W+:g+ H2 (€+W+:W+ Hl H115 (36)
From (36) one sees that H, .. is unitarily equivalent to the part H; , .. that acts

on M, and in particular that o, . (H;) C 0, (H>).
Analogous results hold for W_ when this operator exists. Q

Corollary If W, (H,, H)) exists, one has the following strong convergence proper-
ties when t & 0o

Ll s P AL T U (37)
e A ¥ N N A (38)
(W — De ™ [T, >0, (Wi —De ™ 11, >0 (39)

W I, Ty, W e 0
A=E)e™ M —,0, (1-TI)e ™ T -0 (41)

<

We now prove the chain rule.

Theorem 3 (Chainrule) Ifboth W (H,, H,) and W, (H3, H,) exist then the operator
W (H;5, Hy) exists and one has the chain rule

Wy (H3, Hy) = W (H3, Hy). W (H>, Hy) (42)

<&

Proof The strong limit of a sequence of products of bounded closed operators coin-
cides with the strong limit of the sequence of the factors. Therefore
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W (Hs, Hy). W (Hy, H)) = 5 — lim,_, oo™ ™" [T, ¢/ o= [T, (43)
Since IT, commutes with H, it follows from (45) that
W (Hs, Hy). W (H>, H)) = s — lim;_, oo™ IMTye "™ T, (44)
On the other hand
Wi (Ha, Hy) = s — limy_, 4 ooe ™3™ [T (45)
It is therefore sufficient to prove
s — limy_ oo™ (I — ITh) e ™ [T, =0 (46)
Due to unitarity of e3¢~ it is equivalent to prove (H, and IT, commute)
s — limyoo(I — ITy) €™ "™ [T = 0 (47)

But RangeW (H,, H)) C Hy 4c. Therefore (I — IT)) W (H,, H;) =0

Q
5 Completeness
Definition 3 The wave operator W, (H,, H) is complete if
range Wy (H,, Hy) = Ha 4¢ (48)
<
If both W, and W~ exist and are complete, then
Range W (H,, H)) = Range W_(H, H)) = H»,4c 49)
Therefore
S(H, Hy) = W{(Hy, Hi) W_(H>, H) (50)

is a unitary operator from H; ,. to H; 4 A simple corollary of the chain rule is the
following

Proposition 1 [f both W, (H,, Hy) and W, (H,, H,) exist, then they are complete.
The same is true for W_.

<&
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Notice that in the analysis of the example we have given we have used the explicit
form of the integral kernel of 1| or equivalently of the generalized eigenfunctions
of H, i.e. the solution of Hiyy = Etg which do not belong the the Hilbert space
‘H. To prove the existence of W, (H,, H) it is therefore convenient to have a good
control of the generalized eigenfunctions of H = —A + V.

A result which can be proved without a detailed analysis of the generalized func-
tions, and at the same time is general enough to cover many physically interesting
cases is the following

Theorem 4 (Birman, de Branges, Kato [1, 7]) The generalized wave operators
W (H,, Hy) exists and are complete if (H, —z) ™' — (H, —z)~' = A is of trace class
for Imz # 0.

<&
Proof Let us recall that a trace class operator A con be written as
[e.¢]
Ap =" calfu Ofss D leal < 00 (51)
n=1 n

where {f,} is an orthonormal complete basis. Denote by Ay the sum of the first N
terms and let HY = Hy + Ay so that HY — H¥~! is a rank one projection. The chain
rule suggests to give first the proof when A is a rank N operator and then consider
the limit N — oo.

In Proposition 2 we shall give the proof for the case of rank one. The chain rule
shows then that operator Wy ;. = Wy (HN, Hy) exists for every N.

Recall that by Weyl theorem the absolutely continuous spectrum of H" does not
depend on N. From (47) one derives

o0
(Wn,:I: N eirH"efitH"")qﬁ _ i/ eisH”’l(Hn o anl)efisH""qS ds (52)
t

where H" — H' ! = |f, >< f.l, f. € H.
Therefore, with g, = (W,)* f,

((Wos — Wa()0 < / e . f) Pds]' / (e, g Pds]' (53)

t

By iteration one has
[Wa(Ha, Hy) — e g)5

00 ~ 12 F o ~ 1/2
_isH"! _isH"!
52[2 leal / (G ¢,.fn)|2ds] [Z el / [Cas ¢,gn)|2ds}
n=1 ! k=1 !

(54)
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For ¢ in a dense subset of I7,’H the right-hand side of (56) is bounded; indeed for
any self-adjoint operator H

(o]
/ e, f)I*ds < 2m |9l f15 (55)
—0Q0
where ||¢]|? = ess.sup) %W This follows Parseval’s theorem because

[, e ™ d(EN @, fdt is the Fourier transform of “4(E(\)¢, f). If |¢l, < oo

€ By
it follows from (57)

(Wi — Wa)ol2 < 161, SmlIAINY 0, )2 (56)

where we have set
& 00
Nt )= le / (™ g, fo)ds < 27161l Al (57)
k=1 4

From (56) and the triangular inequality it follows

[(Wo (1) — Wat)ola < llolI>@rI AN [0, )2 + n(r, '] (58)

‘We can now to the limit N — o0. Since ||A —A, || — 0 one has norm convergence
of ™" to ¢ and from (58) it follows

(W) = W(r)ol < 612 BrlAIDY* [, &) +n(r, $)?]  (59)

This inequality proves that the lim,_, o, exists if ||¢|| < oo. Notice now that the set
of ¢ € I1’H; for which ||¢|| < coisdense in H.,..

Since the collection W () is uniformly bounded it follows that the limit exists for
¢ € Hi.qc. We conclude that the limit lim,_, oW () I1), = W, exists. In the same
way one proves the existence of W_(H,, H;). Exchanging the role of H, e H, one
proves the existence of W.(H;, H,).

This concludes the proof of Theorem 4 under the condition that the following
Proposition 2 holds. Q

Proposition 2 The generalized wave operators Wy (H,, Hy) and W (H,, H,) exists
and are complete if (H, —z) ™' — (H, —z)~! = A is a rank-one operator for Imz # 0.
<&

Proof We shall give the proof in several steps.

Step (a)
As first step we shall give the proof in the case H is identified with L?(R, dx),
H, is multiplication by x and the operator A = H, — H, is the rank-one operator
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(A u)(x) = (u,f) f(x) where f (x) is regular and fast decreasing at +cc. In this case
one has

|A €7itH1M|2 — lfl |/ eii’xu(x)f()c)dﬂ (60)

If u(x) is regular and decreases fast enough the integral in (60) is finite. Since the
functions with the required properties are dense in L?(R, dx), the sufficient conditions
in Theorem 1 are satisfied. This proves existence.

Step (b)
To extend the proof to the case f € L*(R, dx) remark that by (62) and Schwartz’s
inequality one has

00 ' 1/2 o 1/2
(Wa e = W) u® <2 [ / I(e‘””‘u,f)lzds} [ / (" WS, u)&ls}
t t
(61)
This integrals are finite, as one sees using Parseval’s inequality
o0 .
/ (WL fow)Pds < 2mf P lul3, (62)
—00

(by assumption |u|s is finite). Since W7 is an isometry we can bound by this term
by C |u|o. From (61) we obtain

00 00 1/4
|W+u—W<z>u<<87r>1/4u|ééz([/ I(e’””'u,f)lzds]‘/“+[/ I(e’””'u,f)lzds] ) (63)
t T

Inequality (63) depends only on the L? norm of f and therefore extends to all functions
in L*(R, dx).

Step (c)
Proposition 2 holds true if H; is a self-adjoint operator in a Hilbert space H and
H, = H) + (., f)f withf € H. To see this, I1; be the orthogonal projection on the
absolutely continuous part of the spectrum of H;. Set f = ¢g + h, g = I1,f. By
assumption g € H; 4. and therefore g can be represented by a function g(x) on the
spectrum.

Consider first the case in which g(x) is regular and rapidly decreasing at infinity.
In this case, we can proceed as in case (a), substituting g to f. If g(x) is not regular
and/or does not have fast decrease one can proceed by approximation, as in case (b)
above since the convergence extends by continuity to H} 4.

Step (d)
Consider next the case H, = H; + A with A of rank one. We treat first the case
H = L*(S, dx) where S is a Borel set in R' and H; is multiplication by x.

Let H{ be the maximal extension of the operator defined as multiplication by x.
Then the subspace H reduces H' and this reduction coincides H.



240 Lecture 10: Scattering Theory. Time-Dependent Formalism. Wave Operators

Let Hy = H| + (., f)f. Also H} is reduced by H and the reductions of e~ and
of e~ coincide respectively e~ and e~

From the existence of W/, = s — lim,_,oce "¢ the existence of W..(H,, Hy)
follows by reduction. In the case in which the spectrum of H; is not absolutely, con-
sider as before the projection of f on the absolutely continuous part of the spectrum
of H 1-

Step (e)
Let us consider the general case, without assumptions on the structure of H. Let H,
be self-adjoint and let

H2:H1+('7f)f9 fEH (64)

Denote by H the smallest subspace of H which contains f and reduces H;. Let I
be the orthogonal projection on H.

The subspace Hj can be characterized as the closure of the set of elements in H
that have the form E; (\)f for all real A (E;()\) is the spectral set of H).

It follows that also H, is reduced by H, and

H2 H()M:H] Hou+(170u,f), fGH() (65)

Denote by Hg the subspace of H which is orthogonal to Hy. The subspace Hy
reduces both A, and H»; if u € H({ one has H, u = H; u. To prove existence of
W, (H,, H)) it is therefore sufficient to consider only vectors in H, and therefore to
the case in which Hy = 'H.

Let

f=g9+h g=ILf, h=U-I)f (66)

where as before I1; is the projection on the absolutely continuous part of the spec-
trumé of H;. From the construction we have made we deduce that H, , .. is spanned
by vectors of the form E()) g.

Therefore H) .. is the closure of vectors of the form

P(H)g = [/ (M) dE(A)} g (67)

But
(P1(Hy), 92(Hy)) = /S(wl(k),wz(k))dk (63)

where k =1, 2

d((E;(N) g,
YN = dr(\) p(V)'2, p(A)=W (69)
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and we have denoted with S the Borel set of all A for which W exists and is
positive (recall that g € H; ,...). If ¢ spans all measurable bounded functions, then
() spans a dense subset of L>(S).

Therefore we can identify H; , .. with L*(S) through the map ¢(H;) : g — .
In this representation of H; , .. the operator H; is multiplication by x.

We have therefore reduced the problem to the particular cases which we have
considered before. This concludes the proof of Proposition 2. Vi

Theorem 4 is important because can be used also in the case of potential scattering
with localized impurities. It is enough to choose

H =-A+ Vpera H, = H, + W(x) (70)

with V,,, € L} _and W such that [W (x)|"/>(1 — A)~! is of trace class.
The spectrum of H| is absolutely continuous (and composed in general by bands).

Therefore the wave operators Wy (H,, Hy) exist and are complete. Their domain is

the entire Hilbert space and the range is the subspace of absolute continuity of H.

The wave operators are unitary. &

6 Generalizations. Invariance Principle

When we will analyze the time-independent scattering theory we shall see that
the assumption H, — H; € J; can be replaced by the weaker one H, — H; € J,
(Hilbert-Schmidt class). For this it will be enough e.g. V (x) € L' N L2

It is convenient to generalize the previous results and study the existence of the
wave operators W, for hamiltonian that are suitable functions of H, and H,. This
will lead to weaker conditions for the existence of the wave operators. A class of
allowed functions can be obtained by using the following Lemma.

Lemma 2 Let ¢p(\) be afunction on R of locally bounded variation with the property
that it is possible to subdivide R in a finite number of open sub-intervals I (excluding
therefore a locally finite number of points) such that in each of these intervals the
Sfunction ¢ is differentiable with continuous derivative.

Under this assumption for every w € L*(R, dx) one has

27 |w)? > / |L.i.m. / e MO N (N d N |Pdt (71)
0 —00

where l.i.m. denotes limit in the mean. Moreover the right hand side converges to 0
when s — 00. <&



242 Lecture 10: Scattering Theory. Time-Dependent Formalism. Wave Operators

Proof Let H u(x) = x u(x) and let F denote Fourier transform. The right hand side
of (71) is

Q2 M) s Fe 0 H y)? (72)

(n1=0 1s the indicator function of the negative semi-axis). Inequality in (73) follows
immediately and convergence to zero is equivalent to s—lim,_, o, @0 U e 5?H) =0,

We can limit therefore to prove convergence to zero for functions that belong to
a domain on which H is essentially self-adjoint, for example to indicator functions
of finite interval. We can moreover restrict attention to intervals (a, b) in which the
function ¢ is continuously differentiable. One has

b b
- d _.\ ..
u(t, s) = / eI\ = | / (;+s¢’(A))-1ﬁe-”-w<”dA (73)

Under the assumption we have made on ¢ if r, s > 0 the function ¥(\) =
(t +s ¢'(\)~! is positive and of bounded variation. Its total variation in [a, b] is

such that
M

b N
/a 4yl = M(t+ c $)? = c(t+cs) 74)

where M is the total variation of ¢’()\) in [a, b] and ¢ is the minimum value of ¢'(\)
in the same interval. Integrating by parts the right hand side in (74) one obtains

Gt 9)] < (@) + () + / by < 2 (75)
c(t+cs)

It follows 5
o 2e+M
/ ot 5)Pdr < 2T (76)
0 ce s

Using Lemma 2 we shall now prove the following invariance principle.

Theorem 5 Let H,, H; be self-adjoint operators such that Hy — H, € J,. Let ¢

be a function on R with the properties described in Lemma 2. Then the generalized

wave operators Wo(¢(H), ¢(Hy)) exist, are complete and are independent of ¢.
In particular they are equal to W (H,, Hy) as one sees choosing ¢p(\) = A.

<&

Proof We have previously shown that
I\Wou— W) ul < [lul[(8 7 [|A]l1) (77)

if u is in the subspace of absolute continuity of H; (||A||; is the trace norm of A) and
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[lul|> = ess.sup.AW (78)
With v = ¢ ") 4 one has ||v|| = ||u||. Setting = 0 from (79) we obtain
(W = De™ 0 ul < [ul|8 7 A1) 1(0, e " )/t (79)
with
(0, e 5 ) =" |y / |(e™ =m0y, fo) Pdt (80)
k

The integrals in (79) and (80) have the same structure as the integrals (73) of the
previous Lemma if we substitute W with w(\)

Remark that this function belongs to L? and its L? norm is not larger than ||u||.
Due to Lemma 2 each term in the sum (81) converges to zero when s — 0. Since the
series is dominated uniformly in s by the convergent series Zk leelul)?> = |AlL |]ul|
it follows that the entire series converges to zero.

The set of u with ||u|| < oo is dense in I1;H and therefore

s — limy_ oo (Wy — e WD) 1, = 0 (81)
From ¢ = [ =500 g\ it follows
W, e B0 = oty (82)
Multiplying to the left (81) by ") one obtains
5 — limy_ooe™* ™) ¢80 [T = W 1T, = Wy (83)

Therefore we prove that W, (¢(H»), ¢(H;)) exists coincides with W (H,, H) if we
prove that the space of absolute continuity of ¢(H;) and of H; coincide. For the proof
we make use of the properties of the function ¢(\).

Let {F;(\)} be the spectral family of ¢(H;). For any Borel set S € R one has
Fi(S) = Ei(¢71(5))

If |S| = O the properties of ¢ imply |¢~'(S)| = 0 and therefore F;(S)u = 0 if
u € Hy 4... On the other hand Fy(¢(S)) = E1 (¢~ [¢(S)]) > E1(S).

If |S] = 0 then |¢(S)| = 0 and therefore if u is absolutely continuous with respect
to ¢(H;) one has |E|(S) u| < |Fi(¢(S)) ul = 0. This shows that the absolutely
continuous spectrums of H; and of ¢(H;) coincide and concludes the proof of
Theorem 5. V)

Specializing the function ¢ one obtains useful criteria for the existence of the
wave operators and for asymptotic completeness. In particular
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Theorem 6 Let H, and H| be strictly positive operators on a Hilbert space H.
Iffor some o > Othe difference H, “—H, “ is trace-class, then the wave operators
Wy (H,, Hy) exist, are complete and coincide with W=(H, “, H; ). <&

Proof Let v be the smallest between the lower bound of the spectra of H, and
H,;. Consider the function defined as ¢(\) = —\~= for A > ~ and by ¢(\) =
A for A < . It is easy to verify that this function satisfies the requirements of
Lemma 2. Q

We shall use now Theorem 6 to prove asymptotic completeness of the wave
operator for the system

H=L*R), H=-4A, H=H+V (84)

where V is the operator of multiplication by V (x) € L' NL?. We shall use a particular
case of the following theorem

Theorem 7 (Kato) Let Hy be self-adjoint and bounded below. Let V a symmetric
operator relatively bounded wit respect to H, with bound less then one. Assume
that V can be written as V.= V, Vo with Vi, (H, +2)~' , k = 1,2 of Hilbert-
Schmidt class when z is negative and smaller than the lower bound of the spec-
trum of Hy. Then the wave operators W(H,, H)) and W(H,, H,) exist and are
complete. <&

Proof There is no loss of generality in assuming that H; and H, are strictly positive;
therefore one can choose z = 0. By assumption Vj Hl_1 e J,, k=1,2. To this
class belongs also Vj H{l since J, is a bilateral and (H; +c¢ I) (H, +¢ 7' is
bounded. One has

1 1 1 1 1 1
———=—V—=—ViV,—eJ; (85)

H, H, H, H H H,
and the thesis of the theorem follows from Theorem 6. Q

Theorem 7 can be used to prove asymptotic completeness when V (x) € L' N L.
Notice that V € L>(R?) implies that V is infinitesimal relative to —A.

Therefore in order to apply Theorem 8§ it suffices to prove V (—A +c¢)~! € J,
per ¢ > 0.

The integral kernel of this operator is

—cly—x|
40| Ra— (86)
dlx —y|

and this is of Hilbert—Schmidt class because

/ / V@)l 1x = y2dx dy < / V@)l / ey 2dy < 00 (87)
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Let us consider now the continuity of the dependence of W, (H,, H;) on H, e H;.
We shall prove continuity at least for perturbations of trace class.

Theorem 8 Let H, and H, be self-adjoint and such that W (H,, Hy) exist. Then for
each A € Ji the wave operator Wy (H, + A, Hy) and Wy (H,, H| + A) exist, and
when A converges to zero in J| one has, in the strong operator topology

Wi(Hy, +A  H) — Wi(Hy, H), Wi(Hy, H +A) — Wi(Hy, H) (88)

<&

Proof Existence follows from Theorem 7. Moreover from the chain rule
Wi(Hy+ A, H) = Wi(Hy + A, Hy) Wi(Hy, Hy) (39)

It is therefore sufficient to consider the case H, = H,. From the estimates obtained
in the proof of Theorem 7 one has

\Wa(H) + A, Hu — ul < ||ul|(47]|A[]))"? (90)
The thesis of the theorem follows then from the density of {u, : ||u|| < oo} in
IIH. o

Stronger continuity results can be obtained from Theorem 7. It can be proved e.g.
that if A,, is a sequence of operators which converge to zero in strong resolvent sense,
i.e. if for any zy ¢ R one has

limy— 00| (Ha + Ay — 20) ™' — (Hy — 20) ' = 0 1)

then s — limWy(H, + A, H) = W1(H;, Hy).
For a detailed analysis of asymptotic completeness in quantum scattering theory
one can usefully consult [6].
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Lecture 11: Time Independent Formalisms.
Flux-Across Surfaces. Enss Method. Inverse
Scattering

At the beginning of Lecture 10 we have remarked that scattering Theory in Quantum
as in Classical Mechanics, describes those effects of the interaction of a system of N
particles which can be measured when the components of the system have become
spatially separated so that the mutual interactions have become negligible.

As in Lecture 10, we limit ourselves here to a system of two quantum particles
which interact through potential forces which are invariant under translation. In this
case the problem can be reduced to the problem of one particle in interaction with
a potential force. We remarked that scattering theory in the one-body problem with
forces due a potential V' is essentially the comparison of the asymptotic behavior in
time of the system under two dynamics given by two self-adjoint operators H; and
H,.

We shall treat in some detail the case in which the ambient space is R>, both
systems are described in cartesian coordinates, and the Hamiltonians describing the
free (asymptotic) motion and the motion during interaction are respectively

n? n?
H=——A H=——A+V(x) (D
2m 2m

where m is the mass of the particle and V (x) is the interaction potential. In general
we shall choose units in which 2m = h = 1.

We shall make stringent assumptions on the potential V (x), and in particular that
it be Kato-small with respect to the laplacian so that the operator —%A +Vis
(essentially) self-adjoint. As in Lecture 10 we will assume also that V (x) vanishes
sufficiently fast atinfinity (e.g. lim || oo |X|? V (x) = Oforasuitable value of p > 1).

The theory can also be applied when H; is periodic in space; this is the case if
one describes scattering of a particle by a crystal.

In Lecture 10 we have formulated scattering theory as the comparison between the
asymptotic behavior for t — 400 of a generic element in H that evolves according
the dynamics given H,, ¢(t) = e "2, and the behavior of two elements ¢ (¢)
which evolve according to H; and differ very little from ¢(¢) when t — =+o0.
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The theory presented in Lecture 10 is the time dependent formulation of scattering
theory because all definitions and theorems refer explicitly to temporal evolution. In
this lecture we shall analyze a formulation called time-independent (or stationary)
scattering theory which is centered on the analysis of the generalized eigenfunctions
of the operators H, and H;.

This formulation predates the time-dependent one and, although less intuitive,
in the case H, = —A 4+ V, H; = —A provides existence and completeness of the
wave operators (or rather of their generalization) under weaker conditions on the
potential V. Since the time-independent version is less intuitive, it is convenient to
give first the connection between the two approaches. This will also clarify the role
of the resolvents of (Hy — A\)~', k = 1,2 in the proof of existence of the wave
operators.

In time-independent scattering theory the wave operators are found as solutions
of suitable functional equations. To find these equations it is convenient to go back
to the time-dependent formulation.

‘We now extend the previous definition of wave operator W (H,, H,) by requiring
convergence of e " ¢i"fo for t — F00 only in the sense of Abel. We shall define
therefore

T

Wi =lim.,o2e limTﬁoo/ e 2l o=itHL T
0
T . .
=lime_o2€e limr_ oo / e~ Fit (o=t =itH 1T, (2)
0

where the limit is understood in an abelian sense.

If W exists, also W, exists (and the two operators coincide). The converse is not
true. It is convenient to recall the relation between the group of unitary operators
e and the resolvent of the self-adjoint operator H.

Under the assumption that H be bounded below by mI one has, for A real and
strictly less than m

o0
i(H=X\+ie) ' = / e et H=N gy (3)
0

for any € > 0 (make use of the spectral representation of H). Parseval’s relation
between Fourier transforms leads to

2 0
W, = lim(_m—e/ (Hy =X —ie) " (Hy = A +ie)~ ' ITjd\ (4)
271 J_oo

It is convenient to write (4) in a different form before taking the limit ¢ — 0.
Let R(z) = (H — z)~' be the resolvent of the operator H and E(\) be its spectral
family. By definition with z = A 4+ie, A € R
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_ ~  dE(u)

R(ZR = _—

QIR /,oo -2
[ dE@ <1
—/_OO(M_)\)2+€2—/_OO€5((H NdE (1) ©)

with
€
5€(M—A)=m (6)

The difficulty in taking the limit e — 0 in (4) lies in the fact that the limits must be
taken from different half-planes in the resolvent of A, and in that of H;. To overcome
this problem one proceeds as follows. On suitable domains one has

(Hh —X—ie) "(Hh = A+ie) "(Hy = A +ie)(H — A+ ie)”!
=Hy—A—ie) "(H = A+ie) ! (7)

From (4) and (5) one has then
er = limg_m/ 6c(Hy, — X) G\ +ie)d ) I, )

where we have defined for Imz # 0
G() = (Hy—2)(H —2)”" 9)

When € — 0 the function . convergence (in the sense of measures) to the distri-
bution ¢ at the origin. Therefore, in the weak sense

% dE>(\
W4=[ dzA( )G(A—i—iO) d\ I, (10)

In the corresponding formula for W’ the factor G (A + i0) is replaced by G (A —
i0). Hence, at least formally,

% JE>(\
W, =[ dZA( ) G\ +i0) d) I, (11)

Remark that the boundary value G(z) may not be a continuous function, and the
derivative of the spectral measure may only exist in distributional sense. Therefore
without further assumptions the definition of W/ is ill-posed.
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We will prove that under suitable assumption on the potential V one can prove that
the limit exists as a continuous map between different function spaces. This result
goes under the name of limit absorption principle.

In stationary scattering theory whenever (11) is well posed it is the definition of
(generalized) wave operator. One proves then that the operator so defined has all the
properties of the wave operator defined in the time-dependent theory [1, 2].

Indeed under general assumptions one the pair H,, H, one proves that W are
isometries with domain H; ,. and range H, .. and that W/ intertwine the groups
eitH2 and eiH1

Under more restrictive assumptions one proves that Wo. (H,, H,) = WL (H>, H))
(without these further assumptions one proves only existence of W, (H,, H;)). Let
H, = H; + A. One has

W) —W@) =i / et A eI g (12)
t
Similarly exchanging H; and H,
W -we T = —i/ e A e ds (13)
t

If A is unbounded (12) and (13) are valid in a suitable domain.
Let us assume that W (H,, H)) = s — lim W (¢) I1; exists. Multiply (12) to the

left by —W,., choose ¢ = 0, take the limit 7 — oo and use e "2 W, = W e '
to obtain
T . .
W, -1, =i limT_,oo/ e A WoemHids (14)
0

where the limit is understood in the strong sense if A is bounded, in the weak sense
otherwise.

To simplify notations it is convenient to introduce the following map I ffl (A), Ae
B(H)

+7
Iy (A) =i limHoo/ e ATy A e B(H) (15)
0

if the limit exists in a weak or strong sense. With this notation (14) reads (for the
sake of simplicity we omit the dependence on H, and H; and we write I for I'y,).

Wy =1II, + I (AWy) (16)
and similarly

W_=1I, + I'T (AW.) (17)
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1 Functional Equations

Operators W/ (H, H;) which satisfy (8) are found as solutions of functional
equations (16) and (17). This construction has the virtue to allow iterative and ap-
proximate methods of solutions. In this scheme, the operator W.. corresponds to a
strong solution while W/ corresponds to a weak solution. If the solution W exists
and is unique, then W, = W..

As remarked above, the stationary formulation of scattering theory takes (16) and
(17) as fundamental equations and determines W as their (weak or strong) solutions.
We must now show that the solutions have all the properties of the wave operators
introduced in the time-dependent formulation.

In the case H = L?>(R%), H; = —A and A multiplication by a function V (x) the
Egs.(16) and (17) are an operator-theoretical version of the Lippmann—Schwinger
equation for the generalized eigenfunctions of —A + V.

Notice that while in the time dependent formalism the definition of Wave operator
is based on the large time behavior of the solutions of the Schroedinger equation with
hamiltonian H, in the time-independent formalism it is based on the properties of
the resolvent operator (H — z)~! for Imz — 0.

The relation between the two strategies is given by Paley-Wiener type theorems.

We return now to the time-independent approach. We will show that the solutions
W of (16) and (17) coincides with the wave Wy when both are defined. Remark
that B € B(H) commutes with H then A € D(I"*) implies that both BA and AB
belong to D(I"*) and

I'S(B A) = B (I'*(4)), TI'*(AB)=T*A)B (18)

We will consider only I"": analogous results are valid for I"~.

Lemmal Let A € D(I'") and define R = 't (A). Then R D(H) C D(H) and
for every u € D(H) the following identity holds

Au=RHu—-HRu (19)

Moreover s — lim,_,oR e71'H = 0. &

Proof Multiplying (16) from the left by ¢/’ and form the right by e=""#

o0
Ry=e"" Re ™M =i / e A e ds (20)
t
Moreover % = —ie' A ¢~'"H Therefore if u € D(H) then
d in . itH . itH
—e"" Ru=—ie"""Au+iR(t)e'"" Hu 21

dt
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This shows that e/ Ry is strongly differentiable in ¢; therefore Ru € D(H) and

d in i

—e"™ Ru=ie"" HR 22

dte u=ie u (22)
For t = 0 on obtains

HRu=—-—Au+RHu (23)

and the first part of the Lemma is proved. The second part follows from (15). Q

Using Lemma 1 we now prove that the solution W of (16) coincides with the
wave operator W if the latter exists. In the proof we limit ourselves to the case in
which the perturbation is a bounded operator. In this case both operators are defined.

Theorem 1 Let H| be self-adjoint and A bounded and symmetric. Assume that
Wi € B(H) is a solution of (16) Then the generalized wave operators exist and
W, = Wy(H, + A, Hy) where W,.(H,, H,) is defined in time-dependent scattering
theory. <&

Proof Since W/ — IT| = I"1+(A W) it follows form Lemma 1 that
(W, — ) Hyu=—H, (W, — 1)) u =W, H u (24)
and therefore W, Hy C H, W/ and forany z ¢ R
(Hy—2) ' W =W+ (H—2) " ™ w, . =w, ™ teR (25

From Lemma (1) one derives s — lim;_,oo(W/. — IT})e™ """ = 0 and therefore,

multiplying to the left by '/
W, =s —lime"™ e """ 1y (26)
An analogous result holds for W’ . This concludes the proof of Theorem 1. Q

We have seen that for scattering by a potential V (x) in stationary scattering theory
the wave operators are the solutions of the equation

W, =1+ T VW) @27)

where I'* is defined on a suitable class of functions as
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too )
I't(A) = / et pe=ithogy — Hy=—A (28)
0

These equations can be solved using different strategies. One can e.g. iterate
equation X = I — eI'*(VX) for sufficiently small values of the parameter € and
prove that the resulting solution can be continued to € = 1. Alternatively one can use
fixed point techniques, either by contraction or by compactness (in the latter case
one must prove uniqueness by other means).

2 Friedrich’s Approach. Comparison of Generalized
Eigenfunctions

We shall give some details of still another technique [2], which makes use of the
properties of the operators I'*. This approach, often employed in the textbooks in
Theoretical Physics, goes back to K. Friedrichs and consists in a comparison between
the generalized eigenfunctions of H = —ﬁA + V and the ones of Hy = —ﬁA.
The starting point is again (27), which must be satisfied by W’ ; in our case it reads

W.=1+i / e My W e thdr (29)
0

The same holds for W' . Since the operator I” must have in its domain the gener-
alized eigenfunctions of Hj it is convenient to interpret (28) in distributional sense,
or equivalently to consider the limit as e — 0 of the solutions of equation

o0
W, =1+i /O e My W et gy (30)

ik-x

The functions qbg x) = We are the generalized eigenfunctions of Hy rela-

tive to the eigenvalue é‘—z The corresponding generalized eigenfunctions of H are
hen "
t

or = W, ¢ 31)

The map qbg — ¢ given by the solution of (31) (with W, solution of (24)) for e > 0
can be extended to a map between bounded differentiable functions. This extended
map can be continued to e — 0 under suitable regularity assumptions on the potential
V. From (30)

G () = Q) + limesoi / (e HH By ) (o)d (32)
0
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and therefore

2

X ~1
Ge(x) = ¢(x) — limesg (Ho o ié) Vi (x) (33)
m

Equation (33) takes the name of Lippmann—Schwinger equation. If the integral
on the right-hand side exists one can write as an integral equation

ilkllx—yl
ik-x m €

- 3
(27T)3/26 "2 ) H—y V() er(y)dy (34)

or(x) =

If the potential is of short range (e.g. [V (x)| < C|1 + |x|)~® where 2a > d + 1
(d is space dimension) one verifies that the solution ¢, (x) of the stationary equation

— Ad(x) + V(x)p(x) = Ap(x) (35)
has the following asymptotic form when [x| — oo
i3] wn
+o(lx|” )
(36)

1 i)\%(x,w) 1 . _@-ne
Pr(lx], w) = amit + (27r—3/2a(¢,w, P Nx|T 2 ]

X

with w = =.
x|

3 Scattering Amplitude

Notice that the right hand side of (36) is, modulo higher order terms, the sum of a
plane wave and of a spherical wave multiplied by a factor a(¢, w; \) that depends on
w (the direction of the incoming wave) and on the direction of X. This factor takes
the name of scattering amplitude.

In the Physical Literature the scattering amplitude is defined decomposing the
solution of the Schroedinger equation in incoming and outgoing spherical waves

6(x) = 7 [yby @M I = Fb_(—w)e N M 4ok (37)

where v = ¢i™% . Notice that the notation incoming and outgoing comes from a
time-dependent analysis. This decomposition can be proven by stationary phase
techniques under suitable assumptions, e.g. the existence of a constant p such that
f\x|<p |(x)|*dx < Cp. In this notation the S-matrix S is defined as the operator that
satisfies b, (w) = (Sb_)(w). Notice that the S-matrix is for d > 2 a unitary operator
on L2(S4°1.



3 Scattering Amplitude 255
From stationary scattering theory one derives
SN =1 =2mil(AN(V —VRA+i0OVIy (38)

with RO\ +i0) = (H — A — i0)~! and

(NG W) = \%Wawﬂ / N 5 dx (39)

R

We shall see in the next lectures that the Limit Absorption Principle, valid for
short range potentials, guarantees that (H — X\ — z)~!, Imz # 0 can be continued,
for Im z — %0 to a bounded continuous operator R(z) on Hg, 3 > % with values
in H_g where

Hy=1f : /R O+ DI Pdx = £l < o) (40)

In time-independent (sometime called stationary) scattering theory the S matrix
S is defined by

SO\ =1 —=27il(A\)(V — VRA+i0) V)TN 41)

Remark that the product can be regarded to be the product of bounded operators
between different spaces and that, using the resolvent identity, the operator S can be
rewritten as

S=1-2mi(NVITN) (42)

From this one sees that the two definition of S-matrix coincide. We don’t give
here the details of the proof and refer to [1] see also [2, 8].

4 Total and Differential Cross Sections; Flux Across
Surfaces

Starting with this definition of S-matrix, with partly heuristic considerations one
defines the fotal cross section and the differential cross section. The latter determines,
for abeam of particles of momentum approximately equal to ko which cross the region
where the gradient of the potential is localized, the percentage of those outgoing
particles which have momentum approximately equal to k.

To concude this brief description of the time-independent method in Scatter-
ing Theory we mention the flux across surfaces theorem that connects the more
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mathematical aspect of time-independent scattering theory with the presentation on
textbooks more oriented to Theoretical Physics.

In these textbooks in discussing quantum scattering theory from a potential V
one considers the probability density of the following event: a particle enters with
momentum ko # 0 the region £2 in which the force VV is different from zero and
exits from §2 with momentum contained in a solid angle X'.

Of course since the incoming particle is represented by a function in L>(R?%), it
cannot have momentum precisely equal to kq. In this formulation of the scattering
process a limiting process is implied implicitly.

One can imagine abeam of N particles which do not interacting among themselves
and are scattered by a potential. Each particle in a remote (but not too remote)
time and at very large distance from the support of the potential has distribution in
momentum space approximately equal to § (k) and distribution almost uniform on a
plane perpendicular to ko. Only a fraction of these particles reaches the region §2 and
the probability to exit in the solid angle X refers only fo this fraction of the particles
(i.e. it is a conditional probability).

In most text of Theoretical Physics this leads to substitute the wave function of the
incoming particles by the plane wave ¢’** and let the number of incoming particles
go to infinity. This balances the fact that the percentage of particles which reach
the interaction region goes to zero if one takes a uniform distribution in a plane
perpendicular to ky.) We are interested only in the particles that have interacted.

If S is the scattering matrix, one considers therefore the operator T = S — 1. A
heuristic argument shows that the operator 7" has integral kernel (in Fourier transform)

nid(k* — pHT (k, p) 43)

where T (k, p) is a smooth function.

The presence of the delta function reflects the conservation of energy for the
asymptotic motion, due to the intertwining property of the wave operators.

By formal manipulations one shows that the probability density that a particle
which enters with momentum k& and undergoes scattering is emitted in a solid angle
X is

o4y (2) = 16m* / IT @ lklo. ko)*dw (44)
X

The function o, +r 1s called the differential cross section. To find a heuristic con-
nection between (43) and the scattering operator a defined in this lecture recall that in
the time independent scattering theory the generalized eigenfunction corresponding
to momentum k is obtained as solution of the Lippmann—Schwinger equation

, 1 —ilkllx—=yl
o, k) = emikx — - / V3. hdy 45)

2w xy |
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and its asymptotic behavior for large |x| is

e—ilkllx]

x|

P(x, k) ~ e 0T 4 fho(w) (46)

From (45) the integral kernel of 7' can be expressed as function of ¢(x, ) as
follows

1 .
Tk p) =5 / eV ()b (x, p)dx 47)
vy
Comparing terms of order |x|~! in (45) and (46) one sees that
fow =em™! / YV () p(y, ko)dy (48)

and therefore f ko (w) = 42T (wlko|, ko). One arrives in this way to (44). This con-
nection of (44) with the formalism of scattering theory does not clarify the connection
with the measurements that one performs to measure the cross section.

We shall therefore mention briefly the relation between (44) and the scattering
process based on the theorem of flux across surfaces.

A description of the scattering process closer to the experimental realization is
the following.

In a scattering experiment the particles, after interaction, are recorded when they
cross an array of counters situated at a large distance R from the region in which the
scattering takes place. The distance must be large enough to consider the outcoming
particles as free particles.

What is measured is the number of particles exiting in a given direction. In general
one measures quantities that integrated over time, i.e. one does not determine the
precise exit time. In other words, the scattering process is quantified by measuring
the flux of particles which cross, between time 7 and T’ a portion X of the area of
a sphere placed at distance R from the origin.

If the radius R is large enough this quantity can be considered as independent of
the precise localization of the interaction region. Recall that in Quantum Mechanics
the flux is defined as follows

j%=1Im ¢;Ve, (49)
It satisfies the continuity equation

9 pi
ot

+divi”,  pi(x) = |$(x)]? (50)
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One is tempted to assume that the probability for the particle to cross the portion
XY of spherical surface in the interval of time 7 <t < T + A is

T+4 ‘
/do/ (n-j*) o, 1) dt 51)
X T

where n(o, t) is the outward normal to the surface of the sphere in the point of
coordinates o.

This cannot be true in a strict sense, since (n - j%) (o, t) may be negative (and even
not well defined since the function may be non-differentiable). But we expect that it
becomes non negative when R — oo since we expect that the incoming portion of
the wave vanish in that limit.

A more appropriate definition of cross section may be then

[ee]

00 () = limg o / ar [ ) de (52)
T RXY

where RX is the intersection of the sphere of radius R with the cone generated by
X and a point P in the support of VV. When R — oo this quantity is independent
from P.

Remark that the definition (52) does not depend on T since we have assumed that
¢ be a scattering state. Therefore we expect that the following theorem holds

Flux-across-surfaces theorem

One has -
limg_o / / jhdx = / 127! o) Pd’k (53)
T RX Cy

<&

This theorem has been proved under various assumptions on the potential. One
can consult e.g. [1, 2, 4]. It is worth noticing that in the course of the proof it also
shown that in the limit R — oo the measure (n - j) dw converges to a positive
measure and one has

o0 o0
limR_mo/ dt (n~j°’)dw=limR_>oo/ d;/ l(n.j%)dw  (54)
T RXY T RXY

Condition for this to be true are given by the limit absorption principle that we
shall discuss in the next lectures. The physical intuition which suggest the analysis
of the flux across surfaces is also at the basis of the alternative approach to Quantum
Scattering Theory initiated to V. Enss, based on a geometric analysis of the behav-
ior for + — £oo of the solutions of Schroedinger’s equation for initial data in the
subspace of absolute continuity for the hamiltonian H.
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5 The Approach of Enss [3, 5]

We have seen in Book I that the structure of free propagation is such that the behavior
for t — o0 of the solutions of the free Schroedinger equation differs little from
free propagation along the direction of momentum. We recall briefly this analysis.
Define for ¢t # 0 the operators M (t) and D(t) through

X

M()6x) = e To(x)  DOF) =156 (%) (55)
One has
(a) For |t] # 0 M(t) and D(t) are isomorphisms of S’ and of S and are unitary in
L*(R%).
(b)
Uo(t) = eFT M) D) FM (1) (56)

(F denotes Fourier transform). Defining for r > 0

_ a@gis (1 L
(T (O6)(x) = T Vel (; (%) (57

t
the operators 7'(t) are unitary in L>(R?) and one has, for every ¢ € L*>(R?)
limi o [[Uo(t) — T (1))1¢]l2 =0 (58)

The probability distribution in configuration space tends asymptotically to

LozrxNn, 20 _
16 (%) Pdx = 16©Pds. & == (59)

Remark that this is the distribution in position of a classical free particle which is

at the origin at time zero with |q§(§ )|? as distribution if momentum. If the initial state
\X—Xo\z
2

is a gaussian ¥(0, x) = Ce' +*.po) (which has as Fourier transform a gaussian
centered in pg) the solution of the free equation at time ¢ is still a gaussian centered
in tpg and with variance in x of order 1.

If we choose a new (time dependent) coordinate system in which the space vari-
ables are scaled by a factor t*, 0 < o < % (and therefore momenta are scaled by
t~%) in the new variables the variance tends to zero for 1 — oo while the distance be-
tween the centers of two gaussians corresponding to different values of the momenta
grows like 12,

On this scale the two wave packets are far apart in the far future. At the same
time the range of the potential increases under dilation. The generator of this change
of variables is the (dilation) operator D = %(x. p + p.x). This suggests that the
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comparison with free motion will be successful only if the potential decays suffi-
ciently rapidly at infinity.
. . . 3
We shall see later that a sufficient decay 1S [im |y 0 |x]|2 V (x) = 0 (as suggested

by dimensional analysis) and we shall give a more precise definition of short range
potentials. Under free motion the observable x? satisfies

—2;22 = —[Hy, [Hy, %) H°= —lA (60)
dr? T 2
Let D = %()?. p + p.X) be the generator of the group f space dilation. Then

[Ho,*1=2D, [Hy,D]l=Hy, [Ho,[Hy,X*1=2Hy>0 (61

Therefore for every ¢ setting ¢(¢) = /"0 ¢ one derives
d2
ﬁ@(l)» x*g) =2(¢(1), Hp(1)) = 2(¢, Ho) (62)

As a consequence if (¢, Hp) > 0

(0 2
e (63)

Of course in the free case we can obtain more detailed information from the ex-
plicit knowledge of the solution. From this brief analysis of the case V = 0 we draw
the following simple conclusions: the dilation group plays an important role, the as-
ymptotic motion is linear in time (ballistic) and the double commutator [ Hy, [ Hp, X]]
is positive and strictly positive above the onset of the continuum spectrum.

6 Geometrical Scattering Theory

The considerations, trivial if referred to free motion, have inspired a method elab-
orated by V. Enss [5-7] Geometric Scattering Theory a procedure that defines the
wave operators placing emphasis on the asymptotic properties of the solutions. This
method provides relevant information for potential scattering and can extended to
the N body problem [6].

Later the method was generalized and put in more abstract form by Mourre [8] and
it has acquired a central role in the modern scattering theory in Quantum Mechanics.
The method of Mourre has been further generalized and applied to the N-body
problem in [9].

We introduce now briefly Geometric scattering theory; it will be discussed more
in detail in the next lecture.
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Definition 1 (space of scattering states) Let g, the indicator function of the ball
of radius R centered at the origin. Define space of scattering states relative to the
hamiltonian H the set

Mo (H) =1{p € H : lim—zoolépre™ " dla =0 VR > 0} (64)

<&

This definition captures our expectation that if a particle is in a scattering state
the probability to find it in a bounded region of space tends to zero as t — 4-00.

Definition 2 (space of bound states) Define space of bound states the set
Mo(H) =1{¢ € H : limg_cosup,|(I — Ep)e " ply = 0} (65)

<&

This definition captures our expectation if a particle is in a bound state the prob-
ability to find it outside a ball of radius R vanishes when R — oo.

With these definitions existence and completeness of the wave operators
W.(H, Hy) (with Hy = —A and H = Hy + V) may be stated in the following way

Proposition 1 (Enss [5]) Let V € L*(R®) + L*(R®) and assume that Hyin, = V.
Then
Moo(H) =Hae. Mo(H) =H, (66)

<&

Notice that the spectrum of the hamiltonian H is continuous but not absolutely
continuous. For every element ¢ € H,,, the following weaker property holds

1 r itH
timr— | Neae " oldr =0 (67)

Moreover for every ¢ € H

17 :
7/0 s  pldt < fr(DIH +i DIl limr—oo fr(T) =0 (68)

This is an ergodicity property.

An important role in Geometric Scattering Theory is taken by the RAGE theorem
(from the names Ruelle, Amrein, Georgescu, Enss) which illustrates the geometrical
method we will describe presently.

We begin with a theorem of Wiener which has an independent interest. Recall that
a Baire measure is finite and charges at most a denumerable collection of points.
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Theorem (Wiener) Let p be a finite Baire measure on R and define F(t) =
[ e ™ du(x). Then

. 17
lmy oo / T|F<r>|2dt =§|u({x})|2 (69)
<&
Proof One has
1 (7 5
57 | JFOPd = / dp(x)h(T, x) (70)

where A(T, x) = [dpu(y)(T (x — y))~'sin((T (x — y)). The integrand is uniformly
bounded and when T — oo the integral converges to zero if y # x and to one if
y = x. Therefore by the dominated convergence theorem

1 T
im0 / . [F@)Pdt = |p({xDP (71)

xeR

We now state and prove the RAGE theorem.

Theorem (RAGE) Let H be a self-adjoint operator and C a bounded operator such
that C(H 4+ iI)~" be compact. Denote by .o, (H) the orthogonal projection on
the continuous spectrum of H. Then

(a) There exists a function (T) such thatlimr_, .e(T) — Qandforevery ¢ € D(H)

L |Ce™ ™ Meppeplrdt < e(T)|(H + )¢5 (72)
2T r cont¥1) = 2
(b)
1 (7 ,
limhoo—/ |Ce™ ™ Mooy plydt =0, s=1,2 (73)
2T ) ¢
(c)
! ! —itA 1/2 :
57 | ICe AT con @ladt < e(T)'2|(H + i)dla (74)
-T
<&

Proof Remark that (b) follows from (a) for a simple density argument and that (c)
follows form (a) and (b) by Schwartz’s inequality. Setting ¢» = (H + i I)¢ one can
assume that C is compact and substitute (H + )¢ with ¢. Let
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T

_ ‘ o 1 —itH 2
ec = supyzoll ol ﬁ/ [Ce™ " eon (H)p|"dt (75)
-T

Since ||lec(T)|| < ||C]| it is sufficient to consider the case when C has rank one.
I1.,,;(H) commutes with H and therefore it suffices to prove that if I7,,,; (H)Y = ¢

then
T

e —itH 4y|2 2
T _TI(%//,E P)7dt < e(T)Ill (76)

where limy_, 50e(T) = 0.
By the spectral representation of H we have (¢, e "7 ¢) = [ e " h(x)dp(x).
Making use once more of Schwartz’s inequality

1 T ,

37 | 1@ e ohdr < 116136(T) (77)
T/ r
where
sen((x — y)7T) ,1°
5(T) = [ / dpx)dp(y) | ————=—1 (78)
(x =T

The thesis of the RAGE theorem follows now from Wiener theorem. )

The RAGE theorem provides convergence in the mean; for the existence of the
wave operator strong convergence is required, and for this the essential spectrum of
H must be absolutely continuous.

7 Inverse Scattering Problem

The inverse scattering problem is the possibility to determine uniquely the potential
from the knowledge of the S matrix. We shall use a geometric method, proposed also
in this context by Enss. We shall study only the case of short range potentials which
are Kato small with respect to the Laplacian and such that

Gy(R) = €0yl = RV (=A+ D7 eL'(R), yeR' (19
We denote by Vs the collection of these potentials. For them the wave operators
it(—A+V —itH, (80)

Qiy=s5—Ilim_ e e

exist and are complete and the operator S(V) = (§24,y)*§2_ y is unitary.



264 Lecture 11: Time Independent Formalisms ...
Define the scattering map

VsV — S(V) (81)

We shall prove that this map in injective: the knowledge of the the S matrix determine

the potential uniquely. Define long range the class of V), of such that for a positive
constant C

1
vl e ctRY), |DVEG)| < CU+y)~ D) 1 <a <4, O<ec<s  (82)

Then the wave operators are complete if the reference hamiltonian is chosen
to be

H? = Hy+ V* (r%) (83)

Also in this case the scattering map is injective, but the proof of this statement is
more elaborated. It should also be noted that for short range potentials the potential
is completely determined by the knowledge of scattering data at on fixed energy.

The proof of injectivity of the scattering map is based on some a-priori estimates
that we will state; for some of them we give complete proofs. More details can be
found in [7]. We shall make use of the following Lemma, which is proved in the next
lecture.

Lemma 2 [9] For each function f € C{°(R?) that has support in the ball B, for
each choice of the integer k it is possible to find a positive constant Cy such that

I§x € M) "™ &(p —mv)E(x € M) < (D +r+1(DT" (84)

for every v € RY, t € R and every pair of measurable sets M, M’ for which
r=dist{M', M} >0 (85)
<&

To show injectivity we need separation estimates.

Lemma 3 [9] If the potential V satisfies for some p € [0, 1] and ever function
g € C§° the estimate

(14 R lv(0)g(p)E(lx| > Rl € L'((0, 00), dR) (86)

then for every function f € C5°(B,) it is possible to find function h such that (1 +
Th(1) € L'((0, 00)) and, foreveryv € R¢, |v| > 4 the following inequality holds
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IV (x + tv)e ™ £ (p)(1 + x> 73 || < h(|ve]) (87)

Proof (outline) From Lemma 3
M ={lx| <clut]| M ={|x| =Clvt]} c¢<C (33)

If C is chosen appropriately, for r large enough one has

3

M@w—mwwau—wn>ammaﬂ%f@—mw( " Ex] < clutlo)]

|
a+u%)
< k(1 +clor) 3 (89)

moreover

3
mmw—mwwau—wn>amna“%fw—mw(a;%@)2aM<de

I € hi(lvt]) (90)

where (1 4 y)?h(y) € L'((0, 00)) under our assumption on the potential. Lemma
2 follows from (89) to (90). vV

Notice the following corollary.

Corollary If q@o € C3°(B(n) then, uniformlyint € R

(24 — De” g, = 0w™),  $u(p) = do(p — mv) 1)

<&

Proof Let ¢ be a wave function such that qAS has support in the ball of radius 1 and
let ¢, be defined by ¢,(p) = ¢(p — mv).
From Duhamel’s formula one derives

[ee}
(24 — De Moy =i / dre' oy 1D (92)
0

Using (87) one obtains (92). V)
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To conclude we give a reconstruction formula that gives the potential once the
scattering matrix is known. This formula gives the potential by giving in each point
x € RY the integral of the potential along rays that originate from x (tomography);
a theorem of Radon guarantees existence and uniqueness.

Theorem 2 (reconstruction formula [9]) If (86) holds, then for each pair of functions
which satisfy (84) one has

(S = Dy, ¥y) = i/ dTV (x 4+ TV)¢o, 1) + o0+ (93)

v 00

<&

Proof (outline) By definition S — I = (24 — £2_)£2_. From Duhamel’s formula
one derives

iw—n@=/iaﬂw91”%%,émﬂ=&p—mo 94)

o0

Since £2_D(Hy) C D(H) one has
(y, i1(S = D) =/ P,(vt)dt + R(v) 95)

—00

where the principal term P, and the residual term R(v) are given respectively by

. . o0 . .
Py(vr) = (e MHoy, v (x)eiTHog) R, = / (92— — De™MHogyy, v (x)e™Ho p)dr
- (96)
It follows from the preceding results that
o0 X o0
szc/ Wf”%mlsc/ h(lv)ds 97)
—0o0 —00

This term satisfies therefore the requirements of the theorem. The term P, can be
rewritten as

Py(t) = (V(x + v)e "oy, e 0 g) (98)
Setting T = vt one has, pointwise in T
limy|—o0 Py (T) = (V(x + 70)%0, ¢0) 99)

and from
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1Py(7)] < C||V<x>e—"5*'°f(p;:1§)u < Cih(ITh) (100)
+x%)2

Write P,(7)— as P! + P? where

Py = (V(x +vt)e oy, (70 — Dgy), P2 = ((e7" — Iy, V(x + 70)do) (101)

Since quSO is normalized to one and has compact support

i T .r
l(e™'v — Do Py| < |Ho¢o|z|m|, l(e™" = DgoPy <2 (102)
From Lemma 2 one derives then
1 C P
[P, (T)] < EITI h(|7|) (103)

Since limy|- oo Pv1 (Jv]?(7) = 0 from the dominated convergence theorem follows

/OO Pl=00w™") 0<p<l (104)

[e.0]

For p = 1 one obtains O (Jv|™!).
As for the term P? one obtains analogous estimates by making use of (1 —
T)IE(Ix] > $)dola € L'((0, 00)). ©

From Theorem 2 one derives
Corollary The scattering map is injective. <

Proof Suppose that V| and V, are short range potentials with the same scattering
matrix. Denote by V their difference. In what follows we consider only vectors z
which belong to a prefixed plane, which we choose to be {1, 2}.

Let ¢ and ¢ be elements of L2(RY), d > 2, such that ¢, 9 € C°(R?). Define

¢ = eiipzqsa Y, = eiipzw @)= Vo, 1) (105)

This function is bounded and continuous. Under the assumption stated, we can
choose g € CS° and such that g(p)¢ = ¢. We have then g € L*(R?, dz); indeed

%)II + [IVa(p)IIIEQx| < %)(bzh
(106)

If @1 =1Vg(p)o:12 = IIVg(p)E(x] >
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Choosing v in the {1, 2} plane, the Radon transform of f is by defnition

[e¢]

fv,x) =/ fz+Tv)dr =/ (V(x 4+ 1v)¢z, ¥:)dT 107)

o0

and by Theorem 2 this function is zero. Since f € L*(R?, dz) it follows f(@=0
due to the properties of the Radon transform. In particular f(0) = O and therefore
Vo, ) = 0if g?) z/AJ € CJ°,adenseset. Itfollows V = 0as an operator, and therefore
also as a function. vV
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Lecture 12: The Method of Enss.
Propagation Estimates. Mourre Method.
Kato Smoothness, Elements of Algebraic
Scattering Theory

In this lecture we give more details of an alternative approach to quantum scattering
theory, initiated by V. Enss, This approach is based on a geometric analysis of the
behavior for + — 300 of the solutions of Schroedinger’s equation for initial data in
the subspace of absolute continuity for the hamiltonian H.

As we have seen in the previous lecture, by proving that the spectrum of H has not
a singular continuous part one gains a complete control of the asymptotic properties
for any initial data, and this corresponds to asymptotic completeness.

We have seen in Book I that an interesting property of free propagation is that
the behavior for + — £o00 of the solutions of the free Schroedinger equation differs
little from free propagation along the direction of momentum. We recall briefly this
analysis.

Define for ¢ # 0 the operators M(t) and D(t) by M(t)(¢x) = e_%gﬁ(x) and
D) f(x) = |t|’%¢(§). One has (Lemma 3.10 in vol.I).

(a) For |t| # 0 M(t) and D(t) are isomorphisms of S’ and of S and are unitary in
L*(R%).
(b) ,

Uo(t) = T T M) D(t) FM (1) (1)

(F denotes Fourier transform). Recall (Theorem 3.10 in Book I) that, defining for
t>0

2 1 H X
— (d) L5 — _
(T D)) = T Pe (;) (%) @)

the operators 7 (¢) are unitary in L?(R?) and one has, for every ¢ € L*(R%)
lim; o [[Uo(t) = T (1))19]l2 =0 3)
This theorem states that the probability distribution in configuration space tends

asymptotically to
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I ~rxy\ o, A X
516 (%) Pax =16©Pds. == )

Remark that this is the distribution in position of a classical free particle which is
at the origin at time zero with | (€)|? as distribution if momentum. If the initial state

x—

is a gaussian ¥(0, x) = Ce' ;OIZ +*.po) (which has as Fourier transform a gaussian
centered in pg) the solution at time ¢ of the free equation is still a gaussian centered
in tpg and with variance in x of order 1.

Since the equation of motion are linear from the knowledge of the Gaussian case
one derives the asymptotic structure of any (smooth) initial datum.

The method of Enss is a comparison, for a given initial datum, of the asymptotic
structure of the wave function the interaction dynamics with the asymptotic structure
corresponding to the free dynamics.

The geometric properties of these asymptotic propagations show that, for a dense
subset in the support of the absolutely continuous spectrum of —A + V and for a
suitable class of potentials V, the asymptotic (in time) spacial behavior of the wave
function with the potential V differs little from that the free case.

In particular, in the remote future and at large spatial distances most of the states
in the absolutely continuous part of the spectrum of H are represented by outgoing
waves from a sphere of radius sufficiently large so that that outside the sphere the
potential is very small. At the same time the component that describes incoming
waves becomes negligible t — +-00.

We have seen that free propagation can approximated by a family of maps which,
a part for a phase factor, are isometric dilations ¢(x) — (%) 5 ngS(’li).

One can expect that, at least for short-range potential, the same be true for a
quantum particle interaction though a potential V. If this is the case, it is useful to
use a system of coordinates which dilate in time.

It is natural therefore to study the group generated by time translations and dila-
tions. The generators of these subgroups do not commute.Therefore it is natural to
study their commutator. In the free case one has [D, Hy] = 2H,.

In the free case the method of stationary phase shows that the part of the wave
function that corresponds to the negative part of the spectrum of D (which corre-
sponds roughly speaking to incoming waves) has the property to become negligible
for large enough times.

One can expect that these considerations can be extended to the interacting case
and that also in that case the spectral properties of [D, H] = 2Hy + [D, V] be
important for the proof.

Notice that ¢*PV (x)e*P = V(%) and therefore i[D, V] = %V(f). The prop-
erty of having a negligible incoming part must hold for scattering states, that corre-
spond to the positive part of the spectrum of D. On the contrary for bound states we
expect that the outgoing part be negligible.

To turn these semi-heuristic remarks into a rigorous proof it is necessary to have
convenient a-priori estimates.
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In its original form Enss’ method makes use of a decomposition of the Hilbert
space that follows as closely as possible the behavior of classical trajectories in phase
space (we have seen that for free motion this is possible).

The purpose is to prove that any state that belongs to the continuum spectrum of
H can be approximated, in the far future and on a suitable scale of space, by and
outgoing state and in the remote past by an incoming state. And to prove that this
implies that on the states of the continuous spectrum of H = Hy+ V there is unitary
equivalence between the dynamics due to the hamiltonian Hy + V and to Hy.

But then the continuous spectrum of H is absolutely continuous and this implies
asymptotic completeness.

1 Enss’ Method

We give some details of the method of Enss. Choose a new (time dependent) coordi-
nate system in which the space variables are scaled by a factor t*, 0 < o < % (and
therefore momenta are scaled by r~¢).

In the new variables under free motion the variance of the wave function tends
to zero for t+ — oo while the distance between the centers of two gaussians corre-
sponding to different values of the momenta grows like 127 On this scale two wave
packets are far apart in the far future.

In the presence of an interaction potential, one should keep in mind that the range
of the potential increases under dilation.

This suggests that the comparison with free motion will be effective only if the
potential decays sufficiently rapidly at infinity to compensate for this increase. The
role of the parameter « will be to quantify this compensation.

We shall see later that a sufficient decay is lim |y oo |x |% V(x) = 0 (as suggested
by dimensional analysis) and we shall give a more precise definition of short range
potentials.

Under free motion the observable x satisfies

N A 1
—54 = —[Ho, [Ho, 11 H’=—A (5)
1,~ A A A
Recall that D = 5(X - p+ p - X) and

[Ho,%*1=2D, [Hy, D1=Hy, [Ho,[Ho, %*] =2Hy >0 (6)

Therefore for every ¢, denoting by ¢(t) = e ¢ the unitary propagation, it
follows

d2
Z7 (00, x*¢) = 2(¢, Hp) > 0 (7)
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2

For the average < x> >, (¢) of |x|? over the state described by ¢(¢) one has,

asymptotically in ¢

<x? >4 (1)

3 ~C (8)

Of course in the free case we can obtain much more detailed information from
the explicit knowledge of the solution. Our purpose here is to find a method that
provides information also in the case V different from 0 and can extended to the N
body problem.

From this brief analysis of the case V = 0 we can draw the following simple
conclusions: the dilation group plays an important role, the asymptotic motion is
linear in time (ballistic) and the double commutator [Hy, [ Hy, X]] is positive and
strictly positive above the onset of the continuum spectrum. The considerations,
trivial if referred to free motion, have inspired the method elaborated by V. Enss
[1-3].

Later the method was generalized and put in more abstract form by Mourre [4] and
it has acquired a central role in the modern scattering theory in Quantum Mechanics.
In this lecture will describe also Mourre’s method. The method has been further
generalized and applied to the N-body problem in [5].

The method of Enss relies on the intuitive nature of scattering theory by comparing,
for a given initial datum, the asymptotic structure of the wave function for the free
and for the interacting dynamics.

The geometric properties of these propagations show that, for a dense subset in
the support of the absolutely continuous spectrum of —A + V and for a suitable class
of potentials V, the asymptotic (in time) spacial behavior of the wave function with
the potential V differs little from the free case.

As remarked, in its original form Enss’ method makes use of a decomposition
of the Hilbert space that follows as closely as possible the behavior of classical
trajectories in phase space (we have seen that for free motion this is possible). In this
sense it may be considered as a semiclassical method.

This decomposition makes use of free motion and dilation group: neglecting
dispersion the support of the outgoing states is obtained by dilating the initial support.
We give here only an outline of the method of Enss; for a detailed and clear exposition
we refer to [3, 5-7].

Compared with the time-dependent and time-independent methods described be-
fore the strength of Enss’ method is on the physical intuition that for a system of
two particles once the effect of the interaction has (almost) disappeared the particles
separate from each other and the vector that describes their separation grows linearly
in time and becomes parallel to the relative velocity.

This can be seen as a localization of the state in phase space. The localization
becomes weaker in the course of time (due to dispersive effects) but still sufficient
to separate asymptotically states that correspond to different momenta.

The separation will be less than in the classical case (classically these states are
asymptotically separated by a distance proportional to 7).
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One of the advantage of Enss’ method is that it is close to the phenomenological
description of the scattering process. This approach provides a closer connection
with the terminology employed in a large part of the Theoretical Physics books in
scattering theory, in particular in the definition of tofal cross section and differen-
tial cross section. It leads therefore precise estimates (or bounds) on the physically
relevant quantities.

2 Estimates

We now provide some details. In order to turn these heuristic remarks into a rigorous
proof it is necessary to have convenient a-priori estimates.

In Lecture 10 we have studied the limit e~""#¢/"0¢. Denoting with I1,,,; the
orthogonal projection onto the continuous part of the spectrum of H we consider
wave function such that I7.,,;¢ = ¢ and we want to prove

limT—)OOS“ptEO | (eiitH - eiitHO)eiiTHHconld)b = 0 (9)
This relation indicates that on the continuum part of the spectrum the free dynamics
and the interacting roughly coincide in the remote future.
On the potential, in addition to be Kato-small, we make the following assumption
IV(Ho + I)~'n(lx| > B)|| € L'(R") (10)
(n(A) is the indicator function of the set A.) From (10) we derive
limp—oo(1+ R)In(lx| = R)V(H —2)"| =0 (11
Notice that condition (10) is weaker than

Je>0 : |V(Hy+ D7 'n(x| > R)| <c(1+R)"'"¢ (12)

Condition (10) implies that the difference between the resolvents is a compact
operator; indeed for /mz # 0 on has

1 -
Hy—z H—Z_H()—Z

_1 1 1
(I+1xD72(1 + |x| )VH——Z (13)

This is the product of a bounded operator times the operator #(1 + |x|)_%
which is compact since

(Ho—2) 2(1+ xDV(H —2)7' = A + A (14)
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_1 _
Aor = (Ho—2)72n(x| > R+ xDV(H —2)™ (15)

The operator A_x has a corresponding definition. The operator A _g is compact
and the norm of the operator A.y tends to zero when R — oo. Therefore A is
compact.

From Ruelle theorem (see Lecture 10) we know that a wave function that belongs
to the continuous part of the spectrum of H exits in the mean in the far future from
any bounded domain of configuration space.

For very large times we introduce a partition in outgoing and incoming states by
means of the spectral decomposition of the generator D of the group of dilations.

The outgoing part belongs to the positive part of the spectrum of D modulo a
term which vanish when ¢ — oo.

We shall prove that the outgoing part for large enough times does not any longer
interact with the potential (because the potential is short-range). Therefore on this
states the operator £2_ differs little from the identity.

The remaining part (incoming) becomes asymptotically orthogonal to the entire
state space.

Therefore the state cannot be orthogonal to the range of §2_ and the range of
§2_ is the entire subspace of H corresponding to the continuous part of the spec-
trum. It follows that the singular continuous spectrum of H is empty and asymptotic
completeness holds.

3 Asymptotic Completeness

We shall now give some details of the proof of asymptotic completeness with Enss’s
method. Recall that, by Ruelle’ theorem, if the operator £(|x| < R)(H +iI)~'is
compact for every R and if ¢ is in the continuous spectrum of H then one has

17 .
limT—mo?/ dt]éx| < Rl =0 VR < o0 (16)
0

We shall prove that if (16) holds then ¢ is a scattering state, i.e. it belongs to the
range of £2_. We make the crucial observation that using the definition of resolvent
and by a diagonal procedure one can derive from (16) that the integral

R
|| / dtin(lx] < RO (H + D, (17)
“R

goes to zero in the mean when 7 — 0o, R — oo. It follows that it is possible to
find a sequence of times 7, in such a way that the quantity


http://dx.doi.org/10.2991/978-94-6239-115-4_10

3 Asymptotic Completeness 275

Sn=e""1g (18)

represents a sequence of states localized further and further away form the essential
support of the potential.

lim—o|n(|x] < n)e ™" gl =0 (19)

lim,Hoo/ dtin(|x| < n)e TWHH L DT g, =0 (20)

—n

To convert these observations into a proof one needs accurate estimates of the
convergence in space and in time of the outgoing part of the wave function.The
method of Enss shows that for a dense set of initial states (roughly speaking those for
which the absolute value of the velocity is bounded and separated away from zero)
the wave function decays rapidly outside the classical permitted domain.

The necessary estimates are given for for free motion, with methods akin to those
we have used in Lecture3 of Book 1. These estimates are valid for short range
potentials; the extension to long range potential requires more elaborated techniques
and a modification in the construction of the scattering matrix.

All estimates exploit the fact that the states one consider have finite energy support
and that on functions localized far away from the origin the operator H differs little
from the free hamiltonian, which is a function of momenta only. A typical estimate
is the following

limg oo / dtn(Ix] > (1 +a) (R +vt)e "M g(Hn(x| < Rt =0  (21)
0

where a > 0 and the function g € C§° has support in (—o0, mT”z) (m is the mass of
the particle) and v € R is arbitrary.

This estimate is obtained from a similar one valid for V = 0 by proving that
a suitable class of functions of the total energy can be well approximated by the
corresponding functions of the kinetic energy in domains where the potential is
small. If V = 0 the estimate (21) can be sharpened. It is sufficient the consider the
case of hyperplanes, e.g. the hyperplane orthogonal to the axis x;.

If g € C°(R) with supp g € [0, o], foreach § > % and each n € N there exists
a constant C,, 4 5 such that, for r, ¢t > 0 one has

€ < =@ +r)e " g(pne > 0)| < CA+1+r)7* (22)
One proves (22) taking Fourier transform and noticing by integration by parts,

that a function which is in the domain of the pth power of the Laplacian tends to
zero at infinity with a power ¢(p) where g grows with p.
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4 Time-Dependent Decomposition

The main part of Enss’ method is the introduction of a suitable time-dependent
decomposition of R as the union of a spherical region around the origin (of increas-
ing size) and in a finite number of truncated cones.

Consider the set X of wave functions that belong to the continuous subspace of
H and which have energy bounded and separated from zero. This set is dense.

Our purpose is to show that no member of this set can be orthogonal to a state
which belongs to the absolutely continuous subspace of H and which has energy
bounded and separated away from zero. This shows that the subspace of absolute
continuity for H coincides with the subspace of continuity and provides a proof of
asymptotic completeness.

It is necessary to consider states with energy strictly larger than zero because
otherwise “the speed of separation” of the parts which belong to the truncated cones
may become zero.

We may notice that asymptotically the partition that is used by Enss can be con-
sidered as a partition of classical phase space.

Choose a smooth function of the energy. Remark that for any function f € L'(R)
(and in particular in S) one has, for each ¢ € §2

limy oo | (P(H) — G(Ho))pull2 = 0 (23)

where ¢, is defined in (18). Indeed

[ / F@) e T _e=itHoyg, 5 < / dtl fllle " H el Ho )|y 42 /| | | f (0)ldr
—00 —00 t|>n
(24)

Under the hypothesis on f, the second term to the left converges to zero whenn —
oo. The first term converges to zero since, by Duhamel’s formula, it is bounded by

/ dt|Ve "¢, |, = / dt|V(H+il) e ™ (H + i)l (25)

n —n

Decomposing the function ¢ (identically equal to one) as follows ¢ = n(jx| <
n)+n(|x| > n) one obtains two terms each of which goes to zero when n — oo, one
as a consequence of (21) and one due to the assumptions on the potential. It follows
that

Yo = f(Ho)bn (26)

is a good approximation to ¢,,.

Decompose now R in a ball at the origin B, of radius # and in a finite number
M of truncated cones C;, with axes e, € RYm =1,..., M and defined by |x| >
nx-ey,> % It is convenient to smoothen the corresponding projection operators
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using convolution with a fixed { € S chosen in such a way that the support of the
Fourier transform f (p) be contained in small ball at the origin and f 0) =1.

In this way we obtain a regular partition Fy(B,), U, Fo(C},) of R? which takes
into account our requirement that the bound states have energy away from zero. It
follows from (20)

limy ool Fo(B)Wnla =0 limy—ooldn — D Fo(Cp)ulh =0 (27)
m

The states Fy(C},) are localized away from the origin. We decompose each in
an outgoing part and in an incoming one. If the support in energy of the state ¢ is
included in the interval [a, b], a > 0 b < oo we choose ¢ € D suchthat (,,(p) =0
for p —e, < —aand ((p) + ((—p) =1 for |p| < b.

We define outgoing and incoming states in the mth sector

Yt m) = Fo(CNC(p) " (m) = Fo(C)C(—p) (28)

(remark that ¢, = [¢(p) + C(=p)1¥n.)
We want to prove that the states 19" (m) evolve almost freely in the future and
the states 1" (m) evolve almost freely in the past. The following estimates are useful

Lim, o / dt|€(x| < n+at)e "M (Hy + D2 (m)], = 0 (29)
0

0
lim e / dilE(lx] < n— ane M (Hy + D" mh =0 (30)

—0Q

Recall that a is the lower bound, arbitrary but finite, we have chosen for the
energy (and therefore to the velocity). The speed which with the centers of the
sectors separate from each other will decrease with |a].

Schrodinger’s equation is dispersive but in the low-energy region a greater part
of the wave function will be supported near the barycenter and this gives sufficient
separation between the wave function which belong to different energy shells.

Since the range of the potential is short this will lead to asymptotic independence.
We will take advantage from the fact that all operators which enter the estimates are
bounded and therefore it is sufficient to give estimates for a dense subspace.

Estimates (29) and (30) are easy to interpret but have rather elaborated proofs [6, 7].

We shall in the following, give some elements of their proofs and use them for
the conclusion of the proof of asymptotic completeness. Let us remark that, if one
assumes the existence of the wave operators §2., from (29), (30) follows

Lemma 1 For every value of m
lim, ool (2= — DY™ (M)l =0, limyooll(24 — DY ()2 =0,  (31)

<&
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Proof We prove only the first relation; the second is proved in the same way. On
each sector one has

e} .
(2= = DU oty < [ arve it ),
o0 .
< IV GHo+ D711 [ 1601 = -+ ane= 0y + 1 o)

o
+ [I(Ho +1)1/)Z”t(f11)||/0 dr||\V(Ho + D™'€(x] > n +an)|
(32)

Estimate (29) implies that the first term goes to zero if n — o0; the second term
vanishes in this limit due to the fact that the potential is short range. Q

Lemma | implies that ¢)!"(m) and ¢, tend to become orthogonal in the limit
n — oo. In fact

| (m), d)| < [T — LY )] + |7 p" (m), 2% ¢)| (33)
The second summand to the right is bounded by
I€(x] < n +ar)e ™" (m) |2 + 1€(Ix] > n + a7)2% ¢l (34)

The second term decreases to zero, and so does the first as can be seen using
estimates analogous to those that lead to the proof of (29), (30).

We complete now the proof of asymptotic completeness by proving that there are
no states that belong to the continuous spectrum of H and are orthogonal to the range
of 2_.

Since the range of §£2_ contains every state that belongs to the absolutely con-
tinuous spectrum of H this shows that the singular continuous spectrum of H is
empty.

Assume then that there exists ¢ which is in the continuous spectrum of H and
orthogonal to the range of §2_. Then this is true for every ¢,.

On the one hand, every one of the ¢" (m) belongs to the range of §2_. On the
other hand, ¢, is well approximated by the sum of /2*(m), m =1... M.

Since these states belong to the range of §2_ we get a contradiction. In the same
way one shows that ¢ belongs to the range of £2,.

We now give an outline of the proof of (29), (30). We shall reduce the problem
to the one-dimensional case and then make use of the explicit form of the free
propagator. Remark that the ball |x| < n 4 at is contained in the half-plane (u, x) <
(n + at) for each unit vector u.

We write any function (,, (p) as sum of a finite number of functions &,, x(p) € D
each with support in a cone with axis w,,  and we choose the axes in such a way that
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supp &ni(p) € {p € RY, (p, wpp) > 2a) 35)

A simple but laborious geometric analysis shows that this can be achieved.
Estimate (29) follows then form the following simple estimate valid for each value
of the indices m and k

o)
llmn—>oo/ d”?(x <n-+ at)eitHo(HO + I)F()(C;:;)gm,k(p)wnb =0 (36)
0

To simplify notation, in each sector we call axis 1 the axis w,, ;. This procedure
allows us to do the estimate for a state well localized in a neighborhood of the
x1 = 0 plane and with Fourier transform supported in [a, b]. Remark that > _, p?
commutes with £(|x;| < n + at); therefore we are reduced to an estimate in one
dimension. In this case we have the explicit form of the free propagator

. 1 ‘XZ 1 2 j <Y
(e_”H“)qS(x) — (zﬂ.it)—gelj/ |:] + ly_ — — (y_) :|e—’[(b(y)dy (37)

Using this information and other of similar nature (see, e.g. [8]), recalling that by
assumption the energy spectrum belongs to [a, b] and making separate estimates for
the regions corresponding to 2n + m < x; < 2n 4+ m + 1 it is possible to prove

Gt < n+ane™ ™ (Hy + D s (p)aly < CLA +0)(n = T +an]™" (38)

This completes the proof of (29). The proof of (30) is analogous.

5 The Method of Mourre

We now outline a procedure followed by E. Mourre [4] to prove asymptotic com-
pleteness for potential scattering. The origins of this methods are in Enss’ method
and in the smoothness and dispersive estimates of T. Kato.

The method has been generalized [5] in particular to cover asymptotic complete-
ness and spectral structure in the quantum mechanical N-body problem. The gen-
eralizations have various names (double commutator method [9, 10], subordinate
operators, weakly conjugate operators, ...).

Mourre’s metod aims at providing estimates through which one can derive the
absence of singular continuous spectrum and the asymptotic behavior (in time) of
the states which belong to the absolutely continuous part of the spectrum of the
Hamiltonian.

The method of Mourre and its generalizations are now the standard tools in the
recent mathematical literature on scattering theory in Quantum Mechanics.
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Mourre’s method is similar to Enss’ method, but it uses more effectively the
generator of dilations to produce a partition of the Hilbert space L?(R?) that depends
on two parameters: time and a dilation factor.

This provides a convenient partition in outgoing and incoming states and gives a
link between geometric scattering theory and the more traditional approach of time
dependent scattering theory.

The aim is, as in Enss’ method, to prove that every state that belongs to the
continuous spectrum of the hamiltonian H is well approximated by an outgoing state
at times sufficiently remote in the future and by an ingoing state at times sufficiently
remote in the past.

In Mourre’s method the partition is given by the spectral decomposition of the
dilation operator D = %(x - p + p - x). One can notice that on a dense subset of H
(the domain of the operator [n|p|) the following relation holds

eNIn |1ple™™P =1In |p|+ N1 (39)

so that the operators In | p| and D are a pair of canonical variables in the sense Weyl.
This simplifies the estimates.

Moreover, noting that eMm1rl = | p|** one is led to introduce the Mellin transform
and therefore to describe the wave function ¢ as a function of |p| and a direction
w € §3 as follows

SO0 w) = \/_/Mm Hpdpl. w) (40)

Remark that for any measurable function ' on R
F(D)$\, w) = FOVSA, w) @1

With this notation it is easy to construct the projection operators P, and P_ one
the positive (resp.negative) part of the spectrum of D.

One can see that this definition is not equivalent to the one in Enss’ method,
Elements of the form &;(x)n;(p)¢ are localized (in the spectral representation of
D) near the point (x;.p;) but their localization becomes weaker when |p;| and |x;|
increase.

The fact that D and H do not commute will imply that the flow of H will conserve
only approximately the decomposition of the Hilbert space in incoming and outgoing
states. A crucial role in this respect is played by the commutators [ Hy, D] and [H.D].

6 Propagation Estimates

Definition 1 (propagation estimates) Let A be a self-adjoint operator in the Hilbert
space H. We shall say that Hy satisfies propagation estimates (or dispersive estimates)
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with respect to a self-adjoint operator A if there exists constants s > s’ > 1 such
that for every function g € C§°(R) the following estimates hold

I(14 A% =2e7itH0 g(Hp) (1 + AP <c(1+t)™ Vie R  (42)
|(1 4+ A%)=S2e7H0 g(Hy) PE| < c(14t)™ V£1>0 (43)

where we have denoted by P the projection on the positive part of the spectrum of
A and we have used the notation P, =1 — P} &

Often it is convenient to use a local version. In the local version one requires
only that the estimate be satisfied for all functions g € C§°(lyp) where Iy is an open
interval. In this lecture we will use always the global version (42) and (43).

Definition 2 (short range) Let A be a self-adjoint operator. The potential V is said
to be a short range perturbation of Hy with respect to A if for H = Hy + V one has
(i) The operator

(H+i)" = (Hy+i)! (44)

is compact.
(ii) There exist a real number ;4 > 1 and integers k, j > 0 such that the operator

(H+)™ vV (H+i)* 1+ A2 (45)

extends to a bounded operator in H. <

The abstract theorem we will use is

Theorem 1 ([4, 8, 10]) Assume that there exists a self-adjoint operator A such that
Hy satisfies the propagation estimate with respect to A and suppose that V is a
short range perturbation of Hy with respect to A. Let H = Hy + V. Then the wave
operators Wy (H, Hy) exist and are asymptotically complete. <&

Often in the application the operator A is the generator of the group of dilations.
This leads to identify the range of A, with the outgoing states. In other cases a
different choice of A is useful. For example in the case of the hamiltonian

H=-A+f-xi [#0

which is used to discuss the Stark effect, a useful choice is A = ’?% This Hamil-
tonian has an absolutely continuous spectrum which covers the entire real axis. In
this case one has i (HA — AH) = I on a dense set of vectors which are analytic and

invariant for both operators.
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Proof of Theorem 1 We begin proving the existence of W, (H, Hy). For W_(H, H,)
the procedure is similar. For the standard Cook-Kuroda argument it suffices to prove

/oo [(H 4 i)~/ Ve "M g(Hpy) |rdt < 0o (46)
0

Making use of (42) and (43) one has

I(H +i)~7 v e ™o g(Hy) ln

<I(H+D77 V (H+ DK+ AH2 )10+ A2 (H + ke 0 g(Hy) (1 + A2 750,
(47)

Remark that (H + i)* (Hy + i)~ is a bounded operator which differs from the
identity by a compact operator and that one can substitute g(Hy) with f(Hy) =
(Ho + i)’ g(Hp) since both belong to C$°.

The operator ¢/ ¢'(Hy)v) tends weakly to zero when ¢t — oo and this conver-
gence is preserved under the action of a compact operator; therefore

I(H +0)7 v e™"H0 g(Hy) v
S NH+DV (H+ )50+ AHP2) |+ AB T2 £ (Hg) (14 A7) ),
<A+~ (48)

This proves existence of W, (H, Hy).
We begin the proof of asymptotic completeness by proving that the operators

gi1(H) (Wx — I) g2(Ho) P (49)

are compact if g;, g» € Cg°. This follows from
t
gi(H) (" ey g5 (Hy) Py = / gi(H) ™ V e '™ g, (Hy) Pydr (50)
0

where the integrand is norm continuous and compact. Therefore also the integral is
a compact operator. For 7 > 0 we have the estimates
lg1(H) & v &M g5 (Ho) P |

<llg1(h) V (Ho + )1+ A2 2| |1 + A% =52 1Ho g () PFI| < (1 + 1)
(51)

It follows that also the limit # — oo exists and defines a compact operator.
Compactness of g(H) — g(Hp) and the intertwining properties of the wave operators
imply that from the compactness of

gi(H) (Wx — I) g2(Ho) P (52)
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one can derive the compactness of

(We = 1) g(H) Py, g(H) Wz —1) P (53)

To prove asymptotic completeness we first prove that o, (H) N Iy is a discrete

set in every bounded open interval I, C R. This implies the singular continuous

spectrum is empty and that there at most denumerably many eigenvalues and they
have finite multiplicity.

Let J C Iy be relatively compact and let g € C§°, g(A\) = 1, A € J. Since
always Range(Wy) C HSL, one has always P;(H) W. = 0. Therefore

Ps(H)Eg (J) = Ps(H)E (J)g(H) = Py(H)Epg (J)g(H)(P} + P})
= Ps(H)Eg ())g(H)(I = W1) PT(A) + Ps(H)E (J)g(H)(I — W-)P~(A) (54)

From (54) it follows that P;(H)E g (J) is compact, and then, being a projection
operator, it is of finite rank. We can now prove
Range(W:I:) = Ha.c.(H) (55)

For every open bounded interval we have shown that /y/o,(H) is an open set.
Let now g € C3°(ly/o,(H)). We must prove

s —lim, oo™y =W ¢ ¢ eHac. (56)

The procedure we follow is a typical localization procedure in the spectrum of
H. Choose ¢ € H, . such that ¢ = g(H)¢ and compute

le' e~ g(H)p — Wig(H)P|2
= I((Py + P)e" ™™ g(H)g — Wig(H)P) 2 < Ar() + A1)  (57)
where AL (1) = |Py (I — W¥)g(H)e """ ¢|,. (we have made use of the intertwining
properties of W_.).
The operator P} (I — W7) is compact and ¢~""# ¢ converges weakly to zero.
Therefore lim;_, A+ (t) = 0. On the other hand one has
A—() < |1Pye M g(H)llo + |1 Pye ™ Wig(H)gll2 (58)
and the propagation estimates (43) and (44) imply
s —lim; oo Pye "M g(Hy) = 0 (59)

From W} g(H)¢ = g(Hp) Wi ¢ and from (54) we deduce that the second term in
(57) converges to zero in the limit 1 — oo. But
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|Pye "M g(H)g| < PyWEe " g(H)p| + |Pye™ (1 = WEYg(H)|  (60)

and by (56) both terms converge to zero in the limit 1 — oo. This completes the
proof of Theorem 1. v

We give now an indication of the procedure one may follow to prove the prop-
agation estimates (43) and (44) that we have used in the proof of asymptotic com-
pleteness. Consider first the case Hy = —A on H = L*(R") and choose for A the
dilation operator A = (V- x 4+ x - V).

Lemma 2 The operators Hy and A satisfy for every s > s’ > 0 the estimates (43)
and (44). <&

Proof By means of functional calculus define Ky = logH,. Making use of Fourier

transform it is easy to prove that on a common domain of essential self-adjointness

which is invariant under the action of both operators one has i (KgA — AKy) = 21
and therefore

et Ae=itH — A 4 2¢] (61)

This implies the desired propagation estimates (43), (44). Moreover that P

e~"Kop¥ — 0 V41 > 0. To see this, apply the uni-dimensional Mellin trans-

form that we now briefly recall.
In momentum space the term e~/ g( Hy) reads

e g(ph) = (P g(p?) (62)

Let g € Cg°(R4). An easy application of the non-stationary phase theorem (see
Lecture 8) proves that the function

GV =5 /0 " g (o) dp (63)
satisfies the following estimates, where Cy are suitable constants
G,V < Cylt YA+ ADY  VreR, VN=>1 (64)
|G,V < Cy(A+t+ADY  VE,A>0 YN >1 (65)
From (64), (65) follows for s > 1

o0
(I + A%~ o1+ A1) < / GV +]t)dX < Cylt|™ VieR
- (66)
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if N < s — 1. Moreover one has
(I + AY) P27 g(HY) P = G,(\ (I + A*) P HIAPFdA (67)

The contribution to the integral of the region A < 0 is estimated with (67) and
provides the bound

0
[ / G N + AHTPHP PN < Cy It ™Y (63)
—00

The contribution to the integral for positive values of A is estimated for every
m > 1 making use of (68)

oo oo
||/0 G\ + AHTPHPMPrdN| < c/0 A+t +0)Vdx < et (69)

The proof of Lemma 2 is then completed for any value of 1 < s" < s by interpo-
lation using the estimates (68) and (69). Qo

7 Conjugate Operator; Kato-Smooth Perturbations

The procedure we have followed to prove asymptotic completeness in the case of
short range potentials is a particular case of the method of conjugate operator [4, 10,
14].

The conjugate operator method is used to deduce the spectral properties on an
open part 2 € R of the spectrum of a self-adjoint operator H from the existence
of another self-adjoint operator A with suitable properties. In the applications to
scattering theory the operator A is usually the generator of the dilation group.

The method has its roots in T. Kato’s theory of smooth perturbations. We shall
briefly review this theory following [8].

Definition 3 Let H be a self-adjoint operator on a Hilbert space H with resolvent
R(p) = H+;u Let A be a closed operator. The operator A is called H-smooth iff
for every ¢ € 'H and for every € # 0 the vector R(\ + i€z belongs to D(A) and

1 o0
Al = supjyp,=1, 6>0_/ IAROA + i€} + AR\ — i€}y |*dA < oo (70)

41 J_o

<&

It is convenient for what follows to formulate H-smoothness in different ways
using the following generalization of Plancherel Lemma.
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Lemma 3 ([8]) Let v be a weakly measurable function from R to the separable
Hilbert space H such that [ |p|dx < oo.

Deﬁnez/? :R — Hby

)= \/%/eipxw(x)dx (71)
Then
/ |AD(p)2dx = / A () 2dx (72)

where by convention the integrals are set to be oo if either 1) or i) are not in the
domain of H. <&

Proof We give only an outline of the proof. Given a family ¢)(x) € H x € Rlet A
be a bounded operator. For any ¢ € H we have that (¢, A¢(p)) = (A*¢p, Y(p)) is
the Fourier transform of the function (A*¢, 1)(x)). Therefore by Plancherel lemma

/ (¢, A (p))|*dp = / (¢, Atp(x))|*dx (73)

if either integral is finite. Summing over an orthonormal basis gives (72).

If A is self-adjoint consider first the operator E[_y yjA where E; is the spectral
projection on the interval 7.

Then (72) applies to the bounded operator E|_y yjA and if both z/A)( p) and ¥ (x)
belong to the domain of A for all x, p € R!. An easy limit procedure gives (72)
for A.

Finally, if A is unbounded and not self-adjoint, there is a self-adjoint operator | A|
(formally |A| = ~/A*A such that D(|A| = D(A) and ||A|¢|2 = |A¢l|2. Thus (72)
follows from the self-adjoint case. vV

We can now reformulate H-smoothness in terms of the unitary group e’ .

Lemma 4 The operator A is H-smooth iff for all ) € H one has ¢! € D(A)
and for almost allt € R

/ A p3dt < 2m) | Ay P10 (74)

[e.¢]

<&
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Proof Fix € > 0. One has

/ e~ eMe M pdt = — RO\ — i) (75)
0
By Lemma 3
00 Sy .
/ [ARO\ +ie)h3d\ = 27r/ e Ae "o |3dt (76)
—00 0
Taking the limit € — 0 proves Lemma 4. Q

The connection between A-smoothness and the spectral properties of H is given
by the following theorem.

Theorem 2 If A is H-smooth then RangeA* C H,.(H). &

Proof Let ¢ € D(A*) set ¢ = A™ and let dy, be the spectral measure for H
associated to ¢. Define

1 . 1 .
F(t)=—= / e dpug(x) = —= (A%, e "M ) (77
V2T A 2T
Then |F ()| < \/%|1/)|2|Ae_”H¢|2. By Lemma 3 F belongs to L2(R?) and d/14
is absolutely continuous with respect to Lebesgue measure. vV

We describe now briefly the Kato-Putnam theorem, which links Kato smoothness
with commutator estimates.

Theorem 3 (Kato-Putnam [4, 10, 15]) Let A and H be self-adjoint operators. Sup-

pose C = i[H, A] is positive. Then C? is H-smooth. If Ker C = {0} then H has
purely continuous spectrum. <&

Proof The second statement follows from the first and Theorem 2 by noting that
Ker/C = (Range/C)* = {0}. (78)

For the first statement, compute %[e” H Ae=itH] = ¢/H Ce='H and then use

/ (d)’ e[THCgfiTHQ/))dT — (d)’ eitHAefithS) _ (d)’ eisHAefiSHgb) (79)
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Therefore

t
/ [V Ce ™ gl < 2| Alllg13 (80)
Since t and s are arbitrary it follows that V/C is H-smooth and ||x/f||%1 < @. Vi

A generalization of this Theorem has been given by Putnam; his method, that
we shall call positive commutator method, allows to deduce various estimate for the
resolvent of H from the positivity of a commutator

P (H)[H,iAlP;/(H) > aP;(H) a> 0l &1

where / is an open finite set contained in the spectrum of H.

8 Limit Absorption Principle

Among the conclusion one can draw which have relevance in scattering theory is the
limit absorption principle

supyes=ll(1+ AH T2 (H — )71 (1 + AH 2| < o0 (82)

for every closed interval J C [ and every s > %
One makes the following assumptions on the operator A

(i) The map
s —> e A f(H)e g (83)

is twice continuously differentiable for every f € C§°(/) and every ¢ € H. We will
use the notation H € C¥(A) when the map (83) is k-times differentiable.

(ii) Forevery A € I there exist a neighborhood A strictly contained in / and a positive
constant a such that

EA(H)[H,iAlEx(H) =z aEx(H) (84)

where E 4 is the spectral projection of H relative to the interval A.

Remark that due to (i) the commutator [H, A] is well defined as quadratic form
on the union Ux Ex (H)H where the union is taken over all compact set which are
contained in A.

In [4, 10] the following results are obtained.

(a) For all s > % and every ¢, 1 € H, uniformly for A in every compact subset of
I, the limit
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: v L g4 oay
limeo, (¥, (I + A% +)\iie(1 +A9)29) (85)

exists. This implies in particular that the spectrum of His pure absolutely continuous
inl.
(b)If 1 <s <1and f € C° then

| <A>" e ™ fH)<A>" | =02 (86)

These decay estimates play an important role in the proof of asymptotic completeness.
(c) Under the further assumption that H € C*(A) for every closed interval J C I

supees+ || Pr(A)(H — 2) ' P(A)|| < o0 (87)

where Py (A) is the spectral projection of A on its positive (resp. negative) part. In
case A is the dilation operator Py (A) is interpreted as projection over the outgoing
(resp.incoming) states.

For details and further results one can consult the references to this lecture.

9 Algebraic Scattering Theory

We end this lecture with a brief description of the analysis of scattering processes
which can be performed in the Heisenberg representation. The role of the group of
spacial dilations can be seen also in this representation by studying the asymptotic
behavior of the expectation values of the observables.

This possibility has been emphasized by K. Hepp [11] and others, especially D.
Ruelle [14] H. Araki [13], and has been given a central role by V. Enss [12]

Algebraic Scattering has a less ambitious program than the scattering theories
we have analyzed so far. It does not aim at proving existence and completeness of
the Wave operators but considers only the asymptotic behavior for t — oo of the
expectation values of relevant observables in scattering states which by definition
are the the state in the continuous part of the spectrum of the Hamiltonian H.

Recall the the Wave operators Wy g, exist only if there are no singular part in the
continuous spectrum of H. One of the typical results of Algebraic Scattering Theory

is the proof that

W € Hoom (H) — lim,w?e—"% =0 (88)

It is shown [11, 12, 14] that under mild conditions on the potential V this re-
sult holds; the conditions are not strong enough to prove the existence of the wave
Operators.

The potential V may contain a long range part V; and a short range part V; The
long range part must satisfy
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limlx\—)oovl(x) =0, lim\x|—>oox -VVi(x) =0 (89)

The sort range part V; of the potential may have a part V; ; that is Kato small with
respect to Hy but also another part V; , which describes highly singular perturbations
and that may be responsible for the presence of a singular continuous part in the
spectral measure of H. The theory requires that

D(Ho) N D(Vs) N D(|x[*) (90)
be dense in . For the short range part V;(x) of the potential it is required that
(Ho =22 (14 x> Vi) (Hy —2) ' € K 1)

where z is a sufficiently negative negative number which is in the resolvent set of the
three operators H, Hy , Hy + V; and K is the class of compact operators.

Notice that the decay conditions on V; are weaker that the integrability conditions
under which the Wave operators exist. It allows e.g. the potential V;(x) = £(|x| >
1)(|x|log|x]|)~" where ¢ is the indicator function.

The proofs are much simplified if one makes the stronger assumption

(I+ XDV (H -2~ e K (92)
Let P be spectral projection on the continuous part of the spectrum of H. De-

noteby D = %( p.x +x.p) the generator of space dilations. Under these assumptions
one proves [11, 12].

Theorem 4 Let H = Hy + V satisfy the assumptions above. Then in the sense of
strong resolvent convergence one has

2
t .
lim|f|%00%2() — H peont (93)
lim & =2H P 94)
|t|—o00 P -
<

One has also
Theorem 5 Let f be Fourier transform of an integrable function. Then
. X —itH
llm|t|%oo”[f(m?) — f(Ple Pl =0 95)

l:fpcont¢ — ¢ <>
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The evolution of the observables is given by the Heisenberg equation of
motion This is the basis of the algebraic scattering theory [13, 14] extended later to
Quantized Field Theory and to the Algebraic Theory of Local Observables.

Algebraic scattering theory gives less information then in the context of Quantum
Mechanics because some important tools are not directly available.

On the other hand, in an infinite-dimensional context (Quantum Field Theory), in
absence of a Schroedinger representation, it is the only instrument available. In this
approach one studies asymptotic fields that acting on the vacuum generate states that
evolve according to the free hamiltonian.

One can find in [15] a general outline of the study of asymptotic completeness in
Quantum Mechanics through the study of the asymptotic behavior of suitable class
of observables.

It can be proven that the temporal evolution in the Heisenberg representation of
a suitable class of observables under H,,,, for very long times differs little from the
evolution under Hy.

In the infinite dimensional case the observable fields can be asymptotically de-
scribed in term of free fields. By studying the asymptotic behavior of suitable ob-
servables one can show e.g.

Theorem 6 If D(Hy) = D(H) for every f € C*°(R) and every ¢ € Hon:(H) one
has

(i)
2
limy oo f (xi? ) 6= FQH) (96)
(ii)
) A1)
lim oo f (T) o= fQ2H)¢
limi oo f (Ho(1)) ¢ = f(H)9 7
<&

V. Enss uses a similar method but, working as he does in the Schroedinger repre-
sentation, he obtains accurate asymptotic estimates for the asymptotic behavior of
the solutions. For example one can prove the following theorem.

Theorem 7 ([12]) Let H = Hy+V, Hy = —A with V Kato small with respect to
Hy. If

(Ho—2) 2(1+ xP):V(H) ' e K (98)

one has, in strong resolvent sense
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. x%(1) . D(1)
llm|l|—>oot_2 = HP. llm|t|—>ooT =2H Py (99)

&
We do not here give the proof of this Theorem, but remark the following corollary:

Corollary If ¢ belongs to the continuum subspace of H then

(i)
Llim ool (I — E(uit < x < vat)e MW < H < 03)pla =0 (100)
(ii) A
VR limyoolé(lx] < R)e™ gl =0 (101)
&
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Lecture 13: The N-Body Quantum
System: Spectral Structure
and Scattering

We shall make use of the methods outlined above to study the quantum N-body
problem in its general aspects and in the asymptotic behavior. For a more complete
analysis and further references we refer to [1-4].

The quantum N-body system is a collection of N particles with masses {my}, my >
0 interacting among themselves through potential forces. The system is described by
a wave function @ (x), x =xi,...xy Xxx € R>.

Introducing in R3N the scalar product < x,y >= >, my(x, y¢) the classic kinetic
energy of the system is 7 = % < X, x >. With a suitable of units we write the
Schroedinger operator as

_ 1 3N
H=-2A+V@). xek (1)

and assume that V is invariant under translations of each argument in R>. In this
case the motion of the center of mass is free and the Hilbert space has a natural
decomposition

H=LR®R)QL'X), X={n,...x} xR, D mx=0
k

This decomposition is invariant for the evolution generated by H. We shall assume
that the potential has the structure

V) =D Viki —x),  limyooVie(y) =0 3)

i<k

It important to notice that (3) does not imply lim|,. oV (x) = 0 because there may
exist directions in which x; — x;, x; # x; remains bounded for some values of the
indices.
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This corresponds to our intuition that a N-particle system can be studied math-
ematically only if one finds first a mechanism through which in correspondence to
some initial data the systems can be subdivided, asymptotically in time, into isolated
subsystems.

It follows that to study mathematically the asymptotic behavior in time of the sys-
tem one must find directions which correspond to fragmentation in subsystems. This
requires to a description of the system not only with functions on the configuration
space (R*)V but with functions on subspaces corresponding the possible fragments.

1 Partition in Channels

This task can be accomplished by the introduction of N unit vectors a; € R*, k =
1,...N and by an analysis of the fragmentations that correspond to the translation
X — Xx + Aay for A very large.

Of course complete fragmentation is obtained only in the limit A — oo but the
assumptions we shall make on the potentials V; ; will guarantee that the error made
is negligible if \ is taken sufficiently large.

Notice thatif a; = a;, the difference x; — x;, is invariant under the given translation.
The clusters of particles are therefore described by closed subspaces Ay, . ;, of R3N
defined by

A ={aeRYN, k=1,...5 {i,j} € k < a; = a;} (4)

where I}, are disjoint collections of indices.

Within one of these subspaces the translation considered are rigid translations of
the set of points which correspond to the given partition. This partition in channels
will allow the study of the asymptotic behavior of the entire system considering
separately its projection on the different channels.

The subsets Az, 5, are aortho-complemented lattice L’ closed under intersection
and such that ) € L’. We shall always use the reference system in which the center
of mass is at rest in the origin and therefore we shall always refer to the lattice L
obtained by intersecting L’ with X. Notice that for every P € L one has a unique
orthogonal decomposition

X=PaP (5)

and therefore every x € X can be decomposed it in a unique way as
x=xp+xl, xpeP, xepPt (6)
The coordinates x” are relative coordinates within each cluster, the coordinates
xp are the coordinates of the center of mass of each cluster. Therefore one will set

> Mixt = 0 where we have denoted by M; the total mass of the kth cluster. For
example if N = 4, the cluster P is described by {1, 2}, {3, 4} and the particles have
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equal mass m one has

1 1 1 1
xp =, —n), x¥'= (xi X 5N + 37X + 577) @)

where we have denoted by , —n the coordinates of the centers of mass of the two
clusters. Notice now that for each partition P one can write

V) =V +Rpx) [Rpl < f(Ixp)s  f(8)smo0 — O (8)

The term Rp is the sum of the potentials between pairs of bodies which do not
belong to the same cluster (and therefore by assumption lim |, .cRp(x) = 0) while
the term V¥ is the sum of potentials between pairs of bodies which belong to the
same cluster. Define

1 P, P

We expect that Hp describes with fair approximation the motion of the system
when the distances between the clusters defined by the partition P become very large.

Therefore we expect that almost every initial datum ¢ one can associate functions
¢p, P € L which depend only on the x” and are such that for times ¢ very large one
has approximately

€_iHl(b ~ Z e—inl¢P (10)
P

We therefore expect that for almost all initial data in the remote future (and past)
the system can be described as decomposed into aggregates (may be not the same in
the past as in the future) each of which describes the motion of the cluster of material
points which interact among themselves and remain approximately localized in a
finite region of space.

To prove that this is the case it will be necessary (see [3-5]).

(a) To provide propagation estimates in order to show that for each initial datum ¢
the decomposition (4) becomes more and more accurate when ¢ increases.

(b) To provide separation estimates in order to show at times remote in the future
the clusters at a large distance form each other.

In order to obtain these estimates one needs a regular decomposition (e.g. by C*
functions) of configuration space which at very large distance on a suitable scale
tends to coincide with the partition in the elements P of L.

This decomposition is achieved through functions of class Fp € C*; these are
functions which sum up to one everywhere and are mollifiers of the indicator functions
associated to the given partition.

The functions Fp may be time dependent and may converge for t — oo in a
suitable sense to indicator functions.

The possibility to achieve these goals depends on the possibility to provide
accurate estimates on the spatial behavior of e=#¢ for very large times This esti-
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mates are linked to compactness estimates for the integral kernel of the operator
(H—2)7!, z € C/R and are somewhat related to the uncertainty principle which
provides, at each instant of time, a lower bound for the product of the dispersions of
e~ ¢ in position and momentum.

The partitions introduced above permit to extend to the N-body problem the esti-
mates typical of the methods of Enss and of Mourre. We remark that the possibility
to use these estimates makes the quantum N-body problem much easier that the
corresponding classical one. Indeed in the classical case the decomposition along
asymptotic directions is foo fine and this makes a measurable decomposition impos-
sible.

2 Asymptotic Analysis

In Quantum Mechanics the Hilbert space in which the system will be studied is
K = @a,,..ax ® L ((R)™) (11

where K is the number of channels, oy denotes a generic channel and n,, is the
number of particles in channel ay.

Itis clear that if at least two channels exist, the Hilbert space /C is not isomorphic in
a natural way to L*>((R*)V) and rather contains this space as proper subspace. There-
fore the analysis we will make will be an asymptotic analysis adapted to scattering
theory.

For example in the case N = 3 the possible channels are labeled

{1,2,3}, {1, 2}{3}, {1}{2, 3}, {1, 3}{2}, {1, H2}{3} (12)
In this case one has
K =L*R) & [L*(R’) ® L*(R)*)T’ & L*(R)?) (13)

The first channel correspond to bound states of the system, the three next channels
correspond to the case in which two of the particles form a bound state and a third
particle is asymptotically free and the remaining channel corresponds to asymptotic
states in which the three particles do not interact with each other. Of course for some
system one or more of these channels may not be present.

To fix ideas, we can think of the system composed of the Helium nucleus and of
two electrons. In this case the first channel will be composed of the states the Helium
atom, the second and third will be parametrized by the states of singly ionized Helium
atom and a free electron, the fourth cannel will not be present (it would consist of a
bound state of the two electron a free Helium nucleus, and the fifth channel will be
composed of two free electrons and a free Helium nucleus.
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These parametrizations (except for the first) refer to scattering states. As a con-
sequence there are two distinct parametrizations which refer to the behavior in the
remote past and in the distant future. They are both valid but, e.g., a state which
belongs to a channel composed on the remote past of a free electron and a singly
ionized He atom may in the remote future have a components in the same channel
and a component in a channel described by two free electrons and a Helium nucleus.

This explains the greater difficulty in the treatment of the N-body problem, N > 3
as compared to the case N = 2 and to potential scattering.

Before entering, even briefly, into the study of the N-body problem let us recall
some general properties of the Schroedinger operator.

3 Assumptions on the Potential

We shall make always the assumption that V be locally in L2(X) and belongs to Kato
class, i.e. there are numbers 0 < o < 1 and > 0 such that

Vol < alAgl + Blol, Vo € CF(X) (14)

Let us recall that if V belongs to the Kato class then H = —A 4 V is (essen-
tially) self-adjoint, bounded below and has the same domain as A. Notice that
V=3, Vij(xi —x) is in Ly, if Vi; are in L*(R?) and that V is of Kato class
if for all j, i the potentials V; ;(y) are of Kato class.

In this case Kato theorem assures then that the quantum dynamics of the N-body
system is well posed. Through the spectral representation of H the energy distribution
of the state ¢ is well defined.

The Hilbert space is the direct sum of the subspace Hp related to the point spectrum
of H and of the subspace H ¢ in which the spectral measure is continuous. This can be
repeated for each of the Hilbert spaces and Hamiltonians for the different channels.
Notice that corresponding to each channel (partition) P one has

H=Hp+Rp, |Rp| = f(lxp]), limsoof(s) =0 5)

where Hp is the Hamiltonian of a N-body system in which one neglect all forces
between particles belonging to different clusters. Therefore the hamiltonian Hp is
the sum of operators H; which act independently on the direct product of the Hilbert
spaces associated to each cluster.

Each operator H; satisfied the condition for the applicability of Ruelle theorem.
This theorem implies that, under the assumptions made on V, if f € L™, limy oo
f(x]) = 0 and for all z € p(H) the operator f(x)(z — H)~' is compact. Denoting
by £(R) the indicator function of the ball of radius R in R? we have

(i) ¢ € Hp < limg_oo|(I —ER))e™ ™| =0 (16)
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t .
(i) ¢ € He < lim,mz—l/ ds|€E(R)e ™M p|> =0 VR < o0 (17)
0

In order to apply Ruelle’s theorem let us remark that if V is Kato-small with
respect to H and if lim,—,V (x) = 0 then V(H + iN~'isa compact operator. To
prove this, notice that V can be approximated with a function Vi with compact
support and in the same way one can replace the function h(p) = (1 + p?)~! with
its restriction /g (p) to a ball of radius R up to an error fr(p) < 2(R* + p*)~'.

An explicit computation proves that Vi - 2(iV) is a Hilbert—Schmidt operator and
therefore V (H + i)' differs from a Hilbert-Schmidt operator by an operator with
norm bounded by C,|p|?| fx(®)| + | fx(®)|.

This term can be made arbitrary small by taking C; small and R large and therefore
V(H +il)~" is norm limit of Hilbert-Schmidt operator and hence compact. We
conclude that for the N-body potentials we are considering when analyzing the
behaviour of the system under hamiltonian Hp within each cluster we can make use
of Ruelle’s theorem.

The analysis of the different partition can be done by induction. Recall that in
Quantum Mechanics when considering identical particles the Hilbert space is a sub-
space of L*(X) which corresponds to an irreducible representation of the permutation
group.

The formalism that we are describing is adapted to these cases simply projection
the estimates in this subspaces. It is necessary of course that the operators we are
considering be invariant under permutations.

4 Zhislin’s Theorem

‘We shall now study the spectral properties of the Schroedinger operator for the system
we are discussing.

Recall that we denote by ;. (H) the collection of the eigenvalues of finite mul-
tiplicity of a self-adjoint operator H and with o, (H) the complement of 04, (H) in
o(H). One has

1 1
H =Hp+H" +Rp sz—zAp®1+1®HP, H”E—EA”JFVP (18)

where Ap (resp. AP) are the Laplace operators in the coordinates xp (resp. x*). If P
is not empty one has o (—Ap) = [0, +00) and therefore

o(Hp) = [pp, +00),  pp =info(Hp) (19)
(pep 1s the minimal energy for a system composed of the clusters described by P and

not interacting among themselves). Notice that the lower bound of the spectrum can
be lower if one takes into account this inter-cluster interaction. In fact we have
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Lemmal IfP < Q then o(Hy) C o(Hp).
<

Proof By definition Hp = Hp + Rp (. Let T be the translation operator by s € Q*
where 0* = Q — Uccg. Since Ty commutes with H one has

|(AM = Hp)Tsp| < |[(M — Ho)Y| + |Rp o Ts¢| (20)

Let A € Hp. The first term to the right in (20) can be made arbitrary small with
a suitable choice of ¢ and for the properties of Rp . The second term can be made
arbitrary small by choosing s suitably large. It follows that for a suitable choice of ¢
the left hand side can be made arbitrary small and this implies A € o(Hp). Q

Notice that for every choice of clusters the Hilbert space is always L*((R*)" but
the approximate Hamiltonians are different according to the structure of the clusters.
It follows form Lemma 1 that o (H) D [i1, +00)  j = minpsgfip.

Theorem 1 (Zhislin [1])
Uess(H) = [Ms +OO) (21)

<&

Proof We give this proof in detail, because it is the prototype of all the other proofs.
The strategy is to approximate the decomposition into clusters by means of a
regular partition of unity in such a way that for large |x| we can use the partition
given by the lattice L with a good estimate of the error made. Passing to the limit
one obtains the proof of (21).
Recall that a regular partition of the unity in X is a collection of positive and
regular functions j, € C* (we shall call elements of the partition) such that

D=1 (22)

(the choice of the square in (22) will be convenient in the following).

The partition in channels can instead be seen as choice of hyperplanes in X and
in this sense it associates to every channel (except ) a product of distributions ¢. In
order to make partitions of unity adapted to L we shall take the partitions A € L.

Roughly speaking a regular partition corresponds to smoothening the § functions
that describe P and substitute them with C* functions with support in a conical
neighborhood of the support of the corresponding distribution. The solid angle of
the cone must be finite but it may be made arbitrary small if we are only interested
in the asymptotic behavior for large times.

According to Ruelle’s theorem in each channel the outgoing and incoming states
can be seen as localized at infinity. This will lead to the asymptotic estimates we
shall describe. The following identity holds in the domain of definition of all terms
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H= jqua + l U(yv [jav H]J. (23)
« 2 «

Notice the double commutator in (23). The use of double commutators will be
important in what follows. Notice also that if the functions that implement the par-
tition were substituted by distributions, the error made would be a distribution with
support in the intersection of hyper-planes.

Recalling that >, j2 = 1 one can write (23) as

=Y joHia 5 YVl 24)

We have made use of the fact that the term [j,, H] depends only of the position
coordinates in P*. For every partition P we define the corresponding element ji, p as
follows. If P = {} (i.e. the partition considered is {x;}, ... {xy}) we setjfm =1-
>p 20 j#. If P # ¥ consider the open covering of the unit sphere S' C X obtained as

Sp={x, : x| =1, |xp| #0} (25)

and the corresponding partition of unity Jop), supp(Jap) C Sp. Notice that since
Jo(p) has compact support for every P one can find € > 0 such that if x € suppJ.p)
then |xp| > €.

The functions J, we have introduced are defined on the unit sphere. We shall
extend them to X in the following way: for |x| < 1 choose any extension which
satisfies (22), for |x| > 1 set j,(x) = Ja(lj—l).

The function that we have chosen have the following properties

Wl > 1A= 1= o) = o) (26)
Wl = 1, x € supp jory — lxlp = elx] 27)

In the case of two-body potential of Coulomb type it is easy to verify that (27)
implies for every partition P.

1
|Viar)| = O (m) Xl =00 (28)

Therefore the second term to the right in (24) is compact relative to H. In the
first term set H = Hp + Rp and notice that j,p)Rpja(p) 1 a Kato class potential with
respect to Hp which vanishes at infinity, and is therefore compact relative to Hp.
Hence

H = jourpyHpjarp) + K (29)

where K is compact relative to Hp. From Weyl theorem one derives
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P

Oess(H) = Oess |:Zja(P)HPja(P):| (30)

Remark now that for every partition P, Hp > u I (by the definition of x) and
therefore

> oy Hejaw) = 1D J2p) = H 31)
P P

From this one derives
Oess(H) C [, +00) (32)

Since we have already shown that the reverse inclusion holds, the proof of Zhislin
theorem is complete. Q

S Structure of the Continuous Spectrum

In order to achieve the asymptotic decomposition we must now study the spectrum
of H in [, +00) and in particular prove that in this region the spectrum is absolutely
continuous, property that is needed to prove asymptotic completeness.

We shall begin providing a qualitative analysis with the purpose of introducing
and justifying some a priori estimates that we will prove later.

This will permit us to focus on the new role played by the double commutators
and by the dilation group (we will study the description of the system for A large
enough after the scaling x; — \ x; for some of the coordinates.

From the experience acquired in the study of potential scattering we expect that
in each channel the asymptotic behavior of the system when t — oo approaches free
motion (the meaning of free motion is different in the different channels).

We expect also that if the wave function ¢ has a sufficiently localized momentum
spectrum one should have roughly

(fr, X hy) = %9#(1 +0@™"), t— o0 (33)

where 6 must be somehow linked with a group velocity.

Equation (33) can be written as
d? 2.~ 4
el < x° >~ 0, t — 00 (34)

One has

d2

1
ﬁ<x2 >,=<i[H,A] >, AEi[H,xz]zz(x-p—i—p-x) 35)
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whence
i[H,Al=p*—x-VV(x), p=iV (36)

From (33) and (34) if E does not belong to the point spectrum of H (in particular
if it belongs to the continuous part of the spectrum) denoting by E, the spectral
projection of H in the neighborhood A of E we expect that if A is sufficiently small
the following inequality holds

BA(H) = iEA(H)[H,AlEA(H) = (6 — €a)Ea(H) (37)

for asuitable € o such that lim_,0e4 A~ = 0. Remark that if ¢ and v are eigenvectors
of H to the eigenvalue E the following equivalent relations hold (the second one is
frequently called virial theorem).

(@, (- VVI) =0,  <¢,p’P>=<¢,(x-VV)i > (38)

We will prove (Mourre’s theorem) that (37) holds up to addition of a compact
operator. We shall see also that 0 is a function of the thresholds for H.

6 Thresholds

Definition 1 A threshold for H is an eigenvalue A of H” for some P # . It is
therefore a bound state in a non-trivial channel. &

To better understand the relation between 0 and the threshold values remark
that for energies greater than A\!' we expect to be able to construct states which are
approximately the tensor product of a bound state of H” with energy Af and a state
of free particle with momentum P in a complementary cluster. The evolution of this
state will be given approximately by

2
Pp

¢<r):e_i(2+A”)’¢p®¢>”, op € L*(Xp), Hpop = N'¢p (39)

For this state one has

<x?>~< x,z, > ~< p% > 12~ 2(E — \D)%, r— o (40)

From (40) we deduce that for this state one has %H(E ) >~ E — A if the energy is
concentrated around E.

This heuristic argument reflects the fact that if a state has energy approximately
equal to E, denoting by )\ the lower bound of the energy of the cluster P, the energy
at disposal of the other clusters is £ — \o. We expect therefore that (39) holds a part
from terms which depend only on the properties of the system at finite distances.
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The estimates suggested above on purely local properties are consequences of
the following fact: if we denote by ng(y) the indicator function of the ball of radius
R, the operator 7, (x) - 7, (P)7r, (x) is compact for any choice of finite values for
Ry, Ry, R;.

From (39) we shall conclude that the eigenvalues which do not correspond to
thresholds can have only a threshold as limit point. Since the thresholds are eigen-
values of a cluster it follows that the set of thresholds is closed and denumerable. To
give precise estimates we shall study more in detail the term i[H, A]; one has

i[H-Al=—-A+x-VV (41)

We shall assume that W(x) = x - VV (called the virial of V) satisfies all the
assumptions we have made on V. In particular we assume that V (x) be of Kato
class. Setting

WE) =D xu- Vs, (Z Vi (xi — xk)) =D Wiklxi, %) (42)
m i<k i<k

one has
lim|y\—>oosupxwi,k (xv )’) =0 (43)

Under these assumptions one can prove.

Lemma 2 (Virial lemma) If (42) and (43) hold and if ¢ and i) are eigenstates of H
to the eigenvalue E then

(¢, [H,Alp) =0 (44)
<&

Proof For the proof it is convenient to introduce a regularization of the dilation
operator A e.g.

1
A, = > [j) cxe™ ™ ey 13] , e>0 (45)

Since A, is bounded with respect to p? (this is not true for A) it leaves invariant
the domain of 5 and on this domain one has

[A, H]e_”‘2 =—e(p 'x)ze_”‘2 —e(x '[J)Ze_”c2 — ey VV(x) (46)

Since ¢, 1 € D(A,) one has by the standard virial theorem (¢, [H, A ]J¢)) = 0.
Passing to the limit e — 0 one obtains (44). Vi
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7 Mourre’s Theorem

Denote by 7(H) the collection of all thresholds. Define

O(E) = infreru, r<e 2(E — NEE — 1) (47)

where = info{\ : X € 7(H)} and & is the indicator function of R*. One has then
the following theorem proved for the case N = 3 by Mourre [5] and then extended
to the N-body case in [1].

Theorem 2 (Mourre [S]) Let V and x - VV satisfy (43). Let E; be the spectral
projection of H associated to the interval J. Then
(i) VE € R, € > 0 there exists a compact operator K such that

B;(H) = iE/[H,AlE; = (O(E) — ©E; + K (48)

(ii) The eigenvalues of H which are not thresholds have finite multiplicity and can have
only a threshold as limit point. Therefore the set T(H) is closed and denumerable. <

We shall use the notation J,, — {Ey} to indicate a sequence of decreasing intervals
which have {Ej} as limit. Multiplying (48) from the right and from the left by per E;
and recalling that K is compact and that £; —; 0 when J,, — {Ep} and Ej is not an
eigenvalue of H we conclude that if E is not an eigenvalue then

limy— oo || KEy, | = (E;, K*KE;,)'* = 0
and therefore if J is sufficiently small
B;(H) = (O (Eo) — €) (49)

Proof of Mourre’s theorem
We proceed by induction. The result holds if P = @. Suppose that it holds for H?
with P > J (the symbol > denotes the partial ordering in the lattice).

In this case E, (H") are the eigenvalues of HY VQ > P and the threshold ® (E)
is defined relative to E(H"). Therefore (48) reads

B;(H") > (O(E) — ©E;(H") + K on L*(H") (50)
By(H?) = iE;(HP)[H?, AP i[H?,AP]1= —AF — (xF - vVP D))
vP= > v, (51)

i,jea(P)
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We have denoted A the generator of the dilation group on the variables x”). If
the theorem holds for H” it follows from that if E is not an eigenvalue of H? then
B;(H?) > (OF(E) — €)E;(H") and therefore since ©F(E) > O (E)

B;(H") = (O(E) — O E;(H") (52)

Let now E be an eigenvalue of H” with projection operator I75. We must prove
(52) with ® (E) = 0. The dimension of IT g may be infinite.

Choose an increasing sequence of projection operators P, < ITL that converge

strongly to ITf. Since E is an eigenvalue, from the virial theorem one derives

By = (I —,)B,(I — I,) + (IT,B,(I — ITy) + (I — I1;))B, Iy (53)

From (52) and (53)
By > —¢E; + (1 — I,)K(I — I1,) — 2||I1,B;E;(I — IH)||I
> —¢E; — [|K(ITf — M| — ||KE;(I — T
— 2||[T,E;(I — IE|I(I — I1,)B;(I — Iy)
+ (I,B;(I — IT5) + (I — IF)B, Iy (54)

Since K and I1,B; are compact and since E;(I — I1 }; ) converges strongly to zero
when J — {E} one can choose first n sufficiently large and then J sufficiently small
in such a way to obtain (52) also when @ (E) = 0.

We want now to improve on this estimate and prove that for any open set S C
R, E € S and for any given ¢ > 0 one can choose § > 0 in such a way that for all
E € S and |J| < § one has

B;(H") = (O(E + ¢) — 2€)E;(H") (55)
Indeed of this were not true, the inequality would not hold for a sequence
En — E, En € S, En € Jn’ limn—>oo|~’n| =0 (56)

Choose n so large that |E, — E| < ¢/2. It follows from the definition that & (E +
x) < ®(E) + x for all x > 0 and therefore

3
@(E)z@(En+e>—e+E—ENz@<En—e)—{ (57)
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Keeping into account that |J,| < |J| By(HF) > (O(E) — ¢/2)E;(H?) we derive

By(H") = (O(E, + ¢) — 20)E;,(H") (58)

and this proves (57). In order to give an estimate for B, (H) we must now supplement

(57) with an estimate B;(H“). To achieve this we prove that for every E € R and for
every € > 0 there exist an interval J containing E and such that

B;(Hp) = (O(E +€) — 2¢)E;(Hp) (59

To prove (57) take Fourier transform with respect to x,. In this representation

vectors in L2(X) are represented by function in L?(X,,) with values in L2(X®) and
one has

(Hpp) (k) = (K* + H)(k), (Ej(Hp)Y)(k) = Ej_2(H" ) (k)
i((Hp, Al) (k) = (k* + ilH", APy (k) (60)

Set ¢ = E;j(Hp)1). Therefore

(¢, By(H")p) = / [(p(k), (K* + By_2(H")) p(k)1dk (61)

Xp
where we have denoted by (, ) the scalar product in L? (5(1)) and with [, ] the scalar
product in L2(X"). Since H is bounded below the integrand vanishes outside a
compact set. From (57) one derives

(K +OE —k* +€) = 20|I¢p(0)|* = (O +¢) —20)|lp®)|]*>  (62)

and this completes the proof of (61). To conclude the proof of Mourre’s theorem we
use now the localization formula we have discussed above

. , | : . 1 .
H = Z]a(P)H]a(P) + E[Ja(P) Vaw), H1l = Z]a(P)H]Ct(P) —3 Z [Vjar|* (63)
P P P

where {j,(p), } is a partition of unity by means of C* on X. Choose f € C*°, real
valued and such that f = 1inJ, E € J. Then

if (H)[H,Alf(H) =i Y f(H)jo[Ha, Alio f (H) + K (64)

where K is compact. We shall prove

L= f(H)jaur) —Jjar f(H) €K (65)
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Given (65) Eq. (61) reads
if (H)[H,Alf(H) > (OE +e) —20) f*(H)+ K (66)

Multiplying both terms by Ej, one has By, (H) > (O (E + €) — 2¢)E;, + K. This
inequality is equivalent to (48) if E is not an eigenvalue (indeed if E is not an
eigenvalue one has O (E + ¢) = O(E) if € is sufficiently small).

To achieve the proof of Mourre’s theorem we must therefore prove (65). Let f
the Fourier transform of f and define Rp = (i + Hp)~!. Therefore

LRp = /dl‘f(f)e_ifH(]'a(P) —e™jopye ™Ry

=i / dtf (1) / e 1= goisHr (67)
0

K = (Hjup) — joryHaeyRap)) = (D7, jor)] — japylae)Raep) (68)

and we have proved that this operator is compact. Since |LRp| < C||K]|| it is suffi-
cient to consider the case in which K has rank one, i.e. K1) = (u, ¥)v. But then the
integrand reads

Y= f@ ey (69)

which is norm continuous both in ¢ and in s. Therefore LRp is compact. Set f(x) =
(i +x)g(x). Then the operator

gH)jorpy — japyg(Hy) = LR, + gH)(P*, jor)IRp + jaryIpRp) (70)

is compact. Since g was arbitrary (65) is proved. This concludes the proof of Mourre’s
theorem. ©

Mourre’s theorem is useful both for giving a priori estimates for the exponential
decay of the eigenfunctions of H and for proving the absence of singular continuous
spectrum and asymptotic completeness in the N-body problem. A typical estimate
of the asymptotic behavior of the eigenfucntions is given in the following theorem,
which we will state without proof.

Theorem 3 (Froese—Herbst I [4]) Under the hypothesis of Mourre’s theorem, let
H¢ =E¢ and let a = sup {b € R, ¢ € L*(X)}. IfE + %az is finite, then it is a
threshold for H.

Remark that both Froese—Herbst’s theorem (and the ones that we will state later)
can be proved along the lines of Mourre’s theorem under the following assumptions
on 'V and on its virial.

(i) V belongs to Kato’s class.
(ii) For every non-trivial partition P when x is sufficiently large one has a decompo-
sition.



308 Lecture 13: The N-Body Quantum System: Spectral Structure and Scattering

V) =VERD) +1p(0),  Ip@)] < f(lxe]) (71)

with lims_, ~ f (s) = 0. In the case V = ij V; j(xi — x;) these conditions are satis-
fied if each term in the sum is of Kato class and vanishes at infinity. &

8 Absence of Positive Eigenvalues

From the theorem Froese—Herbst I one derives an important result.

Theorem 4 (Froese—Herbst II [7]) Under the assumptions of Mourre’s theorem H
has no positive eigenvalue. <

Proof From Theorem 3 we know that if H has no positive thresholds and H¢ =
E¢, ¢ € L? then
eMop(x) € L2(X) VYa >0 (72)

By induction starting with o = X it is enough to prove that if (74) holds, then
there are no positive eigenvalues. Choose py such that

/ () P < / 6P (0dx (73)
r<po

r>2p

and choose F(r) € C* with the property
F(ry<r, Fry=0 r>rp— Fr)=r (74)

Set ¢q(|x]) = e D gl D »~1 From (74) one derives f‘ka dx|pa(0)|* <

e~2m  Notice that there exists ¢; > 0 such that for everya > 0
(bas Hpo) > E + a*/2 — cra’e™ 2" (75)

Indeed set H, = ¢*"He ™ = H — §|VF|2 + i§(VF - p+ pVF). One has

2
Hoby = Eda. (0 Hou) = E + %(qsa, IVFL¢,) (76)

and |[VF| = 1 for |x| > po. Therefore

[(Gas IV f1Pha) — 1] < cre™2em (77)

from this one derives (76).
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In the same way we can estimate i(¢,, [H, A]l¢,). One obtains

i(¢a, [H, Al¢a) = %(Gﬁa, [IVFI%, Al¢a) — 2aRe($a. YAGa) 7= S (VF p+p-VF)

(78)
The first term in (79) is bounded by c2a?e=% _ For the second term
. d Xy
2Re(Pa, YADL) = pr(xiF | + Fpxi) — EF,II - EF,llk (79

The first term in (79) is positive and the remaining two are bounded. Therefore
there are positive constants c;, c3 such that

i(Gas [H, A1) =< P? >4 — < x, VV >,< 2@’ + acy (80)
where <, . >,=< ¢,, .¢, >. Subtracting (75) from (80)

[P a 2 -2
3 <p >,—<V>,—<x-VV >,< —E—?—l—(cl—i—cz)ae M+ acy
(81)
Inequality (81) leads to a contradiction. Indeed the term to the left is bounded
below for every value of the parameter a because both V and x - VV are small
relative to p?). The term to the right diverges to —oo when a — oo. Since the only
assumption we have made is Hp = E¢, ¢ € L>(X), E > 0 we conclude that there
are no positive eigenvalues. vV

A second important consequence of Mourre’s theorem is an accurate estimate
of the rate at which the essential support of the states in the continuous part of the
spectrum of H leaves any compact in X (dispersive estimates).

As a corollary of the estimates we shall prove that there is no singular continuous
part of the spectrum.

From the local compactness (expressed in Mourre’s theorem) it follows that if ¢
belongs to the continuous part of the spectrum then

lim oo|Ege™ ™ p| = 0 (82)

Remark that Ruelle’s theorem implies only convergence in the mean.

Under further assumptions on the potential it will also be possible to estimate the
rate of convergence. Equation (82) can also be proved if one makes the assumption
that the second virial (i.e. [[V, A]A]) satisfies the assumption made for the potential
and its first virial. For potentials of theform V = >, i Vij (x; — x;) this new condition
means that for each pair i # j the function (x; — x_,-)ZV2 Vij(x; — x;) be a Kato class
potential.
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The following theorem is useful to prove that in the N-body problem under the
stated conditions on the potential the singular continuous part of the spectrum is
empty.

Theorem 5 ([2, 5]) Assume that V (x) and x - V'V satisfy the hypothesis (i) and (ii)
of Mourre’s theorem and assume also that the second virial is bounded. Denote with
S the collection of the thresholds and eigenvalues of H. Then if E;¢ = ¢ for every
a > 1/2 and compact J in R — S one has, for a suitable constant c¢4(J, a)

/ di|(1 + 2P MG < ey, )| (83)

o0

<&
We shall not prove this theorem but we shall state and prove a corollary.

Corollary If the conditions in Theorem5 are satisfied, then the singular continuous
spectrum of H is empty.
<&

Proof Let f € Ci° and ¢ = E;¢. From (82) one derives

1
2

(0 + D% f(H) S| < /dtf(t)l(l + PG < flldl  (84)

Taking point-wise limits this inequality extends to the characteristic functions
of bounded Borel sets. Therefore ¢ € H, ... Since R — S us open the states which
satisfy ¢ = Ej;¢ for some compactJ € S+ span the range of Eg_s. As a consequence
the range of Eg_g is contained in H, .

On the other hand the range of E contains all bound states since S is denumerable
and contains all eigenvalues. Q

We shall now use Theorem 5 to derive inequalities which will be useful in the
proof of asymptotic completeness.

Lemma3 Set R = (i+ H)™'. IfAR"(1 +x)? is a bounded operator for some
a > 1/2 m > 1 then for every compact J C R — S one has

/ N |Ae ™ E;(H)Y)* < clo|? (85)
0

<&
Proof One has
Ae ™ E;(HY| < |AR™(1 4+ x| - [(1 +xD)2e ™E;(i + H)"E;¢I*  (86)

Ifa> % the second factor is less than c;|¢|. Vi
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In the following it will be convenient to make use of the following notation
A= 0,(Ix|™) < AR™(1 + [x|)?2 € B(H) (87)
and also of the following inequality
A = 0o(x|™") < Api = 01(|x|™*) Va = max(1, b) (88)

To prove (88) set < x >%= (1 + |x|?)Z. Making use of [<x >% R]=
R[< x > H]R one has

AR < x >= A <x > iR+ Alpi, < x >“IR+ piR[< x > HIR  (89)

Ifa < 1all the terms in the right-hand side are bounded. They remain bounded a <
band A = Og(|x|~?). This proves (88) A further important consequence is contained
in the following lemma.

Lemma 4 Suppose that the operator A can be written as A = B - C where B and C
are O,,(|x|~%) for some a > % Then the following limit exists

T
limr— oo / dtE;(H)e™Ae ™ E;(H)¢ (90)
0

Proof Denote by ¢(t) the integrand in (92). Then

| / Al SO = supei] / d (W, 1
T T
< supiyi_1| / " dt|BE, (Hye "y / "t Ce T E (Y O1)
T T

By assumption J is separated from the eigenvalues of H and also from the thresh-
olds. Therefore the first factor is bounded and the second converges to zero as
t, T — 00. )

9 Asymptotic Operator, Asymptotic Completeness

We want now to use these estimates derived from Mourre’s theorem to prove asymp-
totic completeness in the N-body problem if the potentials V; ;(x; — x;) are of short
range and satisfy a further regularity property that we will state presently.

Definition 2 (short range) The potential V (x) is short range if, for every partition
« one has for |x,| sufficiently large
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V(x) = Vi xa) +J &Y, @D = X7 p>1 (92)
We have set |x,| = min; ¢ (mm) /> (m; + my)~'/?|x; — x| where with the sym-
bol x; L x; we mean that x; and x; belong to different clusters. &

Under the conditions for the applicability of Mourre’s theorem and if all potentials
are of short range one can prove asymptotic completeness. An important role has the
following theorem of Segal and Soffer; we only outline the proof (see [6, 8]).

Theorem 6 (Sigal-Soffer) Assume that V (x) is short range, satisfies the conditions
in Mourre’s theorem and moreover that

IVIp)| < ¢ |xpl™, p>1 93)
Then H* = H. = H,, and each orbit in these spaces has the asymptotic behavior

r=eMp~ D e (1 MMz(H")) ¢p (94)
P#{D}

where I1g(Hp) is the projection operator on the bound states of channel P and we
have used the notation

u(t) = v(t) < lim_, o lu(t) —v()| =0 (95)

<&

fVx) =2, o Vijxi —x)) the conditions for the validity of the theorem of Sigal—
Soffer are that each V;; be small in the sense of Kato with respect to the Laplacian
and for every term of the sum one has

ViDL IV <clyl™, pn>1 (96)

We shall give only a brief outline of the proof of Theorem 6. The proof uses
iteration starting with the partition which has no bound states. An important role is
taken by the generators of partial dilations in which only part of the coordinates are
dilated.

More precisely, if one wants to analyze the asymptotic behavior in time of a
given decomposition P in clusters one makes use of the generator of dilations of the
center-of-mass coordinates of the clusters.

This has the effect that, roughly speaking, the evolution of the cluster P according
to the full hamiltonian and that according to H” tend to coincide. The method of
Mourre is efficient because of this property.

The proof of the Sigal-Soffer theorem is therefore based on the construction of a
collection of observables which commute locally with the hamiltonian H and have
the property that their evolution gives a control of the asymptotic behavior of the
system in the various channels.
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An important role is played by the asymptotic behavior in time of the operator
vp = i[H, gp] where gp are smooth functions that characterize a regular partition
asymptotically linear (so that on a large scale it is similar to the partition according
to hyper-planes).

Onehas~y = 7y + >_p 7p Where for each P we have denoted by 'y,jf an approximate
dilation operator that is used to describe the asymptotic behavior of the solution of
the Schroedinger equation in the P sector.

Correspondingly we introduce the asymptotic operator

Vo =5 = lim_ 10 ype ™ E o (Hp) 97)

Is easy to prove that v maps H 4 into itself and on H 4 the relation v* = >, fy;,”
holds. Every vector 1) € H 4 can be written

=70, ¢eHa (98)
P

and therefore

O = efisz ~ Z,YpefitHd) _ Z efitheith,yPefizH(zs ~ efithdJP (99)
P «

where ¢)p = W, ¢ and W, is the wave operator in channel P
Wi =5 — lim_ oo™ ype ™ E A (H) (100)

From this one develops an iteration procedure that leads to the proof of the Sigal—
Soffer theorem and asymptotic completeness.

References

1. W. Hunziker, I. Sigal, The general theory of N-body quantum systems, CRM Proceedings and
Lecture Notes, Am. Math. Soc. 8, 35-72 (1995)

2. M. Reed, B. Simon, Methods of Modern Mathematical Physics, vol. 4 (Academic Press, New
York, 1978)

3. W. Hunziker, I.M. Sigal, J. Math. Phys. 41, 3448-3510 (2000)

4. R.G. Froese, I. Herbst, Duke Math. J. 49, 1075-1085 (1982)

5. E. Mourre, Comm. Math. Phys. 91(83), 279-300

6. L Segal, L. Soffer, Comm. Math. Phys. 132, 73-101 (1990)

7. R.G. Froese, 1. Herbst II, Comm. Math. Phys. 87, 429-447 (1982)

8. I. Segal, I. Soffer, Ann. Math. 1126, 35-108 (1987)



Lecture 14: Positivity Preserving Maps.
Markov Semigropus. Contractive
Dirichlet Forms

In Volume I we have remarked that in order that the operator U = —A + V be
self-adjoint the conditions on the positive part V of V are much weaker than the
conditions on its negative part. In particular it not required that V, be small with
respect to the laplacian.

Notice that, as multiplication operators, the positive function preserve positivity.

This trivial remark admits a non trivial extension, since the multiplication opera-
tors are not left invariant, as a set, by a generic transformation in the Hilbert space H
while the property to be small with respect to another operator (e.g. the Laplacian)
does not depend on the representation.

In the case H = L*(X, dp) and V is the cone of positive functions, by using
properties of the Laplacian (e.g. to have a resolvent that is described by a positive
kernel), it is possible to associate to e~ a stochastic process, a modification of
Brownian motion.

We are led therefore to consider the case in which in the Hilbert space there exists
a convex cone V that is left invariant by a suitable class of transformations.

1 Positive Cones

Let Y be a linear topological space and consider in Y a strict convex cone generating
cone K (Y is spanned by the convex combinations of the element in —K U K). Let
Ky be the interior of K. We shall call positive the elements of K, strictly positive the
elements of K.

Definition 1 (preservation of positivity) We say that a map 7 of Y into itself is
(1) positivity preserving if T(x) € K for every x € K.
(ii) positivity improving if T (x) € K, for every x € K. <&

We shall study in some detail only the case Y = L?(X, dy1) where X is a measure
space, and we often specialize to the case in which X = R?,d < 400 and p is
© Atlantis Press and the author(s) 2016 315
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Lebesgue measure. In this case K will be the cone of positive-valued functions and
Ky will be the cone of functions that are strictly positive in very compact.
Analogous results are obtained in the case Y is a C* algebra and K is the cone of
its positive elements.
We shall consider only linear maps. In this case Definition 1 takes the form

Definition 2 The operator 7 on L>(X, ) is
(1) positivity preserving if f > 0 implies (7f)(x) > 0
(ii) positivity improving if f > 0 implies Tf (x) > 0 on compact sets. <

Definition 3 (ergodic) The operator T on L>(X, j) is ergodic if it is positivity pre-
serving and for any positive function g and strictly positive function f there exist an
integer n such that (f, T"g) > 0. <&

Note that if 7 is positivity improving, it is ergodic since the relation is satisfied
for every integer n. If x — ¢(t, x) is a dynamical system in X, the evolution f —
T,f (x) = f(o(t, x)) is positivity preserving but not improving.

One can prove that the semigroup 7 is ergodic iff the dynamical system is ergodic
in the traditional sense (the only invariant sets are the empty set and X).

The evolution described by the semigroup ¢4 on L>(R?, dx) is positivity improv-
ing. For every t > 0 one has

() (x) = Cn/e_%f(y)dy >0 Vx (1)

and the integral kernel of e’4 is strictly positive. If H is self-adjoint and positive, the
semigroup e~ is positivity preserving (resp. improving) iff (H + A\)~', A > 0 has
the same property.

This is a consequence of the following identities

o0 t —n
H+N"'= / eI NGy e HEN — i, (1 - —(H+ /\)) (2)
0 n

Lemma 1 If i is absolutely continuous with respect to the Lebesgue measure and
T is positivity preserving, then |Tf|(x) < T(|f])(x) Yf € L*(R", dx) (the inequality
is understood to hold a.e.). <&

Proof By density it is sufficient to give a proof when f is continuous. If f is real
valued |f|£f > 0. Since T is linear and positivity preserving, T'|f (x)| = |Tf|(x) > O.
Therefore T|f (x)| > |Tf|(x).

If f is not real valued, |f(x)| = supgeQRe(emf (x)) (Q is the set of rational num-
bers). Since Q is denumerable and f is continuous
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supgegRe (e Tf (x)) = TsuppeoRe(e"f (x)) < T|f|(x)

2 Doubly Markov

Definition 4 Assume g finite. A bounded positivity preserving operator 7 which
satisfies
To=1t, T'v=1, ux)=1 Vx 3)

is said to be doubly Markov. This notation is due to the fact that ¢ is an eigenfunction
to the eigenvalue one for both T and T*. <

Lemma 2 [fT is doubly Markov then
HTfllp < Ifllp 1 =p=<+o0 “4)

(T is a contraction on L for 1 < p < +00) <&

Proof By interpolation it suffices to give the proof when p = 1 and p = +o0. If
f=0Tflli = (t, If) = (T*t, f) = (t,f) = |If]l1- If f is not positive, from the
preceding lemma [| 771 < [IT[fll:] = [fl]1-

Iff, ge L>,f >0, g = 0then (f, Tg) > 0. It follows that also T* is positivity
preserving, and therefore ||T*f||; < [|[f]]i. By definition ||g|lcc = supy,iri;,=11(g, )]
and therefore

NTglloo = supy, ip,=11(Tg, )| = sups yip,=11(g, T < supys jir+p1,=11(g, )l

= 191l ®)
V)

We remark that the integral kernel 7 (x, x") of a doubly Markov operator can be
used to define the fransition probability of a stochastic process, in analogy to what we
have seen in the cases of Brownian motion and of the Ornstein—Uhlenbeck process.

We shall see in this Lecture (Beurling—Deny Theorem) that if the quadratic form
associated to H has suitable contraction properties then e (x, x’) defines a doubly
Markov semigroup. We shall describe now the relevant properties of the positivity
preserving operators.

Theorem 1 Let the operator T be bounded, closed and positive on L*(X,d w). LetT
be positivity preserving and assume that ||T|| be an eigenvalue (and then the largest
eigenvalue). The following statements are equivalent to each other

(a) ||T|| is a simple eigenvalue and the corresponding eigenfunction ¢y can be chosen
to be positive.
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(b) T is ergodic.

(c) L U{T} is irreducible i.e. if a bounded operator A commutes with T and with the
operator of multiplication by any essentially bounded function, then A is a multiple
of the identity. <&

This theorem is an extension of the classic Frobenius theorem on matrices; L™
takes the place of the collection of matrices which are diagonal in a given basis.
Proof of Theorem 1
(a) implies (b)

LetB = H_;H’ and let A, be the eigenvalues B in decreasing order. By assumption

=1, <1 Vn>1 (6)

It follows that s — lim B" = Py, the orthogonal projector onto ¢,. Therefore for
¢ € L*>(X, d) one has

lim (¢, B"9) = |(¢. ¢o)I* > 0 (7)

(the last inequality follows because ¢y is strictly positive on compact sets). Therefore
there is at least one ny such that (¢, B"¢) > 0.
(b) implies (c)

Let the closed subspace S € L™ be left invariant by L> and by T. If f € S define

gx) = l?ggl if f(x) # 0. Then g € L™ and gf = |f| € S. In the same way one

proves that if g € S* then also |g| € S*. But then (|g|, T"|f|) = 0 Vn and therefore
f=0.
(c) implies (a)

Let ¢ be eigenfunction of T to the eigenvalue ||T||.

From Lemma19.2 it follows that also |¢(x)| is an eigenfunction to the same
eigenvalue, because (¢, T¢p)| < ||T]|| for any ). We must prove that for every
compact K one has infic|¢o(x)| > 0.Let I' = {f € L*>,f¢ =0 a.e}.

By construction I” is a closed subspace invariant under multiplication by L*
functions. Let I' = Iy — I +ily —ily, Iy = {f € I, f(x) = 0}. Then
TI'y C I'y because if f € Iy one has (Tf, |¢]|) = (f.T|o|) = ||IT||(f, |¢]) = 0.

Analogous inclusions hold for the other three terms in the decomposition of I.
Therefore TI" C I

From (c) one has the alternative I = {0} or I" = L?(x, dy1). The second alternative
is excluded because ¢y ¢ I'. Therefore I” = {0} and this implies that no function
f € L? such that a.e. f (x)¢o(x) = 0.

Uniqueness follows because it is not possible for two functions to be strictly
positive and orthogonal to each other.

o
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3 Existence of the Ground State

‘We make now use of Theorem 1 to prove the following result which provides neces-
sary and sufficient conditions in order that the ground state be simple. Later we shall
give necessary and sufficient conditions for the existence of a ground state (here we
assume existence).

Theorem 2 Let H be self-adjoint and bounded below. Let E = inf o(H). The
following statements are equivalent to each other

(a) E is a simple eigenvalue and the corresponding eigenfunction can be chosen to
be strictly positive.

(b) There exists X < E such that (H — X\ I)~" is ergodic.

(c) There exists t > 0 such that e~ is ergodic.

(d)V\ < E the operator (H + X\)~! is positivity improving.

(e) Nt > 0 the operator e is positivity improving. <&

Proof From Theorem 1 we know that (a)—(c) are equivalent to each other, that (d)
implies (b) and that (e) implies (c). We shall now prove the two remaining implications
(c) implies (d)

By assumption there are sp > 0 and non-negative functions #, v which are not
identically equal to zero such that (u, e=**v) > 0. By continuity (u, e~*#v) > 0
when s is in a neighborhood of sy. Then

(u, (H+N"1v) = / eMu, e Mv)ds > 0
0

and therefore ((H + A\)~lv)(x) > 0 Va.
(c) implies (e)

Let u, v be non-negative functions not identically equal to zero. Define N' =
{t > 0 (u, e=™Mv) > 0}. The function (u, e~ v) is analytic in a neighborhood of R*
therefore the set ((0, 00) — N') cannot have 0 as accumulation point. It follows that
N contains arbitrary small numbers.

In order to prove that N = (0, +-00) it suffices therefore to prove that > s, s € A/
impliest € V. Letsy € N. By assumption (&, e~ v) > 0and then it(x) (e~ v) (x)
is not identically equal to zero.

Let w(x) = ming{u(x), (e™*¥
ing

v)(x)}. Since the operator e~ is positivity preserv-

e (M) > (e w) = (e Mw) > (w, e Mw) = e Tw| >0 (8)

It follows that if # > 0 and s € N then t + s € N. This ends the proof of
Theorem?2 Q

Example LetA > cI, ¢ > 0an operator on H; = L*>(R?) and denote by H = dI"(A)
on H = I'(H,) its second quantization. Identify H with L*(X,d w) for a suitable
measure space X, [.
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In Quantum Field Theory H, is the one-particle space (e.g. L*>(R?)), A is the
one-particle hamiltonian, X is a space of distributions in R* and 1 is a Gauss measure
on X. Denote by §2 the vacuum state in Fock space. By construction

HQ2 =0, Hgi>cl )

Therefore H has a ground state which is simple and can be chosen positive. From
Theorem 2 one derives that if e~ is positivity preserving, then I"(e™") = ¢~ is
positivity improving in L>(X, d ). &

We apply now Theorem 2 to the N-body problem in Quantum Mechanics.

Theorem 3 Let H be the hamiltonian of the N-body system in the frame in which
the center of mass is at rest. If the infimum of the spectrum is an eigenvalue, then this
eigenvalue is simple, and the corresponding eigenfunction can be chosen positive. <

Proof According to Theorem 2 it is sufficient to prove that e~ is positivity preserv-

ing and that {¢~" U L>®(R*N—3)} is irreducible. We know that both statements hold
forHy= -2, A,. Set Vi{\]’-(x) = inf{N, V;;(x) if |V, ;}. Then e VW ¢ 1% and is
invertible.

Therefore the algebra A generated by e together with the elements
of L®(R3N=3) (considered as multiplication operators) is irreducible. Moreover
eI HFE V) g positivity preserving (use Trotter—Kato formula and remark that
each factor has this property).

It is easy to verify that 3, ; Vf}’ converges in L, when N — o0, to 20 Vi
Therefore when N — oo Hy + >, ; Vivj converges in the strong resolvent sense
(and therefore in the strong sense for the associated semigroups ) to Hy + Z,’, ; Vij-

—t(Ho+ V)

Since the strong limit in L? preserves positivity and A is weakly closed , the proof
of Theorem 3 is complete.
VY

Recall that if 7' is bounded and doubly markovian on L*(X, dyu) with y finite
measure, then T is a contraction on all L”, 1 < p < oo.

We now introduce a stronger condition on 7', namely we require that 7 be a
contraction from L” to L9 where p and ¢ are positive constants, with p < q.

Recall that , since the measure has finite total weight, one has always [[.||, > [|.|I,
if p < ¢ and the inequality is strict unless the measure is carried by a finite number
of points.

4 Hypercontractivity

Definition 5 Let (X, 1) a measure with finite total weight. A bounded operator T is
said to hypercontrative if there exist ¢ > 2 such that T be a contraction from L? to
L (ie. Vf € L7 |Tfly < If]2) 3%
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The importance of this notion is given by following theorem.

Theorem 4 (Gross [1]) Let H > 0 be the generator of a positivity preserving semi-
group and suppose that there exist ty > 0 such that e~ is hypercontractive between
L? and L*.

Then
(1)inf o(H) = E is an eigenvalue.
(2) The eigenvalue E is simple.
(3) The corresponding eigenfunction can be chosen positive. <&

Proof 1t follows from Theorem 3 that it suffices to prove point (1) since the (2) and
(3) follow. Consider a finite partition o = {S1, ... Sy} of X, i.e. a finite collection of
measurable sets such that

UpSa=X, SinNSi=0 itk (10)

Denote by £(S;) the indicator function of S; and call P, the operator

1
(Pof)(x) = Z /TSE(Si)(X) : J ) p(dy) (1)

i

Then one easily verifies that
(1) P, < Pgifthe partition 3 is finer that « and P, converges strongly to the identity
when the partition is refined indefinitely.
(2) P,, is positivity preserving.
(3) P, is a contraction on every L” as one sees by interpolation: by construction
[Pofloo < |f]so and P, contracts in L' because it is symmetric and Pyt = ¢.

SetA = e " and A, = P,AP,. From properties (1)-(3) one derives (the notation
lim,_, o, indicates the limit when the partition if refined indefinitely)
(@) s — limy00Aq = A
(®) [|A]] = limq— oo ||Aal|
(c) for every ¢ e L? there exists an integer K such that |A,¢|s < K [|Al|]®]2

Property (c) follows from (a) to (b) and the assumptions we have made on e~/

For every finite partition we can identify the operator A with a N x N matrix that
preserves positivity. From the Perron-Frobenius theorem follows the existence of
¢ € P,’H such that

Aata = ||Allada (12)

Normalizing this vector with |¢], = 1 it follows from (¢) |¢p,]a < K. Holder
inequality gives

1 2 1
[Pal2 < [PalilPaly Pl = / [al () dp(x) > e (13)
X
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The unit ball in L>(X, dy1) is compact for the weak topology, and we can extract
a sequence ¢,, with oy, < a4 that converges weakly to ¢ and it follows

|®ali E/¢adu—>/¢(X)du= |®l1 (14)
X X

Notice that ||@]]; > % and therefore ¢ # 0. On the other hand, (a) and (b) imply
for every element v € L2(X, du)

(W, Ad) = (AY, @) = limz(Ath, pp) = lims||Al|5(, ¢p) = [IAlI(W, @) (15)

Since this relation holds for every ¢ one derives A¢ = ||A[|¢.
o

Remark that if the measure space has total measure p(X) > 1 and
|Adly < M|, M >0 (16)

an analysis similar to that presented above [1] proves that if ||A|| is an eigenvalue of
T its multiplicity m is bounded by

m<m=(li)ﬁ (X) (17)
=m=\gm) "

The proof makes use of the fact that for every solution of A¢ = ||A||¢ one has

T\ 2
(9, ¢) = (7) (18)

From this one derives that the number of orthogonal solutions cannot be greater
than M. @

We study now conditions on the operators A and B under which if A has the
properties we are considering (preserve or improve positivity, being doubly Markov,
be hypercontrative...) also the operator A + B has the same property.

We are particularly interested to the case A = —A and B is a multiplication
operator by a function V (x).

Theorem 5 Let H = L*(R, w), Hy > 0 where p is absolutely continuous with
respect to Lebesgue measure, and assume (Hy + \) ™! is positivity preserving for all
A > 0. Let U(x), — W (x) be real positive functions. Denote by Q(H) the form-domain
of the operator H.

Let Q(Hp) N Q(U) be dense in H and let W be small with respect to Hy in the
quadratic-form sense. Define

H=Hy+U~+W (19)
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as quadratic forms. Let A\ be the infimum of the spectrum of Hy + W. Then for
A\ > )\ the operator (H — \ I)~! is positivity preserving. <&

Proof Denote by np the indicator function of the set F. Set

Ur(x) = um<c@)UX), Wi = wa)<n (X)W (x) (20)

Consider
Hip=Hy+ U+ W, 2D

Since U; and W), are bounded the series

Hep +AD™" = Ho+AD™ D [(Ue+ VidHo+ADT'T (22)
n=0

is absolutely convergent for A sufficiently large and each term in the series preserves
positivity. Butif Hy+W > —b I for each value of the parameter . one has Hy+ W), >
—b I. It follows that Hy j, + b is invertible and

Hux+b D7 = Hyp + 2D (1 + D [\ = b)(Hyy + b 1)—‘]”). (23)

The series converges uniformly and each term preserves positivity. Therefore
(Hjx + b I)~! preserves positivity for b > Xy with \g the infimum of the spectrum
of H+ W.

Since the cone of positive functions is weakly closed, to pass to the limit 2, k —
oo it is enough to prove that Hj, ; converges to H in strong resolvent sense.

This has been proved, under the assumptions of Theorem 5, in Book I (convergence
of operators). V%

Remark that the (open) cone of strictly positive functions is not closed under weak
convergence. Therefore even if each of the resolvent of each of the Hj ; improves
positivity this needs not be true for H.

Recall also that in the Feynman—Kac formula for the proof of the self-adjointness
of Hy + V an important role is played by the requirement that Q(Hy) N Q(V) be
dense in H.

Theorem 6 Let H = L>(X,dw) Hy > 0 Hypo = 0, ¢o € H and let ¢ be
strictly positive. Assume that (Hy + X\ )~ be positivity preserving for each X > 0.
Let V(x) >0, (¢o, Vo) < +00. Then D(Hy) N D(Vy) is dense in H and therefore
Q(Hp) N Q(Vy) in dense in 'H. &

Proof Define L3> = {f : +f < t¢o}forsomet > 0. Notice that from ¢o(x) > 0 Vx
it follows that Lg;’ is dense in H and also that

(Hy+AD7' LY C LY (24)

o
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Indeed (Hy + A D7'f < t(Hy + X D)7'¢g = %¢o. By assumption V €
L'(X, qﬁé (x))dx) and therefore ng C Q(V). Therefore

(Ho + A I)"Lg‘; C D(Hy) NQ(V) (25)

Since L’ is dense in H we conclude that (Ho + A I)_ng‘g is dense in (Hy +
AD~"H = D(Hy). <&

As a consequence of Theorem 5 and of the theorems we have proved for quadratic
forms we know that H + V is self-adjoint. We prove now that D(Hy) N D(V) is a
core for it.

Theorem 7 Let Hy > 0, ¢y € L?, ¢o(x) > 0 and suppose that (Hy + X\ )~ is
positivity preserving. Let V € L*(X, ¢3dx). Then Hy + V is essentially self-adjoint
on D(Hyp) N D(V). <&

Proof We must show that D(Hy) N D(V) is dense in D(H) in the graph topology.
We know that if ) is sufficiently large (H — X I)~! preserves positivity and leaves
L7 invariant. Set K=H-XD"! L;z’. Then

K cDH)NLG =DH)NDV) (26)

If g € H, Hyg € H it follows g € D(H) and therefore KX C D(Hy) N D(V).
But Lgﬁ is dense in H and therefore L(‘/’)j is dense in (H — X\ I)~'H. The closure of
(H — X\ I)™"H in the graph topology of H coincides with D(H); therefore K is dense
in D(H) in the graph topology of H.

Notice that X C D(Hy) N D(V) and therefore also this set is dense H in the same
topology. Q

5 Uniqueness of the Ground State

From Theorem 1 we know that for a bounded positivity preserving operator the
smallest eigenvalue is simple if the operator is ergodic.

In the ergodic theory for classical ergodic systems it is known that ergodicity is
equivalent to indecomposability (metric transitivity). An analogous definition can be
introduced for operators on L?(X, dy); this definition coincides with the classical
one if the operators are obtained by duality from maps X — X.

We give here the definition in the operator case, prove that indecomposability
implies uniqueness of the ground state and we give two conditions on V under
which if Hj satisfies indecomposability also H + V satisfies this property.

Definition 6 (indecomposable) The bounded and closed operator 7 on L2(X, d )
is indecomposable if it does not commute with the projection on L?(Y, dy) where
Y C X is a measurable proper subset with p(Y) # 0. <&
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Theorem 8 Let T be an operator on L*(X, dyi) bounded self-adjoint and positivity
preserving. Let ||T || be an eigenvalue. T is indecomposable iff the eigenvalue ||T|| is
simple and the corresponding eigenfunction can be chosen positive. <&

Proof Assume Tu = ||T||u, u € L*>(X, djt). We can take u real because T preserves
reality. Then
IT N ul® = (u, Tu) < (lul, T|ul) = Ju| = u 27

therefore Tuy = £||T|lu. If f > 0,f € L*(X, dp) one has (Tf, ux) = |T|(f, us).
Since T is indecomposable either u_ = 0 or uy = 0. This implies uniqueness.
Conversely, assume that || T'|| is a simple eigenvalue with eigenfunction # > 0 and
that there exists a measurable set Y, such that the the orthogonal projection Py onto
Y commutes with 7.
Therefore Pyu = u. But this is only possible if u(¥Y) = 0or u(X — Y) =0.
V)

In the case of unbounded self-adjoint operators the definition of irreducibility
requires more attention.

Definition 7 Let A be self-adjoint unbounded on L2 (x, du). A is indecomposable
if one cannot find a measurable subset ¥ of X with 0 < u(Y) < w(X) such that
f € D(A) implies Pyf € D(A), PyA — APy =0 on D(A).

If A is bounded below the condition is equivalent to (A4 I)~! be indecomposable
(in the sense of the previous definition) for A sufficiently large. <

We consider now conditions under which if Hy is indecomposable so is Hy + V.
If Hy + V is bounded below, this implies that if Hy has a unique ground state, also
Hy + V has this property.

Theorem 9 Let H = L*(X, ), and Hy positive. Let U and —W be measurable
positive functions on X. Let Q(U) N Q(Hy) be dense in H and let W be form-small
with respect to Hy. Define H = Hy + U + W as sum of quadratic forms and denote
by Hy the self-adjoint operator associated to the closed positive quadratic form
obtained by closing the quadratic form of Hy restricted to Q(Hp) N Q(W). If Hy is
indecomposable so is also H. <&

Remark that if U satisfies (¢g, Upg) < 400, and Q(Hy) N Q(U) is dense in
Q(Hy), then Hy = Hy and H is indecomposable.
Proof of Theorem 9 1t is easy to verify that P(Y) commutes with H iff g € Q(H)
implies

P(Y)g € QH), (f,HP(Y)g9) —(P(Y)f,Hg)=0 Vf, g € Q(H) (28)
In particular if H > 0 one has

PY)Hy =HPY)Y, o eDMH) =PY)VHo=~HPY)p, ¢ DWH) (29)
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Assume that P(Y) commutes with H. Since P(Y) commutes with U and W, if
Q(H) is dense in Q(H,) it follows from (29) that

(f. Ho P(Y)g) = (P(Y)f . Ho)g) Vf. g € Q(Ho) (30)

and therefore either 1 (Y) = O or u(X —Y) = 0, since by assumption H is indecom-
posable. If Q(H) is not dense in Q(Hy) notice that (P(Y)g, HyP(Y)g) = (g, Hog) if
g € Q(H). Therefore the map g — P(Y)g is continuous in the topology of Q(Hy).

It follows that g € Q(I:Io) = P(Y)g € Q(I:IO) and that ¢ — P(Y)g is continuous
in the topology of ﬁo. Therefore (30) holds also for I:IO and P(Y) commutes I:IO.

Q

Itis important to have criteria which guarantee that a given self-adjoint operator be
the generator of a positivity preserving semigroup. Of particular interest are criteria
that refer only to the quadratic form associated to the operator. The basic results are
due to Beurling and Deny [2].

Theorem 10 (Beurling-Deny I) Let H > 0 on L*(X, dp) and define (1, H)) =
400 if ) ¢ D(H). The following statements are equivalent

(a) e is positivity preserving for each t > 0

(b) (lul, Hlul) < (u, Hu) Yu € L*(X, dp)

(c) e ™ preserves reality for all t > 0 and

(ug, Huy) < (u, Hu)Yu € L*(X, dp)

(us(x) = max{u(x), 0}) (us, Huy) + (u—, Hu,) < (u, Hu) u=uy —u_
(3D

<&

Remark that the thesis of the theorem have a simpler form if expressed in terms
of the corresponding quadratic forms. Denote by &y the quadratic form associated
to the operator H and with Q(&y) its form domain.

In what follows we omit the suffix H. With these notations conditions (b)—(d)
become

(®)

u€ Q) = lul € Q&)  E(lul, lu) = Eu, u) (32)
(¢

ue Q) =up € Q). E(up,uy) <Eu-u) (33)
(d)

u€ Q) = uy, u- € QE), E(uy,up)+EW—,u_) <& -u) (34)

<&

Proof of Theorem 10 In the applications we shall see that the interesting part of the
theorem is (a) < (b).



5 Uniqueness of the Ground State 327

This the only part which we shall prove. The proof of the other implications is
similar.

Proof (a) = (b)

One has 1
(u, Hu) = limHoo;(u, I — e ™) (35)
(, e Muy = e Hu? < e 2t u)® = (|ul, e |ul) (36)
Therefore
w, (I —e™yu) > (lul, I —e™)ul) (37)

Passing to the limit 1 — oo (b) follow. One may notice that the result is obtained
in the form 2’ because (37) holds for u € L?(X, dp) and the limit in (31) exists for
u € Q(€) and equals E(u, u).

(b) = (a)

Letu >0, A > 0. Define

w=H+N)"! (38)

We want to prove w > 0. This shows the the resolvent is positivity preserving
and then the semigroup has the same property. Set

E(u,u) = (9, HY) + A (&, §) (39
Performing the calculations one obtains
E@+1v, 0+ ) =E(, 9) + EW, Y) +2 Re((H + N, ) (40)
IfRe(V) >0
Ew+v,w+v)=Ew,w)+ EW,v) +Re(u,v) > E(w, w) +E,v) 4l)
One may notice the analogy with the inequality which characterizes dissipative
operators. If one has equality in (41) then v = 0 because u > 0. Set v = w — w.
Then
E(wl, lwh = Ew, w) + E(w| —w, [w| —w) (42)

and identity holds if v = 0. From (40) one derives v = 0 since by assumption
E(lwl, lw]) = E(w, w). v
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6 Contractions

Theorem 11 Let H > 0 be a self-adjoint operator on L*>(X - 1) generator of a
positivity preserving semigroup.

Define (f A1) (x) = inf{f (x), 1}. The following statements are equivalent to each
other
(a) For all t > O the operator e™™ is a contraction on [P, 1 < p < o0
(b) For all t > O the operator e™™ is a contraction on L™
(c) For all f one has (f N1, H f A1) < (f, Hf).
(d) If F is such that |F(x]) < |x| and |F(x) — F(y)| < |[x —y| Vx,y € R, then
(F(, HF () < (f, Hf) Vf € L*. o

tH
tH

Remark that we have use the term defines a contraction because initially the
operator e~ is defined on L?(X, y1). One obtains the extension to L”, p # 2 by
first restricting the operator to L?> N L” and extending the result to all L ( e~
is by assumption bounded with bound one on L?> N L” in the topology of linear
operators L7).

Also in this theorem the best formulation is by means of quadratic forms. For
example, points (c) and (d) become
()

FeQE=fA1eQ©E), EFADSAD=ES ) (43)

(d)
[FOI < Ixl, [F(x) —FOI <lx—yl=f€0&) — F() Q&) (44
and E(F(f), F(f)) < E(f,f). Notice that F is a contraction with Lipshitz norm < 1.
Therefore (d') is the requirement that x — F(f(x)) leave invariant the form domain
and operate as a contraction.
Proof of Theorem 11 The implication (d) — (¢), (b) — (a), (c) — (b) are easy
to prove. We now prove (¢) — (b), (a) — (d).
() = (@)
LetucL? 0<u(x)<1 Vx. Defineforve Q)
) = (v, Hv) + lu—v|*> = (v, (H + D) + l|ul)* = 2Re (u,v) ~ (45)
and set R, = (H +1)~'. Then ¥»(Riu) = ||u||> — (4, Riu) and
(Riju—v), H+DRju—v)HRju—v)) = (u, Rju) + (v, (H — I)v) — 2Re (u,v) (46)

Therefore

() = YGu) + (Riu —v), (H+ D(Rju — v)HRu — v))
= (u, Ryu) + (v, (H — )v) — 2Re (u, v) @7
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It follows that ¢ (v) reaches the maximum value only in v = Rju. Since u < 1
one has
[u(x) — sup(v(x), D| < [(u(x) — v(x)] (43)

Therefore ) ((RyA1)) < ¥(R; u). Since Ryuis aminimum point (R; A1) = Rj and
therefore Ryu < 1, It follows that R; is a contraction in L*° (X, d ). In the same way
one proves that R, is a contraction in L® (X, dyt) and hence e~ = lim,,_, oo (I + %)”
is a contraction in L*(X, du).

(a) — (d)
It suffices to prove that under the hypotheses made of F

(F(f), I —e™FF)) < (f, e ™f) (49)

From (45) one obtains (d) dividing by ¢ and passing to the limit # — 0. Consider
a partition « of X in measurable disjoint sets Si, ... Sy(). Let I1, be the projection
operator on the space of functions that are constant in each set. These functions are
often called simple.

By density it suffices to prove that for any finite partition

(F(IT,f), (I — e ™F(I1.f)) < (If, e ™ I1.f) (50)

If & is the indicator function of the set Sand by, = (&s,, I — e"H)fsk) we must
prove

D Flan)Fabyx < D an bk (51)
h.k

under the assumption [F()| < a, |F(a) — F(B)] < |a — 3]. Set

M= &)y bk = Mg — angs ang = (s, e MEs) (52)

One has >, anx < A and therefore

D i wbie =D anilan — al> + D milwl’ me= M= D anx =0 (53)
n

h<k k

Define z; = F(«y); one has

D Floy) Flabnx = D anklF(an) = Fla)* + D mi| F(aw)]®

h<k k
2 2 ~
< D anilon — ol + D milow? =D an oubpi (54)
h<k k h,k

Q



330 Lecture 14: Positivity Preserving Maps. Markov Semigropus ...

7 Positive Distributions

A further characterization is based on the following Lemma [2].

Lemma 3 (Levy—Kintchine) Let F(x) be a complex-valued functionon R?, Re F (x)
> —c. Define e ¥V = Fe=F® (F is Fourier tranform). The following statements
are equivalent

(a) The operator e=F'"V) is positivity preserving.

(b)Vt >0, e W js a positive distribution (in Bochner’s sense).

(c)

Fo)=F(=x), D> Fi-3)u75 <0, YneR, zeC" > z=0. (55
1
&

Proof (b) — (a)
Set G(x) = e~ and denote by * convolution. One has

(f, G(—iV)g) = 2m) "% (G = (§ *))(0) (56)

Therefore if G is a positive measure then (f, G(—iV)g) > 0.
(@) — (b)

Assume G(—iV) preserves positivity. Set g,(x) = f(x +y). Taking Fourier trans-
forms

QO G FxNG) = Q)G * Gy +F))o = (f, G(—iV)g) =0 (57)

Since Re F(x) > —C one has G(x) < ¢'C Vx. Therefore G(x) is a tempered
distribution and so is G.

Defining f(x) = je(x) where j is an approximated 0 and passing to the limit
€ — 0 one has g, (k)G(k) — G(k) uniformly over compact sets. It follows that G(k)
is a positive measure.

(b) < (c)

Denote by A the matrix with elements g; ; and with M () the matrix with elements
', We must prove that M (¢) is positive definite iff is positive definite the restriction
of A to the subspace >°, & = 0 = (¢, &) (¢ is the vector with all components equal
to one).

The condition is necessary: from M(0); ; = 1 follows (£, M(0)§) = 0if (¢, i) =
0. Since (£, M(¢)€) > 0 V¢ > 0 one has

d
(£ A9 = E(va(t)g)r:O >0 (58)
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The condition is sufficient: denote by I — P the orthogonal projection on 1. By
assumption PAP > C I. One has

A = PAP + (Ip)A(Ip) + PA(I — P) + (I — P)AP (59)

anda;j = a;; + b + b; where A is positive definite. Hence M@);; = e”_’fAN/I(t)i,_,-e”’f ie.
the matrix M is obtained from the positive matrix M through a linear transformation

with positive coefficients and is therefore positive.
v

A generalization of the theorem II of Beurling-Deny has been given by
M. Fukushima. It provides a one-to -one correspondence between positivity pre-
serving semigroups and Dirichlet forms having spacial properties.

Theorem 12 (Fukushima [2]) In theorem II of Beurling—Deny, the semigroup
improves positivity iff the corresponding Dirichlet form is strictly contractive i.e.

Ifl = c>0, E(f.IfD) = EF.f[) =f = alf] (60)

&

For a proof of this theorem and for a detailed description of the relation between
quadratic forms and Markov processes on can see [2].

Notice that if T is a d-dimensional torus and H is the laplacian defined on T with
periodic boundary conditions, if f € L*>(T) for any t > 0 one has e/f € C>(T). In
fact

d
FE ) =>"D" e fum, (61)

k=1 nxeN

and the series is uniformly convergent for every ¢ > (. The same holds true if X is a
compact Riemann manifold and H is the Laplace—Beltrami operator.

In the case of non-compact manifolds and for a general probability space the
improvement in regularity is of different nature and is a generalization of the hyper-
contractivity bound we have mentioned in this lecture.

Let 1 a probability measure on X. The following inclusions hold

L'X,p) CLYX,p), 1<p=<g=<o0 (62)

and the inclusions are strict unless the measure p is supported by a finite number of
points. Define

le™ llgp = suple™ fllp, feLINL’ |flly <1 (63)

The relation (57) means ||e~ lg—p <1 g = p. The regularization property we
want to discuss considers the case g < p.



332 Lecture 14: Positivity Preserving Maps. Markov Semigropus ...

Definition 8 The semigroup e~

q < p, if there is fo > 0 such that

is said to be (q, p, ty) hyper-contractive, with

le ., <1, g<p (64)
<&

Remark that if (60) holds for ¢t = ¢, it also holds for t > 7. The (q,p, t)
hyper-contractivity property holds for singular perturbations of the Laplace—Beltrami
(which have no L?> — L™ regularization property).

It also holds and also in some cases of infinite-dimensional spaces, e.g. R if
one makes use of Gauss measure in some models of Quantized Field Theory and
of the Dobrushin—Ruelle measure (generalization of Gibbs measure) and in models
of Statistical Mechanics for infinite particles systems. If zero is a simple
eigenvalue of H > 0, inequality (60) implies that it is isolated.
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Lecture 15: Hypercontractivity. Logarithmic
Sobolev Inequalities. Harmonic Group

We ended the previous Lecture with an analysis of conditions under which the semi-
group e~ has suitable regularizing properties.

In this lecture we exploit these results. For example if 7 is a d-dimensional torus
and H is the laplacian defined on T with periodic boundary conditions, if f € L*(T)
for any ¢ > 0 one has ¢''f € C°°(T) as one proves noticing that upon taking Fourier
transform on has

FE"y =" e ., (1)

k=1 nxeN

and the series is uniformly convergent for every ¢+ > 0. The same hold true if the
manifold is smooth manifold and H is minus the Laplace—Beltrami operator.

In the case of non-compact manifolds and for a general probability space the
improvement in regularity is of different nature and is a generalization of the hyper-
contractivity property.

For a probability measure on a Banach space X one has L (X, u) C LY1(X, p), 1 <
p < g < oo and the inclusions are strict unless the measure y is supported by a finite
number of points. Define

le™llgp = suple™fllp, feLINL’ |flly <1 @)

Therefore [e||,-., <1 g > p.

tH

Definition 1 The semigroup e~ is said to be (g, p, ty)-hyper-contractive, with

q < p, if there is ty > 0 such that

le™ llgep <1, g<p 3)
<&
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Remark that if (3) holds for t = ¢ it also holds for # > #y. The (g, p, t9) hyper-
contractivity property holds for singular perturbations of the Laplace—Beltrami oper-
ator which have no L?> — L regularization property.

It also holds and also in some cases of infinite-dimensional spaces, e.g. R> if one
makes use of Gauss measure.

This property is used in some models of Quantized Field Theory and in models
of Statistical Mechanics for infinite particles systems (Dobrushin—Ruelle measure, a
generalization of Gibbs measure).

We shall show that if zero is a simple eigenvalue of H > 0, inequality (3) implies
that it is isolated. It is therefore interesting to give a characterization of the generators
of the semigroups are hyper-contractive.

1 Logarithmic Sobolev Inequalities

Definition 2 Let (X, 1) be a probability space, and let £(f) be a non-negative closed
quadratic form densely defined on L?(X, du). We will say that £ determines (or
satisfies) a logarithmic Sobolev inequality (in short L.S.) if there exists a positive
constant K such that

Kl/ IG(X)IZIOQ%G'M(X)I <EP), VfeQONL, f#0 &
X

<&

The greatest constant K for which the inequality is satisfied will be called logarith-
mic Sobolev constant relative to the triple (€, u, X). We remark that by construction
both terms in (3) are homogeneous of order two for the map f — A X € R™.
Therefore (3) can be written

KI/XI(f(X)Izloglf(X)Idu(X)l =&, =1 ®)

We will show that (3) provides a necessary and sufficient condition that the
Friedrichs extension associated to the quadratic form £ be the generator of a hyper-
contractive semigroup. Before proving this, let us compare in the case X = R?, d <
oo and p = Lebesgue measure, inequality (3) with the classic Sobolev inequalities
ie.

. I=sp=<qg=+o0 6)

Ul

1
Ifllg = CoallV fllp, i

T =

where C,, ; are suitable positive constants. The inequalities (6) are established first
for f € C3°(R?), and remain valid by density and continuity for functions such that
the right-hand side is defined. We shall denote these inequalities with Sy, (S for
Sobolev).
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Comparing (3) with (5) one sees that S; , contains more information than S.L. on
the possible local singularity of f.

However these information becomes less relevant when d increases and lose
interest in the limit d — oo. In this limit the L.S. inequality give useful information

For the behavior of the functions at infinity (if X is not compact), notice that
inequalities Sy, are valid only for those functions that are contained in the closure
of the C5° in the norm || Vf]|,.

This set does not contain all function which have finite L, norm. In the case X is
not compact the comparison should be rather with the coercive Sobolev inequalities

1
IFllg = ol VEllp + bpllflly P l<p=o0 ™)

for suitable constants c,, b, > 0.1In (7) the symbol ||f||, means

15 =/le(X)lpdu(X) ®)

where 1 is a measure continuous with respect to Lebesgue measure.

For completeness we remark that in R (or on a non-compact manifold of dimen-
sion d) inequalities (3) with b, > 0 imply L.S.

To see this, e.g. in case p = 2, choose f positive and set dv = f>d . Jensen’s
inequality gives

2 2
7/ logf?2dv < log / 2%y == L _loglf12 < —L_qir12- 1) (9)
qg-2. g—2 q—2 g—2" 1

(in the last inequality we have used a > 1 — log o < o — 1.
These inequalities imply that if f is positive there are constants a > 0, b > 1
such that

/leogidwc 9 / VfPdp+ b= 1—I— / FPdp (10)
iRt =—2 g2

If X is not compact, it is not possible to derive L.S. from the Sobolev inequalities
because L.S. require more stringent conditions to the behavior of the function at large
distances.

However L.S. can be derived from S, ; if one requires that the function satisfies
the following Poincaré inequality.

oallf — EQPI3 < / VF Pdpt) = E¢F.f) (1n

where we have denoted with £ the energy form, « is a suitable constant and
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E(f) = / FOdu), fe R (12)

Notice that Schwartz inequality implies that £(f) is well defined since f €
C®(RY NL*(RY, dy).

Roughly speaking, if a function satisfies Poincaré inequality, then its norm ||f]|»
is controlled by it mean absolute value and the L? norm of its gradient.

From the Poincaré inequality one derives that, if the mean of f is zero, then
aqllfll3 < E(f,f) and therefore the logarithmic Sobolev inequality is implied, for
d < oo, by the Sobolev inequality Sy 7.

One should note, however, that a,; in (11) is such that lim;_, .oy = 0. IfE(f) # 0
set

f=f—EQ (13)

If p is a finite measure one has f = 7(f), where 7 is the orthogonal projection in
L*(X, dy) on the constant function. Explicit computation shows

[f (o) TN [f )l 2 14
/lf( )| lg( T )dlt(x)f/lf(x)l 109( 7 )d ()+2/V(X)| dp(x) (14)

and therefore there exists a constant K; for which

by+2
(&7}

Kd/f%xﬂog (f ))dm < () K =Cot

15
1l (1

Suppose now that on L*(X, dyu) acts a semigroup 7}, has the contractive and
Markov properties and that its generator is the Friedrichs extension associated to the
positive quadratic form £

limot ™ (Tif = f) = E(.f) = — (. Lf) (16)

The function ¢ identically equal to one is a simple eigenvector L and the corre-
sponding eigenvalue is zero. If it is isolated

SpLC{0}U[a,00, a>0 (17)

and from spectral theory

AAlf —EDI* < EF.f) (18)

We shall see that the L.S. inequality (15) implies (18) (with 2K < «).
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2 Relation with the Entropy

The presence of a logarithm in L.S. suggests a relation between L.S. and the entropy.
Recall that the relative (von Neumann) entropy of a probability measures p on X

relative to another measure v is denoted H (u|v) and is defined as follows

(1) if p is not absolutely continuous with respect to v, H(u|v) = 0o

(2) If pu is absolutely continuous with respect to v with Radon—Nikodym derivative

S then

H(ulv) = / Ju)logf,, (x)dv(x) 19)

It is easy to verify the reflexive property
H(plv) = H|p) (20)

and that H (1]v) = 0 iff 4 = v. For the Radon—-Nikodym derivative of f,, of 1 with
respect to v one has [ f(x),dv(x) = 1.
Making use of Schwarz inequality and of the inequalities

30 =12 <@ +20)Glogy—y+1)  ylogg—y+1>0 Vy>0 (21)

one derives

3l = Vlhar = 31 @) = Uz < 114 = 2£0% Fudogfy = fu + D21,
<14+ 2f i Iy log fir = fu + Uiy = 6H (ulv) (22)

In the last identity we have used

Vidoafu—fyct sy = [ Vutloafuo~Fu0+11dv) = [ fucotogfuwve) (23)

We study now the relation between the logarithmic Sobolev inequality and the
spectral properties of the Laplace—Beltrami operator on a compact Riemann surface.
We shall then generalize to semigroups on probability spaces.

Let X be acompact Riemann surface. Denote by . the Riemann-Lebesgue measure
which satisfies Py u = p.P, =

We have denoted P; the semigroup generated by the Laplace—Beltrami operator £
defined by (u, Lu) = — [ |Vu|*>du, u € D(L). Denote with f, the Radon-Nikodym
derivative of P;v with respect to p.

fi= d((’;—P) (24)
W
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A straightforward calculation gives

d .
SHPVI) = /X (£f) 25)

(we have integrated by parts and used the relation (P; /) (g) = v(P,g). Equations (22)
and (25) imply

d 11
1o
In these notation the L.S. inequality reads K H(v|u) < E(f,,f,*). Equation (26)
implies
d * *
“H(PIVI) < —4K H(Pvip) 27)
and therefore
H(Pjv|p) < e * H|p) (28)
From (27) one derives

I1P;v — pillvar < /2H (ulv)e ', >0 (29)

which can be rewritten as

1P — el () < V2H(ulv)e M, Vf € L, IIflly =1 (30)

We conclude that the semigroup generated by the Laplace—Beltrami operator
converges strongly in L' (1) with exponential speed to the projection onto the ground
state.

If the converence takes place also in the Li topology, the spectrum of the operator
L is contained in {0} U [2K, +00) and zero is a simple eigenvalue.

Inequalities of the type (26) can hold in more general contexts, and is useful in
the study the case X = R* with a suitable measure.

It is sufficient that one can define a quadratic form

)
Ew) = D |5 Putd) 31)
n=1 n

and that integration by parts (to define (26)) be legitimate.

The bilinear form E (u, v) in (31) can be defined for functions on R* which depend
only on a finite number of coordinates (cylindrical functions) and are in the domain
of the partial derivative with respect to these coordinates.
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Denote by Dy the collection of such functions. It can be shown, under suitable
conditions on i (dx), that the quadratic form defined by (31) on Dy is closable.

3 Estimates of Quadratic Forms

We have seen that the constant K in the logarithmic Sobolev inequality gives an
estimate from below of the gap between the lowest eigenvalue and the rest of the
spectrum. For this reason the following problem is relevant:

Let p a probability measure on a Riemann on a d-dimensional manifold X. Con-
sider the quadratic form

(. ) = /X VoPdu(x) (32)

defined on C§°(X) and closable. Assume that S.L. is satisfied with constant K

p(x) 2

161,

K / 160 Plog 2% dpx) < £(6, ) (33)

for any real-valued function ¢ € D(E) N Lﬁ. For any given function U € C*®(X)
integrable with respect to v define a new probability measure v on X by

vy(dx) = Z7 e V9 u(dx) (34)

(Z is a normalization factor). Consider now the quadratic form &£y
ev= [ WoPdm =2 [ (vope U Wduc (35)

Lemma 1 ([1,2))IfU e C{°(X) the quadratic form Ey (¢, ¢) = fx Vo (x)|>dvy (x)
satisfies a logarithmic Sobolev inequality. Moreover Ky > Ke=Y) ywhere the oscil-
lation of U (denoted by osc(U)) is defined as osc(U) = maxyex U (x) — min,ex U (x).
<&

Proof For any probability measure v on X, for any real valued function ¢ € L? and
for any ¢ € R" the following holds

2
0< ¢2<x)log$ < ()’ log(p(0)?) — ¢*(Dlog 1* — ¢*(x) + 17 (36)
L2(v)

(the term to the left is a convex function of ¢ that reaches its minimum at ¢
loll2ey = ll@ll,). Integrating with respect to v(x) = cb(x)zd,u(x), choosing ¢
l¢ll,, and keeping onto account that £ satisfies L.S. one has
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s ¢(x))2
/ o (1"9 1ol )
< / P(x)*log(x)*dv — / d(x)*loglloll, — / P(x)dv + / ll*dv

eminU(x)/ lOg((,b()C) efminU(x) efoch
< [ < [ voran = [ vorar
z 1617 z "k

(37)

Q

If a quadratic form Q is defined on H = ®H,, by O = ZnN=1 Q,., and each Q,
satisfies L.S. with constant K, then Q satisfies L.S. with constant not smaller that the
minimum of the K),. We shall use later this property to prove that the Gauss—Dirichlet
form, defined by

E¢.f) = /R 1V Pdpig) (38)

satisfies L.S. Here d i is a Gauss probability measure.

We shall use the fact that the quadratic form Q(f) defined on X = {1} U {—1} by
o) = %(f (1) —f(—1))? satisfies L.S. With an analogous procedure one can prove
that L.S. inequalities hold for the are verified for the Gauss—Dirichlet form in R*.

This property is at the basis of the analysis by E. Nelson of the properties of the
scalar free quantum field and of some interacting ones.

4 Spectral Properties

We discuss now some spectral properties that are derived form the fact that the
generator of the semigroup satisfies the L.S. inequalities.

Theorem 1 ([2]) (Federbush, Gross, Faris) If the quadratic form £ satisfies L.S.
with constant K and V (x) is a real valued function on X and satisfies ||e=" |, < oo,
then the following holds

1
ZEO+ ¢V = —loglle™" | IfI3 Vf € Q&) (39)

Conversely, if |[e™" |2 < oo implies that (39) holds for every f € L*(X) N Q(E), then
& satisfies L.S. with constant K. &

Proof For the first part of the theorem we consider in detail only the case ||e~" || < 0o
and V bounded from above. The general case follows by interpolation and continuity.

The integral fx V(@) |f(x)|>du(x) is well defined. Using the inequality st <
slogs—s+e s>0, teRandsetting s = t> one has
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1 1
—u%ﬁf54waﬁmwmﬁ—wm%wm+iéf”%wm
! 2 _l 2 l -V
= 2EO W Iogf I = SIF17 + Slle™ (40)
Therefore
1 1
E£U§+(Vﬂf)z—%vwwmvn+§GVW——w’UF) (41)

Since the L.S. inequalities are homogeneous (invariant under f — \f) it suffices
to verify them for ||f|| = [le~"||. But in this case coincides with L.S.

We prove now the second part. Consider a generic functionf € Q(£) NL*(X, d 1)
and set V(x) = —log|f(x)|. Then |le=V| = |f|l| < oo. By assumption (39) holds.
Therefore

1
g&ﬂ—AV@W%WWM@E—WW@WI (42)

Hence L.S. holds for f and f is arbitrary in Q(€) N L*(X, dp). Thus & satisfies
the L.S. inequality. Q

The next theorem states, under some supplementary assumptions, thatif Q satisfies
L.S. the lower boundary of the spectrum of the Friedrichs extension is an isolated
simple eigenvalue.

Theorem 2 ([2]) (Rothaus, Simon) Let u(X) = 1 and let E(f), f real, satisfy L.S.
with constant K and moreover

(i))EW =0

(i) L (X) N Q(E) is a core for €

Then for any real g
gL &9 =Klgl (43)

(we have denoted by 1 the function identically equal to one). This implies that there
is a gap in the spectrum and gives a lower bound to it. <&
Proof Denote by E(f, g) the bilinear form obtained from £ (f) by polarization. From
E(f,v) <E)E( itfollows E(f, 1) =0 Vf € Q(€) and

E@tsg) =56, letsgl=1+5glI” Vge0E) (44)

Let g € L™ and of mean zero. For s sufficiently small we can develop log(1 +
sg(x)) in powers of s; inserting in L.S. one obtains

5267 (x)
2

/(1 +25g(x) + 267 (x)) (sg(x) — ) dp(x) (45)
X
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l 2 l 1 2 2 3 46
= =579+ ;A +s7lgll” + O7) (46)
K 2
By assumption j; g(x)dx = 0 and then

Ks*|g* < s*E(g) + O(s?) (47)

Dividing by s? and passing to the limits — 0 we obtain (42) forall g € L™, (g,t) =
0.

Let now f € Q(€), (f,t) = 0. From assumption (ii) there exists a sequence
{f.}, fu € O(E) N L such that

limpoollfs —=fIl =0 limyoc&(f —f) =0 (48)

Since lim,—.~(f, — f,t) = 0 we can substitute f,(x) with f,(x) — (, fu)fn(x)
and assume (f,, t) = 0 Vn. Taking the limit we obtain (42) for all functions f €

&), (1.f)=0. ©

5 Logarithmic Sobolev Inequalities and Hypercontractivity

We study next the relation between the logarithmic Sobolev inequality and the hyper-
contractivity of the semigroup generated by the Friedrichs operator associated to a
positive quadratic form.

We shall use the following notation: for p > 1 f, = signf |f[P~' (with the
convention that sign0 = 0).

Definition 3 (Principal symbol) Let §2, 1 be a probability space and let p € (1, 00).
An operator H on L” (1) is a Sobolev generator of index p if it is the generator of
a continuous contraction semigroup in L” () and there exist constants K > 1 and
7 € R such that

[ Piogiian — \fiogI < K Re(H + 1.5 £ € DGR @)

The constant K is called principal symbol of H and 7 is its local norm <&

Notice that If p = 2 and f > 0 the inequality (47) is the logarithmic Sobolev
inequality

Definition 4 (Sobolev generator) Let 0 < a < b < oo. The operator is a Sobolev
generator in the interval (a, b) if the exist in this interval functions K (s), ~y(s) and
a family of strongly continuous semigroups e~ on L* such that

e, =™ ag<s<r<b (50)
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and the generator of the semigroup e~ has principal symbol K (s) and local norm
v(s). &

Using Jensen’s inequality and (46) one can prove

ICH + 5+ Nfllp = AllFll (51

and therefore, according to the Hille-Yosida theorem [le~*#*7||, , < 1.In particular
if v(p) = 0 the semigroup e~"* contracts in L”. <&

Theorem 3 ([2]) If H is a Sobolev generator in (a, b) then the semigroup generated
by H is hyper-contractive. <&

Proof We shall give the proof only in the case

Hf.f) = " IVf1Pdp(x) (52)

where p is absolutely continuous with respect to Lebesgue measure with a Radon—
Nikodym derivative of class C*.

The theorem holds in greater generality under the condition that H be self-adjoint
on L*(£2, dyu) where £2, 1is a probability space and that e~ be positivity preserving
and act as a contraction in L* (for a proof, see e.g. [1]).

We limit ourselves to the case f € C™ and positive. Derivation of composite
functions gives

) 2 r
IV (f(x))]2 =’§ F2 YV (53)
and also
V@) - V) = (p — D20V (54)
Therefore
2
Iy —
pr. 1)2|(Vf VY| = |VfEP (55)
and, if H satisfies
/ Fr@)logf )du(x) < K(f, Hf) + If I*loglIf (56)

then, substituting f with j f 2 one obtains

/f”(X)logf(X)du(X) = 4(p (f Hf) + If Iloglf 1l (57)
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The proof in the case f is positive and in the domain of H is obtained by approx-
imation. V%

Animportant relation between Sobolev generators and hyper-contractivity is given
by the following theorem that we quote here without proof.

Theorem 4 ([2]) Let H be a Sobolev generator in (a, b) with principal coefficient
K(s) and local norm v(s). If q € (a, b) denote by p(t, q) the solution of

d
K(p)d—’; =p. pO)=q >0 (58)
and set .
M(t-q) = / Y(p(s, @))ds] (59)
0

(v(t, q) e M(t, q) are defined if p(t - q) < b). One has then
le ™ gpag < 9 (60)

<&

We remark that if the local norm is zero, the semigroup generated by H is a
contraction from L, toL,,q)-

6 An Example: Gauss-Dirichlet Operator

To exemplify Theorem4 we shall now prove the following hyper-contractive result
for the Gauss—Dirichlet form in R?, due to E. Nelson.

The result, with a similar proof, holds in R* and can be used to study the free
relativistic field. It leads to rigorous results for polynomial interactions in the theory
of relativistic quantized field in two space-time dimensions.

Let v be Gauss measure on R¢ with mean 0 and covariance 1. Denote by N the
Gauss—Dirichlet operator associated to the quadratic form

Nf ey = /R (Y, V)dv(o (61)
Integrating by parts
ST o
Nf Pz = D [—% +xja} f € D(N) (62)
] ]

j=1
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Theorem 5 (Nelson [3]) If 1 < g,p <oo e < [‘f—:} then

le ™™ llymp =1 (63)

Proof ([1]) From (60) and (61), substituting f > 0 with f% one obtains

/R O logf (0dv(x) < z(p (Nf 7Y+ If 1B log f 1l (64)

We have made use of the fact that L satisfies a logarithmic Sobolev inequality
with local norm zero and coefficient one.

We will prove this fact later in this lecture. Therefore for the local norm of the
function f is zero and its principal coefficient is K (p) =
—tN

2(p DR
The semigroup e~ is positivity preserving and contracts in L? forall p € [1, 00).
We can apply therefore Theorem 5.
In the present case the solution of (55) is

pt,g) =1+(@q—De*, ¢g=2, t>0 (65)

tN

Moreover vy =0, e ™ =1 Vi, L € L forall p, and e ™ || jmpgn <1 g >2.

Q

Using the duality between L” and LY, ¢ = p%l it is possible to prove the thesis
of Theorem 6 hold forany 1 < g < p < oo.

Nelson theorem proves hyper-contractivity of the heat semigroup in R?. It is an
optimal result as seen in the following lemma.

Lemma 2 ([3]) Let N be the hamiltonian of the harmonic oscillator in d = 1. If
p > 14 e*(q — 1) the operator e is unbounded from L9 to L?, t > 0. <&

Proof The Kernel of the semigroup e~ is

(V)X = / flex+VT—eZy)e " dy 66)
R

Consider the function f(x) = e™ X € R. It belongs to the domain of N and

(™)) = X0 p N 67)

A straightforward computation gives

20
le™f)lp = 7 P-DH1=dlj ey (68)

This quantity is not bounded above as function of A\ € Rif p — 1 > &*

(g—=1. ©
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Theorem 6 ([2]) Let T, be an hyper-contracting semigroup on L*(X, W) such that
T, : L% — L. Then for all 1 < q < p < o0 there exists a positive a C, , and time
tg.p > 0 such that

IToull, < Copllully =14, YueLI(X, p) (69)

<&

Proof Since T, : L*(X, p) — LP(X, p) and T,, : L*® — L the interpolation
theorem of Riesz—Thorin provides a constant C such that for every r > 2 || Ty, ul|, <
C||u||p70r holds.

Consider two cases:
(a) If ¢ > 2 choose n large enough in order t satisfy 2(%")” > p. Then ||Tn,0u||2%)z <

C"||ul|» Since T; is a contraction in every L7, 1 < p < oo

1 Taigtell o> < C*llullz = Clullg (70)
2)

(b) if ¢ < 2 choose n large enough so that

n ny\ —1
2(%) >p>qg>Ca oz_l—i—(Z(%)) =1 (71)

Since 7,y is a bounded map from L to L>3)", by duality T}, is a bounded map
from L€ to L?.
We have assumed that 7" coincides with its adjoint and therefore 7}, is bounded
from LE@ to L3,
The thesis of the theorem follows then from the remark that , by construction,
C<qg<p<25).
Vi

7 Other Examples

Example 1 The harmonic oscillator is hyper-contractive
We shall now give an alternative proof that the harmonic oscillator semigroup is
hyper-contractive. Recall that in L?(R, %Te‘xz dx), the operator of the harmonic oscil-
lator is

1 d? d

Hy=-——-— —
=

(72)

The operator Hy is essentially self-adjoint on the finite linear combinations of
Hermite polynomials P,, and HyP,, = nP,. Using this information one can see that
T, = e acts as contraction semigroup on L? for all p > 1. For each T the
semigroup e~ preserves positivity.
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Itis a contraction from L* to L> and also on L' since e~""0, = 1. By interpolation
it contracts on every L”, 1 < p < 00). We show that there exist #y > 0 such that

le=™ully < Cllulla u € L*R, pg), = 1o (73)

Setting x = %(a +a*), [a,a*] =1 one has

1 |
P,(x) = —(@")"'"Py = —=22 : (a+a*)" : Py (74)
Vn! V!
where : .. : is Wick ordering of a polynomial in a, a* (obtained placing the a° to
the right of the a*)
) (e
Ix" Py GOl 2R, < 2 ()2 <4 (75)
1
It is easy to verify that || X" |14 au) = ”an"”ZZ(R,dx)' Setting
= Z ax" € L*(R, dpug) N S(R) (76)
one has
le™ > apxllp2 < D lanle™ 1pa ) s ke
1
3 1
AR —2tn gn
= (1) () 3 = Clélime )
for t > 1log 4 v

Example 2 Let
1
X={l-1} u({1}=,u{—1}=§ (78)

Iff : X — R define Vf = 1[f(1) — f(—1)]. Define the quadratic form

1
o) = /X IVFI?(x)dp(x) = Z(f(l)—f(—l))z (79)

Then Q satisfies a logarithmic Sobolev inequality with constant one. <&

Proof Since Q(|f|) < QO(f) it suffices to consider the case f > 0. Any function on
X has the form f(x) = a + bx and the condition f > 0 givesa > 0, |b| < 1.

Due to homogeneity it suffices to take a = 1 and by symmetry it suffices to
consider 0 < b < 1.
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Setfy(x) = 1 +sx, 0 <s < 1.One has ||f;||> = 1 + s2. Define the function
(entropy)

H(s) = / Flogfdp — / WP logllf ldp (80)

Explicit calculation shows
1 1
H(s) = 5(1 +5)%log(1 +5) + (1 — 5)*log(1 — 5)] — 5(1 + 5s)log(1 +5%) (81)

From the definition of Q one has Q(f;) = s>. Therefore to verify the L.S. inequality
it suffices to prove H(s) < 2, 0<s<l.

Since H(0) = 0 it suffices to prove H'(s) < 2s and since H'(0) = 0 it suffices to
prove that H” (s) < 2. One easily computes

1 —s? 252

B =24log g~

(82)
and the L.S. is satisfied since for 0 < s < 1 the second and third terms are non

positive.
o

Example 3 ([3]) The Gauss—Dirichlet quadratic form is

E¢.) = /R 1V Pdpto) (83)

The gradient is meant in distributional sense and p is Gauss measure with mean
zero an covariance one R¢.
; 2
We must prove that if f € Q(€) N L;, then

/R ) If () |loglf (0)ldux) — If IPloglIf | < /R ) IVf @)l Pdp(x) (84)

Because of the additivity theorem it suffices to give the proof for d = 1.

Identify, as measure space, R with Gauss measure with the direct product of
denumerable copies of the measure space used in Example 2, and use the additivity
property.

We have previously employed this procedure to give a representation of Brownian
motion as measure on the space of continuous trajectories. Set

Qk =105,X;, px =My (85)

where X, 11; are identical copies of X, ui. The additivity theorem gives
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/ FO)oglf (O |d g (x) < E(F) + If e LogIlf 1l i (86)
2k

where
&t =3 [ @ dusn
i
1
= E[f(xhx =2, x-1, Lxjproooxg) — O, x — 2,521, =L, x40 ... xg)  (87)

Sety = LK(xl + - -+ 4+ xx) and evaluate (85) on a function ¢(y) € C5°.

The Central Limit Theorem, applied to the sum of gaussian random variables
identically distributed with mean zero and variance one, states that the left hand side
of inequality (85) converges when K — o0 to

/ |6(1)*log|(n)|dv (1) (88)
R

For the same reason the right hand side converges to

1 2
lol*loglioll,  llol* = > / lp(0))2e™ 2 dt (89)

It remains to be proved that E () verifies

limg o0 Ek (f) =/|¢’(t)|2d/i(t) (90)

Since ¢ € Cg° Dini’s theorem gives the existence of a bounded function g(¢, x, h)
on R x {1, —1} x (0, 2) such that

%[¢(t —hx+h) — ¢t —hx — h)] — ¢ (H)h = hzg(t, x, h) 91
One has
1
0;(H(x) = §[¢>(y —hxj +h) — ¢(y — hx; — h) = ®' (Wh + P g((y, x;, h)  (92)

and then Zszl |0 ) @) * = [¢/()|* + ¥x (x, h) where ¢k is the sum of K terms

each of which is of order 4* o h*. Taking h = # one derives

() = / & O ldu(y) + /X P, dp) 93)
X

with ¢ (x, &) = O(h) uniformly in x. Using once more the central limit theorem
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. 2
limi i) = [ 16/0F vt ©4)
R

This proves (88) when f € C{°.

To extend the proof to Q(€) N L*(R, dv) one makes use of a limiting procedure.
If f € L*(R, dv) and its distributional derivative satisfies f' € L?(R, dv), there exists
a sequence of C§° functions f, which converges to f in the ||f |22y + Il 2,y norm.

The function %logt is bounded below for ¢ > 0 and therefore one can apply Fatou’s
lemma (passing if needed to a subsequence that converges almost everywhere).

The logarithmic Sobolev inequality is thereby proved for any f € Q(€) N
L*(R, dv).

Q
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Lecture 16: Measure (Gage) Spaces. Clifford
Algebra, C.A.R. Relations. Fermi Field

In Book I of these Lecture Notes we have studied the Weyl algebra and its infinitesimal
version, i.e. canonical commutation relations.

In that context we have considered the Fock representation, which can be extended
to the case of an infinite (denumerable) number of degrees of freedom to construct
the free Bose field.

In the preceding lectures we have also mentioned that this field can be constructed
by probabilistic techniques through the use of gaussian measures and conditional
probabilities.

In this lecture we seek an analogous procedure for algebra of canonical anti-
commutation relations

apa; +agap = 8 arap + apary =0

but this time we have to resort to non-commutative integration.
We start with a general outlook on non-commutative integration on gage spaces
[1-3, 6].

1 Gage Spaces

Definition 1 (gage spaces) A gage space (regular measure space) is a triple
{H, A, m} where H is a separable Hilbert space, A is a concrete von Neumann
algebra of operators on H with identity e and m is a non-negative function on the
projection operators P in A with the following properties

(1) m is completely additive

(2) m(U*PU) = m(P) for every unitary operator U € B(H)

(3) m(e) < 400 (e is the unit element of the algebra)

(4) mis regulari.e. P 20 — m(P) > 0 <&
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Under these conditions there exist a unique function (the Dixmier trace) that
extends m(P) to A [6]. We shall denote it with the symbol Tr.

The trace has the following properties:
If A > 0then TrA > 0.
If the Hilbert space H has dimension N and P projects onto a Mdimensional space,
then TrP = %

One has Tre = 1 VN and this property holds also in the infinite-dimensional case.

The trace Tr is normal (completely additive). One has 7r(AB) = Tr(BA) and if
A > Othen Tr(A) > 0.

If A is self-adjoint with spectral projections E), using Riesz theorem and the
Gelfand construction one has

TrA :/)\dm(EA)

We define fora € A
lall = (@*a)?. llall, = [Tr(@*a)?]F 1 <p < +o0 (1)

With these definition |||, coincides with ||a|| i.e. with the operator norm of a.

We define L”(A) to be the completion of A in the L” norm. Notice that L” for
1 < p < 400 can be regarded as a space of unbounded operators on 'H.

With these definitions Holder inequalities hold.

The space of operators which are measurable is closed for strong sum (closure of
the sum), strong product and conjugation.

If the algebra A is commutative, by the Gelfand isomorphism one recovers the
usual structure of integration theory (the projection operators are the indicator func-
tions of the measurable sets).

Since

laxlpll < lallsclixll, — llxallpll < llallollxl, 2

one can define in every L? left and right multiplication by an element of a € A. We
shall denote them by the symbols L,, R,.

Definition 2 (Pierce subspace) We define Pierce subspace P, associated to the
projection e the range of P, = L, R, i.e. the closure of e.A. <

Pierce subspaces are closed in all L? and also in L*°.

Notice that we are defining a non-commutative integration from the point of view
of functional integration, i.e. defining non commutative L” spaces. This is possible
because we have a functional (the trace) that has the same property of an integral.

In the commutative case (Lebesgue) integration over a space X can be defined
through the introduction of measurable sets and their indicator functions. In the non-
commutative gage theory that we are considering the Pierce subspaces play the role
of measurable sets.
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Notice that if ¢; e, = 0 then P,, L P,, (if the product of two measurable
characteristic functions is zero then they have with disjoint support).

More generally an integration theory (in the sense of defining L” spaces) may be
defined if the algebra admits a cyclic and separating vector as we have seen in Vol 1
of these Lecture Notes.

Indeed in this case the Tomita—Takesaki theory establishes a duality between
the algebra A and the algebra of functions over the A and therefore allows for the
definition of non commutative integration based on measurable sets.

If a tracial state exists, as in a gage theory, the probability space has measure
one and one can define a non-commutative measure theory (which is the basis for
non-commutative Lebesgue integration theory).

If a tracial state does not exists a Lebesgue-like, non-commutative algebraic inte-
gration theory is still possible (algebraic in the sense that L” spaces and Radon—
Nikodym derivatives can be defined) but the construction of a non-commutative
measure theory requires a different approach.

For an introduction to non-commutative measure theory which leads to a non-
commutative Lebesgue integration theory one can consult [3-5].

In non-commutative gage theory the algebra A is a subalgebra of B(H). If the
projector P projects on ¢ € H, then the Pierce subspace associated to P is the set
generated by the action of 4 on ¢.

By definition the support of a € A is the union Range a U Range a*. If z € A is
real then there a unique pair x, y € A" such that 7 = x — y.

The positive cone is the set of positive elements x € A™ such that there does not
exist a projection e for which exe = 0.

We say that B € L(A) (the set of linear functionals on A) is positivity preserving
if a > 0 implies Ba > 0. It follows for the definitions that the following lemma
holds.

Lemma 1 Ler {H, A, m} be a regular gage space. Set

(o, B) = Tr(af) 3)

If « > 0and B > 0 then (o, ) > 0 and if (o, B) = 0 then o and 3 have
orthogonal supports. <&

We use this lemma to prove [3]

Theorem 1 Let {H, A, m} be a regular gage space. Let a € L*(A) be positivity
preserving. If a does not leave invariant any Pierce subspace, and if A = ||a|| is an
eigenvalue, then this eigenvalue has multiplicity one and the associated eigenvector
is strictly positive. <&
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Proof Let z be an eigenvector associated to A\. Let z = x — y x, y > 0. Then one has

Azl |z]) = Az, 2) = (Ax, x) + (Ay,y) — (Ax,y) — (Ay, x)
=< Alzl, lzD) = 1ANdzl, |z]) €]

and the equality sign holds only if |z| is an eigenvalue. Therefore ax = Ax ay = Ay.
If 7 is the projector onto the null space of x consider P, = LR, and letb > 0. Then

(x, aPzb) = (ax, Pyb) = \(x, P;b) = \(x, P;b) = A(Pyx,b) =0 (5)

and the Pierce subspace of 7 is invariant under A.
It follows that 7 = 0 and therefore the range of x is the entire space . Q

Definition 3 (ergodic) A map T of the algebra A is ergodic if for any x, y € L*>(A),
x,y > 0 there exist n € Z such that (T"x,y) > 0. We say that the algebra A is
indecomposable if it leaves invariant no Pierce subspace. &

Proposition 1 If A preserves positivity and is bounded over L*(A) then it is ergodic
if and only if it is indecomposable. <&

Proof

=

Ifr e Am # 0 and aP, = Pra, a € A for any element x,y > 0,
P,x = x, P,y =y one has

(@"x,y) = (@"Prx,y) = (Prd"x,y) = (a"x, Pry) =0 Vn (6)

<=
Let T be not ergodic. Choose x, y > 0 and (T"x, y) = 0 Vn € N. Denote by N'(B)
the null space of B. Then the projection 7 onto A/ (A")x belongs to A and is not the
null element.
If c € L*(A),0 < ¢ < P,c one has (a"c, ¢) = 0 Vn. Since "x > 0, and ¢ > 0 it
follows that the range of Ac is contained in A'(A"x) for all n. It follows P;(Ac) = Ac
and the range of P; is left invariant by A. Q

2 Interpolation Theorem

In the present non-commutative setting one has the following non-commutative
equivalent of Stein’s interpolation theorem.

Proposition 2 ([1-3, 6]) Let {H, A, m)} and {K, B, n} be two finite regular gage
spaces.
For everyz € C,0 < Rez < 1 let T, be a norm continuous map from A to L' (B).
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Assume that for all a € A, b € B the function ¥ (z) = Tri(T,(a)b) be bounded
and continuous for 0 < Rez < 1 and analytic in 0 < Imz < 1.
Choose 1 < po, p1qo, q1 and define, for 0 < s <1
1 1 s 1 1 s
S=l-)—t o —=(-)—+— )
p po P1 ¢q q90 491
Assume moreover that there exist ag, a; such that
1TyAllg < aollAllpy 1 T14iy(A)llp, < arllAllp, Yy € RVA € A 3
Then for all a € A one has
1T,y < a(®)All, YA€ A a(s) =a)*a; )

<&

We do not here give the proof of Proposition 2.

It can be reduced to the commutative case by using the polar decomposition of
the elements in A and the spectral decomposition of the positive elements of A as
operators on H.

3 Perturbation Theory for Gauge Spaces

We now give some basic elements of perturbation theory in gage spaces.

In the non-commutative setting it is natural, in the description of perturbation of
a free hamiltonian, to substitute the potential with the sum of right and left multi-
plication by a real (=selfadjoint) element of the algebra. This operation preserves
reality.

Let Hy be a positive operator on H with O as simple eigenvalue with eigenvector
I. Choose o € L?>(A) and define

H, = Hy+ L, + R, (10)

With this definition the operator H,, is symmetric.

Assume that H,, is self-adjoint on D(Hy) N D(L,) N D(R,), and that H, > —C.
Assume moreover that A N D(H,,) coincides with A N D(Hy). This is certainly true
ifaw e A.

In this case one has H,b = Hyb + {a, b}. Then one has

Proposition 3 ([1, 2]) There is no Pierce subspace that is left invariant by the
operator H, <
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We end this brief outline of non-commutative integration by a condition on the
existence and uniqueness of the ground state. Also in this case the proofs follows the
same lines as in the commutative case.

Proposition 4 ([1, 3]) Let {H, A, m} be a finite regular gage space and let Hy > 0
on L*(A).

Assume
(1) e~ is a contraction in L? for all T > 0 and there exists Ty > 0 such that e
is a contraction from L*>(A) to LP(A).
(2) e~ s positivity preserving.
(3)H()¢=0—> (;5:66./4.
(4) v is a self-adjoint element in L*(A), v € L (A) for somep > 2 and e™" € L? for
everyp < +00.

SetV =L, + R,. Then
(a) Hy + V is essentially self-adjoint on D(Hy) and its closure is bounded below.
(b) Define Ey = inf X (H). Then Ey is a simple eigenvalue and the corresponding
null space is trivial. <&

—TH,

tV —av

Proof Since e u = e~ ue™ " one has of v is bounded

% Hy "
e "HHY) — 5 Jim, o [e‘ﬁ e_ITO] (11)

Therefore e~"H+V) ig positivity preserving (if V is unbounded, V = [ AdE())
one considers the sequence V,, = f:’n ME(N)).

Notice then that if a sequence 1, € L?>(A) is such that ||}, || < ¢ Vnthen ||| p<c¢
for all p > 2 (use Tr(1),, ¢) < c||o|| if{% +[5 =1).

Point b is proved along the lines of the commutative case [3]. Q

4 Non-commutative Integration Theory for Fermions

We now apply the theory of integration in gage spaces to formulate an integration the-
ory for particles which satisfy the Fermi-Dirac statistics and are therefore quantized
according the canonical anti-commutation relations (C.A.R.).

We recall that the algebra C.A.R. of canonical anti-commutation relations for a
system of N < 400 degrees of freedom is the C* algebra Ay generated by elements
that satisfy the relations

aidf + aza; = 0y aiar +ara; =0 i,k=1,...,N (12)
As a consequence of these relations a’a; + a;af = 1 and since both terms are

positive it follows that on any realization as operators on a Hilbert space the operators
a; have norm bounded by one.
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The Fock representation of the algebra C.A.R is obtained by requiring that in the
Hilbert space there exists a vector §2 for which a;§2 = 0 Vk.

From the defining relations it follows that for each value of the index k the pair
ay, ai can be realized faithfully and irreducibly by two dimensional complex-valued
matrices and if N is finite the entire algebra can be realized faithfully and irreducibly
in the Hilbert space C?V.

If N < oo all irreducible faithful representations of Ay are equivalent and in
any such representation there is a vector 2y (called vacuum) such that a; 2y = 0,
k=1...N.

A basis in this representation is made of the vectors

|i1, i]( >= a; -"a;kK.Q (13)

where 0 < K < N and the indices are all distinct.

Correspondingly the representation is called Fock representation and each element
of the basis is labelled by a sequences N of numbers n; which are zero and one
according to whether the index appears in (14).

The operators a; are called creation operators (since they change a zero in a one)
and gy are called destruction operators.

Notice that according to (13) one has a;lij, ix >= 0if k € {i;, ik} (the
occupation number for each index is at most one).

For this reason the algebra CAR is suitable for the description of particles which
satisfy the Fermi-Dirac statistics (the Pauli exclusion principle holds).

5 Clifford Algebra

We give now a connection of the algebra CAR with the Clifford algebra.

Definition 4 (orthogonal space) Given a topological vector space M we define
orthogonal space the space
MeM*,S) (14)

where M* is the topological dual of M and S is the quadratic (symplectic) form
SEdANXDN)=XNEK) — A (15)
Definition 5 (Clifford structure) Let L = M @& M*, and let {L, S} be an orthogonal

space. A Clifford structure on {L, S} is a pair (IC, ¢) where I is a complex Hilbert
space and ¢ is a linear continuous map from L to 5(K) such that

d(@)P(E) + ¢ p(2) = S(z, I (16)

<&
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Definition 6 (Clifford system) Let H be a complex Hilbert space, and let H* its
presentation as a pair of real Hilbert spaces. Let S(z, 7') = Re(z, 7).

Then (H*, S) is a Clifford system on H*. If there is a self-adjoint operator on H
such that S(z, ) = Re(z, Az') we will say that the pair {H*, S} is a Clifford system
with covariance A. <&

The relation of the CAR with a Clifford algebra is as follows:

Definition 7 (Clifford algebra) Let H be a complex Hilbert space and set H* =
Hr @ Him~

Then the Clifford algebra is the only associative algebra on the field of real
numbers generated by H* and by a unit e and defined by the following relations

xy 4 yx = Re(x,y) e a7)

<&

Notice that if H is finite dimensional for the Clifford algebra there exist a unique
functional E such that

E(ab) = E(ba) Ya,b € B(H) E(e) = 1 (18)

and a unique adjoint map such that x* = x Vx € H%st.

Definition 8 (Clifford field [1]) Let H be the closure of CI with respect to the scalar
product < a, b >= E(b*a). Let a € Cl and denote by L, (left multiplication by the
element a) the map b — ab, b € A.

Similarly denote by R, (right multiplication by the element a) the map b — ba.
It is easy to verify that the following holds true for z € H*

<a,L,b>=E(b*za) (19)
This identifies L, with an hermitian operator densely defined in H.
Itextends uniquely to a self-adjoint operator which is bounded since LZ2 = % llz]1%1.
We shall call L, Clifford field and denote it with the symbol ¢ (z).
If V is an orthogonal map on H (it preserves S) and 1/ (x) is a Clifford fields, also

Yy (x) = ¥(Vx) is a Clifford field.
Moreover if ¥ and ¢ are anti-commuting Clifford fields,

VX)) = —p(MY(x) (20)

and a, b are real numbers with |a|> + |b|> = 1 also
Y (x) = aph(x) + bo(x) 21)

is a Clifford field.
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Denote by T the automorphism z — —z in CI. Then T anticommutes with L, and
with R, and 72 = I. It follows that

:— il.T, z— iR,T (22)

define Clifford system and L,T and R,, T anticommute for every z, w € H. It follows
that for every a, bc € R™ the map

7z — al, + ibR,T (23)
defines a Clifford system with variance ¢ such that |a|> + |b|* = ¢

Remark that H* = 'H,®H, isregarded as areal Hilbert space and S is a symplectic
form, while CI is the algebra over the complex field generated by H*.

For the Clifford field on H* one can define [1] creation and annihilation operator
by

1 1
c(@) = —=lo@) —id(=2)] (@) = —2[¢(z) +ip(—2)] (24)

NG NG

These operators are bounded and satisfy the canonical anticommutation relations
c@cw) +cw)cx) = C(z,w) c@c(w)+c(w)e(z) =0, c(iz) =ic(z) (25)

Conversely, every system of operators on a complex Hilbert space H which sat-
isfies (25) define a Clifford field on H = Hz ® Hk.

In the case of a finite-dimensional Hilbert space all the irreducible representations
of (26) are equivalent; this is not the case if the Hilbert space is infinite-dimensional.

The conditions for equivalence are the same as in the case of the Canonical
Commutation relations as discussed in Vol L.

6 Free Fermi Field

Definition 9 (Free Fermi field I [1, 4]) The free Fermi field on the complex Hilbert
space H is a Clifford system together with

(1) A map which satisfies (26) with C(z, w) = (z, w)

(2) A continuous representation I” of the unitary group on H on the unitary group
of IC which satisfies

I"(u)c(z)]"_l(u) =c(uz) VvzeH YuelU (26)

(3) An element v € 'H which is cyclic for the algebra generated by the c(z) and such
that I'(u)v = v Vu € U. <
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Let A be a non-negative element of 5(7) and denote by OI"(A) the generator of
the unitary group I" (™).
Then OI' (A) is positive. One has [1].

Theorem 2 (Segal) The free Fermi field as defined above is unique up to unitary
transformations. <&

We shall later see a different but equivalent definition. We do not give here the
proof of Theorem 2. It follows the same lines as the analogous theorem in the bosonic
case proved in Volume I of these Lecture Notes.

The explicit construction of the Fock representation can be done as in the bosonic
case (with the simplifying feature that all operator considered are bounded).

7 Construction of a Non-commutative Integration

We are interested here in the construction of a non-commutative integration on func-
tion of the Clifford algebra (as one constructs a commutative gaussian integration
theory in the bosonic case).

Recall that if H, is a real Hilbert space of dimension 2n we have defined Clifford
algebra Cl, on 'H, with variance C the C*-algebra A over the complex field which
is the norm closure of the algebra generated by the unit element e and by elements
in B(H,) which satisfy the relation

xy+yx=C(x,y)e Vx,yeH, 27

If n > mthere is a natural injection of B(R?>") in B(R*") givenby C — C®Dry_.
Therefore Cl,, is naturally immersed as a subalgebra of CI, for n > m by the map
b—->>b® IZ(n—m)~

Each of the algebras CI, is a C* algebra with the natural norm. The immersion
preserves the norm and satisfies obvious compatibility and immersion relations if
one considers a sequence ny < ny < - --

In the infinite dimensional case one can therefore consider therefore the Clifford
algebras ClI, as subalgebras of a normed algebra CI. We denote by .4 the norm closure
of Cl. It is isomorphic to the algebra of canonical anticommutation relations.

Theorem 3 ([1, 2, 5]) There exists on A a unique functional E with the properties
E(e) =1 E(ab) =E(Mba) Va,be A (28)

(e is the unit of A). <&

The functional E has the properties of a trace. With this functional we construct an
integration theory. We shall denote by 7 the canonical injection of H, in the complex
Hilbert space H.
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The functional E is constructed the following way. If the dimension 27 is finite, the
algebra A is made of all real matrices of rank 2n and E is the usual trace normalized
to one on the identity.

If n = oo the algebra A is generated (as norm closure) by the algebras which are
constructed over a finite-dimensional space.

Continuity and uniqueness follow from the fact that the finite-dimensional alge-
bras are unique and uniformly continuous.

To prove existence notice that every element of CI is based on R*" for some
finite 7 and there is a natural immersion of B(R*") in B(R*") n > m given by
D— DL, o,

This immersion does not alter the value of the functional E (recall that it is
normalized to one on the unit element). Therefore E is defined on a dense set, is
continuous (and bounded) and extends to A.

Remark that steps we have followed to define the functional E are the same as those
followed to define a probability measure on the infinite product of measure spaces
on each of which is defined a probability measure satisfying suitable compatibility
conditions.

Therefore the construction of the functional E parallels in the non-commutative
case the construction of a theory of integration in the commutative setting.

The functional E has been constructed over the C*-algebra .A. The GNS construc-
tion based on the functional E provides a representation my(.A) of A as an algebra
of bounded operators on a Hilbert space H,. The representation can be extended to
the weak closure of my(A).

Notice that this representation is different from the Fock representation. In the
infinite-dimensional case they are inequivalent.

It indeed easy to verify from the construction that on the projection operators in
7o (Ar) the functional E takes values which cover the interval (0, 1].

It is important to notice that if P is a projection operator in A it projects on a
infinite dimensional subspace.

We conclude that in the infinite-dimensional case the representation 7 of the
C.A.R. is a von Neumann algebra of type II in von Neumann classification. In this
representation there is a vector §2

E(aja; *...a)) = (2, w(aD)m(a3) ... w(a})$2) (29)

where 7(a)* is either the creation or the destruction operator.

8 Dual System

Definition 10 If (K, @) is a real Clifford system the dual system is defined as
{K,P(x),0)} Px) =0ok), Q) =¢iix),x € H, (30)

<&
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Notice that this definition depends on the choice of the conjugation in H =
‘H, @ H;. Conversely of {K, P(x) Q(x)} is a dual system, the real system is given by
P(2) = Px)+ 0@) ifz =x+iy.

The complex representation can be regarded as the analog of the Segal-Bargmann
representation for bosons.

Since there is no complex quadratic form which is invariant under the unitary
group, in the Clifford algebras A only real space are considered and the complex
representations depend on the choice of conjugation.

Define ¢ — ¢ the conjugation in CI(H*), H* = H,@®H,. Itis the unique operation
that extends n(x) + in(y) — nx) — in(y).

The connection of the algebra A with the fermionic free field is as follows:

Theorem 4 Let H be a Hilbert space, and let K' be the space of function s which
are anti-holomorphic in L?(CI(H)). For x € H define the operator ¢(x) as

L
V2

For every unitary on H let I)(U) the second quantization of U. Let v be the
function identically equal to one in L*(CI(H), E). The space K' is left invariant
under the action of ¢(x) and of I'y(U). Denote by ¢(x)', Ih(U)' the restriction of
these operators to K'.

Then the algebra generated by the operators ¢(x) is isomorphic the algebra A. <>

¢(x) = —=[Lx + iR (€29)

9 Alternative Definition of Fermi Field

Definition 11 ([2, 4]) The free Fermi field on 'H is the quadruple X', ¢, Iy, ¢. <

Theorem 5 The free Fermi field is self-adjoint and satisfies the Clifford relations.

<&
Proof If z € H*, z = n(x) — in(ix) the following relations hold true
6() = —=IL. —iR] () = —=IL: +iR:] (32)
V2 V2
Moreover if U(f) = ¢ one has
n(U(0)x — in(iU(0)x = ™ (n(x) — in(ix)) (33)
V)

Recalling the definition of gage space (Definition 1) we see that the free Fermi
field is an example of non-commutative integration theory.
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In the case of the free Fermi field one can define a gage as follows. Consider the
Hilbert space

A(H) = ) A'(H) (34)
1

n=

where A”"(H) is the Hilbert space of the antisymmetric tensors of rank n on the
complex Hilbert space H.
Let J be a conjugation in ‘H. Define for each x € ‘H

Bx = Cx +AJx Ax = L (35)

where ]
Ciuu=m+12xAu (36)

n is the rank of the tensor u and A, = C}. Let M be the smallest von Neumann
algebra that contains all By, x € H. These data define a gage space.

Theorem 6 ([2, 4]) {H, m, M} above define a gage if one takes m(u) = (us2, §2)
where §2 is the vacuum state i.e. the unit of A°(H). Moreover u — us2 extends to a
unitary operator from L>(Cl) onto A(H). <&

Proof Let C, the algebra generated (algebraically) by the B,. One has B} = B, and
therefore C; is self-adjoint. Let M be its weak closure.

The function Tr defined by Tr(u) = (482, £2) is positive and Tr(I) = 1. Repeated
use of A; 2 =0and A,C, + C,A, = (x, y)I leads to

(BBy, ... By, 2,2) = > (=Y ' (x.y)By_1... B, ...B, 2,2) (37)
j=1
where the hat signifies that the symbol must be omitted. In the same way one has
n
B, ...B,C.2 = > (=1)"7B,,...B,...B, 2 £ CB,, ... B, 2 (38)
j=1

It follows

(By, ...B.,2,2) =D (=)' (x;, x)(By, ... B, - B, 2, 2) (39)
j=1

Define B} = (By, ...B,,). If nis even, one has

(B!B,R2, B,2) = B,B'B,, Q) (40)
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If n is odd, By $2 is a tensor of odd rank, therefore (ByB,$2, B,§2) = 0. It follows
that (BCS2, £2) = (CBS2, £2) forevery B, C € A.
Therefore the function
TrB = ($2, BS2) (41)

is a central trace. The map A — AS2 is faithful since

IABR|*> = (B*A*2, ABS2) = Tr(B*A*AB)
— Tr(BB*A*A) = Tr(A*AB*B) = (BB*A*AR2) (42)

and therefore
A2 =0— AB2 =0 VB (43)

Moreover the function (£2, K§2), K € Aisclearly o-additive and for every unitary
U one has Tr(U*KU) = TrK. Therefore

{H, A, m} mA) = (w,AR) (44)

is a regular finite gage vV

10 Integration on a Regular Gage Space

We shall give here some results of integration theory on a regular gage space. Later
we shall give an outline of the integration of a fermionic field in presence of an
external field.

We begin by giving a definition that is equivalent to the support of a function in
the case of a measure space. Recall the definition

Definition (Pierce subspace) Let {H, A, m} be a regular finite gage space, and e a
projection operator in .A.
Define P, = L.R,. The range of P, is called Pierce subspace of e. <&

Definition 12 (positivity preservation) A bounded operator A on L?(A) is positivity
preserving if @ > 0 — A¢ > 0. The support of a densely defined operator B is the
convex closure of the union of the range of B and the range of B*. <&

Lemma 2 Let {H, A, m} be a regular finite gage space, if a > 0,b > 0 then
Tr(ab) > 0, if tr(ab) = O the elements a and b have disjoint support. <&

Proof The first statement is obviously true. For the second, notice that Tr(a%ba%) =
o implies atbar = 0. Setting b = ¢? with c self-adjoint and measurable one has
||ca%x|| = 0 for every x in the support of aba> = 0. Therefore ca? = 0 on a dense
set, and then ca’ = 0 and ba = 0. )
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Theorem 7 (Gross [3]) Let {H, A, m} be a regular finite gage space. Let A on L*(A)
positivity preserving. Suppose that ||A|| is an eigenvalue of A and that A does not
invariant any proper Pierce subspace. Then ||A| has multiplicity one. <&

Proof By assumption A maps self-adjoint operators to self-adjoint operators and has
a self-adjoint eigenvector to the eigenvalue ||A]|.

It is easy to see that the positive and negative part of this eigenfunction separately
belong to the eigenspace to the eigenvalue ||A]|.

Let now x > 0 belong to the eigenspace to the eigenvalue ||A|| and let e be the
projection to the null space of x. Set P, = L.R, and let b € L*(A). Then

(x,AP.b) = (Ax, P.b) = ||A||(x, P.b) = ||A|Tr(Pcx, b) =0 (45)

But AP,b > 0 and therefore the support of AP, is contained in the range of P,.
Therefore the Pierce subspace of e is invariant under the action of A.

The eigenspace associated to ||A|| is therefore spanned by its self-adjoint elements
and these can be chosen to be positive. It follows that the eigenspace has dimension
one. Q

Definition 13 (strongly finite) A regular gage {H, Am} is strongly finite if A contains
a family 4, of finite-dimensional subalgebras, directed by inclusion, and such that
Ua A, is dense in L2(A). &

Theorem 8 (Gross [3]) Let {H, Am} be a regular strongly finite gage. Let A be a
bounded operator positivity preserving. If the exist a number p > 2 such that

IA¢l, < Mlgll M >0 V¢ e L*(A) (40)

then ||A|| is an eigen value of A. <

Remark that the hypothesis p > 2 is an hypothesis of hyper-contractivity. This
theorem has a counterpart in the integration theory on the Bosonic Fock space based
on gaussian integration.

Hypercontractivity is at the root of the construction given by Nelson [4] of the
free Bose field as a measure in the space of distributions.

Proof Let P, be conditional expectation with respect to A, . By definition it is the
only element of \A,, such that

Tr(Pux, }’) = Tr(x, }’) Vy € Aa (47)

This defines P, for every x € L*; when restricted to L' (A) it is the orthogonal
projection on A,,.
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It is now easy to prove that P, preserves positivity. Moreover

1Poxllp = sup{Tr(Pax)y) y € Aa, llyllg < 1} = sup{Tr(xy); y € A, lyllg <1}

1 1
={Tr(xy): ye A, lyllg = 1} = lixllp > +; =1 (48)

It follows that the restriction of P, to L?(A) has norm one.

Since U,.A, is dense in L?(A) the net P,, converges strongly to the identity map.
If A € Adefine A, = P,AP.

The operator A, preserves positivity, leaves A, invariant, and therefore by the
Perron—Frobenius theorem has an eigenvector @, € A, to the eigenvalue \,,.

From the fact that P, increases to the identity it follows A\, < ||A|| and lim,\, =
lA|l. On the other hand, by density, for each @ € L2(.A) there exist an index 3 such
that that for every ¢ € L?>(A)

(W, Pgyp — )| < € > (Ap, Ppyp — 1)) <€ (49)

It follows that weakly
Pyp = A = |All¢ (50)

We must now show that v is not the zero element of L?(A). For this we use the
hyper-contractivity assumption For any choice of a; b with % + % = 1 we have by
interpolation [5, 6].

p—2 p
< a p = — b = - 51
Il < WIEWFIE o= 50— TP (51)
Since P, has norm one in L?(A) one has
IAIYally = AaWall, < MYl =M (52)
It follows
M
I = [Yall2 < IWalli — (53)
Al
and therefore )
el = (A1) (54)
“\M
Since 1, > 0 for all « one has
L o (1A
W, ) = lltryn(%, 1) = lim||¢a |l = Y3 (55)

Therefore ¥ # 0. Vi
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In the proof of the previous theorem we have used the non-commutative version
of Stein’s lemma [5, 6].

For a comparison, notice that in the Bose case the fields ¢(x) and 7 (x) are real
valued distributions, and therefore

o(f) =/f(x)¢>(X)dx, m(g) =/g(X)7T(X)dx (56)

are symmetric operators that are self-adjoint in the Fock representation.
Therefore for them integration theory hods in the classical sense if one makes use
of suitable gaussian measures.

11 Construction of Fock Space

As an application of the theory of gage spaces we formulate now a theorem that
is useful in the construction of the representation for a free Fermi field. We begin
with a construction of Fock space. Let A be a self-adjoint operator on the complex
Hilbert space H. Denote by I" (") the strongly continuous group of unitary operators
defined by

F(eitA) — @neitA ® eilA L.® eiTA (57)

where the nth term act on antisymmetric tensors of rank n and by convention the
first term is the identity. Also here the map A is called second quantization. We
have discussed it in Volume I in the case of the Bose Field. Denote by dI"(A) he
infinitesimal generator of I"(¢") so that formally

I—V(eilA) — eirdI‘A (58)

Denote by A(H) the direct sum of antisymmetric tensors over H.

Lemma 3 ([3, 4]) Let D be the extension of the map u — u,, of an unitary operator
from L*(CI) to A(H). Define

B=I(-1) a=B8, (59)

Then
DL.D™'=C,+A; DRD™' = (C.—Ap)pB (60)

The operator 3 is one on the even forms and minus one on the even forms (this
reflects the anti-commutation properties of the Dirac-Fermi field). <&

Proof The first relation follows from

DL.D™'Du = DL.D'u,, = DL.u — Dau = Byu (61)
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For the second relation notice that for any y € H one has
[Cx _AJXa By] =0

It follows that setting £ = C, — A3 one has

Eu2 =uE$2 = uC,2 = u(Cy + Ja,)2 = uas2 + R, 2 = R, 2

Therefore
(ED —DR)$2 =0

and by (69) the same relation holds in L*(CI).
Lemma 4 Let x,y € H. Define

1
2

g =

1
BB, — > (x.y]

Then o € Cl, Tro = 0 and

1

D(L,+R)D™"' =C,Cy +ArA;, Do = 5

C.C, 2
Proof From the Clifford relations it follows
BB, F B,B, = 2(x, y)I

Defining
R, = (x,y) — R,R,

from the preceding lemma

1 1
DR,D™" = (x, )] — 5 (G- Cr)B(Cy — Ap) B — 561

Using 3% =1 and {C, — Ay, 3} = 0 and the preceding lemma one has

1 1
DR,D™' = 3 (Ce ARG +AR) = S0 I

(62)

(63)

(64)

(65)

(66)

(67)

(68)

(69)

(70)
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To conclude the proof of Lemma 4 note that 7r(B,By) = (x, y). Acting on £2 with
Ay and C, and using DS2 = I we have

2Do = C,C, 2 (71)

Vi
We can formulate the following theorem [3, 4].

Theorem 9 [3, 4] Let H be a complex Hilbert space, J a conjugation. Let A be a
self-adjoint operator in H,A > ml, m > 0. Set

H=D'4IA)D (72)

If A commutes with J then
(1)e ™ isacontractionin L (CI) for everyt > 0 and a contraction on L (Cl)UL?(H)
for every p € [1, 400]
(2)Ift > %1093 then e~ is a contraction from L*(CI) to L*(CD)
(3) For every t > 0 the semigroup e™™ is positivity preserving. <&

To simplify the presentation, we will prove first this theorem assuming the validity
of Lemmas 5 and 6 below. We shall then prove these lemmas.

Lemma$ ([3])LetU =D~ 1dI"(I)D. Ift > %1093 then e is a contraction from
L*(CI) in L*(C)). <&

Lemma 6 ([4]) Let

A>0 [A,J]=0, H=D'drAp (73)
Then for every t > 0 the operator e~ is positivity preserving. Moreover it is a
contraction in L*(Cl) and in L' (CI). &

Proof of Theorem 9 assuming the validity of Lemmas 5 and 6.
(D) If H > 0 and if a sequence of operators A,, > 0 is such that

et — e (74)

then
ol () _y ,—tdI'(H) (75)

This follows because the sequence is uniformly bounded.
(2) If A has finite range and commutes with J, then J leaves invariant the range R,.
In fact, define

A(K) = CI(K) (76)
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with C;(KC) based on R(A). By Lemma 6 one has
u>0—eMy>0 Hy,=D'dI'(A)D (77)

and moreover by Lemma 4 | e~ iu|| < |jul|.

The union of of subspaces that are invariant under J and which contain R, is dense
in L>(Cl) and also dense in L' (CI) due to Lemma 6 (contraction implies convergence
of the iterations).

Therefore forany u € L*(CI) there exists asequence u,, € L?(C,) which converges
to u in the L? norm and then

(€ u, ¢) <ulildlls ¥ o eCl (78)

and moreover
e Mu,p)y>d>0 —e™Mu=>0 (79)

If A > 0 and bounded and not of finite range, one can repeat this procedure with A,,
of finite range. If A > 0 self-adjoint unbounded with spectral projections E), take

A, = /n AdX [E(N),J]=0 (80)
0

and consider
A, —> A, e e (81)

It follows that e "®THD™" preserves positivity and is a contraction in L'(Cl).
By duality it is a contraction in L*°(C/) and by the Riesz—Thorin theorem it is a
contraction from L?(CI) to L*(CI) if mt > %.

Now set N = dI"(I) (in Fock space this is the number operator). Acting on any
finite-dimensional subspace K the operator ¢ NP Jeaves C! (K) invariant and is a
contraction form L' (CI) to L*(CI).

Since the finite-dimensional space K is arbitrary
[(e™"Pu, §)| < lulal@ls (82)

and this inequality extends by continuity to all L2(CI). If A > ml, one has dI"(A) >
mN and therefore e~ @ < =N Tt follows that E = "™ e~ 4 has norm not
greater than one and

e—tHU = e—sz"NDD—lED (83)

is a contraction from L2(CI) to L*(Cl) if mt > 10793. v
We now prove Lemmas 5 and 6,
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Proof of Lemma 5 It is sufficient to prove the lemma in the case A has discrete
spectrum. In this case by factorization it sufficient to give the proof in the one-
dimensional case.

Then every element of H, = {x € H, Jx = x} can be written as

w=u+av a=By x; € H, (84)

tH H

and one has e ™y = u, e ™y = v. Recall that a'a = I, a* = aa = Bx; and set

z = r + sa. Then

Zz=r'r+ e Ys*s — e (s*ar + r*as) (85)

We have |z|* = (z*z)? and ||z||j = Tr|z|*. Making use of the cyclic property of
the trace and of the expression of z*z one verifies

lzlI* = Tr(rr 4+ e 2s%s)> + e 2 (s*ar) + r*as)? (86)

and therefore
lzlI* < llull3 + e *[vlI3 + 6> ull3llv]? 87)

If 7 > “2 one has 6% < 2 and therefore
Izl13 < (lull3 + lv]13) (88)

Since ||w||§ = Tr((u + av*(u + av* = Tr(u*u + v*v) the case N = 1 implies the
generic case. Q

Proof of Lemma 6 Let /C be finite-dimensional and let
[A-J]=0, A>0 H=D'dr b (89)

Then e~ is positivity preserving and is a contraction on L”(CI) for p = 1 and
p = oo If A is a one-dimensional projection Lemma 5 gives

e M w*w) = e "ww+ (1 —e HWU 4+ v'v) >0 (90)

If A is not a one-dimensional projection, let A = > \;P; where P; are one-
dimensional projections. Then

e = e ™  H =D'dr(P,)D 1)

and each factor is positivity preserving. To prove the contraction property, begin
again with the case in which A is a rank-one projector. Then one has

U™ (u+av)U = u — av (92)
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where if A = P; then U is the unitary operator which corresponds to the operation
x; — . —x;,xj — x; for j # i. Notice that

—i—e"( n )+1—e_’
U+ av
2 2

eHw=u+e'av =

(u — av) 93)

This implies [[e ™ w|o < [|[wlleo. IFA = >, \;P; one proceeds similarly. It follows

also that e is a contraction in L' and since L' and L are dual for the coupling

< u,v >= Tr(vTu) and e~ is auto-adjoint for this coupling since (e " v)* =
—tH %
e ",

Notice finally that if a map is a contraction both in L' and in L™ then it is a

contraction in L? for 1 < p < 4o0. )
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