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Preface 

These notes were written for a short series of lectures at the Scuola Normale 
Superiore, Pisa, in the academic years 1993-94, 1 994-95, 1995-96, in order to 
fulfill a request by the mathematicians to have a short (half-semester) course 
for mathematical students willing to learn the main ideas and mathematical 
structure of Quantum Mechanics. 

Since the books on Quantum Mechanics are hundreds and some of them 
very good, also for a mathematically minded student , one could reasonably 
question the need of having another one. The main point is that, contrary 
to Classical Mechanics, Quantum Mechanics is not part of the common 
education of mathematical students, even if this theory is at the roots of 
important developments of modern mathematics, as briefly discussed in 
the Introduction. Perhaps one of the reasons is that most of the books 
on Quantum Mechanics start from emphasizing and discussing the many 
experimental facts, which led to the crisis of Classical Mechanics, whose 
appreciation require a non-superficial familiarity with classical physics, with 
the result that the tight logical and mathematical structure of Quantum 
Mechanics is usually relegated to a secondary level. In particular, the usual 
presentation, which assumes that states are described by vectors of a Hilbert 
space (and observables by Hilbert space operators) on the basis of the so­
called superposition principle, may not be appealing to a mathematical 
student. On the other hand, the books on the mathematical foundations 
of Quantum Mechanics, above all the beautiful books by J. von Neumann, 
G. Mackey, J .M.  Jauch, C. Piron, do not seem to have the introductory 
character suitable for undergraduate students. 

Moreover, the C* -algebraic formulation of Quantum Mechanics, which 
has unquestionable advantages for logic and conceptual economy, especially 
for a mathematically oriented audience, and has played a crucial role for 
the recent non-commutative extensions of Calculus, Geometry, Probability 
etc . ,  has not yet become standard in quantum mechanics textbooks. 

The aim of these notes is to introduce the mathematical student to the 
basic mathematical structure and foundations of Quantum Mechanics, by 
emphasizing as a starting point the c· -algebraic structure of the algebra 
of observables, which defines a physical system. 

v 



vi Preface 

An effort is made in motivating and possibly simplifying Segal's pos­
tulates for Quantum Mechanics; the C* -algebraic structure of the algebra 
generated by the observables is argued to follow essentially from simple ba­
sic physical ideas, by exploiting the operational definition of measurements 
and the duality between states and observables. 

Once it is accepted that the observables generate a C* -algebra, a prop­
erty which is also implied (actually in a stronger form) by one of the Dirac­
von Neumann axioms, the mathematical structure of Quantum Mechanics, 
namely the description of the physical states by Hilbert space vectors and 
the representation of the observables by Hilbert space operators, follows 
from the GNS and Gelfand-Naimark theorems; moreover ,  for quantum me­
chanical systems with a finite number of degrees of freedom, Schrodinger 
Quantum Mechanics is derived as the direct consequence of Heisenberg un­
certainty relations (leading to Heisenberg commutation relations) and the 
von Neumann uniqueness theorem. 

No pretension of completeness is made about the subject; the scope is 
that of an introductory short course on the basic knowledge of Quantum 
Mechanics which should hopefully become part of the common education 
also of mathematicians. A few basic examples of quantum systems, in 
primis the hydrogen atom, are worked out with attention to the mathe­
matical setting and logic. 

An effort is made in simplifying the technical points and the proofs, 
especially in the short account of C* -algebra theory, and in reducing the 
background knowledge needed to the minimum; the basic notions of prob­
ability theory and of Hilbert space operators are required. 

The chapters or paragraphs marked with an asterisk were not part of 
the short course and were discussed in additional lectures; they are in­
cluded here for completeness and may be skipped in a first reading. The 
increasing interest on the functional integral approach to quantum mechan­
ics and more generally the deep connection between quantum mechanics 
and stochastic processes has motivated the brief account given in Chapter 
6, with emphasis on the main ideas and the basic mathematical structures. 

The effectiveness of the functional integral approach for both the solu­
tion of quantum mechanical problems and the analysis of general properties 
is briefly discussed in Chapter 6; in particular its relevance for Feynman 
perturbative expansion, the classical limit, the interplay between quanti­
zation and topology, the discussion of coupling constant analyticity are 
worked out in some simple, but illuminating cases. 

Since the C* -algebraic approach has proved inevitable for the mathe­
matical description of quantum systems with infinite degrees of freedom, 
and useful for the discussion of deep theoretical physics problems, like spon­
taneous symmetry breaking, phase transitions, quantum statistical mechan­
ics, quantum field theory etc . ,  the lectures might turn out to be useful 
also for theoretical physics students, who might also profit from a look to 
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the functional integral approach beyond the heuristic presentations usually 
adopted in theoretical physics books, especially in view of its use for a 
non-perturbative approach to quantum field theory and many body theory. 

I am grateful to the Accademia dei Lincei and the University of Rome 
"La Sapienza" for inviting me to give a series of lectures and for the oppor­
tunity of confronting this presentation of Quantum Mechanics with a very 
selected audience. The preparation of these lectures notes has benefited 
from enlightening discussions and collaboration with G. Morchio, to whom 
I am greatly indebted. I thank also the students of my courses for pointing 
out misprints or unclear points in the preliminary draft of the notes. 





P reface to the Second Edition 

The first edition of the book closely reflected the notes of half-semester 
courses for undergraduate students in mathematics and therefore did not 
aim to qualify as a monograph on Quantum Mechanics (QM) .  Rather, it 
meant to provide a short mathematically minded introduction to the foun­
dations of QM and to its revolutionary philosophical ideas. This explains 
why many interesting applications and developments were left aside. 

The author still thinks that this remains the main motivation for pub­
lishing the lecture notes. Nevertheless, the sketchy discussion of the basic 
mathematical structure in terms of operational arguments might have been 
profitably expanded for the convenience of the reader, since it hinges on 
crucial philosophical ideas. For these reasons, Section 1 .3 has been consider­
ably improved, by strengthening the operational evidence of a C* -algebraic 
structure of the observables, through the realization of their Jordan Banach 
structure and the Alfsen-Schulz-St0rmer theorem. 

For the same reasons, a discussion and a comparison with the Dirac­
von Neumann principles of Quantum Mechanics is given in Section 3.6,
emphasizing the basic distinction, not appreciated in the textbook presen­
tations of QM, between the set of axioms which are direct consequences 
of the operational definition of measurements and therefore have a general 
validity for the description of a physical system and those which codify the 
implications of the Heisenberg uncertainty relations and therefore are pecu­
liar of quantum systems. Actually, for the derivation of the mathematical 
structure of QM, the operational evidence of complementary observables is 
shown to be more effective, rather than Heisenberg uncertainty relations. 

Another very important and distinctive feature of quantum mechanics 
versus classical mechanics, not sufficiently emphasized in the standard text­
books and discussed in the added Section 4.4, is that classically dangerous 
singularities, associated to the unboundedness from below of the potential, 
becomes harmless in the quantum mechanical noncommutative version. A 
distinguished example, typically the only one discussed in most textbooks, 
is the Coulomb bound state problem, but the boundedness from below of 
the quantum Hamiltonian, i.e. the quantum stability, is actually shared by 
all the potentials which satisfy the Kato criterium of self-adjointness of the 
total Hamiltonian. 

ix 
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The second edition differs from the first also for a correction of a few 
misprints, for the addition of a Bibliography listing the references quoted 
in the footnotes and for a discussion of coherent states and their relation 
with classical mechanics . 



Contents 

0 Introduction 1 

1 Mathematical description of a physical system 7 
1.1 Atomic physics and the crisis of classical mechanics . 7 
1 .2 Classical Hamiltonian systems . . . . . . . . . . . . . 10  
1 . 3  General mathematical description of a physical system 16  
1 .4 Appendix A : C*  -algebras . . . . . 26 
1 .5 Appendix B: Abelian C* -algebras . 28 

1 .6 Appendix C :  Spectra and states . . 32 

2 Mathematical description of a quantum system 39 
2 .1 Heisenberg uncertainty relations and non-abelianess 39 
2.2 States and representations. GNS construction . . . . 42 
2.3 Gelfand-Naimark theorem: observables as operators 47 

2.4 The probabilistic interpretation . * Quantum probability 48 
2.5 * Quantum logic . . . . . . . . . . . . . 54 
2.6 Appendix D: States and representations 56 
2.7 * Appendix E: Von Neumann algebras 57 

3 The quantum particle 59 
3.1 The Wey! algebra and the Heisenberg group 59 
3.2 Von Neumann uniqueness theorem . . . . . 62 
3.3 The Schrodinger representation and wave function 65 
3 .4 Gaussian states. Minimal Heisenberg uncertainty 67 
3.5 * Coherent states . . . . . . . . . . . . . . . . . . . 69 
3.6 Remarks on the principles of quantum mechanics . 72 

3.6.l Dirac-von Neumann axioms of quantum mechanics 72 
3.6.2 Physical principles of quantum mechanics . . . . . 75 

4 Quantum dynamics. The Schrodinger equation 
4.1 Quantum dynamics. The quantum Hamiltonian .
4.2 The dynamics of a free quantum particle . 

xi 

87 
87 
90 



xii Contents 

4.3 Quantum particle in a potential . . . . . . . . . . . . . . 92 
4.4 Quantum stability . . . . . . . . . . . . . . . . . . . . . 93 
4.5 Appendix F: Hamiltonian self-adjointness and dynamics 96 

5 Examples 105 
5. 1 Double-slit interference and particle-wave duality . . . . . 105 
5.2 The quantum harmonic oscillator. Energy quantization 106 
5.3 Quantum particle in a square potential well and in a box 109 
5.4 Quantization of the angular momentum. The spin . 1 1 1  
5.5 The Hydrogen atom . . . . . . . . . . . . . . . . . . 1 14 
5.6 Appendix G :  Properties of the Runge-Lenz operator 1 18 

6 * Quantum mechanics and stochastic processes 119  
6. 1 Quantum mechanics, probability and diffusion . 1 19 
6.2 The Feynman path integral . . . . . . . . . . . . 123 
6.3 The Feynman-Kac formula . . . . . . . . . . . . 128 
6.4 Nelson positivity and uniqueness of the ground state 131 
6.5 Quantum mechanics and stochastic processes 133 
6.6 Euclidean quantum mechanics . . . . . . 137 
6 .  7 Applications of the functional integral . 141 

6.7. 1 Feynman perturbative expansion 141 
6 .7 .2 Semiclassical limit . . . . . . 143 
6.7.3 Ground state properties . . . 147 
6.7.4 Coupling constant analyticity 147 

6.8 Functional integral and topology . . 149 
6.9 Appendix H :  The central limit theorem 159 
6. 10  Appendix I: Gaussian variables. Wick's theorem 160 
6. 1 1  Appendix J :  Stochastic processes 162 
6. 1 2  Appendix K: Wiener process 165 

Bibliography 169 

Index 177 



Chapter 0 

Introduction 

Quantum Mechanics deserves the interest of mathematicians not only be­
cause it is a very important physical theory, which governs all microphysics, 
i.e. the physical phenomena at the microscopic scale of 10-s cm. ,  but also 
because it turned out to be at the root of important developments of mod­
ern mathematics. 

The first branch of modern mathematics which was strongly influenced 
by Quantum Mechanics is the theory of Algebras of Operators in Hilbert 
Spaces, the so-called von Neumann Algebras, whose foundations are due to 
von Neumann also in connection with his interests in Quantum Mechanics. 
The theory of van Neumann Algebras, as well as the related theory of C*
Algebras is now a well developed branch of mathematics [Dixmier (1981 ) ,
( 1977); Kadison and Ringrose ( 1983) ;  Stratila and Zsido' ( 1979) ; Takesaki 
( 1979); Jorgensen and Muhly ( 1987); AMS Proc. ( 1982)].

A strictly related topic is the study of the representations of the Weyl 
algebra, equivalently of the unitary representations of the Heisenberg group, 
which is at the basis of the canonical formulation of Quantum Mechanics of 
systems with a finite number of degrees of freedom [Putnam ( 1967); Bratteli 
and Robinson ( 1981) ;  Folland ( 1989); Garding and Wightman ( 1954)].

The Schrodinger equation, which governs the time evolution of quan­
tum systems, has motivated the theory of the Schrodinger Operators and 
the Theory of Scattering, which are now robust chapters of the theory of 
partial differential equations [Cycon et al. ( 1987); Eastham and Kalf ( 1982);
Graffi ( 1984); Holten and Jensen ( 1989); Hislop and Sigal ( 1996); Amrein et 
al. ( 1977); Lax and Philips ( 1989) , ( 1976); La Vita and Marchand ( 1974);
Pearson ( 1988); Perry ( 1983); Petkov ( 1989); Sigal ( 1983); Yafaev ( 1992)].

Finally, it is worthwhile to mention that, under general stability con­
ditions, the quantum mechanical time evolution allows an analytic con­
tinuation to purely imaginary time and the so-obtained theories (uniquely 
determined by the real time theories) correspond to stochastic processes. 
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2 Introduction 

Such a deep relation between Quantum Mechanics and Stochastic Processes 
has been at the origin of important developments in the theory of stochas­
tic processes like the Feynman-Kac formula, the theory of functional (or 
path) integration etc . [Blanchard et al . ( 1 987) ; Chung and Williams ( 1982) ;  
Glimm and Jaffe ( 1987) ; Kac ( 1980) ;  Roepstorff( 1993) ;  Simon ( 1979)] . 

Along the lines of the deep philosophical changes, which led from Clas­
sical Mechanics to Quantum Mechanics, quite recently new steps were 
taken in the frontier developments of classical analysis and geometry, giv­
ing rise to the corresponding non-commutative (or quantum) extensions. 
These new developments were given the names of Quantum Calculus, Non­
Commutative Integration, Non- Commutative Geometry, Non- Commutative 
Harmonic Analysis, Quantum Probability, etc. Even the discovery of Quan­
tum Groups, a rapidly growing theory, is due to the influence of Quantum 
Mechanics [Araki ( 1993) ;  Biane ( 1 995) ;  Connes ( 1992) ,  ( 1 994) ,  ( 1 995) ;  Kas­
sel ( 1995) ; Kirillov ( 1995) ;  Madore ( 1995) ;  Manin ( 1988) ; Meyer ( 1992) ; 
Parthasarathy ( 1992)] . 

In conclusion, Quantum Mechanics , as a very important physical the­
ory, was not only a source of concrete and special mathematical problems 
arising in the solution of particular physical problems, but also provided 
a body of general mathematical structures which strongly influenced the 
development of modern mathematics. To better appreciate this role, it 
may be worthwhile to recall the strict relation between the development 
of Mechanics and Mathematics . Indeed, the origin of Calculus or Classi­
cal Analysis can be traced back to Newton and Leibnitz, who discovered a 
mathematical language for the foundations of mechanics. The underlying 
idea is that physical quantities are described by functions of space and time 
(and possibly of additional variables) and therefore the mathematical de­
scription of observable quantities is related to the theory of functions and 
classical analysis. 

When in the XIX century a major problem of theoretical physics was the 
description of complex systems, with 1023 degrees of freedom, as required 
for the foundations of thermodynamics and statistical mechanics, it became 
clear that new mathematical ideas were needed; one could not reasonably 
think to consider a Cauchy problem for 1023 initial data. This led to aban­
don the idea that a physical state is described by a point in phase space 
and to rather describe a state as a probability measure on the phase space. 
In this way probability theory and random variables entered in a crucial and 
philosophically important way into the framework of theoretical physics, at 
the basis of Classical Statistical Mechanics. 

The quantum mechanical revolution, which took place in the twenties 
and early thirties, realized that at the microscopic level it is no longer cor­
rect to pretend that the physical observable quantities are described by an 
abelian algebra of functions or of random variables. The Heisenberg anal­
ysis of physically realizable experiments on microscopic systems indicated 
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that the measurement of an observable in general limits the precision by 
which another observable can be subsequently measured. The mathemati­
cal abstraction of this deep physical fact is the realization that the algebra of 
observables is not described by an algebra of functions, but rather by an al­
gebra of operators in a Hilbert space. As mentioned before, the passage from 
the commutative structure of classical mechanics and/or of classical statis­
tical mechanics to the non-commutative structure of quantum mechanics 
is the deep and crucial feature shared by the modern non-commutative 
extension of calculus, probability, geometry etc. 

Last but not least, quantum mechanics had a dramatic impact on the 
development of mathematical logic, giving rise to the so-called Quantum 
Logic: whereas the lattice of propositions of classical logic has the struc­
ture of a Boolean algebra (equivalently that of a lattice of commutative 
projections) ,  the lattice of quantum propositions is non-boolean and it cor­
responds to a lattice of non-commutative projections [Birkhoff and von 
Neumann ( 1936) ; Beltrametti and Cassinelli ( 198 1 ) ;  Cohen ( 1989 ) ;  Garden 
( 1984) ; Hooker ( 1975) ; Pitowski ( 1989) ; Redei ( 1998) ] .  

The aim o f  these lectures i s  to provide at least the fiavor o f  the philosoph­
ical revolution induced by quantum mechanics concerning the mathemati­
cal description of physical systems. The lectures are primarily addressed to 
people interested in questions of principle and in the mathematical foun­
dations of physical theories, also in view of the fertile mutual influence 
between theoretical physics and mathematics . 

In order to make the ideas at the basis of quantum mechanics under­
standable also to people with a mathematical education but with no great 
familiarity with physics, we will reduce the detailed description of the many 
experimental facts which led to the crisis of classical mechanics to the mini­
mum and will rather extract and emphasize the overall simple and profound 
message for the mathematical description of quantum systems. 

Once the Heisenberg revolutionary discovery has been accepted, namely 
that there are intrinsic limitations to the precise measurements of physical 
quantities (Heisenberg's uncertainty relations) leading to the non abelianity 
of the algebra of observables, the whole mathematical structure of Quantum 
Mechanics follows as a theorem (Gelfand-Naimark) : the states of a physical 
system are described by vectors of a Hilbert space and the observables by 
Hilbert space operators. Also the Schrodinger formulation of Quantum 
Mechanics in terms of wave functions follows from von Neumann uniqueness 
theorem on the regular ( irreducible) representations of the Wey! algebra. 

Those who will hopefully find the subject sufficiently interesting and 
stimulating are warmly referred to standard textbooks to deepen the math­
ematical and logical structure of quantum mechanics and to appreciate its 
impact on the description of the physical world [Dirac ( 1958 ) ;  Feynman et 
al. ( 1963) ; Heisenberg ( 1930 ) ;  Jauch ( 1968) ; von Neumann ( 1955) ;  Mackey 
( 1963 ) ;  Piron ( 1 976) ; Segal ( 1963)] . 
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Chapter 1 

Mathematical description 

of a physical system 

1 . 1  Atomic physics and the crisis of classical

mechanics 

Quantum mechanics was invented on the basis of  very cogent physical rea­
sons. The large body of physical motivations and experimental facts, which 
are usually regarded as convincing enough by physicists, may appear not 
sufficiently forcing to mathematicians, also in view of the fact that the 
philosophical change involved is rather dramatic. To make the message 
more direct, we will only briefly recall the basic experimental facts, which 
led to the crisis of classical mechanics for the description of atomic physics; 
we will rather dwell on the logical consequences of Heisenberg uncertainty 
relations and on the new mathematical structures which follow from them. 

We list some of the most important phenomena in conflict with classical 
physics: 

1 )  Atomic physics. There is a host of experimental evidence that an atom 
consists of a nucleus, made of neutrons and protons, and of electrons bound 
to it in a sort of planetary system, with the Coulomb potential playing the 
role of the gravitational potential. For example, the hydrogen atom has a 
nucleus made of a proton, of positive charge e, and an electron (of negative 
charge -e); the mass of the proton is about 1800 times the mass of the elec­
tron me � 10-27 gr . Such a planetary picture, which on one side is strongly 
supported by experimental data (typically Rutherford's experiment with a 
particles) leads to the following classical paradoxes: 
i) all atoms have approximately the same dimensions� 10-s cm. , whereas
classically the dimension of the orbit of a planet varies with the energy 

7 
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(which can be arbitrary) 
i i) the atoms are stable and therefore so must be the electron orbits, in­
compatibly with the laws of electrodynamics, according to which an accel­
erated charge emits electromagnetic radiation with inevitable energy loss. 
The electron should therefore collapse on the nucleus and a simple calcula­
tion shows that correspondingly the lifetime of an orbit of dimension 10-8 
cm. should be of 10- 10 sec . ;  in this case the dimensions of an atom would 
rapidly become those of its nucleus, namely of the order of 10- 13 cm. 
iii) the spectrum of the radiation absorbed or emitted by an atom, under
the influence of external forces, consists of a discrete series of frequencies, 
contrary to the laws of classical physics, according to which the frequency 
v of a planetary motion and therefore the radiation spectrum varies con­
tinuously with the dimensions of the orbit, for example for a circular orbit 
of radius r 

fe2 3 v = (27r)- 1 y -;:;;, r- 2 . ( 1 . 1 . 1 )  

All this suggests that only a discrete set o f  orbits is allowed, equivalently 
that only a discrete set of frequencies of the electron (periodic) motion are
allowed (quantization of the electron periodic motion). 
2) Photoelectric effect . If light of short wavelength is sent on a metallic
surface, electrons are emitted (roughly they gain enough energy to escape
from being bounded inside the metal) . Classically, one would expect that
the phenomenon is crucially governed by the energy carried by the elec­
tromagnetic radiation, i .e . by the light intensity. On the contrary, what 
happens is that the crucial quantity is the frequency I/ of the electromag­
netic wave; indeed 
i ) the electron emission occurs only if v > v0 = frequency threshold (which
depends on the metal) , 
i i) the maximum kinetic energy T of the emitted electrons is a function of
the frequency, 

T = a(v - vo ) ,

a a positive constant, rather than a function of the intensity of the radiation,
iii) the effect of the intensity (for fixed frequency v) is only that of increasing
the number of emitted electrons (not their energy !). 

As argued by Einstein, this suggests that at the microscopic level the 
electromagnetic radiation of frequency v does not carry energy in a con­
tinuous way, proportional to the radiation intensity, but rather in discrete 
fractions called quanta or photons each with energy 

E = h v, ( 1 . 1 . 2) 
where h = 6.6 10-27 erg sec. is the Planck constant (and with momentum
p = hv / c) ,  and that the probability of more than one photon absorption by 
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one electron is depressed. For fixed frequency, the intensity of the radiation 
is proportional to the number of photons carried by it and not to the energy 
of each photon ( quantum characte1 of the electrnmagnetic radiation). This 
can be interpreted as the evidence for the pa1ticle 01 corpuscula1 behavio1 
of light at the microscopic level. 

3) Particle-Wave duality of matter. The above corpuscular behavior
of light (related to the way energy is carried by e.m. radiation) does not 
require a corpuscular localization of photons. In fact , in general they are 
not strictly localized in space; they are described by "wave functions" and 
this explains why interference and diffraction phenomena characterize the 
electromagnetic waves (pa1ticle-wave duality of photons). For example, in 
Bragg's experiment, if one sends a beam of light of wavelength ,\ on the 
plane surface of a crystal made of lattice planes at distance d, then, if () 
is the incidence angle of the light beam on the crystal surface, the optical 
paths of two rays reflected by two lattice planes at distance d differ by 
the amount 2d sin e .  Therefore, one has constructive interference for the 
reflected rays if 2d sin() = n A, n E N. 

A similar experiment was done by Davisson and Germer replacing the 
light beam by a well focused beam of electrons, all of (approximately) the 
same energy E. The result was a constructive interference if 2d sin e =
nh/p, where p = V2mE is the electron momentum. This indicates a wave
behavior of matter with wavelength ,\ given by the De Broglie relation 

>- = h/p = h/V2mE ( 1 . 1 .3)  

(pa1ticle-wave duality of matte1) . 
There are other important experimental facts which played a relevant 

role in the birth of Quantum Mechanics, like the black-body radiation and 
the temperature dependence of the specific heats of gases, but their discus­
sion would lead us too far. 1 

The above sketchy account of the experimental facts, which led to the 
crisis of Classical Mechanics, may not provide a convincing evidence for 
the need of radical changes, especially if one is not familiar with the sharp 
constraints of classical physics. The implications of the above experiments 
at the level of general strategies may not appear logically inevitable, but a 
critical analysis would actually show that there is no alternative to changing 
the roots of classical physics .2 Regrettably, we have to omit a detailed 

1 A discussion of the experiments at the basis of quantum mechanics can be found 
in many textbooks, see e.g.  A. Messiah, Quantum Mechanics, North-Holland 196 1 ,  
Vol. I ,  Chaps. I-III; S- I .  Tomonaga, Quantum Mechanics, North-Holland 1962, Vol. I ,  
Chaps . 1 ,2 ;  M .  Born, Atomic Physics, Blackie 1958, Chap. VIII, Sects. 1-3. 

2See e .g. J.A. Wheeler and W.H. Zurek, Quantum Theory and Measurement, Prince­
ton University Press 1983; A. Peres, Quantum Theory: Concepts and Methods, Kluwer 
1 993. 
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discussion of these points, also because it would rely on a non-superficial 
mastering of physical arguments. Rather, we will follow the simpler logic 
of showing that the foundations of quantum mechanics can be deduced 
essentially by a single crucial fact, namely the Heisenberg 's realization of the 
uncertainty relations, which affect the measurement of physical quantities 
at the microscopic level. 

To fully appreciate the strength of Heisenberg intuition, we will start by 
a general revisitation of the mathematical structures and ideas underlying 
the foundations of classical mechanics. 

1 . 2  Mathematical description of classical

Hamiltonian systems 

In order to realize the roots of the conflict between atomic physics and 
classical physics, we will isolate the basic structure underlying the mathe­
matical description of a classical mechanical system. 
Kinematics. The configuration or the state of a classical Hamiltonian sys­
tem is (assumed to be) described by a set of canonical variables {q , p} , q = 

(q1 , . .  . ,  qn ) ,  p = (p1 , . . .  , pn) ,  briefly by a point P = { q, p} E f = phase space
manifold. For simplicity, in the following, we will confine our discussion to 
the case in which r is compact. This is, e .g . ,  the case in which the system 
is confined in a bounded region of space and the energy is bounded. 

The physical quantities or observables of the system, clearly include the 
q's and p's and their polynomials and therefore, without loss of generality, 
we can consider as observables their sup-norm closure, i .e .  (real) continuous 
functions f ( q, p) E CR (r) , (for a further extension see the remark after 
eq. ( 1 .2 . 1 1 ) ) .  

Every state P determines the values o f  the observables on that state 
and conversely, by the Stone-Weierstrass and Urysohn theorems, any P E r 
is uniquely determined by the values of all the observables on it (duality 
relation between states and observables) .  
Dynamics . The relation between the measurement of an observable f at 
an initial time t0 and at any subsequent time t is given by the time evolution 
of the canonical variables 

q--> qt = q(t, q , p) ,  P--> Pt = p(t, q , p) , ft (q , p) = f(qt , Pt ) · (1 .2 . 1 )  

The time evolution o f  the canonical variables i s  given by the Hamilton 
equations 

( 1 .2 .2 )  
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where H = H(q, p) is the Hamiltonian. Under general conditions (typically
if gradH is Lipschitz continuous) , for any initial data, the above system of 
equations has a unique solution local in time, which can be extended to all 
times under general conditions, e.g. if the surfaces of constant energy are 
compact 3 . 

The mathematical structures involved are the theory of functions (on 
phase space manifolds) and the theory of first order differential equations, 
defined by Hamiltonian flows on phase space manifolds . 

From the above picture of elementary Hamiltonian mechanics one can 
extract the following algebraic structure. 

I. Algebraic properties of the classical observables. The observ­
able quantities associated to a classical system generate an abelian algebra 
A of real or more generally complex 4 continuous functions on the ( com­
pact) phase space (the product being given by the pointwise composition 
of functions (f g) (x) = f(x)g(x) etc . ) .  This algebra has an identity 1 given
by the function f = 1 and a natural involution or * operation is defined by 
the ordinary complex conjugation, J*(x) = f(x) , so that A is a *-algebra 
with identity. To each element f E A one can assign a norm, II f I I , given 
by the sup-norm 

I I f I I = sup I f(x) 1 , ( 1 .2 .3 )  
xEr 

so that A is a Banach space with respect to this norm. The product is 
continuous with respect to the norm topology since 

II f g 1 1 ::; 1 1 f 1 1 1 1  g II ( 1 . 2 .4) 

and therefore A is a Banach *-algebra. Finally, the following property holds 
( C* -condition) 

II f* f 11 = 1 1 f112 · ( 1 .2 .5 )

Technically, an algebra with the above properties is  called an abelian C* -
algebra.5 

II . States as linear functionals. From an operational point of view,
the identification of the states of a classical system with points of the phase 
space r relies on the unrealistic idealization, according to which the configu­
ration of the system is sharply defined by measuring the canonical variables 
(typically positions and velocities) with infinite precision. Clearly, from a 

3 For a discussion of the existence theorems see V .  Arnold, Ordinary Differential 
Equations, Springer 1992, and V. Arnold, Mathematical Methods of Classical Mechanics, 
Springer 1989. 

4Such extension is both natural and convenient and in any case completely determined 
by the real subalgebra. 

5 For a beautiful account of the theory of abelian C* -algebras see I .M .  Gelfand, D .A .  
Raikov and G.E .  Shilov, Commutative Normed Rings, Chelsea 1964; see also R.S. Doran 
and V.A.  Belfi, Characterization of C* -Algebras, Dekker 1986, esp. Chap. 2. 



12 Mathematical description of a physical system 

physical point of view it is more sensible to admit that in the preparation 
or detection of a state of a physical system a certain undeterminacy is un­
avoidable so that the configuration of the system at the initial time to is 
known within a certain error, which inevitably propagates in time . 

Since a state of the system is characterized by the measurements of the 
observables in that state, it is convenient to recall the operational meaning 
of such a procedure. 

As it is well known, measurements with infinite precision are not possi­
ble and therefore the standard experimental way of associating a value of 
an observable f to a state w is to perform replicated measurements of f , 
m iw) (f ) ,  m�w) (f ) ,  . . .  , m�w) (f ) ,  on the system in the given state w or more 
generally on replicas of it and to compute the average 

The limit n---> oo (whose existence is part of the foundations of experimen­
tal physics) defines the expectation of f on the state w 

w (f ) = lim < f >�
w
) n---><Xl 

as average of the results of measurements of f in the state w .  
The coarseness affecting the measurements o f  f i s  given by 

(�w f )2 = w( (f  - w (f ) )2 ) , 

(1.2.6) 

(1.2.7) 

which indicates how much the results of measurements of f in the given 
state w depart from the average w (f ) ; it is also called the mean square 
deviation or variance of f (relative to w ) . More generally, all experimental 
information on the measurement of an observable f in the state w are 
recorded in the expectations of the polynomials of f. 6 

This is the way the experimental results are recorded and the operational 
identification of a state of a physical system is therefore given by the set 
of expectation values of its observables. Since the expectation w (f ) of 
an observable f has the interpretation (and actually corresponds to the 
operational definition) of the average of the results of the measurements of 
f in the given state w, it follows that such expectations are linear, i .e .  

w (>. fi + µ f2 ) = >. w (fi ) + µ w(h) ,  Vfi , h E A, >., µ E C  

and satisfy the positivity condition, namely 

w(f* f) 2'. 0, VJ E A. 

(1.2.8) 

(1.2.9) 
6Such characterization of the measurements off is somewhat related to the moment 

problem, for which a bound on the expectations of the polynomials of J is provided 
by the scale bound of the experimental apparatus associated to the measurements of f 
(such strict relations between observables and apparatuses yielding their measurements 
will be further discussed and exploited in the next section) .  
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The positivity condition (w( (A + B)*  (A + B) )  � O) implies the validity
of Cauchy-Schwarz' inequality 

lw (A*B ) I  :=:; w (A*A) 1 l2 w(B*B) 1l2 , VA, B E A, ( 1 . 2 . 10) 

and therefore w(l )  > 0 unless w is  the trivial state (w = 0 on A) . Thus, 
without loss of generality, given a (non-trivial) state w one may always 
normalize it :  W ----> Wnorm = w(l )- 1w ,  SO that Wnorm(l )  = 1.

Thus, in conclusion and quite generally, a classical system is defined by 
the abelian C* -algebra A of its observables and a state of a classical system 
is a normalized positive linear functional w on A. A state w on a C* -
algebra of continuous functions C(X) on a compact (Hausdorff) space X is 
automatically continuous and therefore by the Riesz-Markov representation 
theorem 7 it defines a unique (regular Borel) measure µw on X such that 

w (J) = l f dµw , µw (X) = w (l) = 1 ,  ( 1 . 2 . 1 1 )  

s o  that the expectations have a probabilistic interpretation 8 . Thus , the 
operational characterization of a state of a physical system leads to its 
description by a probability distribution rather than by a point of the phase 
space and the observables get the meaning of random variables. 

The above considerations support the description of observables by con­
tinuous functions and justify the possible extension of the concept of ob­
servable to the pointwise limits of continuous functions, almost everywhere 
with respect to µw . 

Clearly, the above general concept of state contains as a very special 
case the definition of state in elementary mechanics; in fact, if µp0 is the 
probability measure concentrated on the point Po = {q0 , p0 } , i .e . for any
measurable set S, µp0 (S) = 1 if Po E S and = 0 otherwise, (namely µp0 is 
a Dirac o function) ,  then the corresponding state w Po is

Wpo (J) = /, f dµp0 = f(Po ) ,  ( 1 .2 . 1 2) 

i .e .  it is described by the point P0 . Such states are also called pure states 
since they cannot be written as convex linear combinations of other states 
(see also the next Sections) .  Clearly, for a pure state w the variance van­
ishes, i .e . f takes a sharp value f w in the state w ,  in the sense that all the 
measurements yield the same result, fw = w (J) ,  i .e . there is no dispersion 
(such states are also called dispersion free states) . 

7 A simple discussion is in M. Reed and B. Simon, Methods of Modem Mathematical 
Physics, Academic Press 1972, Vol. I (Functional Analysis) ,  Chap. IV, Sect. 4. 

8For an introduction to the theory of probability and in particular to the con­
cept of random variable see, e.g. J. Lamperti ,  Probability, W.A.Benjamin 1966, esp.
Chap. 1 ,  and H .G .  Tucker , A Graduate Course in Probability, Academic Press 1967, 
esp. Chaps. 1 ,2. A brief recollection is given in Sect. 2.4, below. 
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For the general states defined above the time evolution can be defined 
by duality in terms of the time evolution of the observables 

(1.2.13) 

The above mathematical description of a state of a classical system 
is not only strongly suggested by operational arguments, concerning the 
measurement of physical quantities, but it is absolutely necessary for the 
mathematical and physical description of complex systems, i .e .  when the 
number of degrees of freedom become very large, typically 1023 for ther­
modynamical systems. In this case, it is technically impossible to control 
an initial value problem for such a large number of variables and it is also 
physically unreasonable to measure all of them. Moreover, such idealistic 
description of a complex system is not what is required on physical grounds 
to account for the time evolution of physically realizable measurements. 
Thus, the mathematical and physical description of a complex system in­
evitably requires new mathematical ideas and structures with respect to 
those of classical analysis, namely the theory of random variables. This was 
indeed the revolutionary step taken by Boltzmann in laying the foundations 
of Classical Statistical Mechanics and in deriving classical thermodynamics 
from the mechanical properties of complex systems. 

III. Algebraic Dynamics. Under general regularity conditions , in the 
concrete case of the canonical realization of a classical system, the time 
evolution { q , p} -> {qt ,  pt } is continuous in time t E R, with a continu­
ous dependence on the initial data at time t0 and therefore it defines a 
one-parameter family of continuous invertible mappings O'.to ,t of C(r) into 
itself,9 which preserves all the algebraic relations, including the *-operation 
(by eq. (1.2.2) at(! g) = at (!) at (g) , at (!* ) = (at (!)) * ) .  A linear invert­
ible mapping of a C* -algebra into itself, which preserves the algebraic re­
lations is called a *-automorphism (it follows from a general result that 
it necessarily preserves the norm, see e.g. Proposition 2.2.3 in the next 
chapter) .  

Quite generally, given an abelian C *  -algebra A o f  observables a time­
translation invariant (reversible) dynamics, ( i .e .  one which depends only 
on the difference t - t0 ) ,  can be algebraically defined as a one-parameter 
group of *-automorphisms O'.t of A, t E R  and by duality one can define a 
one-parameter group of transformations a; of states into states given by 

wi (A) = (aZw) (A) = w(at (A) ) ,  (1.2.14) 

9 In the case of non-regular dynamics , i .e .  when the algebra of continuous functions 
on r is not stable under time evolution, one has to identify the observables with a larger 
c· -algebra, than that of the continuous functions on r, in order to guarantee stability 
under time evolution (a necessary requirement for a reasonable physical interpretation) . 
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( time evolution of the states) . The abstract version of the continuity in 
time is that for any state w ,  w (at (A) ) ,  is continuous in time \iA E A;
technically ll'.t is said to be weakly continuous. 

The recognition of the above mathematical structure at the basis of the 
standard description of classical systems suggests an abstract characteriza­
tion of a classical (Hamiltonian) system, with no a priori reference to the
explicit realization in terms of canonical variables, phase space, continuous 
functions on the phase space, etc. In this perspective, since a physical sys­
tem is described in terms of measurements of its observables, one may take 
the point of view that a classical system is defined by its physical properties, 
i .e .  by the algebraic structure of the set of its measurable quantities or ob­
servables, which generate an abstract abelian C* -algebra A with identity. 
The states of the system being fully characterized by the expectations of 
the observables are described by normalized positive linear functionals on 
A and the dynamics is a one-parameter group of *-automorphisms of A. 

It is important to mention that quite generally, by the Gelfand-Naimark 
representation theorem 10 , an (abstract) abelian C* -algebra A (with iden­
tity) is isometrically isomorphic to the algebra of complex continuous func­
tions C(X) on a compact Hausdorff topological space X,  where X is in­
trinsically defined as the Gelfand spectrum of A. 

From the point of  view of general philosophy, the picture emerging from 
the Gelfand theory of abelian C* -algebras has far reaching consequences 
and it leads to a rather drastic change of perspective. In the standard 
description of a physical system the geometry comes first: one first specifies 
the coordinate space, (more generally a manifold or a Hausdorff topological
space) , which yields the geometrical description of the system, and then one
considers the abelian algebra of continuous functions on that space. By the 
Gelfand theory the relation can be completely reversed: one may start from 
the abstract abelian C* -algebra, which in the physical applications may be 
the abstract characterization of the observables, in the sense that it encodes 
the relations between the physical quantities of the system, and then one 
reconstructs the Hausdorff space such that the given C* -algebra can be 
seen as the C* -algebra of continuous functions on it. In this perspective, 
one may say that the algebra comes first , the geometry comes later. The 
total equivalence between the two possible points of view indicates a purely 
algebraic approach to geometry: compact Hausdorff spaces are described 
by abelian c· -algebras with identity, whereas if the algebra does not have 
an identity one has a locally compact Hausdorff space. 

Non-commutative geometry is the structure emerging when the algebra 
is non-commutative. 1 1 

10 For the convenience of the reader a brief outline of the Gelfand-Naimark theory is 
given in Appendix B .  

1 1  A .  Cannes, Non Commutative Geometry, Academic Press 1994.
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1 . 3  General mathematical descript ion of a 

physical system 

In this section we argue that the structure of a C* -algebra of observables 
and states is the suitable language for the mathematical description of a 
physical system in general (including the atomic systems) ,  with no reference 
to classical mechanics and its standard paradigms. 1 2 For a more expander! 
and complementary discussion, also in relation with the Dirac-von Neu­
mann principles of quantum mechanics, see Sect. 3 .6 ,  below. 

I. Observables. From an operational point of view, a physical system 
consists of the set of states in which it can be prepared and it is defined by its 
physical properties, i .e .  by the set 0 of the physical quantities (briefly called 
obs ervables) , which can be measured on its states, and by the relations 
between them. Each observable has to be understood as characterized by 
a concrete physical apparatus yielding its measurements. 13 

For any A E 0 and A E R, one can define the observable >-A as the 
observable measured by rescaling the apparatus (e.g. the pointer scale) 
by -\. By similar considerations one justifies the existence of elementary 
functions of an observable like the powers (with the standard elementary 
properties ) :  if A E 0, A2 may be interpreted as the observable associated 
with squaring the apparatus scale (equivalently, by squaring each result of 
measurement given, e .g . ,  by each pointer reading) . Similarly, one defines 
the powers Am and their products Am An = Am+n . It follows from this 
definition that A0 is the observable whose results of measurements always 
take the value 1, independently of the state on which the measurement is 
done. In the same way, one defines a polynomial of A as the observable 
obtained by taking as the new apparatus scale the given polynomial function 
of the scale for A. 

An element A E 0 is  said to be positive if all the results of measure­
ments of A are positive numbers. By the operational definition of elemen­
tary functions of A, this implies that (and it is actually equivalent to) A 
is of the form A = B2 , B E 0. Clearly, given an observable A and two 
positive polynomials, P1 (A) , P2 (A) , their product is also positive. 

1 2The C* -algebraic approach to classical and quantum physics has been pioneered by 
I .  Segal, Ann. Math. (2) 48, 930 ( 1947); Mathematical Problems of Relativistic Physics, 
Am. Math. Soc. 1963; see also P. Jordan, J. von Neumann and E.P. Wigner, Ann. Math. 
35, 29 ( 1934) for an early proposal and G .G .  Emch, Algebraic Methods in Statistical 
Mechanics and Quantum Field Theory, Wiley-Interscience 1972, esp. Chap. 2, for a 
historical review and a systematic treatment. 

1 3The possibility that two distinct experimental apparatuses effectively define the same 
observable will be discussed below. It is convenient to deal with dimensionless observ­
ables, whose measurements are defined as ratios with respect to a set of reference mea­

·surements (e.g. of length, mass etc . ) ; such a choice of scale is implicit in each physical 
apparatus. 
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I I .  States . A state w of a physical system defines, \I A E 0, the cor­
responding expectation w(A) ;  it is operationally obtained by performing 
replicated measurements of A when the system is in the state w ,  or (bet­
ter) in identically prepared states, and by taking the average over the results 
of measurements. The existence of such an average, in the limit of large 
number of measurements, is at the basis of experimental physics. Thus, w 
defines a real .functional on 0.  

By the operational definition of w(A) it easily follows that w i s  a homo­
geneous functional 

w (.AA) = .A w(A) , \I.A E R, 

and that w (An + Am) =  w (An ) + w (Am ) .  

( 1 . 3 . 1 )  

The realization that the operational way of characterizing a state is 
in terms of its expectations of the observables implies that a state w is 
completely characterized by the set of its expectations w(A) , when A varies 
over 0, and therefore two states yielding the same expectations must be 
identified, i .e . 

( 1 . 3.2) 

must imply w1 = w2 , (briefly the observables separate the states) . 
On the other hand, if we put at the basis of the mathematical descrip­

tion of a physical system the fact that the experimental way of identifying 
an observable is in terms of its expectations on the states, then two observ­
ables A and B having the same expectations on all the states, w(A) = w(B) ,  
'v'w, cannot be distinguished. Such a property of the states, of completely 
characterizing the observables and their relations, can be viewed as a com­
pleteness of the states with respect to the observables. This means that the 
states define an equivalence relation, denoted by rv , between the elements 
of 0 :  A rv B, if w(A) = w(B) for all the physical states w ,  (for example 
two distinct experimental apparatuses may effectively define the same ob­
servable) . Two equivalent observables must therefore be identified and in 
the following the set 0 of observables will always denote the corresponding 
set of equivalence classes. 

The definition of the zero-th power of an observable A implies that 
for any physical state w (A0) = 1, and therefore all the zero-th powers 
of observables fall in the same equivalence class, which will be called the 
identity and denoted by 1 . Clearly, for any state 

w (l )  = 1 ,  ( 1 .3 .3)  
i .e .  a state of a physical system is a normalized real functional on 0 .  
Furthermore, the property An Am = Am+n gives 

A l = A A0 = A = lA.  
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As we have also seen in the previous section, a crucial positivity property 
must be satisfied by the states. Since the expectation w(A) is the average 
over the results of measurements in the state w ,  it follows that, if A is 
positive, then, for any state w ,  

w (A) = w (B2 ) 2 0 ,  ( 1 .3.4) 

i .e .  any state w is a normalized positive functional on 0. 
By the completeness property of the states in identifying the observ­

ables, all the properties of an observable A have to be encoded in its expec­
tation values and therefore, in particular, the positivity of an observable 
A has to be equivalently described by the positivity of all its expectations, 
w(A) 2 0 for all w. In particular, a polynomial P(A) of an observable A is 
positive if w(P(A)) 2 0, for all physical states w .  

III. C* -algebraic structure. As discussed above, an  observable A is 
defined in terms of a concrete experimental apparatus, which yields the 
numerical results of measurements in any state and each concrete exper­
imental apparatus has inevitable limitations implying a scale bound (e.g. 
the set of positions which the pointer can take is bounded) independent 
of the state on which the measurement is performed. Then, the results of 
measurements of A in the various states is a bounded set of numbers, with 
the bound being related to the scale bound of the associated experimental 
apparatus. 

To each observable A it is then natural to associate the finite positive 
number 

l lA l l  = sup lw (A) I < oo. ( 1.3 .5)  
w 

Clearly, by the homogeneity of the states 

(1.3.6) 

Moreover, since the states separate the observables , l lA l l = 0 implies A =  0 .  

From the definition of I IA I  I and positivity it follows that 

(1.3.7) 

In fact , by definition, for any physical state w, w( l lA l l l ± A) 2 0, so that 
l lA I J l ± A  are both positive; then ( J IA J J l - A) ( l lA i l l  + A) is a positive 
polynomial of A and 

J IA I J 2  - w (A2 ) = w ( ( l l A l l l - A) ( l lA l l l + A))  2 0, 't:/w ,  

which implies l l A J l 2 2 I JA2 l l ·  
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On the other hand, the positivity of 

( l lA l l l ± A)2 = l lA l l 2 + A2 ± 2 l l A l lA

implies that for any state w 

and therefore l lAl l 2 :::; l lA2 l l ·  
The duality relation between observables and states allows t o  display 

and define linear structures in 0. We have already argued that the sum 
of polynomials of one observable has a well defined operational meaning; 
actually for a larger class of pairs A, E, (e.g. the kinetic and the potential
energy) the sum can be defined in the sense that there is an observable
C E 0 such that 

w (C) = w(A) + w (E) = w (A + E) ,  'Vw ( 1.3.8) 

and (by the duality relation between states and observables) one may write
C = A + E E  0. 

For arbitrary pairs, A, E ,  the sum defined by the expectations (1.3 .8) 
may not correspond to an element of 0 and therefore its introduction leads 
to an extension of 0, on which the states are positive linear functionals. 
Moreover, the definition of the powers (A + E)n may not have a direct
operational meaning; then, the possibility, adopted in the sequel, of intro­
ducing them for any pair A, E, with the same algebraic properties of the 
powers of the generating observables and the extension of the states to them 
as positive linear functionals is a non-trivial extrapolation over the strict 
physically motivated structure. The so-obtained extension of 0 will still be 
denoted by 0. 

Clearly, from eqs. ( 1 .3.5 ) ,  ( 1 .3.8) , l l A + E l l  is well defined and 

l l A + E l l :::; l lA l l  + l l E l l · 

Thus 1 1 1 1  is a norm on 0, which becomes a pre-Banach space. 
By the definition of the norm and positivity it follows that 

so that 

(1.3.9) 

(1.3.10) 

For technical reasons, it is convenient to consider the norm completion 
of 0, so that by a standard procedure one gets a real Banach space. 
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By definition of the norm, any state of the physical system satisfies 

lw(A) I ::::: l lA l l ,  (1.3.11) 

i .e .  any state is continuous with respect to the topology defined by the 
norm (norm topology) and therefore it has a unique continuous extension 
to the norm completion of 0, hereafter still denoted by CJ. 

The powers of the sum A + B allow to define the following symmetric 
product, also called Jordan product 

A o  B = � ( (A + B)2 - A2 - B2) = B o A,  
2 

(1.3.12) 

which however is not guaranteed to be distributive and associative. 
It is easy to check that for the elements of the polynomial algebra gener­

ated by an observable A the symmetric product coincides with the algebraic 
product; in particular A o  An = An+l . 

The so-obtained structure is close to that advocated by Jordan, the so­
called Jordan Algebra, 14 for which no topological structure is assumed, but 
the symmetric product is assumed to be distributive and weakly associative, 
i .e . 

A2 o (B o A) = (A2 o B)  o A.  

Actually, distributivity follows from the (mild looking) assumption that the 
symmetric product is homogeneous, i .e .  

A o  (>.B) = >.(A o B) ,  >. E R ( 1.3.13) 

and then, by symmetry, also (>.A) o B = >.(A o B) .  
Such a property i s  certainly satisfied when A and B are polynomial 

functions of the same observable C, since then a (distributive and associa­
tive) product is defined and A o  B = � (AB + BA) ;  the extension to the 
general case looks like a reasonable assumption. 1 5 

14 P. Jordan, Zeit f. Phys. 80, 285 ( 1933) ; P. Jordan, J. von Neumann and E.P. 
Wigner, Ann. Math. 35,  29 ( 1934) ;  L .J .  Page, Jordan Algebras, in Studies in Modern 
A lgebra, A.A.  Albert ed. ,  Prentice Hall 1963; N. Jacobson, Structure and Representations 
of Jordan Algebras, Am. Math. Soc. 1968; H. Upmeier, Jordan A lgebras in Analysis, 
Operator theory and Quantum Mechanics, Am. Math. Soc. 1980; H .  Hanche-Olsen and 
E. Stormer, Jordan Operator Algebras, Pitman 1984. 
A Jordan algebra is said to be special if  the symmetric product arises from an associative 
product: A o B = � (AB + BA) ;  otherwise it is said to be exceptional. Actually, 
there is only one simple exceptional Jordan algebra and it has dimension 27, so that 
it does not appear suitable for the description of quantum systems (for an updated 
account, see K .McCrimmon, A Taste of Jordan Algebras, Springer 2004) .  For the role of 
Jordan algebras in the formulation of quantum mechanics see the general review by A.S .  
Wightman, Hilbert Sixth Problem: Mathematical Treatment of  the Axioms of  Physics, 
in Proceedings of Symposia in Pure Mathematics, Vol. 28, Am. Math . Soc. 1976) . 

15G .G .  Emch, Algebraic Methods in Statistical Mechanics and Quantum Field Theory, 
Wiley-Interscience 1972, pp. 44-47. 
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A simple calculation shows that homogeneity implies distributivity. In 
fact ,  eq. (1.3.12)  gives 

(A + B)2 = A2 + B2 + 2A o B, 

(A - B)2 = A2 + B2 + 2A o (-B) = A2 + B2 - 2A o B 

and therefore A o  B = i ( (A + B)2 - (A - B)2 ) ,  and 

A2 + B2 = ! ( (A + B)2 + (A - B)2 ) .
2 

Then, by eq. (1.3 .14)

2(A + B) o C - 2A o C - 2B o C 

(1.3 .14) 

(1.3 .15) 

= [(A + B + C)2 + A2] + [B2 + C2] - [(A + B)2 + (A +  C)2] - (B + C)2 ,

and eq. (1.3 .15)  applied to  the three sums of squares in  square brackets 
gives the vanishing of the r .h.s .  

Furthermore, distributivity of the symmetric product and positivity of 
the states imply 

so that 

and 

0 ::; w ( (A + >-B)2)  = w ( (A + >.B) o (A + >.B)) 

= w (A2) + >.2w (B2) + 2>.w (A o B),  'VA E R, 

l lA o E l l ::; l lA l l  l l B l l ·  

(1.3.16) 

(1.3 .17) 

As shown by Jordan, von Neumann and Wigner, weak associativity 
follows from An+ l = A o An and from the property of formal reality, which
reads �i Al = 0 =? Ai = 0 and is implied by an obvious extension of
eq. (1.3 .10) .  Thus, the so-obtained structure is a Jordan algebra, actually
a Jordan Banach (JB) algebra, namely a Jordan algebra which is also a 
Banach space with a norm satisfying eqs. (1.3 .7) , (1.3 .10) and (1.3 .17).

The structure discussed above is also rather close to that advocated by 
Segal for the description of quantum systems (Segal system) , 16 for which
distributivity of the symmetric product is not assumed, but the following 
continuity properties of the powers are required: 
i) The square is continuous in the norm topology, i .e . An --+ A implies

A2 --+ A2 n '
ii) l lA2 - B2 l l ::; max ( l lA l l 2 , l l B l l 2 ) .

16 I .  Segal, Ann. Math . (2) ,  48, 930 (1947). 
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The continuity properties i )  assumed by Segal follow easily from dis­
tributivity and from eq. (1 .3.17) ; in fact, by distributivity one has A� -A 2 = 
(An + A) o (An - A) and therefore 

l lA; - A2 l l  � l l An - Al l ( l l An - A l l + l l 2Al l ) ,  

which implies i ) .  
Equation i i )  i s  derived by using the positivity of the squares and of 

the states, the algebraic relation l a2 - b2 I � max (a2 , b2 ) ,  Va, b E R, the 
definition of the norm, eq. (1 .3.5 ) ,  and eq. (1 .3.7) : 

lw(A2 ) - w(B2 ) 1  � max (w(A2 ) ,  w(B2) )  � max ( l lA2 l l ,  l l B2 l l ) 

= max ( l lA l l 2 ,  l lB l l 2 ) . 

As shown by Segal, the above structure allows to recover most of the 
mathematical basis for the description of quantum systems, like the concept 
of compatible observables, the joint probability distribution for compatible 
observables etc. (see the above quoted book by Emch for an extensive 
discussion) . 

However, the mathematical language becomes easier i f  the so-obtained 
(distributive) Segal system, 0, which is also a JB algebra, is embedded in 
a C* -algebra A. This means that the elements of 0 generate an associative 
algebra A such that 
1) the symmetric product arises from the associative (but not necessarily 
commutative) product in A, i .e .  VA, B E  0 

1 
A o  B = 2" (AB + BA) , 

2) an involution is defined on A with the properties that VA, B E  0, 

(,\A + µB) *  = ,\A + jlB ,  V>- , µ E C , 

(AB) *  = BA, 

3) VA E A, A* A is positive and the states can be extended from 0 to A by 
linearity as linear functionals, with the natural extension of positivity 

w (A* A) ;::: 0, VA E A , 

and with the properties 

l lAB l l  = supw lw(AB) I � l lA l l l lB l l , l lA*  A l l = l l A* l l  l l A l l · 

Positivity, w ( (>-A + 1 ) * (,\A + 1 ) )  ;::: 0, implies 

w (A* ) = w(A) , l lA* l l  = l l A J I , VA E A . 

(1.3 .18) 

(1.3.19) 
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The so-obtained extension A has the properties of a C* -algebra with 
identity 1 ,  0 is the subset of *-invariant (also called self-adjoint) elements 
(briefly 0 is a Jordan subalgebra of A )  and A is generated by 0 . 1 7  A 
JB algebra which is isometrically isomorphic to a Jordan subalgebra of a 
C* -algebra is called a JC algebra. 

A Segal system or a JB algebra which allows such an embedding is called 
special and exceptional otherwise . 1 8 In order to discuss the possibility of 
such an embedding, we start by defining the complexification oc of 0: 

Oc = {A + iB; A, B E O} .  

The symmetric product is easily extended by distributivity 

(A + iB) o (C + iD) = (A o  C - B o  D) + i (A o D + B o  C) , 

and the states extend by linearity: w(A + iB) = w(A) + i w(B) .  The so­
extended states have the following properties 

w(A + i B) = w(A - i B) ,  w( (A + iB) o (A - iB))  = w(A2 + B2 ) 2 0 .  
( 1 .3 .20) 

An involution is defined on oc by (A + iB)* = A  - i B and one has 

l l A + iB l l  = sup lw(A + iB) I = l l A - iB l l ,  i .e . l lC l l = l lC* l l , VC E Oc . 
w 

The following theorem classifies the exceptional JB algebras . 1 9  

Theorem 1. 3.1 Any JB algebra 0 contains a unique exceptional ideal J 
such that 0 / J is a JC algebra and J is characterized by the property that 
every factor representation of J is onto the 27-dimensional Albert algebra. 

Since the Albert algebra appears too poor, and therefore not suitable, for 
the mathematical description of the observables of a physical system, in the 
following we shall assume that the observables define a special distributive 
Segal system, equivalently a JC algebra, and ,  therefore generate a C* -
algebra. 

17For an introduction to C* -algebras see e.g. M .  Takesaki, Theory of Operator Alge­
bras, Vol. I ,  Springer 1979, Chap. I; R.V. Kadison and J . R. Ringrose, Fundamentals of 
the Theory of Operator Algebras, Vol. I ,  Academic Press 1983, Chap. 4 ;  0 .  Bratteli and 
D.W. Robinson, Operator Algebras and Quantum Statistical Mechanics, Vol .  I, Springer 
1987, Sects. 2 .1- 2 .3 ;  the basic textbook is J. Dixmier, C* -algebras, North-Holland 1977. 
For the convenience of the reader a few basic notions about C* -algebras are presented 
in the Appendices. 

18Necessary and sufficient conditions for the existence of such an extension, have been 
given by D. Lowdenslager, Proc. Amer. Math. Soc. 8, 88 ( 1957). For physically 
motivated conditions see E .M.  Alfsen and F.W. Schultz, Geometry of State Spaces of 
Operator Algebras, Birkhiiuser 2003, but their physical i nterpretation is not transparent . 

19H .  Hanche-Olsen and E. St0rmer, Jordan Operator Algebras, Pitman 1984, Chap. 7, 
Theor. 7.2 .3 .  
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The arguments discussed in this section do not pretend to prove as a 
mathematical theorem that the general physical requirements on the set of 
observables necessarily lead to a C*-algebraic structure, ( the existence of 
the sums for all pairs A,  B E 0 and the homogeneity of the Jordan product 
lying beyond the strict operational setting) , but they should provide suffi­
cient motivations in favor of it (for a more detailed discussion see Sect. 3.6 
below) . 

In any case, the above mathematical structure is by far more general 
than the concrete structure discussed in Sect. 2 for classical systems. Fur­
thermore, the property that the observables generate a C* -algebra is also 
implied by the much stronger Dirac-von Neumann axiom that the observ­
ables are described by the hermitian operators in the Hilbert space of states. 
A more detailed discussion of the relation with the Dirac-von Neumann ax­
ioms is given in Sect. 3.6. 

As we shall see, the full mathematical setting of quantum mechanics can 
be derived with a very strict logic solely from the C* -algebraic structure of 
the observables and the operational information of non-commutativity cod­
ified by the Heisenberg uncertainty relations (Sect. 2 . 1 ) .  In this way one has 
a (in our opinion better motivated) alternative to the Dirac-von Neumann 
axiomatic setting, which can actually be derived through the GNS theorem 
2 . 2 .4 ,  the Gelfand-Naimark theorem 2.3.1 and von Neumann theorem 3 .2 .2  
(see the discussion of  the principles of  quantum mechanics in Sect. 3.6). For 
these reasons we adopt the following mathematical framework: 

1. A physical system is defined by its C* -algebra A of observables (with 
identity ) .  

2 .  The states of  the given physical system are identified by the mea­
surements of the observables, i .e .  a state is a normalized positive 
linear functional on A. The set S of physical states separates the 
observables, technically one says that S is full, and conversely the 
observables separate the states. 

In the mathematical literature, given a C* -algebra A, any normalized 
positive linear functional on it is by definition a state; here we allow the 
possibility that the set S of states with physical interpretation (briefly called 
physical states) is full but smaller than the set of all the normalized positive 
linear functionals on A. 

Quite generally, given an abstract C* -algebra A ,  with identity 1 ,  a 
positive linear functional w on A is necessarily continuous with respect to 
the topology of the preassigned norm which makes A a  C*-algebra (see 
Appendix C, Proposition 1.6.3) :  

lw(A) I :::; l l A l l  w ( 1 ) .  
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Also, w (A) ;::: 0 ,  \/w implies A = B* B (Proposition 1 .6 .2 ) .  In the above 
presentation, these properties were obtained on the basis of the operational 
definition of states and observables. 

The spectrum o- (A) of an element A E A is the set of all ,\ such that 
,\1 - A does not have a two-sided inverse in A. This is the purely algebraic 
version of the standard definition of spectrum for operators in a Hilbert 
space. An element A is said to be normal if it commutes with its adjoint 
A* . If A is normal and ,\ E o-(A) ,  then there exists at least one positive lin­
ear functional w such that w(A) = ,\ (see Appendix C) . Thus the spectrum 
of a normal element A is a set of possible expectations of A. This implies 
that the set of all positive linear functionals on A separate the normal ele­
ments of A and therefore all the elements of A since any A can be written 
as a complex linear combination of normal elements A = (A + A* )/2 -
i( iA - iA* )/2 .  
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1 . 4 Appendix A : C*-algebras

For the convenience of the reader, in this and in the following Appendices 
we recall a few basic notions about C* -algebras. 

A C*-algebra A is 
i) a linear associative algebra over the field C of complex numbers, i .e . a
vector space over C with an associative product linear in both factors, 
ii) a normed space, i.e. a norm 1 1  1 1  is defined on A :

l lA l l 2'. 0, l lA l l = O  <=? A = O, \iA E A , 

1 1 >-A l l  = l >- 1 I JA I J , V>- E c ,  

J IA + E l l � J IA I J  + I JB J I , \iA, B E  A ,

with respect to which the product is continuous: 

J JAB J J  � J IA J J  J JB J J , ( 1 .4 . 1 )  

and A i s  a complete space with respect to  the topology defined by the norm 
(thus A is a Banach algebra) , 
iii) a *-(Banach) algebra, i .e . there is an involution * : A ----> A,

(A + B)*  = A* + B* , (>-A)*  = .XA* ,  (AB)* = B* A* , (A* ) * = A ,  

iv) with the property ( c ·  - condition)

l lA*A J J = l lA I J 2 .  ( 1 .4 .2) 

The C* -condition implies that 

l l A* I J  = l l A J J . (1.4 .3)  

In fact, 
J JA J J 2 = J JA* A J J  � J JA* J J  J JA J J ,  

i .e .  J IA I J � I JA* J I ; o n  the other hand, since A =  (A* ) * ,  by the same argu­
ment J JA* l l  � J JA J J .  

An element A E A is said to be normal if it commutes with its adjoint 
A * ;  in this case the C* -condition implies 

( 1 .4 .4) 

In fact ,  
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where in the second equality the normality of A has been used. 
The above equation further implies that for a normal element A 

( 1 .4 .5)  

In fact ,  by iteration of eq. ( 1 .4 .4) one gets 

and given m E N ,  one can find an n such that m + n = 2k , so that

This means that the inequalities are actually equalities and the above equa­
tion is proved . 

All the Banach or C* -algebras considered below are assumed to have 
an identity 1 .  

Given an element A of  an algebra A its spectrum <l(A) i s  defined as t.he 
set of all complex numbers .A such that A - .Al does not have a (two-sided) 
inverse in A. 

Proposition 1 .4 . 1  (Spectral radius formula) Let A be a Banach alge­
bra and A E A, then a(A) is a compact not empty set and 

sup I .A l = lim l l An l l 1 /n :::; l lA l l ·
-AEu(A)  n->oo ( 1 .4 .6) 

If A is a C* -algebra and A is normal, then the above inequality becomes an 
equality. 

Proof. We start by showing that the limit on the r .h .s .  exists. For this 
purpose, let 

r = infnEN l l An l l l /n .

Clearly, r :::; 1 1 An l l 1 /n :::; l lA l l , Vn E N, and therefore

r :::; limn_,00inf l l An l l l /n .

Now, let c: > 0 and choose m such that l l Am l l 1 /m < r + c:. For any
n E N, :lkn E N such that n = knm + ln , ln E N, 0 :::; ln :::; m ; then

By construction limn_,00 mkn/n = 1 ,  limn_,00 ln/n = 0, so that
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Since E was arbitrary, one has 

i .e .  the limit exists. The equality for normal elements of a C* -algebra 
follows trivially from eq. ( 1 .4 .5 ) .  

To conclude the proof, we note that the existence of  a norm allows an 
extension of the standard analytic calculus to Banach algebras (see e.g. the 
quoted book by Gelfand, Raikov and Shilov) ; in particular , by the extension 
of the Cauchy-Hadamard theorem of elementary analytic calculus, r- 1 is
the radius of convergence of the series 1 + zA + z2 A2 + . . . , z E C, A E A ,
which converges to ( 1  - zA)- 1  for l z l  < r- 1 and has a singularity for lz l =
r- 1 . Thus, (µ1 - A)- 1 exists if lµ I > r, and r = sup.AEO"(A )  l >- 1 ; moreover
O"(A) is closed because the analyticity domain C/u(A) of (A - zl)- 1 is
open. 

By a similar argument, u(A) cannot be empty, otherwise ( .>-1 - A)- 1 
would be an entire function in the whole complex A plane, vanishing for 
l >- 1  -; oo and therefore zero everywhere, contrary to the existence of A- 1
( implied by u(A) = 0 ) .  

The above Proposition implies that if all elements, except 0 ,  of  a Banach 
algebra A are invertible, then A is isomorphic to the complex numbers; in 
fact ,  if A E u(A) f. 0, then Al - A is not invertible and therefore it must
be 0, i .e . A =  Al ( Gelfand-Mazur theorem) . 

A family :F = {A0 , a  E I} is said to generate a (normed) algebra A if
the polynomials of :F are dense in A.

1 . 5  Appendix B :  Abelian C*-algebras

A C* -algebra A is called abelian or commutative if the product is commu­
tative. 

Definition 1 . 5 . 1  A multiplicative linear functional m on a commu­
tative Banach algebra A ,  with identity 1 ,  is a homomorphism of A into C,  
i. e. a mapping which preserves all the algebraic properties: 

m (AB) = m(A)m(B) , m(A + B) = m(A) + m(B) .

Clearly m(l)  = 1 ,  if m t 0.

( 1 . 5 . 1 )  

Definition 1 . 5 .2 A linear subspace I of an algebra A is called a left (re­
spectively right) ideal if it is stable under left (resp. right) multiplication
by elements of A. I is proper if it is properly contained in A (I f. A), and 
it is maximal if it is not properly contained in a proper ideal. 
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For commutative algebras left and right ideals coincide and are simply 
called ideals. Clearly, if A has an identity 1, as always assumed below, an 
ideal I is proper iff 1 {j. I, (1 E I =} A 1 � I, i .e. I = A). Hence,
for Banach algebras, the closure of a proper ideal I is a proper ideal (if 
1 E !, ::Jx E J, with I l l - xi i < 1 ,  x = 1 - (1 - x) is invertible and
x- 1 x = 1 E J) and therefore maximal ideals are closed and each proper
ideal is contained in a proper maximal ideal. 

Proposition 1 . 5 . 3  For a commutative Banach algebra A there is a one-to­
one correspondence between the set �(A) of multiplicative linear functionals 
and proper maximal ideals of A .  

Furthermore, given A E A,  A E cr (A) iff there exists a multiplicative 
linear functional m E �(A) such that m(A) = A .  

Proof. Each m E �(A) defines a proper ideal K = ker(m). Since 
\i[A] , [BJ E A/ K, m( [A] ) = m( [B] ) implies [A] = [BJ , it follows that m : 
A/ K -f C is bijective, i .e. A/ K is isomorphic to C. Therefore, A/ K a 
field and it cannot contain any proper ideal, since an invertible element 
A of a commutative Banach algebra cannot belong to any proper ideal I 
(otherwise 1 = AA - l E I) .  This excludes the existence of a maximal 
proper ideal I properly containing K, because otherwise I/ K would be a 
proper ideal of A/ K; thus K is maximal. 

Conversely, given a maximal proper ideal K of A, A/ K is a Banach 
space (with J l [A] I J = infkEK J J A  + k J J ) ,  since K is closed, and actually a
Banach algebra, since K is an ideal. Furthermore, since K is maximal, A/ K 
cannot contain a proper ideal, otherwise its inverse image in A would be a 
proper ideal which properly contains K.  Thus, all elements of A/ K, except 
0, are invertible, since a non-invertible element A of a commutative Banach 
algebra A belongs to the ideal A A, which does not contain 1 and therefore 
is proper. Hence, by the Gelfand-Mazur theorem, A/K is isomorphic to C,  
and the homomorphism m : A -f A/ K -f C defines a unique multiplicative 
linear functional with ker(m) = K. 

For the second part of the Proposition, if A E cr(A) then .Al - A is  not 
invertible and therefore it belongs to the proper ideal I = (.Al - A)A . Let J 
be a maximal ideal containing I and m; the corresponding multiplicative 
linear functional, then ker(m; ) = J 2 I so that m;(.Al - A) = 0 ,  i .e . 
m; (A) = >..  

Conversely, if ::Jm, with m(A) = A ,  then A l  - A is  not invertible i .e. 
A E cr(A) , since otherwise 

l = m(l ) = m((.Al - A) (.Al - A) - 1 ) = m(.Al - A) m((Al - A) - 1 ) = 0.

Because of the above relation between � (A) and the points of the spec­
tra of the elements of A ,  � (A) is called the (Gelfand) spectrum of A. 
Indeed, if A is generated by a single element A,  i .e. the linear span of 
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the powers of A is dense in A, then L;(A) = a(A) ;  in fact ,  the above 
Proposition, establishes a correspondence between a(A) and I;(A) ,  which 
is actually one to one since if m1 (A) = m2 (A) , then m1 and m2 coincide 
on the polynomials of A and, since the latter are dense, on the whole of A .  

By the spectral radius formula, the above relation between L;(A) and 
a(A) implies that multiplicative linear functionals are continuous: 

lm(A) I -::; sup,\Eu(A) l >- 1 -::; l lA l l , 

with an equality on the right if A is a (abelian) C*-algebra. 

Proposition 1 .5 .4 Let A be a C* -algebra (with identity), then any boun­
ded linear functional m on A, with m(l)  = 1 = l lm l l ,  satisfies 

m(A* ) = m(A) . ( 1 .5 .2 )  

Proof. First we prove that if A = A* , then m(A) i s  real. Indeed, putting 
m(A) = a +  i b, a, b E R, we have I:/ c E R  

b2 + c2 + 2bc = l b +  c l 2 -::; l a + i ( b  + c) l 2 = lm(A + icl ) 1 2 

-::; l lA + icl 1 1 2 = l lA* A + c2 l l -::; l lAl l 2 + c2 , 

where the C* condition has been used. The above inequality requires b = 0 .  
Now, a generic A E A can be written as a linear combination of self-adjoint 
elements: A = (A + A*)/2 - i (iA - iA*)/2 ,  so that the result follows by 
linearity. 

If A is a commutative C* -algebra generated by A and A* , then by ex­
ploiting the above property of multiplicative linear functionals and the 
general argument for abelian Banach algebras, one has that I;(A) = a(A) . 
More generally, if A is a commutative C* -algebra generated by (algebraically 
independent) Ai , A2 , . . .  , An , A* 1 , . . .  , A* n ,  then 

L;(A ) � x ; a(A; ) .  

Theorem 1 . 5 . 5  (Gelfand-Naimark theorem for abelian C* -algebras) 
An abelian C* - algebra A (with identity) is isometrically isomorphic to the 
C* - algebra of continuous functions on a compact Hausdorff topological space, 
which is the Gelfand spectrum of A with the topology induced by the weak* 
topology. 

Proof. By duality, each A E A defines a function A on I;(A) ,  called the 
Gelfand transform of A, by A(m) = m(A) and clearly 

(A +  B) (m) = A(m) + B(m), µA(m) = µA(m) , I:/µ E C , ( 1 .5 .3 )  

(AB) (m) = AB(m) = A(m) B(m) , A(m) = (A* ) (m) = (A) * (m) .  ( 1 .5 .4) 
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Thus, the functions A, for A E A, form an abelian *-algebra A. By the
above Proposition, for each m E I:(A) , m(A) is a point of u(A),  which is 
a closed set, and 

I A(m) I = lm(A) I :::; SUP>.Ea(A) 1 -X I = l lA l l ,

l lA l l= = SUPmEL:(A) IA(m) I = sup.\Ea(A) l -X I = l l A l l ·  
Thus A is isometrically isomorphic to A. 

( 1 .5 .5 )  

We shall now show that I: (A) i s  a compact topological space and that 
A = C(I: (A) ) . For this purpose, we note that I:(A) is a closed subset of 
the closed unit ball B of the set A• of continuous linear functionals on A.
Indeed 
i) each m E I:(A) is a continuous functional since lm(A) I :::; l lA l l , and, since
1 E A and m(l ) = 1 ,  

l lm l l= = supAEA lm(A) l / l lA l l  = 1 ,

i .e. m E  B .  
ii) the weak * topology on A* is defined by the following basic neighbor­
hoods: given E: > 0, A1 , . . .  , An E A, the neighborhood of [ is

UA1 , .  ,An ([; c) = {l E A* : l l (A; ) - [(A; ) I < E: , i = 1 ,  . . .  , n}. 

With respect to such a topology A* is a Hausdorff topological space and 
the unit ball B c A* is compact, by the Alaoglu-Banach theorem20 . The
topology induced on I: (A) by the weak * topology is called the Gelfand 
topology and it is the weakest topology under which all the functions A(m) 
are continuous. Clearly, I:(A) is a Hausdorff space because the weak * 
topology is Hausdorff. 
iii) it remains to prove that I: (A) is a weak * closed set of B. As a matter
of fact, if mo: E I: (A) and mo: _, l in B, then 'v'A, B E A

mo: (AB) = mo: (A) mo: (B) =} l (AB) = l (A) l (B) ,

i .e. l i s  multiplicative. 
Finally, since by definition A separates the points of I:(A) , and it is

closed by eq. ( 1 . 5 .5 ) ,  by the Stone-Weierstrass theorem it is the whole 
C (I: (A) ) .

Examples. To better grasp the properties of C* -algebras it is instruc­
tive to work out the following Exercises. 
1 .  Let X be a compact Hausdorff topological space and C(X ) the C* -
algebra of the continuous functions on X .  

20See e.g. N. Dunford and J .T.  Schwartz, Linear Operators. Part I: General Theory,
Interscience 1958; M .  Reed and B. Simon, Methods of Modern Mathematical Physics, 
Academic Press 1972, Vol. 1 ,  p. 1 15.



32 Mathematical description of a physical system 

a. Determine the spectrum a(!) for f E C(X) and show that VF E C(C) ,  
a(F(f) ) = F(a(f) ) .  
b .  Verify explicitly the validity o f  eq. ( 1 .4 .6) . 
c. Determine independently the proper maximal ideals of C(X) and its 
multiplicative linear functionals; verify Proposition 1 . 5 .3  and that �(C(X))  
= X.  [Hints: If, given a proper maximal ideal I ,  \Ix E X , there is  a fx E I  
such that fx (x) =/:- 0, then, by exploiting the compactness of X ,  one could 
construct a never vanishing h E I and h h- 1 = 1 E I , so that I is not 
proper. If the support K of a  multiplicative measure µ on X ( i .e .  the small­
est compact set such that µ(!) = 0, if supp f n K = 0) contains two disjoint 
open sets K1 , K2 , then ::Jg E C(X) ,  supp g � K2 , such that µ(g ) =/:- 0 and 
VJ E C(X) ,  supp f � K1 , 0 = µ(Jg) = µ(f)µ(g) ,  i .e. µ(!) = O. J  
2 .  Let M be the set of diagonal n x n matrices. Verify that M is a C* -
algebra. Determine the spectrum of M E M and the Gelfand spectrum of 
M .  

1 . 6  Appendix C :  Spectra and states 

We discuss general properties of the states of a C* -algebra A and their 
relation with the spectra of the normal elements of A. 

Proposition 1 .6 . 1  Let A, B be C* -algebras and A C B, then for any A E 
A, the set a A (A) of A E C such that Al - A  is not invertible in A coincides 
with 

a(A) = { A E C :  Al - A is not invertible in B } .  

Proof. I n  fact, i f  ( .\1 - A)- 1 exists in B, i t  can b e  expressed as a convergent 
power series, i .e . it is the norm limit of partial sums each belonging to A, 
so that also (Al - A)- 1 belongs to A. 

Proposition 1 .6 .2 Given a normal element A of a C* - algebra A, then 
any continuous function F = F(A, A* ) of A, A* defines an element of A and 
a(F) = F(a(A) ) ,  where - denotes the Gelfand transform. 

Proof. Let AA be the abelian algebra generated by A,  A* and 1 ;  by 
the Gelfand-Naimark theorem, F defines an element of AA C A and, 
by the preceding Proposition, a(F) = a AA (F) = a(F) = Range F = 
F(Range A) = F(a(A) ) .  

B y  Proposition 1 .6 . 2  the functional calculus for normal A follows from 
the calculus on functions; e.g. a(A) � R+ iff A 2'. 0 and in this case 
A.112 2'. O defines A 112 . Similarly, the decomposition A = A+ - A_ , with 
A± 2'. 0, A+ A- = o yields A =  A+ - A_ , a(A± ) 2'. o, A+ A_ = 0. 
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The following properties are equivalent and define the set A+ of the 
positive elements, 21 

l ) O" (A) t:: [O, l lA l l ] ,  2) A =  B2 , B = B* ,  3) I l l  - A/ l lA l l  1 1 ::; 1 ,

4 )  A =  C* C. 
A+ is a closed convex cone, since 3) is stable under closure and multiplica­
tion of A by positive numbers, and \IA, B, with l l A l l  = l l B l l  = 1, one has 
I l l - (A + B)/2 1 1 ::; � ( I l l  - Al l + I l l  - B l l ) ::; 1 .

Proposition 1 .6 .3  A linear functional w on a C* -algebra A, with identity, 
is positive iff: 1) w is bounded, 2) l lw I I =  supBEA ( lw(B) l / l l B l l )  = w ( 1 ) .

Proof. Let w be positive, then by the Cauchy-Schwarz' inequality 

lw (A* B) l 2 ::; w (A* A) w (B* B) ,  

which implies 
lw(A) 1 2 ::; w (l ) w (A*A) .  

Thus , t o  get continuity (and also 2 ,  since 1 E A) , i t  suffices to  prove that

w (A*A) ::; l lA l l 2 w (l ) ,  

i .e .  that for any positive B,  w (B) ::; l lB J l w (l ) .  This follows easily from 
the discussion after Proposition 1 .6 .2 ,  in particular from the equivalent 
definitions of positive elements. In fact ,  one has that 

l l B l l l  - B ?_ O

and therefore, by the positivity of w,  

w(B) ::; l l B l l w (l ) .  

Conversely, let w b e  bounded and I lw 1 1  = w ( 1  ) ; i t  suffices t o  take w(l ) =
1 and consider A with I I A I I = 1 .  Then, one has 

l l  - w (A* A) I = lw ( 1 - A* A) I ::; I l l  - A* A l l  ::; 1 ,

where the first inequality follows from the continuity of w and the last from 
the positivity of A* A (see the equivalent property 3 above) . This requires
w (A*A) ?_ 0 .

21 Clearly, 1) {o} 2) ,  by the existence of A 1 1 2 .  1) => 3) , since a(l  - A/l l A l l )  = 1 -
a(A)/ l l A l l  <;;; [O, l] and conversely, 1 1 1 - A/ l l A l l  I I  :S 1 implies a(l - A/ l l A l l )  <;;; [- 1 ,  l] , i .e.

a(A) <;;; [O, l l A l l J .  For the equivalence 4) {o} 1 ) ,  one notes that A =  a� - a'.2_ , a± = A!;'2
and (Ca-) *  (Ca_ ) = a_ (a� - a'.2_ ) a_ = -a� E -A+ . On the other hand, by writing
D = Ca_ =  a1 + ia2 , ai = a; , one has DD* = -D * D  + 2ai + 2a� E A+ . Now, if
.X rf:_ a(D* D) U {O}, :JE = (D* D - .Xl ) - 1  and the identities (DD* - .Xl ) ( DED* - 1) = 
.X = (DED* - l ) (DD* - .Xl )  imply .X rf:_ a(DD* ) u {O} and by symmetry a(D* D) U {O} = 
a(DD*)  U {O} ; then, one gets a contradiction, unless a _  = 0.
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Proposition 1 .6.4 Let A be a normal element of a C* - algebra A, then 
>. E u(A) iff there exists a positive linear functional w on A such that, for 
any polynomial P(A, A* ) ,  one has w (P(A, A* ) ) = P(>. ) . ) .  

Proof. Let AA be the abelian algebra generated by A, A* and the identity. 
By Proposition 1 . 6 . 1 ,  >. E O"A (A) and by Proposition 1 . 5 . 3  there exists a 
multiplicative linear functional w A on AA (and therefore WA (l ) = 1 ) ,  such 
that w A (A) = >., w A (A* ) = � and therefore w A (P(A, A * ) )  = P(>. ,  �) .  
Furthermore, w A i s  positive on  AA and therefore, by Proposition 1 .6 .3 ,  is 
a bounded linear functional with I lw A 1 1  = w A ( 1 ) = 1. Since AA is a closed 
subalgebra of A ,  by the Hahn-Banach theorem w A has an extension w to 
A with l lw l l = l lw A l l  = W A (l ) = 1 = w (l ) .  By Proposition 1 .6 . 3 ,  w is a 
positive linear functional on A and coincides with w A on AA . 
Conversely, if w (P(A, A* ) )  = P(>., �) ,  then w is a multiplicative linear 
functional on AA and w(A) = >.. Then, by Proposition ( 1 . 5 . 3 ) ,  >. E u(A) . 

As an immediate consequence of the above Proposition we have 

Proposition 1 .6 .5  The positive linear functionals on a C* -algebra A sep­
arate the elements of A. 

Proof. Let A, B E A, A =J B.  Then, l lA - E l l =J 0 and, putting A - B = 
Ai  + iA2 , with A; = A: , i = 1 , 2 ,  one has l lAi l l  + l l A2 l l  > 0 .  Without loss 
of generality we consider the first case I I Ai 1 1  =J 0. Then >. = I IA1 1 1 E u(Ai ) 
and by the preceding Proposition there exists a state w such that 0 =J >. = 
w (Ai ) = Re w (A - B) .  

Proposition 1 .6 .6 An element A of a C* - algebra A is positive iff w (A) 2 

0, for all positive linear functionals w .  

Proof. I n  fact w(A) 2 0, 'Vw, implies w(A - A*) = 0, 'Vw, i .e .  A =  A* ,  and 
therefore if >. E u(A) , 3w such that w(A) = >., (see the proof of Proposition 
1 .6 . 4  above) i .e .  >. 2 0 and u(A) � [O, l lA l l J .  

Positivity allows to introduce a natural ordering o f  linear functionals: 
given two positive linear functionals w i ,  w 2 , w i is said to majorize w 2 , 
briefly w i 2 w 2 , if w i - w 2 is a positive linear functional . 

The functional calculus developed above allows to prove the spectral 
representation of a bounded self-adjoint operator A on -e. Hilbert space 'H, 
(the so-called spectral theorem) , which generalizes the standard representa­
tion of an n x n hermitian matrix M 

n 
M = 2= >.; P; ,  ( 1 . 6 . 1 ) 

i=i 

where A; are the eigenvalues of M and P; are the projections on the cor­
responding eigenvectors (if A; = AJ , P; and PJ have to be chosen as two 
independent projections on the corresponding two dimensional space) .  
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Theorem 1 .6. 7 For a bounded self-adjoint operator A one can write the 
following spectral representation 

A =  1 AdP(A) , 
o-(A) 

with dP(A) a projection valued measure defined on the spectrum of A .  

A simple proof o f  the spectral theorem exploits the construction o f  pro­
jection operators P(�) which correspond to the characteristic functions of 
intervals � = [a, b) <;;; lT(A) (see below for their explicit construction) .  They
are characterized by the property of projecting on the subspace 716 <;;; H,
such that the corresponding expectations of  A are in � ;  thus 

a P(�) s; A P(�) s; b P (�) .  ( 1 .6 .2 )  

Clearly, AP(� ) = 0 if � n O"(A) = 0, and i f  U;�; = lT(A) ,  �; n �1 = 0, for
i =I- j ,  then 

( 1 .6 .3) 

Now, if vk E [Ak , µk ) = �k , o = max lµk - Ak i ,  and U�k = lT(A) one has 
from eq. ( 1 .6 .2 )  

and 

L (Ak - llk )P(�k ) s; A - L l.lkP(�k ) s; L (µk - llk )P(�k )
k k k 

0 s; A - L llkP(�k ) s; o,
k 

i .e . the Riemann sums � vkP(�k ) converge to A as o ___, 0. Thus , as in 
the ordinary case, one may introduce the operator valued integral 

A =  lim L vkP(�k ) = 1 A dP(A) ,  o->O o-(A) 
( 1 . 6 .4) 

which gives the spectral representation of A in terms of the projection 
valued measure dP(A) .  

The existence of the projections P(�) can be argued by explicit con­
struction. Since A2 ::::: 0, by the remark after Proposition 1 .6 . 2 ,  one may 
define the positive square root JA2 and A - JA2 s; 0. The projection P+
on the subspace H+ = {x E 71; (A - JA2)x = O} has the meaning of the 
projection on the subspace on which the expectations of A are positive, i .e .  
AP+ = A+ ::::: 0 .  Clearly 1 - P+ projects on the subspace on which the ex­
pectations of A are negative. By the same reasoning applied to the operator 
A.>- = A - Al one defines the projection P+ (A) , (corresponding to the sub­
space on which A ::::: A ) ,  and finally for � =  [A, µ) , P(�) = P+ (A) - P+ (µ) 
is the required projection. 
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A more elegant and compact proof of the spectral theorem can be ob­
tained by exploiting the functional calculus and Proposition 1 .6 . 2 .  

First, if  A i s  a self-adjoint (more generally a normal) element of a 
c· -algebra A, a possible realization of the Gelfand isomorphism AA -> 
C(�(AA ) )  = C(cr (A))  is given by A(.>-) = .>-, F(A) = F(.>-) ,  for any contin­
uous function F. In fact, in this way one realizes an isometric isomorphism 
between the polynomial *-algebra generated by A and the *-algebra of poly­
nomials on C(cr (A))  and by continuity such an isomorphism extends to the 
continuous functions on C(cr(A)) .  

The second step is t o  note that a vector x E H defines a positive linear 
functional (x, F(A) x) on the algebra of continuous functions F of A, and 
therefore a positive linear functional on C(cr(A) ) .  Then, by the Riesz­
Markov theorem there exists a (unique) regular Borel measure µx such 
that 

(x, F(A) x) = 1 F(.>-) dµx (>-) .  
a(A)  

By the polarization identity 

1 
(x, Ay) = 4 [(x + y ,  A(x + y) )  - (x - y ,  A(x - y) )

-i (x + iy ,  A(x + iy) )  + i (x - iy, A(x - iy) ) ]  

( 1 .6 .5 )  

( 1 .6 .6 )  

also (x, F (A)y) i s  a continuous linear functional on C(cr (A)) and therefore 
expressible in terms of a complex measure µxy on C(cr(A)) 

(x, F(A)y) = 1 F(.>-) dµxy (.>-) .  
a ( A )  

( 1 .6 .7)  

Such a spectral representation allows to extend the Gelfand Naimark iso­
morphism F(A) -> F(.>-) from the continuous functions of A to the bounded 
Borel functions B, by putting 

(x, B (A)y) = 1 B(.>-) dµxy (.>-) .
a(A)  

( 1 .6 .8)  

In fact, the r .h .s .  is  a continuous sesquilinear form on H and by the Riesz 
lemma identifies a unique operator B.  

In  particular, if  x(t:.) denotes the characteristic function of the Borel set 
6 ,  the corresponding operator P(t:.) (called a spectral projection) satisfies 
i) (projection) P(t:.) = P(t:.) * ,  P(t:.k ) P(t:.j ) = P(t:.k n t:.j )
ii) P(0) = 0, P(cr (A)) = 1

iii) (er-additivity) If t:.j n t:.k = 0 ,  \:/ j "I- k
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Such a system of projections is  called a partition of unity, since if Ullk = 
cr (A) ,  llj n llk = 0, er-additivity gives 

Now, for any fixed x E H, the expectation µx(ll) = (x, P(ll)x) defines 
a measure on the Borel sets of er ( A) and by a standard measure theoretical 
argument 

(x, F(A)x) = 1 F(>.) d(x, P(>.)x) , 
a ( A )  

( 1 .6 .9 )  

where d(x, P(>.)x) denotes the integration with respect to µx. Riesz lemma 
then gives the spectral representation of F(A) and, in particular, 

A =  1 >. dP(>.) ,  
a(A)  

( 1 .6 . 10) 

where dP(>.) is the projection valued measure defined by the family of 
projections P(ll) .  

As a simple application we obtain Stone's theorem 

Theorem 1 .6 .8  A bounded self-adjoint operator A defines a one-para­
meter group of strongly continuous unitary operators U(t ) ,  t E R, of which 
A is the generator in the sense that 

strong- lim c1 (U(t) - 1) = i A.  
t� o 

( 1 . 6 . 1 1 )  

Proof The unitary group U(t) is defined by the spectral integral 

( 1 .6 . 12)  

with dP(>.) the spectral measure defined by A. The group law and unitarity 
follow from the Gelfand isomorphism and the spectral representation. 

The strong continuity and eq. ( 1 . 6. 1 1 )  follows from the dominated con­
vergence theorem respectively applied to the sequence f1 (>.) = -l+exp (i>. t )  
which converges pointwise to  zero, for t ---> 0, and it i s  dominated by 2 and 
to the sequence llf t = C 1 (exp ( i>. t) - 1 ) which converges pointwise to i A  
and it is dominated by l >- 1 , for t ---> 0. 





Chapter 2 

Mathematical description 

of a quantum system 

2 . 1  Heisenberg uncertainty relations and 

non-abelianess 

The puzzling situation, briefly discussed in Sect. 1 . 1 ,  which characterizes 
the conflict between classical physics and the experimental results on mi­
croscopic (atomic) systems, was brilliantly clarified by Heisenberg, who 
identified the basic crucial point which marks the deep philosophical dif­
ference between classical physics and the physics of microscopic (atomic) 
systems, briefly called quantum systems. 

In the mathematical description of classical systems outlined in Sect. 
1 .2 ,  it was recognized that dispersion free states are an unrealistic ideal­
ization (which would require infinite precision of measurements) and more 
correctly a state identified by realistic measurements defines a probability 
distribution on the random variables which describe the observables. Nev­
ertheless, from the experience with classical macroscopic systems it was 
taken for granted that the ideal limit of dispersion free states for any pair 
of observables could be approximated as closely as one likes, by refining the 
apparatus involved in the preparation and the identification of the state. 

This means that , e.g. even if one cannot prepare a state in which both 
q's and p's take a sharp value, one can prepare states w in which the mean 
square deviations ( .6.w q) 2 , ( .6.w p) 2 are as small as one likes. This agrees 
with the assumption that the C* -algebra of observables of a classical system 
is abelian (see also the discussion in Sect. 3 .6 ,  below) , since the ideal limit of 
dispersion free states is given by the multiplicative states. This philosophi­
cal prejudice is strongly supported by experiments on macroscopic systems, 
but it is not obvious when one deals with microscopic or atomic systems. 

39 
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As a matter of fact, sharper and sharper measurements of the position 
of a particle, require instruments capable of distinguishing points at smaller 
and smaller scales. Now, for macroscopic systems, e.g. a material particle, 
to all effects it is enough to identify its position with a precision of a few 
orders of magnitude smaller than its size, so that for the realizability of the 
corresponding instruments one needs a control of the physics at scales which 
are still "macroscopic" . The situation changes if one wants to localize the 
position of an atomic particle of size 10-s cm or of a nucleus of size io- 13 
cm. In fact ,  an accurate analysis of the operational ways of preparing a state 
of an atomic particle with sharper and sharper position and momentum 
shows that there are intrinsic limitations. 

As argued by Heisenberg, 1 any attempt to localize an atomic particle
with sharper and sharper precision will produce a larger and larger distur­
bance on the microscopic system, with the result that the mean square devi­
ation of the measurements of the momentum will become larger and larger. 
For example, a precise localization of the particle can be obtained by taking 
a "photograph" , which requires sending light on the particle and the shorter 
the light wavelength A, the sharper is the "picture" ( (D.q) (D._,\- 1 ) � l /4w) .
The picture is actually the result of a reflection of light by the particle and, 
since light rays carry energy and momentum, the reflection of light will 
change the particle momentum. It is an experimental fact that the shorter 
the wavelength, the larger is the recoil momentum of the particle, so that 
the smaller (D.q)2 is the larger is (D.p)2 .  The Einstein relation Prad = h/>-,
eq. ( 1 . 1 .2 ) ,  between the wavelength and the momentum of the radiation 
reflected by the particle, leads to the explicit bound ( D.q) ( D.p) � h / 4w. 

The above very sketchy, but important physical argument can be re­
fined and extended to the various possible ways of measuring q and p. The 
result of such an analysis led Heisenberg to the conclusion that for any 
state w there is an intrinsic limitation in the relative precision by which 
q and p can be measured, independently of the state w .  Since, the natural
way of preparing a state with definite mean square deviations for a pair of 
observable A, B, is by successive selections, and therefore by measurements 
relative to A and B ,  the above Heisenberg bound indicates that quite gen­
erally it is impossible to prepare states w for which, if qJ , Pj denote the
components of q and p in the j-th direction, the following limitation does 
not hold 

(2 . 1 . 1 )  

The above relations, called the Heisenberg uncertainty relations, should 
be regarded as inevitable limitations for the preparation of states with sharper 
and sharper values of position and momentum. 

Clearly, since h is very small, the above inequality is relevant only for mi­
croscopic systems and this is the crucial point where atomic physics departs 

1 W. Heisenberg, The Physical Principles of the Quantum Theory, Dover 1930. 
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from classical physics. We now investigate the implications of Heisenberg 
uncertainty relations for the mathematical description of an atomic system. 

Given a state w and any two observables A = A* , B = B* ,  which for 
simplicity can be taken of zero mean, we work out an algebraic lower bound 
on the product '6.w (A) '6.w (B) = w (A2 ) 1 12 w (B2 ) 1 12 . 

Since (A - i-\B) (A + i-\B) � 0 ,  \/,\ E R, positivity of w implies 

( 2 . 1 .2)  

where [A, BJ = AB - BA. Since the last term is real, the positive-definite­
ness of the quadratic form in ,\ requires 4 w (A2 ) w (B2 ) > lw (i [A , B] ) l 2 , 
i .e .  

1 
'6.w (A) '6.w (B) � 2 lw ( [A ,  B] ) J .  (2 . 1 .3)  

Now, by Heisenberg analysis we know that uncertainty relations affect 
the mean square deviations of measurements of qj and Pj and that this 
limitation is independent of the state; this strongly indicates, as realized 
by Heisenberg, that its roots must be looked for at the algebraic level. 
Indeed, since the general relations and properties of measurements must be 
encoded in the algebraic structure of the algebra of observables, which is 
defined in terms of measurements, the limitations in the relative precision 
of measurements should be read off in terms of algebraic relations. If the 
r .h .s .  of eq. (2 . 1 .3)  is independent of w, [A, BJ must be a multiple of the 
identity and Heisenberg idea is that the uncertainty relations arise as direct 
consequences of the following Heisenberg commutation relations 

( 2 . 1 .4) 

where Ojk is the Kronecker symbol and the i is needed because [q, pJ * = 
- [q , pJ .  The choice with i replaced by -i would be equally possible and 
the corresponding theory would be equivalent. Thus, the position and 
momentum of an atomic particle cannot be described by a commutative 
algebra. For a more general and cogent argument see Sect. 3 .6 ,  below. 2 

Another example of uncertainty relations are those affecting the mea­
surements of the orbital angle and of the angular momentum; more gen­
erally uncertainty relations occur for any pair of canonically conjugated 
variables. 

The deep philosophical conclusion out of the above discussion is that 
for the mathematical description of atomic systems one needs an algebra of 

2For an excellent review with reprints of the fundamental papers see J .A .  Wheeler 
and W.H.  Zureck, Quantum Theory and Measurement, Princeton University Press 1983; 
see also the references given in Sect. 1 . 1 .  For a review of the history and the philosophical 
debates on the uncertainty principle, see J. Hilgevoord and J. Uffink, The Uncertainty 
Principle, The Stanford Encyclopedia of Philosophy, E.N.  Zalta ed. ,  2007; P. Busch, T .  
Heinonen and P .  Laht i ,  Heisenberg's uncertainty principle, Physics Reports 452,  155  
(2007). For the relation with the so-called complementarity principle, see Sect. 3 .6 .  
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observables which is non-abelian. Clearly, as always in the great physical 
discoveries, this is not a mathematical theorem and a great intuition and 
ingenuity was involved in Heisenberg foundations of Quantum Mechanics. 
To give up the abelian character of the algebra of observables may look as a 
very bold step , but it should be stressed that the commutativity of observ­
ables is a property of our mathematical description of classical macroscopic 
systems and it is not justified to extrapolate to the microscopic level the 
prejudices derived from our experience with the macroscopic world. The 
only guide must be the recourse to operational considerations and ,  as shown 
by Heisenberg, they indicate a non-abelian structure. 

In conclusion, from the above considerations it follows that the right 
language for the mathematical description of quantum systems is the theory 
of ( non-abelian) C* -algebras and as such the mathematical structure of 
quantum mechanics can be viewed as a chapter of that theory. 

2 . 2  States and representations. GNS

construction 

Having recognized that the observables of a quantum system generate a 
non-abelian c· -algebra and that the states of the system are positive lin­
ear functionals on it, we now face the question of how such an abstract 
structure can be used for concrete physical problems, for calculations, pre­
dictions etc. We have therefore to find concrete realizations of the above 
structure. In the abelian case, thanks to the Gelfand-Naimark theory, we 
know that an abelian c· -algebra is isometrically isomorphic to the algebra 
of continuous functions on its Gelfand spectrum and therefore in general 
abelian c· -algebras are represented by algebras of continuous functions on 
a compact space. In the non-abelian case, it is not a priori obvious what 
are the concrete realizations of C* -algebras. For this purpose we start with 
the following Definitions. 

Definition 2 . 2 . 1  A * homomorphism between two *-algebras A and B
(with identities) is a mapping 7r : A ---; B, which preserves all the algebraic 
relations including the * , namely it is linear 

7r(,\A + µB) = A 7r(A) + µ 7r(B) ,  \:/A, B E A , >., µ E C ,

* preserving, i. e. 7r (A* ) = (7r(A) ) * ,  and multiplicative

7r (AB) = 7r (A) 7r (B) ,  7r ( l  A) =  1 B ·  

If 7r is one-to-one and onto (bijective), i t  is called a * isomorphism. 
A * isomorphism of A into itself is called a * automorphism . 
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Definition 2 . 2.2 A representation 7r of a C* -algebra A, in a Hilbert 
space n, is a * homomorphism of A into the C* -algebra B (n) of bounded 
(linear) operators in n .  

A representation 7r is faithful if ker 7r = { 0 } .  
A representation 7r is said t o  be irreducible if { O }  and n are the only 

closed subspaces invariant under Ir(A) . 
Clearly, in an irreducible representation every vector 'l1 E n is cyclic, 

i . e .  Ir(A)w is dense in H. A representation 7r in a Hilbert space n, with a 
cyclic vector w shall be briefly denoted by (n, Ir , w ) .  
Proposition 2.2.3 If 7r is a * homomorphism between two C* -algebras 
A and B (with identities), then 'v' A E A 

l l ir(A) l l a :::; l lA l l A · (2 .2 . 1 )  

If 7r is a * isomorphism, the equality holds. 

Proof. We first consider the case A = A* .  Then, if ,\1 - A has an inverse, 3 
so does Ir (Al - A) = ,\1 - Ir(A) , since 1 = Ir [(,\1 - A) (Al - A) - 1 ] = 
Ir (Al - A) Ir( (Al - A) - 1 ) , so that the following inclusion of spectra holds: 

By the spectral radius formula applied to the abelian algebras generated 
by 1 and A, and by 1 and Ir(A) , respectively, one has 

where ra , r A denote the spectral radius in B and in A, respectively. 
Then, for a generic A E A, we have 

l l ir(A) l l � = l l ir(A* ) Ir (A) l la = l l ir(A* A) I l a :::; l lA* A l l A = l lA l l � ·  
I f  7r i s  a * isomorphism, then i t  i s  invertible and by using eq. (2 .2 . 1 )  for 

the inverse we get 
l l ir (A) l l  = l l A l l · 

As a first important structural result, we prove that any state w on 
a C* -algebra A defines a representation 7rw of A in a Hilbert space nw , 
through the so-called Gelfand-Naimark-Segal (GNS) construction. The so­
obtained representation is briefly called the GNS representation defined by 
the state w . 

3 Here and in the following discussion, for simplicity the identities in A and in B will 
be denoted by the same symbol 1 . 
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Theorem 2 .2 .4  (GNS) Given a C* -algebra A (with identity) and a state 
w, there is a Hilbert space Hw and a representation 7rw : A ---> B(Hw ) , 

such that 
i) Hw contains a cyclic vector W w ,
ii) w (A) = (ww , 7rw (A) Ww ) ,
iii) every other representation 7r in a Hilbert space H 1r  with a cyclic vector
w such that 

w (A) = (w ,  7r(A) w ) ,  (2 .2 . 2) 
is unitarily equivalent to 7rw , i. e. there exists an isometry U : H1r ---> Hw 
such that 

U7r(A)u- 1 = 7rw (A) , Uw = Ww . (2 .2 .3) 
Proof. A is a vector space and the state w defines a semidefinite inner prod­
uct on A 

The set 

(A, B) = w (A* B) ,  (A ,  A) = w (A*  A) 2 0 .  

J = {A E A , w (B*A) = O, 't:/B E A}

(2 . 2 .4) 

is a left ideal of A, i .e .  A J � J. Then, we can therefore consider the 
quotient space A /  J, whose elements are the equivalence classes [A J = {A +
B, B E J } .  The inner product induced on A /  J by w is well defined and 
strictly positive. The completion of A /  J with respect to the topology 
induced by such an inner product is a Hilbert space Hw . 

To each A E A  we can associate an operator 7rw (A) , acting on Hw , by 
putting 

7rw (A) [BJ = [AB] , 

(7rw (A) is well defined since [BJ = [CJ implies 7rw (A) [BJ 
because J is a left ideal) . Furthermore

(2 .2 .5 ) 
7rw (A) [C] , 

1 17rw (A) [BJ l l 2 = ( [AB] , [AB] ) = w (B* A* AB) = w s (A* A)

:::; w s (l  ) l lA l l 2 = l l [BJ l l 2 l lA l l 2 ,

since w s (A) = w (B* AB) is a positive linear functional and therefore con­
tinuous.4 Thus 

1 1 7rw (A) l l  :::; l lA l l  (2 . 2 . 6) 
and, since 7rw (A)* [BJ = 7rw (A* ) [B] , 7rw is a *  homomorphism of A into 
B(Hw ) . 

With the identification Ww = [ 1 ] ,  we get 7rw (A) Ww = [A] , so that Ww 
is cyclic. Finally, 

( ww , 7rw (A) Ww ) = ( [ 1 ] , [A] ) = w ( 1  •A) = w (A) . (2 .2 . 7) 
4See Proposition 1 .6 .3 of Appendix C. 
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The isometry U is defined by 

In fact, U is norm preserving by eq. (2 .2 .2 )  and its range is dense, so that 
it has a unique extension to a unitary map from Hw to H. The last equa­
tion of the theorem is easily proved on the dense set n(A)w and therefore 
in H. 

The GNS construction is  very important from a general mathematical 
point of view, since it reduces the existence of Hilbert space representa­
tions of a C* -algebra to the existence of states, which is guaranteed by 
Proposition 1 .6 .4  of Appendix C .  

It i s  also important for the implications on the description of physical 
systems discussed in Sect. 1 .3 ,  since it says that the (experimental) set of
expectations of the observables given by a state have a Hilbert space inter­
pretation in terms of i ) a representation of the observables by Hilbert space
operators and ii) the description of the state (expectations) in terms of ma­
trix elements of a Hilbert space vector. Thus, the basis of the mathematical 
description of quantum mechanical systems need not be postulated, as in 
the Dirac-von Neumann axiomatic setting of quantum mechanics, 5 but it 
is merely a consequence of the C* -algebra structure of the observables ar­
gued in Sect. 1 . 3  and of the fact that , by its operational definition, a state 
defines a positive linear functional on them. If the algebra A is abelian, 
the GNS representation defined by a (faithful) state w is equivalently de­
scribed by the probability space (�(A) ,  �/.lw ' µw ) , with �/.lw the family of
µw-measurable subsets of �(A) and µw the Riesz-Markov measure defined 
by w (see Sect. 2 .4) .

Given a state w , the vectors of the representation space Hw define 
states on A since \f<I> E Hw , <p(A) = (<I> ,  nw (A) <I>) is a positive linear func­
tional on A .  The so obtained states have the physical interpretation of 
states obtained by "acting" on w by observables, i .e .  by physically re­
alizable operations, since , by the GNS construction, vectors of the form 
n(A) Ww , A E A , are dense in Hw . 

Thus, the GNS construction gives a mapping between states and Hilbert 
space vectors, correspondingly called state vectors, so that the observables 
are represented by operators and the expectations <p(A) are given by the 
"matrix elements" (<I>,  nw (A) <I>) .  

Clearly, if <I> E Hw i s  cyclic, the representation (Hw , nw , <I>) i s  uni­
tarily equivalent to the GNS representation defined by the state <p(A) = 
(<I>,  nw (A)<I>) ,  since the two representations are related as in iii) of the GNS
Theorem above. 

5See e.g. P.A .M .  Dirac, The Principles of Quantum Mechanics, Oxford Claredon 
Press 1958. 
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Quite generally, two representations of a C* -algebra are unitarily equiv­
alent if they are related by an isometry as in eq. (2 . 2 . 3 ) .  In general, given 
any two states w 1 , w 2 , the corresponding GNS representations need not 
be unitarily equivalent. 

Given any two states w 1 , w 2 the convex linear combination 

w = ..\w 1 + (1 - ..\)w 2 , 0 < ..\ < 1 ,  (2 .2 .8) 

is also a (normalized) state, called a mixture of the states w 1 , w 2 , or briefly 
a mixed state, and w majorizes the functionals ..\w 1 (i .e . w - ..\ w 1 is positive) 
and ( 1  - ..\)w 2 .  A state w is called a pure state if it cannot be written as a 
convex linear combination of other states, equivalently if the only positive 
linear functionals majorized by w are of the form ..\w , 0 < ..\ < 1 .  

One can show that the GNS representation defined by a state w is irre­
ducible iff w is pure (Appendix D) .  Thus , a mixed state w cannot be repre­
sented by a state vector of an irreducible representation. In an irreducible 
representation 7f in a Hilbert space 'H., mixed states are obtained in the 
following way: given a set of orthonormal vectors \Ji; E 'H., i = 1 ,  . . . , N, 
with P; the corresponding one-dimensional projections, let 

Then, it is easy to check that 

Wp(A) = Tr(p 7r(A) ) ,  \IA E A  

defines a positive linear functional on A and wp(l ) = 1 .  In fact , if the set 
of the \Ji i is completed to a complete orthonormal set {\Jin , n = 1 ,  . . .  , oo } ,  
one has 

oo N N 
Wp (A) = L (iI!n , p7r(A) iI!n) = L ..\; (1l!; , 7r(A)\J!; )  = L A;w; (A) , (2 .2 .9 )  

n= l i = l  i = l  

where w; (A) = (\Ji; , 7r(A) \Ji;) .  p is  called a density matrix and can be 
characterized by the property of being a positive trace-class operator, i .e .  
an operator p, such that Tr I P I < oo, with Trp = 1 .  

Clearly, i f  N > 1 ,  wp is a mixed state and, quite generally, any mixed 
state may be described by a trace-class operator p in a suitable irreducible 
representation 7f ,  i .e .  by an equation of the form of eq. (2 . 2 . 9) . 

Given a representation 7f, the set of states of the above form (which 
include as a special case the state vectors, when p is a one-dimensional 
projection) ,  is called the folium of the representation 7f. 

A state w is faithful if w (A* A) > 0, \I A cl 0 and clearly the corresponding 
GNS representation is faithful. 
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2 . 3  Gelfand-Naimark theorem: observables 

as operators 

By the GNS theorem, every state defines a concrete realization of a C* -alge­
bra as operators in a Hilbert space, but this realization may not be faithful 
and one would like to characterize the faithful representations in general. 
This is the content of the Gelfand-Naimark (GN) theorem, by which every 
C* -algebra is isomorphic to an algebra of bounded operators in a Hilbert 
space, the vectors of which describe a full set of states. 

Thus, the GN theorem can be read as the derivation of two basic Dirac­
von Neumann axioms (about the representations of states and observables 
in quantum mechanics) merely from the C* -algebraic structure of the ob­
servables. Such a general Hilbert space description is equivalent to a rep­
resentation in terms of continuous functions and probability measures only 
if the algebra of observables is abelian (see below) . The GN theorem is 
therefore very important for the mathematical description of a physical 
system, because it settles the basic difference between classical and quan­
tum physics. 

Theorem 2 .3 . 1  (Gelfand-Naimark) A C* - algebra A is isomorphic to an 
algebra of (bounded) operators in a Hilbert space. 

Proof. Let F be a family of states on A, with the property that they separate 
A, 6 and consider the direct sum 7 of the GNS representations defined by 
w E F  

Clearly, since \:/w E F, 1 1 7rw (A) l l  � l lA l l ,  the direct sum 7r(A) is a bounded 
operator in H 

w w 
6The existence of such a family is guaranteed by construction in our approach , as 

discussed is Sect. 1 .3 ,  and it is actually true in general for C* -algebras as proved i n  
Proposition 1 .6 .5 .  

7We recall that given a family Ho , et E I, of Hi lbert spaces, one defines the direct sum 
H = Ello E I  Ho as the set of vectors of the form x = {xa ,  et E I}, with Lo I l xo l  1 2 < oo. 
The scalar product 

is well defined since 

I L (xo , Yo ) I :::; L l (xo , Yo ) I :::; L l l xo l l  l l Yo l l  

:::; (L l l xo l l 2 ) 112 (L l lYo l l 2 ) 1 12 < 00 .  

Similarly one proves that {x0} + {y0 } E H  and that H is complete. 
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and 7r is a representation of A into B(H) .  Since the family F is separating, 
\I A E A ,  A =J 0, there exists at least one w such that 'lrw (A) =J 0 and 
therefore 7r(A) =J 0. Hence, ker ?r = {O} ,  i .e . 7r is a *  isomorphism between 
A and the C*-algebra 7r(A) and, by Proposition 2 .2 .3 ,  

[ [7r(A) [ [ = [ [A [ [ . 

It is an instructive exercise to get the Gelfand-Naimark characterization 
of abelian C* -algebras from the above theorem. In fact ,  by Proposition 
2 .6 .2  the irreducible representations 'lrw are defined by pure states, which 
for abelian C*-algebras are multiplicative (Proposition 2 .6 .3 ) ,  so that the 
corresponding representation are one-dimensional ?rw (A) = w (A) l .  Then 
the family F of all inequivalent irreducible representations coincides with 
the Gelfand spectrum and the faithful representation 7r(A) = ffiw E:F 7rw (A) 
is given by the collection {w (A) ,  w E F} , i .e .  by the function A (w ) = w (A) . 
Furthermore, 

[ [ A [ [oo  = SUPw [A(w ) [ = supw [w (A) [ = [ [A [ [ . 

With the weak* topology F is a compact Hausdorff topological space by the 
Alaoglu-Banach theorem and the functions A are continuous (by the same 
arguments as in the last part of the proof of Theorem 1 . 5 . 5 ) .  This approach 
shows one basic difference between the abelian and the non-abelian case. 
In the first case, the set of pure states defines a "classical" space; in the sec­
ond case, the set of pure states defines a "quantum" or "non-commutative" 
space, whose points are the Hilbert spaces of the GNS representations de­
fined by the pure states. Whereas in the first case each representation is 
one-dimensional and each element A E A can only take one value, in the sec­
ond case in each representation,  i .e . in each point of the non-commutative 
space, an element A acts as an operator. 

2 . 4  The probabilistic interpretation. 

* Q uantum probability 

Given a normal element A E A, one may consider the abelian algebra AA 
generated by A, A* and 1 ,  the Gelfand spectrum of which coincides with 
the spectrum cr(A) of A; then, by the Riesz-Markov theorem, a state w on 
A defines a probability measure µw,A on il(A) , so that \IB E AA 

W (B) = 1 B(>.) dµw ,A (>. ) ,  
a(A) 

with B(>.) the Gelfand transform of B.  

(2 .4 . 1 )  
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In this way, for any given observable the probabilistic interpretation of 
a state follows quite generally from its being a positive functional, exactly 
as in the classical theory (see Sect. 1 . 2 ) .  8 In the non-abelian case, how­
ever, one meets substantial differences: the probability measure is not the 
same for all the observables; a state defines one probability measure for 
each abelian algebra generated by a normal element of A, but not a joint 
probability distribution for all observables. This structure has been taken 
as a prototype of what is nowadays called Quantum Probability.9 

To clarify the relation and differences between classical and quantum 
probability we briefly recall the basic ideas of classical probability theory. 

The underlying structure is the abstract measure theory, which general­
izes Lebesgue theory. The latter one is based on the triplet (R, B, µ) ,  where 
B is the family of Borel sets of R, namely the smallest family of subsets 
closed under complementation and countable unions and containing each 
open interval, and µ is the Lebesgue measure defined on each open interval 
(a, b) by µ( (a, b ) )  = l b - al and having a unique O"-additive Borel regular 1 0 

extension to B. 
In strict analogy, the abstract measure theory is based on the following 

structure 
i) a set n and a family I: of subsets of n, closed under complementation 
and countable unions with f2 E 2:: , ( i .e .  a O"-field of subsets of f2) ,  called the 
measurable sets. The pair (n, I:) is called a measurable space. 
ii) a measure µ on I: ,  i .e .  a map I: --> R+ U oo with the property that 
a) µ(0) = 0 ,  
b) µ(U;A; ) = L; µ(A; ) , if  A; n AJ = 0, 'Iii =F j .  

8We do  not enter into the problem o f  the description o f  the interaction between the 
(quantum) system and the instrument (the so-called measurement problem) and the 
related "reduction of the wave packet" ,  because a detailed theory of such an interaction 
is st i l l  under discussion and in fact goes beyond the structure discussed in these lectures. 
Arguments for the decoherence of classical apparatuses as a consequence of the their 
macroscopic character have been discussed in K. Hepp, Helv. Phys. Acta 45,  237 
( 1972) ; the "reduction of the wave packet" amounts to the instability of macroscopic 
systems against their existence as mixtures, leading to sharp macroscopic states. For a 
beautiful review of these problems see A .S .  Wightman, Some comments on the quantum 
theory of measurement, in Probabilistic Methods in Mathematical Physics, F. Guerra et 
al. eds . ,  World Scientific 1992. 

9See e.g. S .P. Gudder, Quantum Probability, Academic Press 1988; P.A .  Meyer, 
Quantum Probability for Probabilists, Springer 1993; P. Biane and R. Durrett, Lectures 
on Probability Theory, Springer 1994. 

10 A er-additive measure is Borel regular if it is defined on all Borel sets and has the 
following property: VS E B 

µ(S) = supc {µ(C) ; C C  S, C compact and Borel} 

= info {µ (O ) ; S C  0, 0 open} . 
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For technical reasons and for simplicity, we shall also assume that µ is 
u finite, i .e .  
c) r2 = U;A; ,  with µ(A;) < oo. 

A measurable function f : r2 --) R is a function with the property that 
'VB E B (the family of Borel sets of R) , f- 1 (B) E �. Clearly, in this case 
one can define the integral of f 

in f dµ 
as in the ordinary Lebesgue case. 

The theory of probability is the mathematical description of random 
variables, i .e .  of functions of events which have a certain probability of 
occurrence. To make these concepts more precise, one considers the set n 
of events, which may occur. 

A few basic operations are naturally defined on events 
a) if A and B are two events, the union A U  B is the event which occurs if 
at least one of the two events occurs 
b) the complement Ac of the event A is the event which occurs if A does 
not occur 
c) the intersection A n  B is the event which occurs if both A and B occur 
d) the impossible event is denoted by 0 and clearly n = the union of all 
events, is the certain event. 

One easily recognizes in the above structure the basic features of the 
propositional calculus (see below) , i .e .  the events form a Boolean algebra 
of sets. In conclusion, the basic elements of the theory of probability are a 
set n and a family � of subsets of n,  closed under complementations and 
unions , with 0, !:1 E �. 

A probability is  defined on � by assigning a positive function µ : � --) 
[O, 1 ]  with the obvious meaning that µ(A) , A E � is the probability that the 
event A occurs. It is rather clear that µ must have the following properties 
in order to describe the probability of occurrence of events 
a) µ(0) = 0 ,  µ(!:1) = 1 ,  
b )  i f  A n  B = 0 ,  µ(A U B )  = µ(A) + µ(B) .  

From an operational point of view, the probability µ(A) can be defined 
as the limit of the frequency vN (A) of occurrence of the event A, during N 
observations or trials, performed on the given system, or on replicas of it, 
when the number N goes to infinity 

µ(A) = lim vN (A) . N_,oo 
As realized by Kolmogorov, 1 1  the theory of probability becomes nat­

urally embedded in the abstract measure theory if the family of events � 
1 1  A.N .  Kolmogorov, Foundations of the Theory of Probability, Chelsea 1956. 
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i s  closed under countable unions and the probability µ i s  required to b e  a­
additive; hence µ becomes a probability measure. It is not difficult to justify 
these requirements on the basis of operational considerations. 1 2  Then, the 
triple (D , I;, µ) is called a probability space. 

A random variable f is a measurable function on D and its expectation 
with respect to the probability measure µ is defined by 

< f >µ= l f dµ. 

The probability distribution function µ f ( x) , x E R associated to the random 
variable f is the measure on R defined by 

µJ (B) = µ(r 1 (B) ) ,  'VB E B. 

Clearly, each probability measure µ assigns a probability to each event 
and it defines a positive linear functional on the algebra A of bounded 
random variables 

w µ (!) = l fdµ = l x dµ1 (x) . 

From this point of view, the basic difference between classical and quan­
tum probability is that in the latter case the algebra of observables A cannot 
be realized as an algebra of random variables on a probability space; such 
a realization is possible for each commutative subalgebra of A, but the 
probability spaces corresponding to two non-commuting observables are 
different. 

This basic difference can be traced back to the different structure of 
classical and quantum events, where the events can be given the physical 
interpretation of outcomes of trials or of experiments. By relying on the 
logical structure of propositions (for more details see the next Section) , in 
terms of which the events can be described, one can argue in general 1 3 
that the family of events has the structure of an orthocomplemented lattice 
with a smallest or zero element 0 and a largest or unit element 1 . 

For the convenience of the reader, we briefly recall that a lattice is a set 
L with 
1) a partial order relation � . ( i .e .  a binary relation satisfying 'Va, b ,  c, E L: 
(reflexivity) a � a; (antisymmetry) a � b, b � a =? a =  b; (transitivity) 
a �  b, b � c =? a �  c) , 
2) two binary operations V and /\, called join and meet, satisfying 

a �  a V b, b � a  V b, (a � c, b � c) =? a  V b � c, 
12See e.g. P. R. Halmos, Measure theory, Van Nostrand 1950, Chap. IX. 
1 3G .  Birkhoff and J .  von Neumann, Ann. Math. 37,  823 ( 1936) ; G.  Mackey, Mathe­

matical Foundations of Quantum Mechanics, Benjamin 1963, esp. Sect. 2 .2 ; J .M .  Jauch, 
Foundations of Quantum Mechanics, Addison Wesley 1968, esp. Chap. 5; C. Piron, 
Foundations of Quantum Physics, Benjamin 1976, esp. Chap. 2. 
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a /\  b S a, a /\  b S b, (c S a, c S b) =?  c S a /\  b. 

The join and meet operations are commutative (a V b = b V a, etc . ) ,  
associative (a V (b  V c )  = (a V b )  V c etc. ) ,  idempotent (a V a =  a, b /\ b = b) 
and absorptive (i .e. a V (a /\ b) = a /\ (a V b) = a) .  Moreover, a S b, a /\  b = 
a ,  a V b = b are all equivalent relations. 

The partial order relation may be given the meaning of inclusion or of 
"smaller than or equal to" , the join operation corresponds to the supre­
mum or the least upper bound or to the set theoretical union, the meet 
corresponds to the infimum or to the greatest lower bound or to the set 
intersection. 14 Thus, e.g. given two events a, b, the order relation a S b 
has the meaning that a is included in b, a V b is the event corresponding to 
(a or b) ,  a /\  b is the event corresponding to (a and b) etc. 

A lattice is complete if it contains a smallest or zero element 0 and a 
largest or unit element 1 , characterized by 0 S a, a S 1 , Va E L. A 
lattice is orthocomplemented if Va E L there exists an element a' ,  called 
the complement of a, such that a V a' = 1 ,  a /\  a' = 0, (a' ) '  = a, and 
a S b =? b' S a' .  A lattice is distributive if 

a /\  (b V c) = (a /\  b) V (a /\ c) ,  (2 .4 .2)  

equivalently if a V ( b /\ c) = (a V b) /\ (a V c) . A complete orthocomplemented 
distributive lattice with zero and unit elements is called a Boolean algebra. 1 5 

It is easy to check that the a-field I: of subsets of a set S1 is a Boolean 
algebra and it is a deep result by Stone that any Boolean algebra is iso­
morphic to a lattice of subsets of a set, with the join and meet operations 
corresponding to unions and intersections, the complement to the set com­
plementation, 0 to the empty set and 1 to the union of all lattice elements. 

It is also not difficult to justify that the outcomes of trials or of ex­
periments (typically parametrized by the yes/no outputs) have a lattice 
structure, 16 but distributivity is a crucial property, which is satisfied by 
classical events, but not by quantum events. For example, in the dou­
ble slit interference experiment (discussed in Sect. 5 . 1 )  the quantum events 
a=interference pattern produced by the particle on the screen, b= the par­
ticle has passed through the slit 1 ,  b' = the particle has passed through the 
slit 2 ,  do not satisfy lattice distributivity since a is incompatible with both 

14For more details see e.g. G.  Birkhoff, Lattice Theory, Am. Math.  Soc. 1963; P.R. 
Halmos, Lectures on Boolean Algebras, Van Nostrand 1963. 

1 5 In a Boolean algebra B one may define a difference a - b = a /\  b' and an addition 
modulo 2 or symmetric difference a +  b = (a' /\ b) V (a /\ b'. Then B with + as addition 
and /\ as multiplication is an algebraic commutative ring with unit 1 and zero 0,  over the 
field K = {O, l } ;  since a +  a =  0, every element is idempotent and B is of characteristic 
2. 

16See e.g. the above references to Birkhoff and von Neumann, to Jauch and to Piron. 
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b and b' (the interference pattern does not appear if the particle passes 
through one of the slits ! ) ,  so that 

0 = a /\  b = a /\  b' = (a /\ b) V (a /\ b' ) ,  

whereas 
a /\  ( b  V b') = a /\  1 = a .  

As a consequence of  this lack of distributivity, the lattice of  quantum events 
is not isomorphic to a family of subsets of a set as in the classical case, 
where classical probability theory can be applied, but rather to a family of 
orthogonal projections on a Hilbert space H, with the partial order relation 
given by the projection inclusion (P ::; Q iff PQ = QP = P) ,  the join 
P V Q given by the orthogonal projection on the span of PH U QH, the 
meet P /\ Q by the orthogonal projection on PH n QH and the complement 
P' by 1 - P = PJ_ . It is easy to see that lattice distributivity fails if the 
projections do not commute. 

Another way of discussing the structural difference between classical and 
quantum probability is by realizing that a classical probability space can 
equivalently be described by a triple (H, P, 'ljJ) ,  where H is a Hilbert space, 
P a  set of commutative orthogonal projections in H and 'ljJ a vector of H. In 
fact ,  given a triplet (D ,  I: , µ) , one can consider the quotient f; = I:/ Jµ , Jµ = 
{A  E I: , µ(A) = O} and the C*-algebra A of bounded measurable functions 
on n generated by the characteristic functions of the sets of f:. Then µ 
defines a faithful state w µ on A by 

w µ (f) = L f (x) dµ(x) , 

(w µ ( I J l 2 ) = 0 implies that f is equivalent to the zero element) ,  and by 
the GNS theorem w µ defines a representation of A, in a Hilbert space H ,  
with cyclic vector w 1 . This representation i s  clearly isomorphic to  the 
representation given by L2 (D ,  µ) , with the elements of A represented by 
multiplication operators and the cyclic vector given by an element 'ljJ(x) E H  
with spectral measure dµ(x) .  Clearly the algebra A is generated by the 
family P of orthogonal commutative spectral projections. In conclusion we 
have constructed the triplet (H,  A, 'ljJ) .  

Conversely, given an abelian C* -algebra of  operators with a cyclic faith­
ful state '11 1 , by the Riesz-Markov theorem there exists a spectral measure 
µ on the spectrum n of A, such that le/ A E A 

('11 1 , A '11 1 ) = L A(x) dµ(x) , 

with A a bounded multiplication operator, i .e .  we recover the triplet 
(D ,  I: , µ) ,  where I: is the family of µ-measurable sets of n, modulo the 
sets of zero measure. 
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In this logic, quantum probability is defined by a triplet (7-i, A, 'lj;) ,  where 
7-i is a Hilbert space, A is the C* -algebra of observables (in general non­
commutative) and 'lj; is a state on A; equivalently, instead of A one may
use the set P of orthogonal projections on 7-i which generate the observ­
ables. Whereas in the commutative case the family P has the structure of a 
Boolean algebra, in the quantum non-commutative case it has the structure 
of an orthocomplemented non-distributive lattice. Also a state is a more 
general concept than a measure; a state w on A defines a measure µw ,Ai for
each abelian subalgebra A1 of A, but not a single measure for A. As in the 
case of a probability measure, a state defines a positive linear functional on 
the observable algebra, but subadditivity fails in general: 

if the projections P1 , P2 do not commute.

2 . 5  * Quantum logic

The mathematical structure at the basis of classical logic is that of a 
Boolean algebra, i .e .  of an orthocomplemented complete lattice satisfy­
ing the distributive law, and therefore by Stone theorem it is isomorphic 
to a lattice of subsets of a set, which corresponds to a commutative al­
gebra. Quantum logic is the generalization of classical logic in which lat­
tice distributivity does not hold and consequently it corresponds to a non­
commutative algebra. For the convenience of the reader , a brief sketch 
of the above structures is outlined below; for more details we refer to the 
references given in the Introduction. 

The aim of mathematical logic is a formal theory of reasoning and the 
basic structure is the propositional calculus, by which simple propositions 
(henceforth denoted by latin letters a, b, . . .  ) can be combined and the truth 
or falsity of the resulting assertion is formalized in terms of basic mathe­
matical operations : 
1 )  the equivalence of two propositions a, b is denoted by a =  b, 
2)  the negation or complement of a proposition a is denoted by a' (a is true 
iff a' is false) ,  
3 )  the disjunction o f  two propositions a ,  b is denoted by a V b (it corresponds 
to the assertion "a or b" , in the non-exclusive sense) , 
4) the conjunction is denoted by a /\  b (it corresponds to the assertion "a
and b" ) ,  
5)  the implication o f  b by a i s  denoted b y  a � b (equivalently one may write 
b 2: a) and can be characterized by a = a /\ b ,  equivalently by a V b = b.

From the logical interpretation one has that the operations V,  /\ are com­
mutative, associative, idempotent and absorptive (see the previous Section) 
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and that the implication is a partial order relation, ( i .e . reflexive, antisym­
metric and transitive) . Furthermore one has that 

a :::; a V b; a :::; c, b :::; c, => a V b :::; c, 

a 2: c, b 2: c, => a /\ b 2: c, 

since if a is true, "a or b" is also true etc. Similarly one has 

(a' ) ' = a; a :::; b => b' :::; a' , 

(a /\ b )' = a' V b' ; (a V b ) '  = a' /\ b' .  
The disjunction of al l  propositions is implied by any proposition and it 

has the meaning of the trivial proposition, since it is always true; it will 
be denoted by 1 . Similarly, the conjunction of all propositions implies all 
propositions, it has the meaning of the absurd proposition, since it implies 
a and the negation of a, it is always false and it is denoted by 0. Clearly 

a V a' = 1 , a /\ a' = 0 .  
Thus one has the structure of an orthocomplemented complete lattice as 
defined in the previous Section. 

The crucial characteristic property of classical mathematical logic is the 
distributivity of the operations V, /\:  

a /\  (b  V c) = (a /\ b) V (a /\ c) , 

a V (b /\ c) = (a V b) /\ (a V c) . 

The meaning is rather transparent in terms of its logical interpretation; e.g. 
the first equation says that "a and (b  or c)" is equivalent to "(a and b) or 
(a and c) " . The implications are worthwhile to be remarked; for example, 
choosing c = b' in the first equation, one has that any proposition a can be 
"decomposed" along b and b' : 

a =  (a /\ b) V (a /\ b') , 

i .e .  the proposition a is equivalent to "(a and b) or (a and not-b)" . 
Thus, classical mathematical logic has the structure of a Boolean algebra 

and by Stone theorem is isomorphic to a lattice of subsets of a set. 
As stressed by Birkhoff and von Neumann the lattice of propositions for 

quantum systems does not satisfy distributivity. Indeed if a and b are not 
compatible propositions, e.g. yes/no outputs of experiments corresponding 
to non-compatible (i .e . non-commuting) observables, then a /\  b = 0 = a /\  b' 
and the decomposition of a derived above from distributivity cannot hold. 
For an explicit example, see e.g. the case of the double slit interference 
discussed in the previous Section. Classical mathematical logic applies only 
to propositions which refer to compatible, i .e .  commuting, observables. 
For an approach to quantum logic from the algebraic point of view we 
recommend the book of M. Redei listed in the general references. 
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2 . 6  Appendix D :  States and representations 

For the convenience of the reader, we present a few useful results on states 
and representations. For a deeper insight the reader is referred to the 
textbooks on C* -algebras listed in the Introduction and in Sect. 1 . 3 . 

Proposition 2 .6 . 1  A representation rr of a C* -algebra A in a Hilbert space 
H is irreducible iff the commutant 

rr (A)' = {C E B(H) , [ C, rr (A) ] = 0, \IA E A} 

consists only of multiples of the identity. 

(2 .6 . 1 )  

Proof. I f  3 C E rr (A) ' ,  which is not a multiple of the identity, so is C* 
and at least one of the combinations C + C* , i( C - C* ) ;  so we may take C 
self-adjoint. Then, its spectral projections define non-trivial subspaces of 
H invariant under rr (A) , i .e . rr(A) is reducible. 
Conversely, if rr (A) is reducible, there is a non-trivial orthogonal projec­
tion P =J 1 on an invariant subspace and \IA E A, [P, rr(A) J  PH = 0 = 
[P, rr (A)J (PH) J_ , i .e . [P, rr(A)] = 0 and rr(A)' =J {Al , A E C } .  

Proposition 2 .6 . 2  The GNS representation defined by a state w is irre­
ducible iff w is pure. 

Proof. If the representation is reducible, let P =J 1 be the projection on 
a non-trivial invariant subspace. Then, [P, rr(A)] = 0, and, since \flw is 
cyclic, P \flw =J 0, ( 1  - P) \flw =J 0 (otherwise Prr(A) Ww = rr(A)P Ww 
respectively = 0 and = rr(A) \flw ) ;  moreover P rrw (A) ( 1  - P) = 0 = ( 1  -
P) rr(A) P. Thus,  

w (A) = (\flw , rrw (A) \flw )  

= (P Ww , 1rw (A)P Ww )  + ( ( 1  - P)\flw ' 1rw (A) ( l - P) \flw )  
A W  1 (A) + ( 1  - A) W 2 (A) ,  0 < A =  l l P  Ww 1 1 2 = ( \fl w ,  P\flw )  < 1 .  

Since the so-defined w 1 , w 2 are states, w cannot be pure. 
Conversely, if 7rw is irreducible, suppose that w is a mixture of the states 
w 1 , w 2 . Then, 3A E (0 ,  1) such that w majorizes Aw 1 and therefore 
AW 1 (A* B) defines a bounded sesquilinear form on Hw ,  

Hence, by the Riesz representation theorem, there exists a bounded opera-
tor T on Hw , such that , If A, B, C E A, Aw 1 (A* B) = ( \flw , rrw (A * ) T rrw (B)  '1iw ) 
and 

w(A*TCB) = A W 1 (A* CB) = A w 1 ( (C* A) * B) 

= w((C* A) *T B) = w(A*CTB) . 
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This implies that T E 1Tw (A) ' ,  in  contrast with the irreducibility, unless 
T = µl , µ E R + and µw = AW 1 .  

It follows easily from the above Proposition that the state vectors of an 
irreducible representation define pure states. 

Proposition 2 .6 .3  A state w on a commutative C* -algebra A (with iden­
tity) is pure if! it is multiplicative, i .  e. 

w (AB) = w(A) w (B) .  (2 . 6 . 2 )  

Proof. Equation (2 .6 . 2) means that the representation 1Tw is one-dimensional 
and it is equivalent to 

1Tw (A) = {Al , A E C } .  

This is implied by irreducibility, since for abelian algebras 1Tw (A) <;;; 1Tw (A)' 
and, conversely, implies that the GNS representation space is one-dimensio­
nal so that 1Tw (A)' = { Al , A E C} and irreducibility follows . 

If A =  A* and A E O"(A) , then 3 w such that w (A) = A; if w is dispersion 
free on A, i .e .  Liw (A) = 0, then, in the GNS representation 1Tw , A is an 
eigenvalue and llJ w is a corresponding eigenstate, since 

0 = Liw (A) 2 = J J (A - Al ) ll!w J l 2 => A ll!w = A  ll!w.  

2 . 7  * Appendix E :  Von Neumann algebras 

As we have seen in the previous section, given a C* -algebra A and a rep­
resentation 7T, an important role is played by the commutant 1T(A) ' .  The 
double commutant (or bicommutant) 1T (A)" = (1T (A) ' ) '  is also a useful math­
ematical concept. For example, if 1T(A) is irreducible then 1T(A)' = { A l , A E 
C }  and 7r(A)" = B(H) . 

An interesting question is the relation between 1T(A)" and 7T(A) . For 
this �urpos�Js convenient to consider the strong and weak closures 
1T (A) and 7T (A) , respectively, with respect to the corresponding Hilbert 
topologies. As we shall see below, the two closures coincide and define a 
(concrete) C* -algebra. 

Definition 2. 7 .1  A * subalgebra A of B(H) is said to be a von Neumann 
algebra if it is equal to its bicommutant, A = A" . 

The following von Neumann bicommutant theorem answers the questions 
raised above. 

Theorem 2. 7 .2  For a * subalgebra A <;;; B(H) , with identity, the following 
three properties are equivalent 
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i} A =  A" , 
ii) A is weakly closed, 
iii} A is strongly closed. 

Proof. We briefly sketch the proof. 
i) => ii) . We show that quite generally the bicommutant is weakly closed. 
In fact ,  if A" ::i An � A, then \IA' E A' , An A' = A' An and, \ix, y, E H., 

(x, (AA' - A' A) y) = (x, ( (A - An )A' - A'(An - A) )  y) 

can be made as small as we like, by choosing n sufficiently large. Hence 
AA' = A' A, i .e . A E A". 
i i )  => iii) is obvious since strong convergence implies weak convergence. 
i i i) => i ) .  We have to show that A is strongly dense in its bicommutant. 
For this purpose, we first show that \ix E H., A" x <;;; A x8 = HAx · In fact, 
if P is the projection on HAx ,  then P E A' , since by definition, \I A  E A, 
AH.Ax <;;; HAx = P H, i .e. \iy E H, AP y E PH, so that PAPy = APy, 
which implies PAP = AP and 

PA = (A* P) * = (PA*P)*  = PAP = AP. 

Then, \IA" E A" , A" x = A" Px = PA"x E PH, (Px = x, because 1 E A) . 
We can now prove that given A" E A" any of its strong neighborhoods 

N,, (x1 , , x1 ) (A" ) = {A E B(H.) ; l l (A  - A")xk l l  s; E , k = 1 ,  . . .  , j } ,  

where X1 , . . .  , Xj , E H., contains an element o f  A. I n  order t o  see this, given 
x1 , . . . , Xj one repeats the above argument for the j-fold direct sum H of 
H;  then, if A" E A", one has Jill = A" EB . . .  EB A" E A" and A.11 i: E Ai:, 
where the elements A E A are of the form A = A EB . . .  EB A, A E A. 

One of the consequences of the (von Neumann bicommutant) theorem 
is that each representation 7r of a C* -algebra A identifies a von Neumann 
algebra 7r(A) 

w , which involves the weak Hilbert topology defined by the 
representation and is therefore a representation dependent concept. 

Whereas the C* -algebras can be regarded as the non-commutative ana­
log of the algebras of continuous functions (on a compact space ) ,  the von 
Neumann algebras can be regarded as the non-commutative analog of the 
bounded measurable functions, a concept which involves the measure, i .e .  
a positive linear functional on the algebra of continuous functions. Indeed , 
given a measure µ, the bounded measurable functions are pointwise limits 
of continuous functions, almost everywhere with respect to µ, i .e . they 
belong to the weak closure of the algebra of continuous functions. 

From an algebraic point of view von Neumann algebras can be charac­
terized as C* -algebras which are the dual of a Banach space (also called 
W* algebras ) .  1 7 

17S .  Sakai, C* -algebras and W* -algebras, Springer 1971 . 



Chapter 3 

The quantum particle 

3 . 1  The Weyl algebra and the Heisenberg 

group 

The classical (massive) particle is the simplest classical system and in clas­
sical mechanics its states are defined by the position q and the momentum 
p. In the more general framework discussed in Sect. 1 . 2 ,  a classical particle 
is defined by the algebra of observables A, which, in the case of compact 
phase space, can be obtained as the sup-norm closure of the polynomial 
algebra generated by q and p. Correspondingly, one is led to define the 
quantum particle by an algebra of observables "generated" by q and p, 1 
which satisfy the Heisenberg commutation relations 

[q , p] = i ,  [q ) q] = 0, [p ) p] = 0, (3 . 1 . 1 )  

where for simplicity we have put n = 1 ,  by a suitable choice o f  units, 
and considered the case of one space dimension, the generalization being 
straightforward. 

Here we meet the technical problem of giving a precise meaning to the 
word "generated" . The vector space, over the field of complex numbers, 
generated by q and p, with Lie products given by eqs. (3 . 1 . 1 ) ,  is a Lie algebra 
and it is called the Heisenberg Lie Algebra. In the Heisenberg formulation of 
Quantum Mechanics, the basic algebra is the (enveloping) algebra generated 
through sums and products by q and p, with commutation relations defined 
by the above Lie products, briefly called the Heisenberg Algebra. From a 
technical point of view, this is not the best choice and it does not fall 
into the general mathematical framework discussed in Sect. 1 . 3 .  In fact ,  
the Heisenberg relations (3 . 1 . 1 )  imply that q and p cannot be self-adjoint 

1 Now we consider the case in which there is no other degree of freedom than q and p 
and no constraint on the position. 

59 
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elements of a C* -algebra, since they cannot be given a (finite) norm. In 
fact ,  eqs. (3 . 1 . 1 )  imply 

[p, qn] = -i nqn- 1 

and therefore, if a C* norm could be assigned to q and p,  

Now, l l qn- l 1 1  = l l q l l n- l cannot vanish, since otherwise q = 0 and eqs. (3. 1 . 1 )  
cannot hold. Hence, the above inequality implies 

l l q l l  l lP l l  2: n/2, 'tin E N, 

i .e .  l l q l J , l lP l l  cannot be both finite. 
The physical reason for this mathematical obstruction is that, strictly 

speaking, q and p are not observables in the operational sense discussed in 
Sect .  1 .3 ;  due to the scale bounds of experimental apparatuses, one actually 
measures only bounded functions of q and p, (namely the position inside 
the volume accessible by the experimental apparatus and the momentum 
inside an interval given by the energy bounds set by the apparatus) . Thus, 
a formulation based on the Heisenberg algebra involves an (in fact physi­
cally harmless) extrapolation with respect to the operational definition of 
observables. 

A solution of this merely technical difficulty was given by Wey!, who 
suggested to consider the polynomial algebra generated by the following 
bounded (formal) functions of q and p: 

(3 . 1 .2)  

( in the case of s space dimensions) ,  called the Weyl operators. 2 
The algebraic properties of the Wey! operators can be inferred by using 

their (formal) relations with the q's and p's. 
1 )  (Weyl commutation relations) The Heisenberg relations (3 . 1 . 1 )  take 

the following form in terms of the Wey! operators 

U(et) V(,6) = V(,6) U(a)e-ia/3 , 

U (a)U (,6) = U(et + ,6) ,  V(a)V(,6) = V(et + ,6) 

(3 . 1 .3)  

(3 . 1 .4) 

(commutation relations in Wey! form or, briefly, Weyl relations) . This 
follows easily from the Baker-Hausdorff (BH) formula 3 

(3 . 1 .5)  

2 H .  Weyl ,  The Theory of Groups and Quantum Mechanics, Dover 1931 . Such opera­
tors can be interpreted as (limits of) observables associated to measurements of periodic 
functions of q, p .  

3See e.g. N .  Jacobson, Lie  Algebras, Interscience 1962, Chap. 5 ,  p. 170; R.M .  Wilcox, 
Jour. Math. Phys. 8, 962 ( 1967) . 
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which holds if C = [A, BJ commutes with A and B.  
The BH formula can be  easily derived under the general assumption 

that A, B and A + B are densely defined operators in a Hilbert space with 
a common dense domain of analytic vectors (namely a domain on which 
one can freely apply A, B, A +  B, and their exponentials) . In fact ,  putting 

G(a) = e-o:A Be0A , 

one has 
dG(a)/da = -e-o:A [A , Bj e°'A = -C, 

which implies C(a) = -aC + G(O) ,  i .e .  

Then, putting 

F(a) = e-o:B e-o:A eo: (A+B) exp (a2C/2) ,  

one has dF(a)/da = 0 , which implies 

F(a) = F(O) = 1 ,  

i .e . the validity of the B H  formula. 
The abstract algebra Aw generated by (abstract) elements U(a) ,  V (,8) , 

a ,  ,8 E R (through complex linear combinations and products) ,  satisfying 
eqs. ( 3 . 1 .3 ) , (3 . 1 .4 ) ,  is called the Weyl algebra. 4 

2) ( Unitarity) There is a natural definition of * on U(a) ,  V(,8) , corre­
sponding to the self-adjointness of q and p: 

U(a)*  = U(-a) ,  V(,8) * = V(-,8),  

so that, by the Wey! relations, U(a) , V (,8) are unitary 

U(a)* U(a) = U(a)U(a)* = 1 ,  

and similarly for V (,8) . 
3) (Norm) To get a C* -algebra one has to assign a C* norm to the 

elements of Aw and take the norm closure. The C* condition requires 
4It is worthwhile to remark that the Heisenberg algebra can be recovered from the 

Wey! algebra under the mild condition that the Wey! operators are represented by weakly 
continuous (Hilbert space) operators (see below). On the other hand, the Wey! algebra 
can be constructed from the Heisenberg algebra under suitable regularity conditions, like 
that the common dense domain, on which the Heisenberg relations hold, is a domain 
of essential self-adjointness for N = q2 + p2 (for a discussion of these problems see 
e.g. C.R. Putnam, Commutation Properties of Hilbert Space Operators and Related 
Topics, Springer 1967) . The advantage of the Wey! operators and the Wey! commutation 
relations is that they are not affected by domain problems and they maintain a meaning 
also when the Heisenberg relations cannot be derived . 
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that U, V and U V  have norm equal to one and therefore so must have any 
monomial of U's and V's, since by the Wey! relations it can be reduced to 
a product U V  (times a phase factor) . One can show that also the norm of 
an arbitrary element of the Wey! system is fixed, in the sense that there is 
a unique C* norm on Aw such that the completion of Aw , with respect to 
it , is a C* -algebra. 5 Such an abstract C* -algebra will still be denoted by 
Aw and called the Weyl C* -algebra. 

In conclusion, the quantum particle can be defined as the physical sys­
tem characterized by the Wey! C* -algebra. The first basic problem is then 
to determine the states of a quantum particle, i .e . the representations of 
the Weyl C* -algebra Aw. 

The relation between the Heisenberg Lie algebra and the Wey! alge­
bra involves the standard mathematical step of associating a Lie group to 
a given Lie algebra through the exponential map: in our case the group 
is the Heisenberg Lie group. It can be defined as the Lie group with el­
ements labeled by triples (a, {3 , >. ) ,  a , (3 E R8, A E R, with the following 
group law (a , {3, >. ) (a' , (31 , N) = (a +  a' , (3  + (31 , >.  + >.' + [a'f3 - afJ'l /2) . 
Such a composition law follows easily from the identification:  (a ,  {3, >.) f-t 
exp i (  aq + f3p + >.1 ) and the Wey! relations. It is a non-compact Lie group. 
The mathematical description of the states of a quantum particle therefore 
amounts to finding the representations of the Wey! C* -algebra, or, equiva­
lently, of the unitary representations of the Heisenberg group. 6 

3 . 2  Von Neumann uniqueness theorem 

The classification of the representations of the Wey! algebra is trivialized 
by von Neumann theorem, according to which all the regular irreducible 
representations are unitarily equivalent. The regularity condition is an 
extremely mild request and it is standard in the theory of representations 
of Lie algebras and Lie groups. 

Definition 3 .2 . 1  A representation w of the Weyl algebra (or a unitary 
representation of the Heisenberg group) in a separable Hilbert space H is 
regular if n(U(a) ) ,  n(V(f3)) are (one-parameter groups of unitary opera­
tors) strongly continuous in a ,  (3, respectively. 

For unitary operators in a Hilbert space, strong continuity is actually equiv­
alent to the apparently weaker condition of weak continuity, since, for uni­
tary operators U (t) , one has 

1 1  ( u ( t )  - 1 ) w 1 1 2 = 2 1 1  w 1 1 2 - 2 Re ( w, u ( t )  w )  . 
5 J .  Slawny, Comm. Math. Phys. 24, 151  ( 1971 ) ;  J. Manuceau, M .  Sirugue, D .  

Testard and A .  Verbeure, Comm. Math. Phys. 32,  231 ( 1973) .  
6See e .g .  G.B .  Folland, Harmonic Analysis in Phase Space, Princeton Univ. Press 

1 989. 
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For separable spaces, weak continuity is in turn equivalent to weak mea­
surability, 7 i .e . to the property that the matrix elements (<I> ,  U(t )  Ill ) are 
(Lebesgue) measurable functions. This shows how reasonable is the regu­
larity condition. Moreover , by Stone's theorem on one-parameter groups 
of strongly continuous unitary operators, 8 regularity is equivalent to the 
existence of the generators of the Wey! operators, namely q and p, as self­
adjoint unbounded operators in H. Furthermore, one can show that they 
have a common invariant dense domain.9 Thus, regularity allows to recon­
struct the Heisenberg algebra from the Wey! algebra. 

Theorem 3 .2 .2  (van Neumann) All the regular irreducible representations 
of the Weyl C* -algebra are unitarily equivalent. 

Proof. It is convenient to introduce the following more general Wey! oper­
ators 

which have the following properties: 

W(a, ,8) * = W(-a, -,8) , W(a, ,8) * W(a, ,8) = 1 , 

W(a, ,8) W(r, o) = W(a + ')' , ,8 + o) e-i(cxo--yf3)/2 

= ei(-yf3-cxo) W(r, o) W(a, ,8) .  

(3 .2 . 1 )  

(3 .2 .2)  

(3 .2 .3)  

The idea of the proof is  to show that for any regular irreducible rep­
resentation 7r in a Hilbert space H, there exists a vector Illa E H, called 
the Fack state vector , which is cyclic by the irreducibility of 7r ,  with the 
property that 

(Ill a , 7r (W(a, ,8) )  Illa ) = exp [- ( lo: l 2 + l,812) /4] . (3 .2 .4) 
Since monomials of W's can be reduced to a single W, apart from a phase 
factor, eq. (3 .2 .4)  determines all the expectations of Aw on Illa and by iii) 
of the GNS representation theorem 7r is unitarily equivalent to the GNS 
representation of the state w F defined by 

w F (W(a, ,8) ) = exp [- ( lo: l 2 + l,812 )/4] . 
Such a representation is called the Fack representation. 

7 J. von Neumann, Ann. Math . (2) ,  33, 567 (1932). For a simple account see M. Reed 
and B .  Simon , Methods of Modern Mathematical Physics, Vol . I, Academic Press 1972, 
Chap. VIII, Sect. 4. 

8See e.g. Appendix F below. 
90.  Bratteli and D .W.  Robinson, Operator Algebras and Quantum Statistical Me­

chanics, Vol. I I ,  Springer 198 1 ,  Sect. 5. 2 .3 .  
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To construct w0, we note that, thanks to the regularity of Jr, the integral 

P = ( 1 /27r) J do:d/3 exp [- ( lo: l 2 + l/3 1 2 ) /4] 7r (W(o:, /3) ) = P* 

exists as a strong limit of Riemann sums, since exp [- ( lo: l 2 + l/3 1 2 )/4] E 
L1 (R2) and 7r(W( o:, j3) )  is strongly continuous and bounded in o:, j3 . More­
over, P cannot vanish, since, otherwise, V1, o E R  

( 1 /27r) J do: d/3 [ e- ( J af + l/31 2 ) I 4 7r(W ( o:,  /3))  ] ei (-y,6-a.5) 

= 7r(W(-1, -o))P7r(W(r, o) )  = 0 , 
i .e .  the Fourier transform of the matrix elements of the operator in square 
brackets would vanish and therefore 7r(W) = 0. Finally, 

(3 .2 .5)  
since the left-hand side is 

(27r)-2  j d1 do d1' do' e- (hl 2+ l <l l 2+h' l 2 + Jb ' l 2 ) /4e-i(a<5' -/3-y'J /2 

x e-ih(/3+<5' )-<l (a+-y' ) l / 2  7r(W ( o: + I +  11 , j3 + o + o' ) )  
and by a change o f  variables, 1+1' = k-o:, o+o' = v-/3, 1-11 = µ, 0-01 = 
A, the integration is reduced to Gaussian integrals, which yield the r .h .s .  of 
eq. (3 . 2 . 5 ) .  This equation implies P2 = P, (by putting o: = 0 = /3) , so that 
P is a  (non-zero) projection. Thus, :lwo with PWo = Wo,  1 1 % 1 1 = 1  and by 
eq. (3 .2 .5 )  it satisfies eq. (3 .2 .4) . 

Actually, by the irreducibility of Jr, P is a one-dimensional projection. 
In fact, if <I> is orthogonal to w0 and P <I> = <I> one has 

(<I> , 7r(W(o:,  /3) ) w0) = (P <I>, 7r(W(o:, j3) )P w0) = (<I> , P7r(W(o:, j3) )P  Wo ) 
= exp [- ( lo: l 2 + 1/3 1 2 )/4] (<I>, P Wo) = 0 .  

This implies (<I> , A w0) = 0 ,  \JA E Aw , and, since every vector of  an irre­
ducible representation is cyclic, one gets <I> = 0 .  

Equation (3 .2 .4) i s  equivalent to (-i8/8o: + 8/8/3 + f3)wF(U(o:) V (j3)) = 
0, i .e . (q + ip)Wo = 0 .  
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3 . 3  The Schrodinger representation and

wave function 

Since by von Neumann theorem all regular irreducible representations of 
the Wey! C* -algebra are unitarily equivalent, it suffices to find one . Thus, 
we write down the so-called Schrodinger representation 7r5 . 

Henceforth, for simplicity Irs (A) , A E Aw will be denoted by A. The 
Hilbert space is 

H = L2 (R8 , d8x), s = space dimension 

and V'1/J E H we put 

(U(a)1/;)(x) = eiax 1/; (x) , (V (/3) 1/;)(x) = 1/;(x + /3) = 1/;13 (x) .

( 3 . 3 . 1 )  

(3 . 3 . 2 )  

I t  i s  clear that U(a), V(/3) are unitary operators in  H and that they define 
a strongly continuous representation of the Wey! C* -algebra: 

(U(a) V(/3)1/;)(x) = (U(a) 1/J{3)(x) = eiax 1/; (x + /3),

(V(/3) U(a)1/;)(x) = eia (x+f3) 1/J (x + /3),

U (a)U(/3)1/J = U(a + /3)1/J , V(a)V(,6)1/; = V(a + /3)1/J .  

The strong continuity of U(a), V(/3) follows from a dominated convergence 
argument applied to the wave functions 1/;(x) , ( 1 1/J (x) l 2  leiax - 1 1 2 -> 0) ,  and
to their Fourier transforms ;/; (k) , ( l;/;(k) l 2 1eif3k - 1 1 2 -> 0) ,  respectively. 

It remains to prove that the Schrodinger representation is irreducible. 
In fact ,  if not , there would exist an invariant non-trivial (proper) subspace 
H1 and a vector </> E Hf .  Then, given 1/J E H1 

0 = (</>, U(a) V(/3)1/J) = J dxeiax �(x)1/;13 (x), 

i .e .  the Fourier transform of �1/J{3 vanishes and therefore so does �1/;13 .  
Hence, 

suppcf> n supp1/J13 = 0, V'/3 E R

and since by varying i3 one can translate the support of 1/J as one likes, </> 
must vanish. 

The physical consequences displayed by the Schrodinger representation 
are that the pure states of a quantum particle are represented by vectors in 
L2 (R8 ) ,  i .e . by £2-functions. They are called Schrodinger wave functions. 

By Stone's theorem, the strong continuity of U(a), V(/3) implies that the 
derivatives -idU (a)/da l

a
=o , -idV(/3)/d/3 1!3=0 , exist as strong limits on a 
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dense domain and define the corresponding generators q and p, respectively, 
as unbounded (densely defined) operators in £2 : 

( q'l/J) ( x) = x'lf; ( x) , 'l/J E D q = { 'l/J E L 2 , x'l/J E L 2 } , 

(p'lf;) (x) = -i(d/dx)'lf;(x) ,  'l/J E Dp = {'l/J E £2 , d'l/J/dx E £2} ,  

(3 .3 .3 )  

(3 .3 .4) 

(here and in the following the derivative of an £2 function is always under­
stood in the sense of distributions) . 

The dense domain D = {'l/J E S (R s ) }  ( S denotes the Schwartz space of 
c= functions of fast decrease) is a common dense domain of essential self­
adjointness 1 0 for q and p and it is easy to check that on D they satisfy the 
Heisenberg relations. Thus, one also has a representation of the Heisenberg 
algebra. Here, we realize a substantial difference between the classical and 
the quantum case: the position is represented by a multiplication operator 
and the momentum by a differential operator. 

An observable is represented by a bounded (self-adjoint) operator A in 
H and the expectations w ,µ (A) , 'l/J E H, are given by 

w ,µ (A) = j dx {J(x) (A'lf;) (x) .  

Explicitly, the action of A on 'l/J i s  specified by saying which function of q 
and p, A corresponds to. If A is a (bounded) function of q ,  say F(q) , then 
A is represented by the multiplication operator F(x) . The potential energy 
defined by the potential V = V ( q) is therefore represented by V ( x) .  

For such operators, the probabilistic interpretation is particularly simple 
in the Schrodinger representation, since 

w ,µ (A(q)) = j dx {J(x)A(x)'lf;(x) , 

so that A can be regarded as a random variable with a probability distribu­
tion function l'l/J (x) l 2  dx. The situation is different for operators which are 
functions of the momentum (e.g. the kinetic energy T = p2 /2m represented 
by -6./2m); they cannot be interpreted as random variables with the same 
joint probability distribution l'l/J (x) l 2  dx. In fact, one has 

w ,µ (p) = j dx {J(x) (-id/dx)'lf;(x) , 

which is not of the above form for A(q) . 

1 °For the basic concepts of self-adjointness and of essential self-adjointness see e .g.  
M .  Reed and B. Simon, Methods of Modern Mathematical Physics, Vol. I (Functional 
Analysis) , Academic Press 1972, Chap. VIII ,  Sect. 2 .  For the convenience of the reader 
a brief account, also in connection with the problem of the existence of the dynamics, is 
presented in Appendix F .  
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This means that the description of a quantum system cannot be done in 
terms of the classical theory of probability; rather it provides the prototype 
of what is called quantum probability (see Sect .  2 .4 ) .  On the other hand, 
since the Fourier transform is a one-to-one mapping of L2 into L2 , a state 
vector of H, described by 1/J (x) ,  is equally well uniquely described by the 
Fourier transform 1/; (k) ,  so that the above expectation values can also be 
written in the following form 

w ,µ (A(q)) = J dkJ(k)A(id/dk)1/; (k) ,  

w ,µ (p) = J dkJ(k) k 1/;(k) = J dk l 1/i l 2 (k) k . 

In this form the probabilistic interpretation is simple for the functions of 
the momentum, but not for the functions of the position. 

Since any 1/J (x) E L2 completely defines a state, it determines the ex­
pectations and therefore the probabilistic interpretations for both q and 
p. In fact, it provides much richer information than the probability dis­
tribution for q, namely l 1/J(x) l 2 , since the multiplication by a phase factor: 
1/J(x) ----) exp (ip0x) 1/J (x) does not change l 1/J (x) l 2 , but it changes the Fourier 
transform of 1/J and therefore the probability distribution for p. As a con­
sequence of the non-abelianess of the algebra generated by q and p, the 
probability distributions for the two variables cannot be prescribed in a 
completely independent way, as in the classical case, since the Heisenberg 
uncertainty relations must hold. 

A typical phenomenon of the quantum mechanical description is that, 
given two states represented by 1/;1 , 1/J2 E L2 , also 

1/J (x) = 1/J1 (x) + 1/J2 (x) 

is a state vector, which is said to be a superposition of the state vectors 
1/;1 , 1/;2 . It is worthwhile to remark that the probability distribution of 
the observable F (q ) , defined by 1/J(x) , is not the sum of the probability 
distributions l 1/J1 (x ) 1 2 and l 1/J2 (x ) 1 2 , but it contains mixed or interference 
terms {;1 ( x ) 1/;2 ( x) + {;2 ( x )1/;1 ( x ) .  This is the origin of the wave properties 
of a quantum particle, since it is responsible for constructive or destructive 
interference phenomena as for optical waves. 

3 . 4  Gaussian states . Minimal Heisenberg 

uncertainty 

From the discussion of the previous section it follows easily that the state 
w represented by the following Gaussian wave function 

(3 .4 . 1 )  



68 The quantum particle 

describes a quantum particle "essentially" localized in x0 , with 6.w q = a 
and w (p) = b. Briefly one also says that the above wave function describes 
a wave packet peaked at x = xo , with a spread 6.x = a. State vectors 
of this form have the characteristic property of minimizing the Heisenberg 
uncertainty, namely 

(6.w q) (6.w p) = 1/2 .  (3 .4 .2)  
This can be checked by an easy computation of Gaussian integrals, since 
the Fourier transform of a Gaussian is a Gaussian. It is not difficult to see 
that the above equation selects the Gaussian state vectors. In fact, putting 

ij = q - w (q) ,  p = p - w (p) 

one has 
1 = lw( [ij, fi] ) I = 2 j im w(ijfi) I :::; 2 jw (ijfi) I 

:::; 2 6.w(q) 6.w (P) ,  
where the Cauchy-Schwarz' inequality has been used i n  the last step. The 
minimal uncertainty is obtained iff both inequalities above become equali­
ties , i .e .  if w( (q - w(q) ) (p - w(p) ) )  is purely imaginary and 

(q - w(q) )'l/!w = µ(p - w (p))'l/!w , µ E C . 

Thus, µ = -i>.. , >.. E R and one has the equation, ('!/! in the domain of the 
operators involved) ,  

(x  + >.. (d/dx)- < x > -i>.. < p >)'!/! = 0 .  

Putting 

'l/!(x) = exp [-(x- < x > )2 /2>.. ] ei<p> (x-<x> l <jl(x) , 
one easily finds that <P is a  (normalization) constant, >.. = 2 6.w (q)2 and the 
above Gaussian wave function is recovered (the above mentioned domain 
conditions are obviously satisfied) .  

The above Gaussian wave functions describe states which are the closest 
ones to the classical states since they describe a particle with the best 
localization in both position and momentum (respectively around < x >= 
xo  and < p > ) . 

The Gaussian state vector with < x >= 0 ,  < p >= 0, 6.x = 1 /v'2 is 
the representative of the Fock state w p, introduced in Sect .3 .2 ,  as one can 
easily check by a Gaussian integration. It follows easily that the Fock state 
vector can be characterized by the following equation 

(q + ip) Wo = 0. (3 .4 .3)  

It may be worthwhile to mention that a position uncertainty of 10-8 cm 
(the atomic radius) allows a momentum uncertainty up to � 0 .5  · 10-27 g 
cm sec- 1 , which becomes critical only for particles of very small size, like 
the electron (me � 10-27 g) . 
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3 . 5  * Coherent states 

Another point of view leading to minimal uncertainty states is to consider 
the eigenvalue equation for the operator a = (q + ip) /,/2, (a* has no 
eigenvector) : 

It is easy to check that \/z E C there is a solution given by 

00 
,T, = e- � l z l 2 °" _1_ zn ,T, a* a 'T' - n ,T, 'l' z L._, q 'l'n , 'l'n - 'l' n ,  

n=a y n : 

(3 .5 . 1 )  

(3 .5 .2 )  

the series being strongly convergent . Such states are called coherent states; 
they can also be written in the following form 

• - I I 1 2  • - I I 1 2  • \I!z = eza -za\I!a = e- 2 z eza e-za \Ila =  e- 2 z eza \Ila , (3 .5 .3 )  

where the second equality follows from the Baker-Hausdorff formula (since 
[a, a* ] = 1 ) .  

In  the Schri::idinger representation such states are given by the following 
wave functions 

z = (q + ip) /V2, (3 .5 .4) 

i .e .  they are the minimal uncertainty states of eq. (3 .4 . 1 ) ,  with 

6.wq = 6.wp = 1 /,/2, w (q) = q, w (p) = p. 

As eigenstates of an operator which is not normal, the coherent states 
need not be, and in fact they are not orthogonal; an easy computation gives 

They form a complete set, actually an overcomplete set 

The factor 7r accounts for the overcompleteness. 
For the proof of eq. (3 .5 .6 ) ,  we note that 

and 

U(z) = e( z a '-z' a) = ei(p q-qp) = U (p, q) , 

U(z1 ) U(z2 ) = eVi zrziz; )/2  U(z1 + z2) 
= ei(i'i1 tJ2 -fJ1 <h )/2 U(f5i + j52 , Qi + q2 ) .  

(3 .5 .5 )  

(3 .5 .6) 

(3 .5 .7) 
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Then, denoting by Pz the projection on the state W z , one has 

( ' ) 'T' z*z ' - zz'* ,T u z 'I' z = e 'JI z+z' > U(z') P2 U(z') - 1 = Pz+z' - (3 .5 .8)  
Hence, the integral on the right-hand side of eq. (3 .5 .6) commutes with all 
the U(p , q) and by irreducibility it must be a multiple of the identity; the 
expectation on a coherent state w w reduces to a Gaussian integral, which 
easily gives the result of eq. (3 .5 .6 ) .  

The coherent states are very useful for the discussion of the relation 
between classical and quantum mechanics. For this purpose, it is convenient 
to restore the dimensional variables Qd , Pd instead of the dimensionless ones, 
q, p, implicitly used up to now: 

Qd = q �, Pd = P vr;;, 
with s a suitable parameter of the dimension of a mass times an inverse 
time. Correspondingly, 

a = Qd Vs72f,, + ipd/,/2ii;, z = ij Vs72f,, + ipj,/2ii; = z(q, j5) . (3 .5 .9) 
The (so introduced) variables ij, j5, may be interpreted as continuous phase­
space ( d:mensional) variables and any state vector w may be represented 
by a function of them 

1/J(p, q) = (w(ij, q) 1  w )  = eip q/2/i J dx <P� (x - q) e-ipx/li 1/J (x) , 

h t - 1 ff< - •T< d ,I, ( ) - - 1 /4 -x2/2/i w ere we pu s - , 'l' (p, q) = 'l' z(q, p) an 'f'O x = 7r e . 
The interpretation of ij, j5 as phase-space variables is supported by the 

following property 

Moreover, for any monomial (a* )n am its expectation on the coherent state 
Wz is given by (z* )n zm . Then, for every polynomial function F(a* , a) ,  its 
normal ordered function, denoted by : F( a* ,  a) : and defined by a reordering 
of each monomial in such a way that all a* stay to the left and all a to the 
right, e.g. : a a* : = a* a, satisfies 

(wz , : F(a* , a) : Wz ) = F(z* , z) , (w(p, q) • : F(p, q) : W(p, qJ ) = F(p, q) . 

In terms of the new variables j5, ij, eq. (3 .5 .9) , the overcompleteness re­
lation (3 .5 .6) reads 

1 = J dij dj5 w - - '11 *- -
27rn (p, qJ (p,qJ · (3 .5. 10) 
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A physically relevant question is which subsets of points { zk } of the 
complex z-plane identify a complete set of states { w zk } . 1 1  

A very interesting case is when the points Zk form the points of a regular 
lattice L on the complex z plane, with ( linearly independent) lattice periods 
a1 , a2 , i .e .  are of the form Zk = na1 + ma2 = O'.n m ,  n, m E Z. We denote 
by S = a1 Cl'.2 the area of the unit cell of the lattice. Then one has 1 2  

Theorem 3.5 . 1  The subsystem {w<>n m }  is 
i) overcomplete if S > 7r, and remains complete if a finite number of states 
is removed, 
ii) not complete if S < 7r, 
iii) complete if S = 7r and it remains so if only one state is removed (but 
not two) . 

In terms of the dimensional phase space variables, the cell of area S = 7r 
corresponds to the phase space cell of area 27rn = h, i .e .  to the cell of the 
so-called von Neumann lattice. 1 3 Therefore, one has completeness only if 
one has at least one state for each von Neumann cell .  

Coherent states are at the basis of important developments in theo­
retical physics and in mathematics. The deep relation between quantum 
mechanical coherent states and the Heisenberg group has motivated a gen­
eralization to continuous (Lie) groups and has led to a powerful tool for 
the analysis of their representations. Coherent states proved very useful for 
the discussion of quantum mechanical and quantum statistical mechanical 
problems and for the functional integral approach to quantum mechanics. 
Recently, they have been fruitfully used in the theory of wavelets. 14 

1 1  Clearly, any state vector W can be expanded in terms of the W n ,  say 

n n 

and therefore 

1/J(z * )  =: e l z l 2 (Wz , w) = 2::.>n (� 
n 

is an entire function of z * ,  with a growth condition e- l z l 2 l1/J(z* ) I ::::; l l 1I1 l l ·  Then, the 
completeness of the W z k is equivalent to the non-existence of a non-trivial state vector 
for which the corresponding 1/J(z * )  vanish at all points Zk · 

12 See A. Perelomov, Generalized Coherent States and Their Applications, Springer 
1986, Sect. 1 . 4  and Appendix A .  

13J .  von Neumann, Mathematical Foundations of Quantum Mechanics, Princeton 
Univ. Press 1955. 

14For an extensive account on coherent states and their applications, see J . R. Klauder 
and B-S. Skagerstam, Coherent States. Applications in Physics and Mathematical 
Physics, World Scientific 1985; for the application to group theory see A. Perelemov, 
Generalized Coherent States and Their Applications, Springer 1986; for the application 
to wavelets see S.T. Ali ,  J-P. Antoine and J-P. Cazeau, Coherent States, Wavelets and 
Their Generalizations, Springer 2000. 
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3 . 6  Remarks on the principles of quantum 

mechanics 

Soon after Heisenberg paper of 1 925,  the problem arose of a mathemati­
cal formulation of the emerging theory. Born recognized the structure of 
noncommutative matrices and then Dirac laid down the basic formulation, 
later put in a mathematically acceptable form by von Neumann. 15 

3 . 6 . 1  Dirac-von Neumann axioms of 

quantum mechanics 

Dirac and von Neumann principles of quantum mechanics aimed at provid­
ing a general common mathematical structure for Heisenberg and Schroe­
dinger quantum mechanics. Such principles can be summarized in the fol­
lowing form, following Dirac book with von Neumann revisitation. 
I. States. The states of a physical systems are described by rays, more 
generally by density matrices p = L; >..;Pi, >..; 2: 0, .L >..; = 1 , with P; 
one-dimensional projections, in a separable complex Hilbert space H.  

The physical motivation and support for this axiom were argued to be 
provided by the so-called superposition principle. 16 However, the latter is 
far from obvious and for its far reaching consequences it plays a crucial 
role for the quantum mechanical foundations, in Dirac and von Neumann 
formulation. Thus, rather than providing a simple justification of I, the 
superposition principle can at most be considered as a preliminary axiom,  
later superseded by I (see Dirac book, Sects. 5 ,6 ) .  A cheap way of justifying 
I is to appeal to Schrodinger formulation in terms of wave functions, but 
such a posteriori justification does not help in the logic of deriving quantum 
mechanics from general physically motivated principles. 
II. Observables . The observables of a physical system are described by 
the set of bounded self-adjoint operators in H. 

In the original Dirac formulation (Dirac book, Sect. 10) ,  the operators 
describing observables were not required to be bounded and no distinction 
was made between hermiticity and self-adjointness. The requirement of 
boundedness for the observables, which is usually omitted in most text­
books, is not only justified on physical grounds (as discussed in Sect. 1 .3 ) ,  
but also necessary for the mathematical setting, since otherwise domain 
questions arise and, e.g. , the sum of two self-adjoint operators may not be 
self-adjoint. A consequence of II is that all projections describe observables 
and therefore any ray in 'H describes a physically realizable state. 

1 5 P.A .M.  Dirac, The Principles of Quantum Mechanics, 4th ed. ,  Oxford 1958; J. 
von Neumann, Mathematical Foundations of Quantum Mechanics, Princeton University 
Press 1955. 

16Dirac book, Chapter I, Sects. 2-4. 
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Another, even more relevant, modification of Dirac-von eumann ax­
iom II was needed after the realization that the Hilbert space of physical 
states may carry a reducible representation of the algebra of the observ­
ables, equivalently that there may be self-adjoint operators in H which 
commute with all the observables. Such operators are called superselection 
operators or charges1 7 and in general bounded functions of them can be 
considered as observables; this means that the algebra of observables has a 
non-trivial center. 

Important examples of superselection operators are the rotations of an­
gle 27r, U (n, 27r ) ,  if there are states with half- integer spin (see Sect. 5 .4 ) ,  
the electric charge Q ,  the operators describing the permutations of identi­
cal particles etc. In the known cases, the spectrum of the superselection 
operators is discrete and the Hilbert space of physical states decomposes as 
a direct sum of subspaces H; , later called superselection sectors, each carry­
ing an irreducible representation of the observable algebra. The important 
physical implication of the existence of superselection sectors is that not all 
projections are observable, i .e .  there are rays in H which do not describe 
physically realizable states. Since the observables have vanishing matrix 
elements between vectors belonging to different superselection sectors, the 
relative phases in the superposition of such states are not observable; there­
fore, it is impossible to prepare physical states which are coherent superpo­
sition of states belonging to different superselection sectors. In conclusion, 
II must be amended to 
II ' .  Observables. The observables of a physical system are described by a 
subset of (bounded) self-adjoint operators in H. 

A relevant point is that both II and its amended form II '  imply that 
the observables generate a C* -algebra A of operators in H and the matrix 
elements of A on a (physical) state w define a positive linear functional on 
A. 

III. Expectations. If a state w is described by the vector Ill w E H, for any 
observable A the expectation w(A) , defined by the average of the outcomes 
of replicated measurements of A performed on the system in the state w ,  is 
given by the Hilbert space matrix element 

(3 .6 .  l ) 

More generally, if w is described by the density matrix Pw , 

w (A) = Tr (pwA) .  
17G .C .  Wick, A .S .  Wightman and E.P. Wigner, Phys. Rev. 38, 101 ( 1952) . A 

beautiful account of the quantum theory of measurement, i ncluding the occurrence of 
superselection sectors is given by A .S .  Wightman, Some comments on the quantum 
theory of measurement, in Probabilistic Methods in Mathematical Physics, F. Guerra et 
al. eds. World Scientific 1972. 
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In particular, the probability that , in a measurement of A in the state 
w , one obtains a value ,\ lying in the interval � is given by 

(3 .6 .2 )  

where Ww denotes the representative vector of w in 7t and P(A, �) is  the 
spectral projection of A relative to the interval � (Dirac book, Sect. 12 ) .  

The subsequent axioms provide the mathematical formulation of the 
basic experimental information encoded in the Heisenberg uncertainty re­
lations and a bridge with Schrodinger wave mechanics. 
IV. Dirac canonical quantization. Canonical coordinates and momenta 
satisfy the following commutation relations 

[ Qi , Qj ] = 0 = [Pi , Pj ] , [ Qi , Pj ]  = iMi j ,  i , j  = 1 ,  . . . ,  s .  (3 .6 .3)  

V. Schrodinger representation. The commutation relations (3. 6. 3) are 
represented by the fallowing operators in 7t = L 2 (R s , dx) : 

. aw P]'l/J(x) = - di 
ox . (x) . 

J 
(3 .6 .4) 

It is worthwhile to stress that the last two axioms are of a quite different 
nature with respect to the others. In fact ,  I-III are of a general character, 
since they identify general mathematical structures of physical systems in 
general (as argued in the discussion of Sect. 1 . 3 ) .  Axioms IV, V, instead, 
explicitly refer to quantum systems described by a finite number of canon­
ical coordinates, typically the atomic systems (with the electromagnetic 
radiation treated semiclassically) .  The lack of a clear distinction between 
the two sets of axioms in Dirac-von Neumann formulation has led to the 
widespread point of view, adopted by many textbooks, that quantum me­
chanics can be identified and presented as the Schrodinger wave mechanics, 
i .e . starting at the very beginning from wave functions, probability den­
sities etc . As a matter of fact, even if quantum mechanics was born for 
explaining atomic physics, it proved to be a much more general theory gov­
erning also the description of systems with infinite degrees of freedom, like 
quantum electrodynamics, quantum optics, quantum statistical mechanics, 
quantum many body systems etc . ,  for which Schrodinger wave mechan­
ics cannot be used. A revision of the Schrodinger wave mechanics is also 
needed for quantum mechanics on manifolds (see Sect. 6 . 8  below) . 1 8 It 
looks therefore important to keep the general principles of quantum me­
chanics distinct from the special features which characterize its application 
to atomic systems; this naturally leads to the algebraic approach in terms 
of algebra of observables and states, as discussed in Chapter 2 .  

18For a discussion of the new emerging features and problems, see, e.g. F. Strocchi ,  
Elements of Quantum Mechanics of Infinite Systems, World Scientific 1985;  F .  Strocchi, 
Symmetry Breaking, 2nd ed. ,  Springer 2008. 
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The Dirac-von Neumann axioms provide a neat mathematical formulation 
of quantum mechanics, but they qualify as a drastic philosophical departure 
from the ideas of classical mechanics; they are not so easy to accept, their 
main justification being the success of the theory they lead to. This is 
perhaps the reason why quantum mechanics met some resistance among 
the people educated according to the principles of rational mechanics. The 
uneasiness with Dirac-von Neumann axioms is probably also at the origin of 
the attempt of obtaining quantum mechanics by a deformation of classical 
mechanics. 1 9 

As briefly discussed in Sect. 1 .3 ,  the mathematical structure of quantum 
mechanics can be based on the mathematical transcription of basic prop­
erties of the physical operations in a way that include classical mechanics, 
thus rendering more gentle the transition between the two theories. 

As a matter of fact ,  the most important philosophical lesson of quan­
tum mechanics, as well as of special relativity, is that the mathematical 
formulation should not be a priori decided on the basis of our philosoph­
ical prejudices, but should be rooted in the operational definition of the 
concepts and objects involved. 

Thus, the first step for any physical theory, is the recognition that 
Physics is a science dealing with reproducible phenomena and that any 
experiment or measurement presupposes the preparation of the physical 
system under consideration. To any physical system are therefore associ­
ated the possible "configurations" or states w in which it can be prepared 
(the preparation may or may not involve measurements) , the operational 
definition of a state being given by the corresponding process of preparation. 

A physical property or observable A of a physical system is defined 
by the experimental apparatus which is used for its measurement and the 
experimental result of the measurement of A in a state w is defined as 
the average over the outcomes (typically pointer readings) of repeated acts 
of measurements, mj (A) , i = 1 ,  .. . ,  on identically prepared states. The 
existence of such an average or expectation, i .e .  the convergence of the 
averages over a finite number N of outcomes when N increases, is at the 
basis of the very existence of experimental physics . 20 

The above considerations may be summarized in a general statement, 
or physical principle, which codifies the objects of the physical science (in­
dependently of QM) , and can actually be taken as the definition of 

19For an extensive account of the relations between classical and quantum mechanics 
and for approaches to quantization, see N. Landsmann, Mathematical Topics Between 
Classical and Quantum Mechanics, Springer 1998. 

2°For an extensive discussion of the operational definition of physical concepts in 
quantum mechanics see P. Busch, M .  Grabowski and P. J .  Lahti ,  Operational Quantum 
Physics, Springer 1995. 
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1 .  Physical system, states and observables. A physical system S 
is the collections E of all its realizations or states w, obtained and actually 
defined by the corresponding processes of preparation. 

A physical property or observable A of S is defined by the experimental 
apparatus used for its measurement, and the result of measurement of A in 
the state w is the average or expectation w(A) , defined as the average 
over the outcomes of measurements of A, mf (A) , on identically prepared 
states. 

Since all the information on a physical system comes through measure­
ments of its observables, a physical system identifies and is identified by 
the set 0 of its observables. Thus, from an operational point of view, the 
above physical principle 1 must be supplemented by the following one. 
1 ' . Equivalence relations Two states w1 ,  w2 of a system S, resulting 
from two different preparations, with the property that 

cannot be physically distinguished and should be identified. 
Conversely, two observables A1 , A2 E 0 defined by different experimen­

tal apparatuses, must be identified if 

The above operational definition of observables and states implies the 
following mathematical properties of such entities. 

For any observable A, the following mathematical operations 

-\A, ,\ E R, Am , m E N,  An + Am 

are operationally well defined in 0, since they are, e .g . ,  defined by a corre­
sponding rescaling of the measuring apparatus. For example, one can dilate 
the pointer scale by ,\, and take powers and sums of the original scale for 
A. Thus, with each observable A one may associate the observables cor­
responding to the (real) polynomials of A, so that for each A one has a 
commutative polynomial algebra of observables 0 A <;;; 0, which contains an 
identity lA := A0 . Clearly, 'v'A, B E 0, w(lA )  = 1 = w( l B ) ,  'v'w E E and 
therefore by the above equivalence l A  = lB = 1 .  

For technical reasons, it is convenient, without loss o f  generality, to 
introduce the complex polynomial algebra AA : \I,\ E C, A E OA , >-A is 
defined by the following combination of the pointer readings: Re ,\ A + 
i Im ,\ A. An involutive *-operation is naturally defined on AA : 

Hence, any observable A E 0 generates a commutative * - algebra AA , with 
identity. 
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By its very (operational) definition, the outcomes of measurements of 
elements of AA in a state w satisfy, \IA, B E  AA , \I>. E C, 

ml)  mi (>.A + B) = >.mj (A) + mj (B) ,  
m2) mj (AB) = mj(A) mj (B) , mj (lA)  = 1 ,  
m3) mj (A* ) = mj (A) , 
m4) mj (A* A) 2 0. 

Hence, \I>. E C ,  \I A, B E AA , the following properties hold for the 
corresponding (operational) expectations w( -) , 
wl)  w(>. A +  B)  = >.w(A) + w(B) ,  w (lA )  = 1 ,  
w2) w(A*)  = w(A) , 
w3) w(A* A) 2: 0.  

In conclusion, any state defines a normalized positive linear functional 
on AA , and, clearly, a state is mathematically defined by the set of such 
functionals on the algebras AA , A E 0. 

FUrthermore, since the physically realizable states completely identify 
the observables and their relations, it is natural to assume that the positivity 
of an element A E AA , i .e .  mj(A) 2: 0, \lw, is equivalently described by 
the positivity of all its expectations w(A) 2: 0, w E �. 

By exploiting the strict relation between observables and states and 
the fact that each observable is defined by an apparatus with inevitable 
limitations on the possible outcomes (e.g. the set of positions which the 
pointer of a given instrument may take is bounded, independently of the 
state) , one has that for each A E 0, 

l lA l l  = SUPw E E  lw (A) I 

is a finite positive number. Clearly, by the linearity of the states on AA , this 
property holds also for any A E AA and the states are bounded functionals 
on each AA : 

lw(A) I � l lA l l . 

Proposition 3 .6 . 1  For each AA , I I  I I satisfies 
1) 
2) 
3) 
4) 

l lA + E l l  � l lA l l  + l lB l l , 
l lA* l l  = l lA l l , 

1 1 >. A l l  = i >. l l lA l l , 

l lA* Al l  2 l lA l l 2 ,  with equality for A =  A* , 
l lA Bl l  � l lA l l  l lB l l , for A =  A* , B = B* . 

Proof. Properties 1 ,  2 follow from wl ,  w2, respectively. 
In order to prove 3, we note that m2 and m3 imply, \I A E AA , 

N N 

(3 .6 .5 )  

w(A* A) = l im ( 1 /N) L lmi (A) l 2 2 I l im N-1 L mi (A) l 2 = lw(A) l2 ,  
N�oo N�oo 

i= l  i= l  

so  that l lA * A l l  2 l lA l l 2 .  
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Furthermore, the definition of I I I I  and A =  A* imply w( l lA l l l A  ± A) 2 0 ,

't!w , so that ( l lAl l lA ± A) ( l lAl l lA =f A) i s  positive (by the assumed charac­
terization of the positive elements in terms of positive expectations) .  Then, 
by the positivity of the states l lA l l 2 - w(A2 ) 2 0 .

Hence, property 3) holds. 
Finally, by the positivity of the states, w( (A + >.B) * (A + >.B)) 2 0, V>. E C,
A, B E  AA , and w2 gives 

lw (A* B) I = � lw (A*B + B*A) I � w(A* A) 1 12 w(B* B) 1 12 .

Hence, property 3) implies 4 ) .  

Without loss of  generality, one can consider the norm completion of  
AA , still denoted in  the same way for simplicity, to  which the states have 
a unique extension by continuity, eq. (3 .6 . 5 ) .  AA is a JB algebra and the 
argument after Theorem 1 . 3 . 1  applies. 

In conclusion, on the basis of operational and physical arguments, an 
observable A E 0 generates a commutative C* -algebra AA and the physical 
states define normalized positive linear functionals on it. 

This structure supports the following principle for a general physical 
system S 
2. C* -algebraic structure of the observables and states. The ob­
servables of S generate a C* -algebra A and the (physical) states, as positive 
linear functionals on the abelian C* -algebras AA, A E 0, extend to positive 
linear functionals w on A, (w E L:ext) ·  

Such a statement involves a technical extrapolation over the unquestion­
able operational structure (for its plausibility see the discussion of Sect. 1 .3)  
and as such could be (and it has been) questioned. In any case, it is satisfied 
by classical systems (see below) and it is implied by the stronger Dirac-von 
Neumann axiom II. 

The relevant point is that such a weaker form of axiom II is enough for 
the derivation of all the three Dirac-von Neumann axioms I ,  II ,  and III .

In fact , axiom I follows from the GNS theorem (Theorem 2.2.4 of Chap­
ter 2 ) ,  by which any state can be represented by a vector in a Hilbert space 
H. Hence, the so-called superposition principle need not be postulated, 
being a consequence of the physically motivated 1 ,  1 '  and 2 .  

Furthermore, the full Dirac-von Neumann axiom I I ,  i .e. the representa­
tion of the observables by self-adjoint operators in a Hilbert space, follows 
from the Gelfand-Naimark theorem (Theorem 2 .3 . 1 of Chapter 2 ) .  

Finally, the representation of the experimental expectations w(A) by 
the matrix elements of (the representative of) A on the vector state '11 w ,
which represents w i n  H,  follows from the GNS theorem. 
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The mathematical structure described by 2 is not peculiar of QM and 
it describes also classical systems. In this case, the C* -algebra A generated 
by the classical observables is commutative and, as discussed in Chapter 2 ,  
Sect. 2 .3 ,  the pure states of a faithful representation of A define multiplica­
tive linear functional m on A; hence, by Gelfand representation theorem 
(Appendix B) ,  they are equivalently described by the points of the Gelfand 
spectrum L;(A) (which is a compact Hausdorff topological space) and the 
faithful representation of A is equivalent to the representation of A by the 
(commutative) C*-algebra of continuous functions A(m) = m(A) on L; (A) . 

The distinctive property of quantum systems is that the corresponding 
algebra of observables is noncommutative, and a natural question is to trace 
this crucial mathematical structure back to physical operational facts. For 
this purpose, it is convenient to discuss the possible limitations which affects 
a measurement process. 

First , the sensitivity of an experimental apparatus is not perfect and 
there is an inevitable limitation on the precision of the instrument response 
or its resolution power; the distinction of outputs below a certain scale 
(e.g. depending on the pointer accuracy) is not possible. Thus, the pointer 
positions effectively correspond to a discrete set of points, which may be 
taken as the average values of the minimal intervals below which the pointer 
readings cannot be distinguished. Since an observable is defined by the 
corresponding experimental apparatus, such a coarse-grained response by 
the instrument gives rise to an inevitable coarse-grnin�ng of the observables. 

The second source of unsharpness is due to the inevitable limitations in 
the preparation of the states. Given an observable A, it may be difficult, if 
not impossible, to prepare a state w such that the measurement of A on w 
(through repeated measurements on replicas of w) gives a sharp value, i .e .  

llw (A)2 = w( (A - w(A))2 ) = w(A2) - w(A)2 = 0, 

since dispersion free states are idealized unphysical states if A has a continu­
ous spectrum. However, it is part of the experimental evidence and wisdom, 
that , given an observable A, there is no limitation on the preparation of 
states for which llw (A) is as small as one likes, i .e. infwEE llw(A) = 0. 

The next, actually crucial, issue is whether, given two observables A, B 
one can prepare states w such that both llw(A) and llw(B) are as small as 
one likes. Two observables A,  B are said to be compatible if this is possible. 
As we shall discuss below, the compatibility of any pair of observables 
characterizes the C*-algebra of classical observables and its failure marks 
the basic difference of the C* -algebra of the quantum observables (see the 
discussion below) . 

To avoid ambiguities and contradictions affecting most of the discussions 
in the literature, due to unphysical idealizations and extrapolations, one 
should keep in mind that by the operational definition of observables in 
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terms of physical apparatuses, supw w (A) is bounded and therefore so is 
supw l:i.(A) .  

The incompatibility of  two observables A, B ,  (also called complemen­
tarity in the literature, after Niels Bohr 21 ) is often stated in terms of the 
uncertainty relations 

inf ( l:i.w(A) l:i.w(B) ) � C > 0.  w (3 .6 .6 )  

Such an uncertainty relation can never be satisfied by operationally defined 
observables, since the possibility of preparing states in which the observable 
A takes as close as one likes a sharp value, i .e . infw l:i.w (A) = 0, and the 
boundedness of l:i.w(B) imply that the left-hand side of eq. (3 .6 .6 )  vanishes 

inf ( l:i.w(A) l:i.w (B) ) = 0. w 

In particular, Robertson's inequality 

(3 .6.7)  

cannot lead to eq. (3 .6 .6 ) ,  if  A and B are operationally defined observ­
ables. 22 

The often quoted example of the quantum canonical variables q, p, may 
be misleading, since the Heisenberg commutation relations [ q, p ] = in im­
ply that q and p cannot both have a bounded norm and, as discussed in 
Chapter 2 ,  from an operational point of view they do not describe observ­
ables. By the inevitable limitation of the scale of the instrument, a phys­
ically realizable apparatus can only define bounded functions F(q) , G(p) 
as observables. But then, their commutator will no longer be a multiple of 
the identity and w( [ F(q) , G(p) ] )  may vanish . 23 

For these reasons, we adopt the following 

Definition 3 .6 .2 Two observables A and B are complementary if one 
cannot prepare states for which both l:i.w (A) and l:i.w (B) can be made as 
small as one likes, i. e. if the following complementarity relations hold 

inf ( l:i.w (A) + l:i.w ( B)) � C > 0.  (3 .6 .8)  w 

21 N. Bohr, Atomic Theory and the Description of Nature, Cambridge Univ. Press 
1934; Foundations of Quantum Physics. Niels Bohr Collected Works, Vol. 1, North­
Holland 1985- 1996. 

22This can also be seen by noting that 6.wn (A) ---> 0 implies l l (A - wn ( A ) ) 'liwn I I ---> 0,  
and Wn ((A - Wn (A)) B) = (ll!n, (A - Wn (A)) B 'liwn ) ---> O; hence, Wn ( [  A, B ] ) ---> 0.  

23 0ne may extrapolate the definition of observables to unbounded variables, as it  
is usually done in textbooks on quantum mechanics, even if this leads to domain and 
self-adjointness problems and to the loss of a strict operational meaning. Technically, 
the introduction of unbounded "observables" corresponds to considering strong limits 
of elements of the C* -algebra A, in a given representation; such strong limits define 
operators, which are said to be affiliated to A. 
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A weaker form of complementarity i s  defined by restricting the states w 
in eq. (3 .6 .8)  to those which define positive linear functionals on the C* -
algebras AA , without requiring that they extend as such to A. 

The above discussion can be summarized in the following statement: 
3. Experimental limitations on the preparation of states . For any 
given observable A it is possible to prepare states w such that 6w (A) is as 
small as one likes, i. e . 

inf 6w (A) = 0. w 
However, for a pair of observables A and B,  infw ( 6w (A) + 6w (B))  may 
not vanish; the distinctive property of quantum systems is the existence 
of observables A, B satisfying the complementarity relations (3 .6 .8)  . 

Equation (3 .6 .8)  means that there is an intrinsic experimental limita­
tion on the possibility of preparing states w for which the measurement of 
both A and B give (almost) sharp values. Thus, 3 is the mathematical 
translation of an experimental facts and should not be considered as an 
axiom of mathematical nature or a (complementarity) principle. 

It is worthwhile to remark that the limitations on the preparations of 
states refer to physical operations realizable in a given laboratory and there­
fore concerns the states of a given folium (see Sect. 2 .2 ) . States of different 
folia cannot be connected by physical operations and therefore should be 
considered as corresponding to different realizations of the system, pertain­
ing to different laboratories or even to disjoint physical worlds or "phases" . 
24 

The limitation of eq. (3 .6 .8)  is not seen in the description of macroscopic 
systems, since the detection of a small constant C in eq. (3.6 . 8 ) ,  requires ex­
periments at microscopic scales, so that C is effectively zero at macroscopic 
scales. 

In the case of atomic systems, more generally for quantum systems de­
scribed by a finite number of canonical variables, an experimental limitation 
on the measurement of the canonical variables qi and PJ has been argued 
by Heisenberg and expressed by the Heisenberg uncertainty relations 25 :  

(3 .6 . 9) 

There is a vast literature on the relation between complementarity and 
uncertainty (relations) and between complementarity or uncertainty and 
noncommutativity. As remarked before, much of the discussion is blurred 
by the improper notion of unbounded observable (whereas an operationally 
defined observable is bounded) ; for this reason, in our opinion, complemen­
tarity, as defined above, is operationally better founded than uncertainty 
relations, which necessarily require unbounded variables. 

24For a discussion of this point see F. Strocchi, Symmetry Breaking, 2nd ed. ,  Springer 
2008, esp. Part I, Chap. 5, Part I I ,  Chap. 8 . 2. 

25W.  Heisenberg, The Physical Principles of the Quantum Theory, Dover 1930. 
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A relation between the existence of complementary observables and the 
noncommutativity of unbounded "observables" ,  like q and p, can be argued 
under the assumption that bounded functions of such unbounded observ­
ables have an operational meaning. For example, in the case of the canon­
ical pair q ,  p, thanks to von Neumann uniqueness theorem, one can use the 
Schrodinger representation and, by using general facts of Fourier analysis, 
one can show that the Heisenberg commutation relations [q, p] = in imply 
that there are bounded functions of q and p, which satisfy the complemen­
tarity relations (3 .6 .8) .  It is worthwhile to remark that , even if q, p do 
not commute, there are bounded functions F(q) ,  G(p) (e .g. cos(aq) and 
cos(27rp/(ha) ) ,  with a a real number) , which commute, and, therefore, as 
we shall show below, they are compatible (and not complementary) . 

An experimental verification that bounded functions of the position and 
momentum, defined by the resolution power by the instruments, satisfy a 
complementary relation has been obtained for various atomic systems. 26 

A better evidence of complementary observables in the case of quantum 
systems is provided by the spin s and the orbital angular momentum L (see 
Sect . 5 . 4  below) . 

It is an experimental fact ,  i .e . there is experimental evidence, that the 
x- and y-components of the spin, Sx , Sy , are complementary, namely one 
cannot prepare a state which is dispersion free on both. This is in agreement 
with the theoretical prediction of quantum mechanics; in fact, for the case 
of spin 1/2 ,  if a state w is dispersion free for, say, sx , i .e . .6.w(sx ) = 0, one 
has w (sy ) = 0 and 

In agreement with a previous remark, even if sx , Sy do not commute, they 
do not satisfy an uncertainty relation .6.w(sx )  .6.w (sy ) ::'.: C > 0, (with C 
independent of the state) . 

Similarly, for the orbital angular momentum L, one cannot prepare a 
state which gives a sharp value h m =f. 0 for Lx and a sharp value for Ly ; 
in fact ,  denoting by n2 l ( l  + 1 )  the value of L2 , the quantum mechanical 
calculation gives, h2 l/2 :::; .6.w (Ly )2 :::; n2 l ( l  + 1 )/2 .  

From an operational point of view, the interesting question is the rela­
tion between the operational existence of complementary observables and 
the mathematical noncommutative structure of the C* -algebra of the ob­
servables. As remarked before, contrary to what one may be induced to be­
lieve (and often claimed in the literature) , the Dirac-von Neumann axioms 
I-III do not mark the difference between quantum and classical mechanics; 
the crucial issue is the noncommutativity of the algebra of the quantum 

26See C. Shull, Phys. Rev. 1 79, 752 ( 1969) ; P. Szriftgiser, D. Guery-Odelin, M. Arndt 
and J. Dalibard, Phys. Rev. Lett. 77, 4 ( 1996);  0. Nairz, M. Arndt and A. Zeilinger, 
Phys. Rev. A 65, 032109 (2002). 
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observables , so that their faithful representation by Hilbert space operators 
(which, by the Gelfand-Naimark theorem, exists also in the classical case) 
cannot be equivalent to a (commutative) C* -algebra of functions (as in the 
classical case) . 

The above argument about the operational meaning of the polynomial 
functions of an observable A, can be reasonably extended to more general 
functions of A, e.g. to continuous or even to Borel functions of A. From a 
mathematical point of view, the latter can be obtained as (bounded) strong 
limits of AA in a faithful representation of AA · Thus , by making reference 
to a faithful representation 7r (typically that defined by the separating fam­
ily I: ) )  one may extend the c· -algebra of observables to its strong (equiv-

--s 
alently weak) closure n(A) ; technically this means that such an extended 
algebra of observables is a von Neumann algebra and n(A) s = n(A)11 (see 
Sect. 2 .7) . 

In particular, n(A) s contains all the spectral projections of any observ­
able A E 0, which are considered as observables from the very beginning 
in the Dirac-von Neumann setting and in most of the mathematical formu­
lations of quantum mechanics. 

Clearly, A is commutative if and only if n(A) s is commutative. Fur­
thermore, infw llw(A) = 0 implies the same property for all its spectral 
projections. 

We may now prove that complementarity implies noncommutativity and 
establish the basic operational and mathematical difference between classi­
cal and quantum mechanics. 

Proposition 3 .6 .3 If there are two observables which satisfy the comple­
mentarity relation (3. 6. 8), then the C* -algebra generated by them cannot 
be commutative. 

Proof. It is enough to show that if A, B E A commute, then they cannot 
be complementary. In fact ,  a theorem by von Neumann 27 states that , if 
[ A , B ]  = 0, there is a C belonging to the strong closure of the abelian 
C* -algebra generated by A and B ,  such that both A and B can be written 
as functions of C. As remarked above, property 3 implies infw llw (C) = 0 

and therefore if llw ( C) ::; r:; also the functions of C have a small dispersion 
in w. Hence, A, and B cannot be complementary. 

It is worthwhile to remark that the conclusion of the above Proposition 
holds also if A and B are weakly complementary, since if A and B commute 
then, even if one restricts the states in eq. (3 .6 .8 )  to those which define 
positive linear functionals on the commutative C* -algebra generated by A 
and B ,  one has infw (llw (A) + llw(B)) = infw llw (C) = 0 .  

27 J .  von Neumann, Ann. Math. 32 ,  19 1  ( 1931 ) .  
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The distinction between the mathematical structure of classical and 
quantum mechanics arising from operational facts can be made sharper by 
introducing the following notions. 

First, given an observable A E 0, one may define the operational spec­
trum 

cr0p(A) = {A E R; inf (6.w (A)2 + (w(A) - -\) 2 ) = inf Dw (A, >-) = O } .  wEE wEE  
(3 .6 . 10)  

Clearly, cr0p (A) i s  a closet set. We recall that the mathematical spectrum 
cr (A) is the set of ,\ such that ,\1 - A is not invertible in AA , equivalently 
(by Proposition 1 .6 .4) the set of ,\ such that there exists a multiplicative 
linear functional m on AA (which may not be a physically realizable state) , 
yielding m (A) = ,\. Since, by 3 the family I; of physically realizable states 
separates the observables one has: 

Proposition 3 .6 .4  The operational spectrum of an observable A coincides 
with the mathematical spectrum. 

Proof. In fact ,  if >. � cr (A) , then there exists a positive constant C such 
that inf.\Ea (A) (,\ - 5.) 2 2 C > O; hence, by using the spectral representation 
of A in the faithful representation space HE defined by the (separating) 
family I:, one has 0 < C � w((A - 5.)2 ) ,  \:/w and >. � cr0p (A) .  Conversely, 
if ,\ E cr (A) , and ,\ � cr0p (A) , then there is a neighborhood h of ,\ disjoint 
from cr0p (A) and w ( (A - -\)2 ) 2 C > 0, \:/,\ E h , \:/w E I: , implies (A - -\)2 2 
C > 0 in 7-(E · This would imply that the representation is not faithful and 
therefore the family I; of physically realizable states is not separating for 
AA -

We may now introduce a stronger notion of compatibility: 

Definition 3 .6 .5  Two observables A, B are said to be spectrally com­
patible or to have compatible spectra, if for any point ,\ of the spectrum 
of anyone of them, say A, there is a µ  E cr(B) ,  such that 

inf (Dw (A, >-) + Dw (B , µ) ) = 0. wEE 
(3 .6 . 1 1 ) 

This means that one can prepare states in which A and B take values as 
close as one likes to points of their spectra. 

Proposition 3 .6 .6  If any two observables A, B are spectrally compatible, 
the observables generate a commutative C* -algebra. 

Proof. Given any pair of observables A, B, the two commutative algebras 
generated by A and B may be embedded in a commutative C* -algebra if 
and only if there no measurement which detects the non-triviality of C = 
i [  A,  B ] ,  equivalently if C has a trivial operational spectrum. Now, by the 
spectral compatibility of any pair of observables , \:/v E er op ( C) there is a ,\ E 
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<7(A) such that the analog of eq. (3 .6 . 1 1 )  holds for .0.(C, v) , .0.(A , ,\) .  This 
means that there is a sequence (more generally a net) of states wn E � , such 
that for the representative (unit) vectors Wn ,  in the faithful representation 
of the algebra of observables defined by the (separating) family of states � ,  
one has 

This implies 

and 

l l (C - v) Wn l l ->  0, l l (A - ,\) '1'n l l _, 0. 

Hence, by the condition of spectral compatibility for A and C, the spectrum 
of C must consists only of the point v = 0, i .e .  C = 0. 

The above operationally motivated principles may be considered as an 
alternative to the Dirac-von Neumann approach , in particular to axioms 
I-III .  To complete the discussion, we have to consider the case of atomic 
systems, more generally the quantum mechanics of systems described by 
(a finite number of) canonical variables {qi , pi } .  The existence of bounded 
functions of such variables which are complementary implies that the alge­
bra generated by them must be noncommutative; then, the problem is to 
find its explicit mathematical structure. 

Dirac ansatz of canonical quantization (axiom IV) provides such infor­
mation, but its operational basis is not compelling. Clearly, the canonical 
commutation relations somehow reflect Heisenberg uncertainty relations, 
but the motivation in terms of Robertson inequality, eq. (3 .6 .7) , is prob­
lematic (as discussed above) . In fact ,  this is not the justification chosen 
by Dirac in his book (Chapter IV) , where the supporting argument invokes 
the method, or rather the principle, of classical analogy. This semiclassi­
cal motivation for canonical quantization is very likely at the origin of the 
line of thought which tries to mathematically derive quantization through 
a deformation of classical mechanics. 

The role of the classical Poisson brackets { . , . } c ,  for establishing the 
quantum "analogy" in Dirac formulation, can actually be understood on 
more general grounds by recognizing that they encode a very general ge­
ometrical structure, namely the action of the vector fields which generate 
the translations. Indeed, the geometry of the configuration space R s , with 
the associated Euclidean symmetry is mathematically represented by the 
action of the Cartesian vector fields Pi on the 000 functions of R s , in terms 
of a Lie bracket { . , . } :  

{ Pi , f (x) } = (of /axi) (x) , { p; , PJ } = o . 
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The existence of such a Lie structure is true both in classical and in quantum 
mechanics. It is a general result28 that such a structure admits only two 
kinds of representations: either the polynomial algebra [, generated by the 
coordinates qi (or by their C00 functions) and by the Pi is commutative and 
then the above Lie products coincide with the classical Poisson brackets, or 
the algebra [, is noncommutative and then the commutators, in particular 
[ qi , Pj ] ,  must be multiples of the Lie brackets: 

(3 .6 . 12 )  

Thus, the Heisenberg commutation relations and the related uncertainty 
relations for the canonical variables qi , Pi have a very general geometrical 
derivation. 

Once the noncommutativity of [, is established on experimental grounds, 
as a consequence of complementarity, Dirac canonical quantization (axiom 
IV) follows from the general Lie structure of the vector fields and their 
action on the (space) configurations. 

The final step of recovering the standard structure of quantum mechan­
ics, as given by Schrodinger wave mechanics, is provided by von Neumann 
uniqueness theorem (see Sect. 3 .2 ,  Theorem 3.2 .2) , according to which all 
unitary regular representation of the canonical commutation relations in 
Wey! form, i.e. in terms of the exponentials of the qi , Pi , are unitarily 
equivalent to the Schrodinger representation, eqs. (3 .6 .4 ) ,  so that axiom V 
follows. 

28G .  Morchio and F .  Strocchi, The noncommutative Poisson algebra of classical and 
quantum mechanics, arXiv:0805.2870 [quant-ph] . 



Chapter 4 

Quantum dynamics . The 

Schrodinger equation 

4 . 1  Quantum dynamics. The quantum

Hamiltonian 

The analysis of the mathematical description of a physical system in terms 
of observables and states on the basis of measurements performed on the 
system can be extended to the relation between measurements at differ­
ent times. In this way one gets a general mathematical description of a 
dynamical system in algebraic terms. 1 

If A is an observable defined by an experimental apparatus at a given
time, e.g. t = 0, the same kind of measurement performed at a later time 
t defines the corresponding observable At.  

In the following discussion, for simplicity, we restrict our considerations 
to non-dissipative systems so that , by choosing experimental apparatuses 
whose functioning does not depend on time, the relation between measure­
ments on the system at different times, say t 1 , t 2 , only depends on the time
difference t2 - t1 . Thus, the discussion of Sect . 1 .3 indicates that the algebra
A generated by the observables is the same at any time and that the time 
translation A ---; At = at (A) preserves all the algebraic properties, includ­
ing the * , i .e . it defines a *- automorphism Dt of A. When t varies, one
actually gets a one-parameter group of automorphisms Dt , t E R, ( algebraic
dynamics) , since clearly ai, (at2 (A)) = Dt1 +12 (A) .

The stability of the algebra of observables under time evolution is there­
fore a necessary physically motivated requirement. In a constructive ap-

1 For a general approach to quantum dynamics and a general discussion of C* dy­
namical systems see 0. Bratteli and D .K .  Robinson, Operator Algebras and Quantum 
Statistical Mechanics, Vol. I, Springer 1987, Sects. 2 .7. 1 ,  3 .2 .2 .  
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proach, the identification of the algebra of observables may not be trivial 
and therefore, if one starts with a putative candidate A for the algebra 
of observables, it is possible that one must enlarge A to obtain stability 
under time evolution. 2 By the same physical considerations, the family of 
physical states must be stable under time evolution , O:t * ,  t E R. 

Due to the intrinsic limitation of the precision of experimental mea­
surements, one cannot make a measurement at a sharp time, a finite time 
interval being always involved. Hence, some time averaging is always in­
volved and the label t can be given the meaning of the central value of 
the non-zero time interval during which the measurement is done (and over 
which a time average takes place) . The general considerations of Sect. 1 . 3  
and the unavoidable time average involved in  any actual measurement lead 
to the condition that , for any state w, the expectation w(ai (A)) is continu­
ous in t, technically that O:t is weakly continuous (see the similar discussion 
in Sect. 1 . 2  for the classical case) . 

In conclusion, the general mathematical description of a physical dy­
namical system involves a triple (A, S, a i ,  t E R),  where A is the C*-algebra 
of observables, S the set of physical states and O:t the algebraic dynamics. 

Since time translation is a "physically realizable operation" , it is natural 
to associate to a given (physical) state w the set of states which are either 
related to it by action of observables or by time translations. Thus , one 
is led to consider representations 7r stable under time translations, in the 
sense that, if w belongs to the folium of Ir, so does a�w. 

For an irreducible representation Ir ,  this implies that 7r o O:t is unitarily 
equivalent to 7r and therefore O:t is implemented by a unitary operator U(t ) :  

Ir(at (A)) = U(t) - 1 7r(A) U(t) , \IA E A . (4. 1 . 1 )  

The weak continuity of O:t then implies that U(t) may b e  chosen as a weakly 
continuous group (in t ) .  3 Then, by Stone's theorem, one can write

U(t) = exp (-i t H) ,  'v't E R, ( 4 . 1 .2 )  

where the generator H i s  a self-adjoint operator in 71.rr with dense domain
DH (of self-adjointness) and is the strong derivative of U(t)  on D H ,  i .e .  

strong-limt_,o i C1 (U(t )  - 1 ) \JI =  H \Jf, \l\Jf E DH .

Furthermore, DH contains a dense domain D invariant under U(t) , on 
which H is essentially self-adjoint (see Appendix F) .4 In particular, DH

2M. Fannes and A.  Verbeure, Comm. Math. Phys. 35,  257 ( 1974) ; G.L. Sewell, Lett.
Math. Phys. 6, 209 ( 1982); G. Marchio and F. Strocchi, Jour. Math . Phys. 28, 622
( 1 987). 

3 0 .  Bratteli and D.K. Robinson, Joe. cit . ,  Vol. I ,  Ex. 3 .2 . 14 ,  Ex. 3 .2 .35 .  
4For Stone's theorem and the discussion of  the concepts of  self-adointness, essential 

self-adjontness, analytic vectors etc . ,  see M. Reed and B. Simon, Methods of Modern 
Mathematical Physics, Vol .  I, Academic Press 1972, Sect. V l l l . 4 ,  5; Vol. I I ,  Sect. X .6 ; for 
a brief sketch see Appendix F below. 
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contains the dense domain Dan of vectors w on which 
00 L (tn /n! ) l lHn '11 1 1  < 00

n=O 

and therefore on them U(t) can be expressed by its power series 

00 

U(t) W = L(it)"/n! Hn W ,  W E  Dan ·
n=O 

Then, \ill! E D, putting ll! (t) = U(t) w ,  we have 

. d  
i 
dt w(t )  = H w (t ) .

89 

( 4. 1 .3 )  

This is  the (time) evolution equation in Schrddinger form and H is called 
the (quantum) Hamiltonian. 5 

From a constructive point of view, a quantum mechanical model is 
defined by specifying the Hamiltonian H as a self-adjoint operator in a 
given representation space Hrr and the evolution problem amounts to solve 
eq. (4 . 1 .3 )  for any initial data W in an invariant domain D of essential self­
adjointness of H.  This defines the "propagator" U(t) , t E R, for any W E H. 
Actually, by Stone theorem, the existence and uniqueness of solutions of 
eq. (4 . 1 . 3 ) ,  i .e . of U(t ) ,  is equivalent to the self-adjointness of H. 

The evolution problem can be equivalently formulated in terms of the 
evolution of the observables, rather than of the states. From eqs. ( 4 . 1 . 1 ) ,  
(4. 1 . 2 ) ,  omitting the symbol 7r and putting A(t)  = U(t) * AU(t) ,  one has 

d . 
dt 

A(t) = i [H, A(t) ] , \iA E A . (4 . 1 .4) 

These are the evolution equations in Heisenberg form and it is clearly 
enough to solve them for a set of A's which generate the entire algebra.6 
Such solution defines a one-parameter unitary group U(t) , t E R, such that 
at (A) = U(t)*  A U(t ) ,  \iA E A .

The above considerations apply to any quantum system, including those 
with infinite degrees of freedom. For the simple case of a quantum particle, 

5 Here we keep working in suitable units so that Ii = l ;  otherwise one would have 
U(t) = exp (-itH/!i) and an Ii would appear in front of d/dt in eq. (4 . 1 .3 ) .

6The above equation does not have a purely algebraic content , since in general the 
Hamiltonian is an unbounded operator and therefore it does not belong to the C* -algebra
of observables; what one can actually measure are bounded functions of the Hamiltonian 
(see the analogous discussion in connection with the Heisenberg and the Wey! algebras 
in Sect. 3 . 1 ) .  Thus, to give a meaning to the derivative dat (A)/dt, one must work in a
given representation. In fact, for general quantum systems (including those with infinite 
degrees of freedom, for which von Neumann theorem does not apply and more than one 
representation is available) the Hamiltonian is a representation dependent concept. 
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the Wey! algebra is generated by the q, p, so that their time evolution 
determines that of the Wey! algebra. The evolution equations for q, p read 

dq/dt = i [H, q] , dp/dt = i [H, p] .  

They are the strict analog o f  the classical Hamilton equations with the 
Poisson brackets replaced by the commutators. Indeed, if e.g. H = T(p) + 
V (q ) , (with T and V regular functions) , from the Heisenberg commutation
relations one gets 7 

dq/dt = 8H/8p, dp/dt = -8H/8q. 

4 . 2  The dynamics of a free quantum particle

In Sect. 3.3 we have characterized the mathematical description of a quan­
tum particle in terms of the Schrodinger representation; therefore, to de­
fine the dynamics, one has to specify the Hamiltonian as an operator in 
'H = L2 (Rs ) .

For this purpose, we first consider the case of a free quantum particle 
of mass m, which, in analogy with the classical case, is defined by the 
property that the momentum is a constant of motion and the position is a 
linear function of time: 

dp(t)/dt = 0, dq(t)/dt = p/m. 

It is easy to recognize the Hamiltonian H = H(q, p) ,  which yields the 
above equations as evolution equations in Heisenberg form. In fact ,  from 
eqs. (4 . 1 .4) we have 0 = dp(t) /dt = i [H, p(t) ] = i [H, p] , so that H must be 
a function of p only. Furthermore, since i [H, q] = p/m, if = H - p2 /2m
commutes with both p and q and therefore with the whole Wey! algebra 
(generated by them) . Since the Schrodinger representation is irreducible,
if must be a multiple of the identity and since, as in the classical case, the
Hamiltonian is defined up to a constant multiple of the identity, without 
loss of generality, one can take 

p2 t. H = Ho =  - = - - ,2m 2m (4.2 . 1 )  

where the explicit representation o f  p as a differential operator has been 
used. Hence, the evolution equation in Schrodinger form reads 

. a  t. 
i 7l" 'l/;(x, t) = - -'l/;(x, t ) .ut 2m (4 .2 .2)  

7This may be  easily checked in the  Schrodinger representation, where q and p corre­
spond to differential operators. 
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This is the Schrodinger equation for a free quantum particle i n  R8 ; for any 
initial data 1/; (x) E D(Ho) = { 1/J E L2 , 6 1/J E L2} ,  the domain of self­
adjointness of Ho (see Appendix F) , the solution exists and it gives the 
wave function 1/J (x, t )  at time t .  In fact ,  the equation is easily solved by 
Fourier transform in the variable x :  

{i;(k ,  t) = e-i t k2 /2m{J(k ,  0) ,

so  that 

1/J(x, t )  = (27r)-s/2 J d8k eikx e-itk2 /2m {i;(k , O) = J dx' Go (x, x' ; t) 1/J (x' ) .  

(4 .2 .3)  
The function G0 (x, x' ; t) i s  called the kernel of exp (- iH0 t )  as integral
operator in L2 . 

It is interesting to work out the time evolution of the Gaussian wave 
functions describing states close to the classical ones. For simplicity we 
consider the one-dimensional case; the wave function 

1/J(x, 0) = c e- (x/26ox) 2 eimvx/n ,
where C is a normalization constant and the physical constant n has been 
re-established for the numerical calculations, describes a quantum particle 
localized at the origin with average momentum mv. At time t we have 

where 

so that 

1/J (x, t) = c 1 + 
i eimv2 t/2fi eimvx/fi( 2 ·rit ) - 112 

m(26ox)2 [ (x - vt )2 ( im(26ox )2 ) ]
x exp - (26ix)2 1 + 2nt '

2 _ 2 2rit [ ( ) 2]
(26tx) = (26ox) 1 + m(2!::,.ox)2 , 

1 1/J(x ,  t) 1 2 = IC l 2 (6ox/ 6tX ) 2 e-2(x-vt)2 / (26 ,x)2 .
This shows that the peak of the wave packet moves with velocity v =
< p > /m, as for the motion of a free classical particle, and the spread 61x 
increases with time ( spreading of the wave packet in time) .8 

It is important to stress that the time t needed to double the initial 
spread crucially depends on the mass of the particle: for an atomic particle 
like a hydrogen atom, m = 1 . 7  x io-24 gr, 60x = 10-s cm, one has t � 
6 x 10- 13 sec, whereas for a macroscopic particle of mass m = 10-3 gr, with 
6ox = 10-3 cm, one has t � 0.3 x 101 1 years .  

8The increase o f  spreading depends o n  the condition that at t = 0 the wave function
minimizes the Heisenberg uncertainty and it holds also for backward (in time) evolution. 
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4 . 3  Quantum particle in a p otential

In classical mechanics the dynamics of a particle in a (position dependent) 
potential V(q) is governed by the Hamiltonian H = p2 /2m + V(q) . In close 
analogy, the quantum particle in a potential is described by a Hamiltonian 
of the same form (with a proper interpretation of the symbols) and in the 
Schrodinger representation it reads 

!:::,. 
H = - - + V(x) .2m (4 .3 . 1 )  

To formulate the problem correctly, one should remark that, i n  general, 
the r .h .s .  of the above equation does not uniquely identify a densely defined 
self-adjoint operator in £2 and therefore, according to Stone's theorem, it 
does not (uniquely) define a dynamics. Even if -6./2m and V(x) separately 
define self-adjoint operators, it is not guaranteed that their sum does; in 
general the above equation defines a symmetric operator, but symmetric 
operators may have several or no self-adjoint extensions .9 This is a typi­
cal problem of functional analysis, which is crucial for the foundations of 
quantum dynamics also from a physical point of view, since different self­
adjoint extensions give rise to different spectra and to different quantum 
dynamics. 1 0 It should also be stressed that the solution of this problem 
corresponds to the solution of the Cauchy problem for the Schrodinger 
equation, because the definition of H as a self-adjoint operator guarantees 
the existence of the unitary operator citH ,  i.e. the existence of the time
evolution for any initial data in £2 . 

Simple, but powerful criteria for self-adjointness were given by Rellich 
and especially by Kato. 1 1 We list the basic results; for their discussion and 
proofs we refer the reader to the beautiful exposition in Reed and Simon 
book (Vol. II) . A brief sketch is given in Appendix F. 
Definition 4 .3 .1  Let Ho , H1 be densely defined operators in a Hilbert space 
1i , with domain D(H0)  C D(H1 ) ,  then H1 is said to be smaller in the sense
of Kato if there exist real numbers a <  1 and b such that \f<P E D (Ho ) 

l l H1 <P l l  :::; a l lHo <P J J  + b J J <P J J . (4 .3 .2)  
9 For a review of  this problem, which appears in the theory of  unbounded (Hilbert 

space) operators, see e.g. N . I .  Akhiezer and I .M .  Glazman, Theory of Linear Operators in 
Hilbert Spaces, Pitman 1981 ;  M. Reed and B. Simon, Methods of Modern Mathematical 
Physics, Vol. II (Fourier Analysis, Self-Adjointness) , Academic Press 1975, Chap. X .  

10This problem is usually overlooked in the textbooks on Quantum Mechanics. A 
simple and clear discussion (also in connection with its physical relevance) is given in A.S .  
Wightman, Introduction to some aspects of  the relativistic dynamics of quantum fields, 
in High Energy Electromagnetic Interactions and Field Theory, M. Levy ed. ,  Cargese 
Lectures, Gordon and Breach 1967, pp. 1 71-29 1 ,  Sect. 8. The problem is discussed at 
length in the above quoted book by M. Reed and B. Simon , Chap. X .  Quite generally,
this is one of the basic problems of the mathematical theory of Schrodinger operators. 

1 1 T. Kato, Perturbation Theory for Linear Operators, Springer 1966. 
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Theorem 4.3 .2  If Ho is self-adjoint on D(Ho )  and H1 is a hermitian
operator smaller than Ho in the sense of Kato, then H = Ho + H1 , with
domain D(Ho ) is self-adjoint. 

Theorem 4 .3 .3  Let V E  L2 (R3 ) + L00 (R3) be a real potential, then V is
smaller than Ho = -6./2m on the domain D(Ho)  of self-adjointness of Ho 
and -6./2m + V(x) is self-adjoint on D(H0 ) .  

Theorem 4.3.4 Let V E  Lf0c(Rn ) ,  V 2'. 0, then H = -6./2m + V is es­
sentially self-adjoint on Ccf (Rn) ,  (the set of infinitely differentiable func­
tions of compact support) . 

The relevance of the above theorems is that they cover the case of the 
Coulomb potential, which governs atomic physics, and most of the po­
tentials used in nuclear physics. From these theorems it follows that in 
Quantum Mechanics the N-body problem, with a two-body potential of 
the class covered by Kato theorems, has a unique solution global in time, 
whereas the corresponding problem in Newtonian (classical) mechanics is 
not known to have solutions global in time. 

In conclusion, for a potential V in the Kato class, the Cauchy problem 
for the evolution partial differential equation 

8 6. 
i � 'lj! (x, t )  = (- - + V(x) ) '!j!(x, t ) ,

ut 2m 

?j;(x, O) = ?/; E D(-6.) ,

(4 .3 .3) 

called the Schrodinger equation, is well posed and the corresponding initial 
value problem has a unique solution global in t ime. 

4 . 4  Quantum stability

One of the most striking and important features of Quantum Mechanics, not 
sufficiently emphasized in the standard textbooks, is the fact that classical 
dynamical problems which are described by Hamiltonians unbounded from 
below and therefore exhibit instability, have a stable quantum version. 

A distinguished example, typically the only one discussed in the text­
books, is the Coulomb bound state problem, i .e. the stability of the Hydro­
gen atom: the classical Hamiltonian is unbounded from below and therefore 
a loss of energy, caused by an external perturbation or in this case by emis­
sion of electromagnetic radiation, induces transitions to configurations with 
lower and lower energy and eventually a collapse of the system. It is well 
known that historically the crucial success of quantum mechanics has been 
the stability of the quantum Coulomb problem. 
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The point to be stressed is that this is not a peculiar case and quantum 
stability is shared by a large class of Hamiltonians, which would otherwise 
be unbounded from below in the classical case. In particular, boundedness 
from below holds for all Hamiltonians of the type H = -6. + V , with a 
potential V which is smaller than -6. in the sense of Kato. 

Theorem 4 .4 .1  Let Ho be self-adjoint on D(Ho) and positive; if H1 is
hermitian on D(H1 ) ::) D(Ho) and smaller in the sense of Kato, with respect
to H0 , i. e. \fw E D(Ho )

l lH1 '11 1 1 ::; a l lHo '11 1 1 + b 1 1 '11 1 1 , 0 ::;  a <  1 ,  b > 0 ,

then, the spectrum CJ(H) of H = Ho +  H1 is bounded from below

CJ(H) :'.'.'. -E, E > b/( 1  - a) . 

(4.4. 1 )  

( 4.4 .2) 

Proof. In order to prove that the spectrum of H is bounded from below, 
one has to find the largest L, such that H - .>-1 is invertible \7'.>- < L. For 
this purpose, we consider the identity 

where, for simplicity the identity 1 has not been spelled out. 
Then, since (Ho - _>_)- 1 exists \f)_ < 0, because Ho is a pos itive self-adjoint
operator on D(H0 ) ,  the invertibility of H->- is equivalent to the invertibility 
of ( 1 + H1 (Ho - .>-)- 1 ) ,  i .e .  to the convergence of the Neumann series

00 :L)-B)n = ( 1 + B)-1 , B = H1 (Ho - _>_)- 1 ,
n=O 

which is in turn equivalent to I I B I I < 1. Hence, we have to find for which
values of A one has l lB l l  < 1 .  
Now, \Ix E D(Ho) and for >- < 0 ,

l l (Ho - >-) x l l 2 = I I Ho x l l 2 + >-2 l l x l l 2 - 2>-(x , Ho x) :'.'.'. l lHox l l 2 + >-2 l l x l l 2 , 

since -2>- (x , Hox) :'.'.'. 0, because >- < 0 and (x , Ho x) :'.'.'. 0 ,  as a consequence
of the positivity of H0 . Hence, 

l lHo x i i ::; l l (Ho - >-) x i i , l l x l l ::; 1 >- 1 - 1 l l (Ho - >-) x i i ·

Furthermore, \7'7/J E H ,  (Ho - _>_) - 1 7/J E D(H0) ,  since, for >- < 0 ,  one has
l lHo (Ho - >-) - 1 1 1 ::; 1 .  Then, by the Kato-smallness of H1 , \7'7/J E H, putting
X = (Ho - _>_)- 1 7/J, one has

l lH1 (Ho - >-) - 1 7/J l l  ::; a I I  Ho x i i + b l l x l l
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::=: a l l (Ho - >-) x i i + b l >- 1 - 1 l l (Ho - >-) x i i = (a + b l >- l - 1 ) 1 1 1/J l l ·  
I n  conclusion, for any ,\ such that a + b l>- 1 - 1 < 1 ,  i .e .  for l >- 1 > b/ ( 1  - a) ,  
l lB l l  < 1 ,  H - ,\ is invertible and ,\ r/:. a(H) .
This means that a(H) � -b/ ( 1  - a) .

Theorem 4 .4 . 1  shows that the Kato-Rellich condition for the self-adjoint­
ness of quantum Hamiltonians does not only settle the mathematical prob­
lem of existence and uniqueness of solutions of the Cauchy problem for the 
corresponding Schrodinger equations, but also has a direct impact on the 
physically crucial problem of quantum stability. 

In our opinion, this general structural property is one of the most signif­
icant distinctive features of quantum mechanics versus classical mechanics; 
it is perhaps the deepest philosophical achievement of quantization since 
the classically dangerous singularities associated to the unboundedness from 
below of the potential become harmless in the non-commutative (quantum) 
version of the corresponding Hamiltonians. In our opinion, this partly ex­
plains why the N-body problem with 1 /r interaction is not under control 
in the classical case, whereas it is so in the quantum case. 
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4 . 5  Appendix F :  Hamiltonian self-adjointness

and dynamics 

In the construction of the observables as operators in a Hilbert space H, 
one usually starts with unbounded operators like q and p and one faces the
problem of giving a meaning to bounded functions of the canonical vari­
ables, as self-adjoint operators in H. As discussed in the previous Section, 
this problem arises in particular for the solution of the dynamical problem 
with the construction of the one-parameter unitary group U(t ) ,  starting 
from a densely defined hermitian Hamiltonian H. 

The general solution of the problem of constructing continuous functions 
of an operator A (operator calculus ) ,  provided A is defined as a self-adjoint 
(or at least normal) operator, is given by the spectral theorem. 1 2 
i) Hermiticity versus self-adjointness

We recall that , given an operator A on the Hilbert space H, defined on 
the dense domain D(A) , its adjoint A* is so defined: its domain D(A*)  is 
the set of all x E H, with the property that there exists x* (depending on 
x) such that Vy E D(A)

(Ay, x) = (y ,  x* ) ,  

(uniqueness of x* , for given x ,  follows from D(A) being dense) , and on such 
a domain A* is defined by A* x = x* . Then, one has 

(Ay, x) = (y, A*x) ,  V y  E D (A) , x E D (A* ) .  (4 .5 . 1 )  

Equation (4 . 5 . 1 )  implies kerA* � (RanA)J_ .  O n  the other hand, by 
eq. (4 .5 . 1 )  x E (RanA)J_  implies x E D (A*)  and A*x = 0 ,  i .e .  x E kerA* ; 
thus, (RanA)J_ � kerA* .  In conclusion 

kerA* = (RanA)J_ . (4 .5 .2 )  

B is an extension of A, briefly A � B, if D(A) t:;;; D(B)  and A = B on
D(A) ;  if D(A) is dense B* � A* . 

A densely defined operator A is hermitian or symmetric if 

(Ax, y) = (x, Ay) \Ix, y E D(A) ; (4 .5 .3)  

then A � A* . A hermitian operator A is self-adjoint if A A* , i .e .  i f
D (A) = D (A* ) .  A given hermitian A may have more than one self-adjoint 
extensions; they are obtained by enlarging the original hermiticity domain 
D (A) ___, D(A)ext in such a way that the corresponding (extended) hermi­
tian operator Aext :J A satisfies Aext = A;xt . 

12See e.g. the above quoted books by Akhiezer and Glazman and by Reed and Simon. 
A proof of the spectral theorem is given below. 
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An operator A i s  closed if, whenever D(A) 3 Xn ----> x and Axn ----> y ,
then x E D(A) and Ax = y .  I t  follows easily that A* i s  closed, since 
D(A*) 3 Xn ----> x and A*xn ----> y imply 'Vz E D (A)

(A z ,  x) = lim (A z ,  Xn)  = Jim (z ,  A*xn ) = (z ,  y) , (4 .5 .4) 

i .e . x E D(A*) and, by definition of the adjoint, A*x = y. 
An operator is closable if it has a closed extension; the closure A of A is

the smallest closed extension. Thus, any hermitian operator A is closable, 
since A* is a closed extension of A, and 

( 4 .5 .5 )  

A i s  essentially self-adjoint if its closure A is self-adjoint.
The self-adjointness domain D A contains a dense set Dan of vectors,

called analytic vectors, on which the exponential series of et A , t > 0, con­
verges strongly; A is essentially self-adjoint on Dan (see Reed and Simon 
book Sect. X.6) . 

ii) Quantum particle in a box and self-adjoint extensions
As discussed in the previous Section, the dynamics of a quantum sys­

tem is governed by the Schrodinger equation ( 4 . 1 . 3 ) ,  where H is typically 
the sum of the differential operator -6 and a potential V. In order to 
make clear that hermiticity is not the same as self-adjointness, we con­
sider the hermitian (unbounded) differential operator p = -id/dx, acting 
on L2 ( [a , b] ) ,  and the problem of defining a corresponding one-parameter 
unitary group eicxp , a E R; one can explicitly check that for this purpose 
one needs a self-adjoint extension of -id/ dx and that a family of such 
extensions, labeled by an angle e, describe different physical situations.

Indeed, the problem of the self-adjoint extensions of a differential op­
erator is not a mere mathematical subtlety, but corresponds to concrete 
physical issues. For example, if one considers a quantum particle in a box, 
which for simplicity will be considered as the one-dimensional interval [O, l] , 
the unbounded operator -id/ dx is naturally well defined as a hermitian op­
erator on the domain Do = C0 ( [O, 1 ] )  of C00 functions of compact support 
contained in (0, 1 ) .  This, however, is not enough for defining its spectrum 
and a corresponding operator calculus, because C0 ( [O, 1 ] )  is not a domain 
of self-adjointness for p = -id/ dx. 

In fact ,  'V'lj; E D = {</> E £2 ( [0 ,  l] ) ,  <Px = d</>/dx E £2 ( [0 ,  l ] ) } ,  one has,
'Vcp E Do, (by integration by parts)

('lj; , p ep) =  13°( 1 )  cp( l )  - 13°(0) cp(O) + (p'lj; , cp)

and the first two terms on the right-hand side vanish, because cp E Do .
Then, D :::> Do is the domain of the adjoint p* :::> p.
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The above calculation allows to characterize the self-adjoint extensions 
of p by the conditions �(1 )  <p( l ) = �(O) <p(O) , 'l/Jx , <px E £2 ( [0 , l ] ) .

Clearly, the domain Dext of the extension must contain at least one
function which is not vanishing in at least one of the end points and there­
fore on both by hermiticity, since otherwise the previous argument applies 
and Pext C P;xt · The first condition gives �( 1 )  = A 'l/i(O) , A = <p(O)/<p( l )  
and self-adjointness, D(Pext ) = D(p;xt ) ,  implies >. = .>-- 1 , i .e . A = eie ,
e E [O , 27r) .

The physical reason for the need of a self-adjoint extension of the dif­
ferential operator p is easily understood if one realizes that , by Stone theo­
rem ,  the exponential exp ia.p is well defined iff p is self-adjoint; on the other 
hand, for a. small exp ia.p acts as translation operator on the functions of 
C8" ( [0, l ] ) ,  with support well inside [O , l ] , but in order to have it well de­
fined on L2 ( [0 ,  l ] )  one must specify what happens when the translated wave 
function starts hitting the boundary. 

The one-parameter family of self-adjoint extensions of the differential 
operator -i d/dx, called pe , 0 :::; e < 27f, do in fact correspond to the possi­
ble behaviors at the boundary since Pe is defined on the domain De consist­
ing of all absolutely continuous functions with square integrable derivatives , 
satisfying the boundary condition 1 3  

The complete orthonormal set {'l/in (x) = exp iAnX, n E N} are eigenfunc­
tions of Pe with eigenvalues An = 27rn + e (this implies that Pe is self­
adjoint ) .  

None of the domains De i s  stable under the action of the operator q = x ,  
so  that pe cannot be  applied to  q 'I/in tJ. De and this resolves the paradox
which would arise by naively taking the expectation of [q, p] = i on '0n : 14 

since q 'l/Jm t/:. De and (pe'!/Jn , q '!/Jm) -=f. ('!/Jn ,  Pe Q '!/Jm) ·
I n  the case o f  a quantum particle living i n  R, (more generally i n  R8 ) ,  

there i s  a unique self-adjoint extension o f  -io/ox, characterized by the 
dense domain of square integrable functions with square integrable deriva­
tives (no boundary condition is needed also on physical grounds) .  

13  A function f i s  absolutely continuous i n  [a, b ]  if VE., 3 o  s.t .  I: i l f (x; )  - f(y; ) I  < E. ,
for any finite collection of  disjoint intervals [x; , y;] with I:; Ix; - y; I < o.  For P e  see the
book by M. Reed and B.  Simon, quoted in footnote 9, Sect. X . l ,  Example 1 .  

14The Heisenberg commutation relations hold o n  the dense domain o f  C()° functions, 
but there is no common dense domain of analytic vectors for q and p and one has to
modify the Wey I relations in agreement with the physical interpretation. E .g . ,  eif! Po=o
describes a translation x ---> x+/3 mod 1 and one has eif!po eiax e-ifJpo = eia (x+fJ mod 1 ) ,
(see Sect. 6.8 for more details). 
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iii) Characterization of self-adjointness . Self-adjoint extensions

As a preliminary material for the discussion of Kato's theorems, we
briefly discuss some criteria of self-adjointness and a characterization of 
the self-adjoint extensions of a closed symmetric operator . 1 5 

Theorem 4 .5 .1  A hermitian operator A,  acting on a Hilbert space 7-{, is 
self-adjoint iff 

Ran(A ± i )  = 7i. (4 .5 .6 )  

Proof. Let A be self-adjoint . Then, ker(A =t= i) = {O} :  in fact, \:/x E D(A) = 
D(A* ) ,  (x, Ax) = (Ax, x) = (x, Ax) is real and 0 = (x, (A =f i)x) implies
(x, x) = 0. Thus, ker(A=t=i) = {O} and by eq. (4 .5 .2 ) ,  applied to the operator 
A ±  i, one gets Ran(A ± i) = 7i. To get eq. (4 .5 .6 )  it remains to prove that
Ran(A ± i) is closed: in fact ,  since \:/xn E D(A) ,  

(4 . 5 . 7) 

the strong convergence of (A± i)xn implies that of Axn and of Xn and since 
A is closed, 

Jim (A ± i)xn = (A ±  i) Jim Xn , i .e .  Ran(A ± i )  is closed. 

Conversely, eq. (4 .4 .6) implies that \:/x E D(A*)  there exists y E D (A) 
such that 

(A* - i)x = (A - i )y  = (A* - i )y ,  ( 4 .5 .8 )  

(since A � A*) ;  then, since, by eqs. (4 .5 . 2 ) ,  (4 . 5 . 6 ) ,  ker(A* - i )  = {O} ,  
eq. (4. 5 . 8) implies x = y ,  i . e .  D (A* ) = D(A) and A i s  self-adjoint . 

Theorem 4 .5 .2  A hermitian operator A is essentially self-adjoint iff 

Ran(A ± i )  = H. (4 .5 .9 )  

Proof. By using eq. (4 .5 .7) as above one has 

Ran( A ±  i) = Ran(A ± i )  

and the statement follows from the preceding theorem applied to  A .  

15 For a general discussion see the above quoted book by Reed and Simon and N .  
Dunford and J .  Schwartz, Linear Operators, Interscience 1958, Sect. XII .4.  
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In general, given a symmetric operator A, the lack of fulfillment of 
condition ( 4 . 5 .6) is characterized by 

n± = dim Ran(A ± i ) J_ = dim ker(A* =t= i ) ,  

which are called the deficiency indices of  A.  

(4 .5 . 10)  

Theorem 4.5 .3  A closed symmetric operator A has self-adjoint extensions 
iff n+ = n_ . Its self-adjoint extensions B are characterized in the following 
way 

D(B) = {y ;  y = YA + Y+ + UBY+ , YA E D(A) , Y+ E ker(A* - i ) } ,  

with U B a unitary operator: ker( A* - i )  ----> ker( A *  + i ) ,  and 

By = AyA + i Y+ - i UB Y+ · 

Given a hermitian differential operator A, (A � A* ) ,  typically defined on 
the set of C00 functions of compact support, a way to get an essentially 
self-adjoint extension is to extend it to L2 functions which have sufficient L2 
derivatives and possibly specify boundary conditions so that the differential 
equation 

(A* ± i) 'l/J = O 
has no solution in L2 , (for illustration see the example of the operator 
-id/dx in L2 ( [0, l ] ) ) .  
iv) Hamiltonian self-adjointness 

The analysis of the self-adjoint extensions of differential operators be­
comes crucial for the construction of the evolution operator exp (-i t  H),  
t E R, starting from a formal Hamiltonian H = -6./2m + V(x) .  This 
problem is essentially solved by Kato's theorems mentioned in Sect. 4 .3 ,  (a 
beautiful account is given in Reed and Simon book, Val . II .  For the con­
venience of the reader, a sketchy account of the Kato-Rellich theorems is 
given below) . 

Theorem 4.5 .4 Let Ho be a self-adjoint operator on D(Ho) and H1 a 
symmetric operator smaller than H0 in the sense of Kato, then H = Ho+H1 
is self-adjoint on D(Ho ) .  

Proof. I t  suffices t o  prove the self-adjointness o f  H / ,\ for ,\ large enough, 
equivalently, by Theorem 4 .5 . 1 ,  that Ran(H ± i ,\) = 7-i. This follows easily 
from 

B = H1 (Ho ± i A) -
1 

being well defined with I IB I I < 1 .  In fact, I IB I I < 1 is a necessary and 
sufficient condition for the convergence of the Neumann series 

00 
I>-B)n = ( 1  + B)- 1 , (4 . 5 . 1 1 )  
n=O 
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and the identity 
H ± i A  = (1 + B) (Ho ± i A) 

implies that Ran(H ± i .\) = H, since Ran( Ho ± i .\) = H and 1 + B is 
invertible. 
For the proof of I IB I  I < 1 one exploits the Kato smallness condition. In
fact ,  Vx E D(Ho) the identity

l l (Ho ± i >-) x l l 2 = l lHo x l l 2 + >-2 l l x l l 2 , >- E R+ ,

implies l lHo x i i  < l l (Ho ± i .\) x i i , l lx l l  < .>--2 l l (Ho ± i .\) x i i , so that,
V 'lj;  E H, x = (Ho ± i .\ )- 1 'lj; E D(Ho) (since H0 (H0 ± i .\ )- 1 is bounded)
and the Kato smallness condition gives 

l lH1 (Ho ± i .\ )- 1 '!/J l l  :::; a l lHo x i i + b l lx l l

:::; (a + b .\- 1 ) l l (Ho ± i .\) x i i < 1 1'!/J l l ,
since a < 1 and for ,\ large enough a + b.\ - 1 < l .  

Theorem 4 .5 . 5  Let V = V1 + Vi ,  Vi E L2 (R3 ) ,  Vi E L00 (R3) be a real 
potential, then V is smaller than Ho = -D./2m on D(Ho) (the domain of 
self-adjointness of Ho) and 

H = -D./2m + V 

is self-adjoint on D (Ho ) .  

Proof. Clearly D(V) => C0 (R3 ) and for any given o: > 0 ,  3/3 > 0 such that
V'lj; E C0 (R3 )  

1 1'!/J l l oo :::; 0: l lD. '!/J l l  + /3 l l'!/J l l ·  
In fact ,  putting h(k) = ( 1  + k2 /2m)- 1 , one has 

(27r ) 312 I l'!/J I loo  = (27r ) 312sup l'!/J I = sup I J d3 k ei kx ;jJ(k) I

:::; j d3 k I -0 ( k) I = 1 1-0 I I 1 :::; 1 1 h 1 1 1 1  -0 h - 1 1 1

= C l l (Ho + l )'!/J l l  :::; C ( l l Ho '!/J l l  + 1 1'!/J l l ) .  

(4. 5 . 1 2) 

Now, putting 1/J>. (k)  = .\3 -0(.\k) ,  A E R+ , one has 1 1 -0 1 1 1 = 1 1-0>. l l i ,  1 1-0 1 1  =
,>--3/2 1 1 -0>. l l  and

(27r) 312 l l'!/J l loo :::; l l-0 1 1 i = 1 1 -0>. l l i :::; C A- 1/2 l lHo '!/J l l  + C >-312 1 1'!/J l l ,

i .e . eq. ( 4 . 5 . 12 )  holds with o: as small as one likes. Then, one has 

l lV'!/J l l :::; l l Vi l l  1 1'!/J l loo  + l lVi l loo 1 1'!/J l l 
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:::; 2m a l l Vi l l  l l Ho 1/J l l  + (,61 1 Vi l l  + l l V2 l loo ) 1 1 1/J l l ,

i .e .  V is smaller than Ho on C0 (R3) and clearly it remains so also on the 
domain of self-adjointness of H0 . 1 6 The self-adjointness of H follows from 
Theorem 4.5 .4 . 

v) Stone's theorem
We conclude this Appendix with the characterization of self-adjoint op­

erators as generators of one-parameter strongly continuous groups of uni­
tary operators (Stone Theorem) . 

First we remark that the spectral theorem proved in Appendix C ex­
tends to unbounded operators. In fact ,  if F is a finite (but not necessarily 
bounded) Borel function of a bounded self-adjoint operator A, the r .h .s .  of 
eq. ( 1 .6 . 10) still defines an operator F(A) with domain 

DF = {x E H; J IF(A) l 2d(x, P(A)x) < oo } , 

since \Ix E D F the sequence of vectors

F(A)K x = 1 F(A) dP(A)x = J F(A)X(F-1 ( [O ,  K) ) )  dP(A)x IF (.X) l :':'.K 
converges strongly as K ---> oo ,  thanks to  the characterization o f  D F 

l l (F(A)K+J - F(A) K ) x l l 2 = r IF(A) l 2d(x, P(A) x) ---> 0 .  jK:<; jF(.X) l :':'.K+J 
Now, given a self-adjoint (unbounded) operator A, VAo E C, Ao rf:. <l (A) ,

its resolvent 
R(Ao) = (Ao - A) - 1 , ( 4 .5 . 13 )  

i s  a normal bounded operator, with a spectral representation 

R(Ao) = 1 A dP(A) .  a(R(.Xo ) )  
Since F(A) = Ao - A- 1 for A -=f. 0 and F(O) = 0 is a finite Borel function, by
the above argument the corresponding spectral integral defines an operator 
which coincides with A = Ao - R(Ao ) - 1 on DF. Finally, in terms of the
new measure 

µ(B) := P(F-1  (B) ) ,  VB E B(R) 
16Since ego C D(Ho) any 1jJ E D(Ho)  defines a continuous linear functional on ego , 

i .e . a Schwartz distribution, and as such satisfies 

(cp, Ho 1/J) = (-ti.cp, 1/J) = (cp, -ti.1/J), v cp E ego . 
Thus, the domain of the adjoint of -6. consists of all the 1jJ E £2 , such that the distribu­
tional derivative 6. 7j; belongs to £2 . Clearly, this is also the domain of self-adjointness 
of Ho . 
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one gets the standard spectral representation of A on a suitable (dense) 
domain 

A = 1 >.. dµ(>..) .  
a(A) 

(4 .5 .14) 

The above spectral representation allows to extend Theorem 1 .6 .8 to 
the case of an unbounded self-adjoint operator A ,  with the derivative taken 
on vectors of the self-adjointness domain of A.  

Conversely, given a one-parameter group of strongly continuous unitary 
operators U(t ) ,  the generator A is defined by 

A1/J = i d[U(t) 1/J] /dt, 

on the domain 

DA = {1/J E 'H; U(t) 1/J is differentiable in t, at t = 0 } . (4 .5 . 15)  

Clearly, by the unitarity of U(t) , 1::/1/J, </> E DA ,  (1/J, A </>) = (A1/J ,  </>) , i .e .  A 
is symmetric. 

Furthermore, A is densely defined, since i )  D A contains the U ( t)  in­
variant (Garding) domain G, generated by the vectors of the form cp f =
J dt J(t) U(t) cp, f E 'D(R) , which are well defined thanks to the strong
continuity of U(t) , and on which Arp! = -i 'PJ' , and ii) G is dense because
Vcp E 'H, cp !" ---+ cp, whenever f n is a smooth approximation of the Dirac c5, 
as n ---+ oo .  

Moreover, 1/J± E Ran(A ± i )J_ implies, Vx E G,

i . e .  F(t) = F(O) e±t , which i s  incompatible with the boundedness of U(t) ,
unless F(O)  = 0 .  Hence, by Theorem 4.4 .2 A is essentially self adjoint on 
G.  

Finally, if A denotes the unique self-adjoint extension of A and V(t) =
ei A t , 1::/1/J, </> E G one has

:t 
(1/J, V(t)* U(t) </>) = :t 

(V(t) 1/J,  U (t )</>) = 0, 

i .e .  V(t)* U(t) = const = 1 and A =  A. 





Chapter 5 

Examples 

5 . 1  Double-slit interference and

particle-wave duality 

To clarify the particle-wave duality briefly mentioned in Sect. 1 . 1 ,  we con­
sider the following idealized experiment (a realistic one based on the same 
mechanism would require a more sophisticated experimental setting) . 

We consider an impenetrable plane IT with two circular slits or holes
of radius o and at a distance d from it a parallel plane acting as a screen 
S. IT can be taken as the x - y plane, with holes centered along the x­
axis at x1 = -a and x2 = a, respectively and S as the plane z = d.
Electrons, all with (approximately) the same energy, are shot from below 
the plane IT and, by means of a detector on the screen, one measures the
probability distribution of electrons arriving at the screen. For classical 
particles one would get a probability distribution P(x, y , d) which is the 
sum of the probabilities P1 , P2 corresponding to the cases in which only
one of the two holes is open: 

P(x, y , d) = P1 (x, y , d) + P2 (x, y , d) . (5 . 1 . 1 )  

For a quantum particle, this is no longer the case and one gets an extra 
interference term P1 2 (x, y , d) which, depending on the point (x, y) on the
screen, may act constructively or destructively, with the result that P will 
be greater or smaller than P1 + P2 . This phenomenon is typical of a wave­
like behavior and, in fact ,  interference patterns are observed if light is sent 
on the plane (Young experiment) .  

A better understanding o f  the wave behavior o f  a quantum particle can 
be obtained by actually computing the probability distribution P according 
to the laws of Quantum Mechanics. If at the initial time t = 0, the electron 
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wave function is the sum of two Gaussians centered at the two holes 

w(x, o) = w1 (x, O) + w2 (x , o) ,  
Wi (x, 0 )  = C exp [- (x - x; )2 / (2�ox ) 2] e_Y2 / (26oy) 2 ei<Pz >z e-z2 / (26oz)2 

= cf>(y , z) c/>; (x) ,  i = 1, 2 ,  

with C a suitable normalization constant, �0x, �0y, �oz smaller than o, 
< Pz > > 0 ,  then at a later time t the wave function is the superposition 
of two wave functions given by formulas similar to those of Sect. 4 .2 .  The 
probability distribution on the screen z = d, for t ::.::; m d/ < Pz >, (m being 
the electron mass) is then given by 

P(x, y, d, t) = lw(x, y , d, t ) l 2 

= lc/>(y, d, t ) l 2 ( l c/>1 (x, t ) l 2 + lc/>2 (x, t) 1 2 + 2 Re( �1 (x, t) c/>2 (x, t ) ) )  
and one observes the occurrence of  interference terms, contrary to  classi­
cal probability theory. 1 It should be noted that such an interference phe­
nomenon occurs even if only one electron is sent at a time towards the 
double slit plane, (self-interference) .  

5 . 2  The quantum harmonic oscillator.  

Energy quant ization 

In analogy with the classical case, the (one-dimensional) quantum harmonic 
oscillator is defined by the following Hamiltonian 

p2 mw 2 2 H = - + -- q . 
2m 2 (5 .2 . 1 )  

In  the classical case, the possible values of the energy form a continuum 
set; we want to show that in the quantum case only discrete values are 
possible. For this purpose, according to the general discussion about the 
relation between spectrum and expectation values (see Sect. 1 .3 ,  Appendix 
C, Prop. 1 .6 .4) we have to determine the spectrum of the Hamiltonian, 
which describes the quantum energy. 

According to the discussion of Sects. 3 .3 ,  4 .3 ,  one can work out the 
problem in the Schrodinger representation; since the potential satisfies the 
condition of Theorem 4 .3 .4 ,  

H = -17,2 �/2m + mw 2 x2 /2  
1 For a nice discussion o f  the above (idealized) experiment and its deep philosophical 

implications see R.P. Feynman, R .B .  Leighton and M. Sands, The Feynman Lectures on 
Physics, Vol. I ,  Addison-Wesley 1963, Chaps. 37, 38. 
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is essentially self-adjoint on C0 (R) and i ts  spectrum can be determined 
by Hilbert space techniques. 

We will rather determine the spectrum by algebraic methods. For this 
purpose, to simplify the computations, we perform a change of variables 
q' = (m w/n) 112 q, p' = (mnw)- 112 p, H' = (nw)- 1 H and introduce the 
so-called destruction and creation (unbounded) operators 

a =  (q' + i p') /h, a* = (q' - ip' )/h, (5 .2 .2 )  

which obey the following commutation relations 

[a, a*] = l .  (5 .2 .3 )  

Then, the Hamiltonian H' can be written as 

H' = ( 1 /2) (a* a + a a* )  = a* a +  1 /2 = N + 1/2 

and one has 
[N, a] = -a, [N, a* ]  = a* . 

The point is to prove that the spectrum of N is discrete. In a certain 
sense, the following analysis can be viewed as an alternative proof of von 
Neumann theorem, once one has disposed of the technical point that in 
a regular representation the operators q and p have a common invariant 
dense domain D of analytic vectors for p2 + q2 . 2 

Since N is self-adjoint, one may define the unitary operator T(s) = 
exp (isN) ,  s E R  and prove that (on D) 

T(s) a T(s)- 1 = e-is a, T(s) a* T(s)- 1 = eis a* . 

In fact ,  F(s) = T(s) a T(s)* satisfies 

dF(s)/ds = i eisN [N, a] e-isN = -iF(s ) ,  

(5 .2 .4) 

which implies F(s) = exp (-is) F(O) , so that the above equation holds. 
Equations (5 . 2 .4) imply that T(27r) commutes with a, a* and therefore 

with the (Heisenberg) algebra generated by them; by irreducibility, T(27r) 
must be a multiple of the identity, say T(27r) = exp iBl , and therefore 
T'(s) = T(s) exp (-isB/27r) satisfies T'(27r) = T'(O) = 1 .  Then, the spec­
tral representation of T' ( s) 

T' (s) = 1 dE(>.) eis>-. ,  N' = N - B/27r 
a(N' )  

2This follows quite generally, as proved i n  0 .  Bratteli and D.K.  Robinson, Operator 
Algebras and Quantum Statistical Mechanics, Vol. I I ,  Springer 1981 ,  Sect. 5.2 .3 ;  it is easy 
to check it directly in the Schriidinger representation. 
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gives 

0 = (T' (2n) - 1 ) * (T' (2n) - 1 ) = 1 dE(>.) l ei2n >- - 1 1 2 ,  
a(N' )  

so that supp dE(>.) � Z, i .e . the spectrum of N' and therefore of N and of 
H' is discrete ( energy quantization) . 

One can compute the spectrum explicitly. Let 0 < >. E O'(N) and Ill >- a 
corresponding eigenvector; then aw >. is well defined and -1- 0, since

and one has 

T(s)aW>, = T(s)aT(-s)e is.\ W>, = ei(>.- l ) saW>, . 

The above equation says that also >. - 1 E O'(N) . Since the argument 
applies to any >. > 0, this is compatible with the positivity of O'(N) only 
if 0 E O'(N) and all10 = 0. Actually O'(N) = {n, n E N} since a similar 
argument with a replaced by a* shows that a* Ill >- has eigenvalue >. + 1 .  
This explains the name of destruction and creation operators since they 
decrease, respectively increase, the energy. In conclusion, the spectrum of 
the Hamiltonian is 

O'(H) = {En = n w (n + 1/2) , n E N} . (5 .2 .5 )  

The eigenvector \II 0 corresponding to n = 0 is  the Fock vector intro­
duced in Sect. 3 . 2 ;  this follows easily from the fact that NIJ10 = 0 implies
l l a'1ro l l 2 = (wo , NIJlo) = 0, i .e. awo = 0, which coincides with eq. (3 .4 .3 ) .  In
the Schrodinger representation, the Fock condition amounts to the following 
differential equation 

hawo (x' ) = (x' + d/dx' )wo(x') = 0, 

whose solution is the Gaussian wave function discussed in Sect . 3 .4 .  The 
eigenfunctions corresponding to n -1- 0 are obtained by applying a• n-times 

Wn (x') = (n! ) - 112 (a* rwa (x') = (n! 2n )- 1 l2e-x'2 /2 Hn (x' ) ,

where Hn (x' ) are the Hermite polynomials of degree n and parity (-l ) n .
It is interesting to note that for a classical harmonic oscillator of given 

energy E, only the configurations for which V(x) = mw 2x2 /2 ::; E are 
accessible, whereas for the quantum harmonic oscillator the probability 
of finding the particle at a point x for which V(x) > E is non-zero. For 
example, for the harmonic oscillator in the ground state, one has l lllo (x) l 2 -1-
0 also for lx l > j2E /mw 2 .  This does not mean that there is a violation of
the energy conservation since a measurement of the position is inevitably 
accompanied by a momentum transfer and therefore by a change of the 
energy. 
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5 . 3  Q uantum particle i n  a square p otential

well and in a b ox 

We consider a quantum particle of mass m = 1/2  in one dimension subject 
to a square potential well (in units with n = 1 )  

V(x) = 0, l x l  > L;  V(x) = Vo <  0, l x l  ::::; L,

and study the spectrum of the Hamiltonian 3 H = -(d/dx)2 + V(x) .
Since - (d/dx)2 is a positive operator, H 2 V(x) 2 Inf V(x) = Vo and

therefore E E a ( H) only if E 2 V0 . Furthermore, E > 0 belongs to the
continuous spectrum, since in this case the eigenvalue equation 

- (d/dx)2 1/J(x) = (E - V(x)) 1/J(x) , 1/J E D(-i::.) ,  

implies that , for lx l > L,  'lj; (x) ,....., A1 exp ( iVEx) + A2 exp (-iVEx) rf_ L2 .
Such a continuous spectrum is  doubly degenerate. 

We now discuss the region V0 ::::; E ::::; 0. Since the potential is even, if 
1/J(x) is a solution, so is 1/J(-x) and one may consider solutions with definite 
parity: 1/J± (x) = ±1/J± (-x) . One has 

1/J± (x) = A ePx , p =: IE l 1 /2 ,  x < -L,

lx l < L. 

The condition that 1/J E D(-i::. ) requires that 1/J± be continuous together 
with their derivatives at the points x = -L,  x = L. Thus, one gets for the 
parity even solutions 1/J+ ,  

A/2B = ePL cos(kL) ,  pA/2B = ePL k sin(kL) ,

which imply k tg( kL) = p. Similarly, for the parity odd solutions one 
gets k cotg(kL) = -p. These equations may be easily solved by graphical 
methods and one finds that there are discrete solutions (at least one if 
Vo < E < 0 and no solution if E = V0 ; E = 0 would lead to non-L2 
behavior) .  Thus, the energy spectrum for Vo < E < 0 is discrete ( energy 
quantization) . The corresponding eigenfunctions are essentially localized 
inside the potential well and clearly remain so at any time ( bound states) . 

By a similar method one can determine the energy spectrum when 

V(x) = VL > 0, lx l  > L,  V(x) = 0, lx l ::::; L .

3 For the study of  the  spectrum of  the Schriidinger operators see the references given 
in the Introduction and e.g.  A. Galindo and P. Pascual, Quantum Mechanics I, Springer 
1990. 
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Now the points of the spectrum must satisfy E ::::: V(x) ::::: Inf V(x) = 0 
and the spectrum is continuous for E > VL . For E < VL one gets the same 
equations as before, with however k = j E, p = J E - VL J 1 /2 .

The eigenvalue spectrum becomes very simple if we let VL ---+ oo, i .e .  if 
we consider a quantum particle inside an impenetrable box of size 2L.  In 
this case, the equation for the parity even solution requires tg(LE112 )  = oo, 
i .e. j E = (2m + 1 )7r /2L, m E N, whereas for the parity odd solutions
one has tg(LE112 )  = 0, i.e. jE = 2m7r/2L . In conclusion the spectrum
consists of the points 

(5 .3 . 1 )  

Clearly, there i s  no  continuous spectrum ( quantization of the energy) . 
In all the cases discussed above, the quantum behavior significantly 

differs from the classical one.4 In particular, for a bounded potential there 
is a non-vanishing probability of finding the quantum particle in regions 
which are energetically forbidden in the classical case, as discussed for the 
quantum oscillator ( tunnel effect) . 

In the case VL ---+ oo, the wave function is non-zero only inside the box 
- L  < x < L and it vanishes at the boundaries Jx l = L (but its derivative 
does not) . The point is that the limiting potential VL = oo does not satisfy 
Kato criterium so that the differential operator H = - (d/dx)2 + V(x) does
not define a (unique) self-adjoint operator on D(- (d/dx)2 ) (see Appendix 
F ) . In fact ,  in this limit the model describes a free quantum particle confined 
to live in the interval -L < x < L, and the differential operator - (d/dx)2 , 
which is well defined on Do = CQ" ( -L, L ) ,  does not define a time evolution 
unless one specifies one of its self-adjoint extensions, which are parametrized 
by the boundary conditions for 'ljJ and its first derivatives . 

4 For a nice discussion of potential well problems, also as models of physical systems,
see J . -M.  Levy-Leblond and F. Balibar, Quantics, North-Holland 1990, Chap. 6. 
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5 .4 Quantizat ion of the angular momentum.

The spin 

In the previous sections we discussed the quantum version of the position, 
momentum and energy and found significant differences with respect to 
the classical case; another basic quantity is the angular momentum and we 
shall discuss its quantum properties in this section. We consider a quantum 
particle and its (orbital) angular momentum defined in analogy with the
classical case as 

(5 .4 . 1 )  

where j, k , l = 1 ,  2 ,  3 ,  Ejkl i s  the totally antisymmetric tensor, E123 = 1 ,  
and sum over repeated indices is understood, as usual. In constructing 
the quantum version of classical physical quantities as functions of q and 
p an ambiguity arises because the order of the variables is not irrelevant
in the non-abelian case; here, however , there is no problem because by the 
Heisenberg commutation relations Ejk/XkPl = EjklPtXk . 

By using the commutation relations between Xk and PI and the identity 
[A, BC] = [A, B]C + B[A, CJ , we get

(5 .4 .2 )  

For simplicity, in the following discussion, we will put n = 1 by a suitable 
choice of units. One recognizes in the above equations the Lie algebra re­
lations of the generators of 50(3) .  Since 50(3) is a compact Lie group, its 
irreducible unitary representations in a Hilbert space are finite dimensional 
and the spectrum of the generators is discrete.5 This means that the quan­
tum (orbital) momentum is quantized. Due to the physical relevance of this
result, taken for granted the technical fact that for unitary representations 
there is a common dense domain of analytic vectors for all the generators,6 
we present an explicit derivation, which also gives the form of the spectrum 
in each irreducibile representation. 

Putting L2 I:i L7 , one easily sees that the commutation relations
(5 .4 .2)  imply 

(5 .4 .3) 

so that , by irreducibility, L2 must be a multiple of the identity, say .>-2 1 , 
since L2 is a positive operator. 

The case A = 0 requires L7 = 0, 'v'i , i .e .  Li = 0, i .e .  the trivial 
representation. We then take A > 0 and determine the spectrum of anyone 

5 Quite generally, representations of compact topological groups can be reduced to 
unitary representations and the irreducible ones are finite dimensional; see e.g. A .O .  
Barut and R<}czka, Theory of Group Representations and Applications, World Scientific 
1986, Chap. 6. 

6E. Nelson, Ann. Math. 70, 572 ( 1959); see also the above quoted book by Barut
and R<}czka, Chap. 1 1 ,  Sect. 4. 
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of the generators, say £3 . Since £2 � L�, we have a(L3 ) � [->- , >-] , i .e .  the
spectrum is bounded from below and from above. Thus, all the L; 's are 
bounded. Furthermore, putting L± = £1 ± i L2,  one has

(5 .4 .4)  

The last equation implies that ei27rL3 commutes with all the generators and 
therefore by irreducibility is a multiple of the identity; by an argument 
similar to that used in Sect. 5 . 2 ,  one concludes that the spectrum of £3 is 
discrete ( angular momentum quantization) . 

For the explicit determination of the spectrum, let [3 E a(L3 ) and W13 
the corresponding eigenvector , then 

so that, if L± \II b -=f. 0, also [3 ± 1 is an eigenvalue and L± have the meaning
of raising and lowering operators. Since the spectrum of £3 is bounded, 
the sequence l3 ± n must terminate, i .e .  there must be a maximal value
h = l such that L+ \II 1 = 0 and a minimal value [3 = k such that L_ \II k = O ;
furthermore l - k E N. Since 

0 = (w 1 ,  L_L+ \Vi )  = (\Ir1 ,  (£2 - L� - £3)\Irt )  = >-2 - l (l + 1 ) ,

0 = (\Ilk , L+L_ \V k )  = (\Ilk ,  (£2 - L� + L3 ) \Vk )  = >-2 - k ( k  - 1 ) ,  

one has >-2 = l (l + 1 )  = k ( k  - 1 ) .  This equation implies l = >- 2  - 12  � 0 ,  
-k = >-2 - k2 � 0 and has only two solutions: k = -l and k = l + 1 and only
the first is acceptable, because, by definition, k < l. Thus, l - k = 2l is an 
integer and the spectrum consists of the 2l + 1 points -l ,  -l + 1 ,  . .  . ,  l - l ,  l .

The above derivation o f  the spectrum o f  the angular momentum has 
been obtained by using only the commutation relations (5 .4 .2 ) ; now we 
fully exploit the consequences of eq. (5 .4 . 1 ) .  By using polar coordinates for 
the arguments of the wave functions, X1 = r sin B COS </> , X2 = r sin B sin </> ,  
X3 = r COS B, we have the following representation 

and the condition that 1f;(x1 , x2 , X3 ) = ,(/J( r, B, </>) is an eigenfunction of £3
implies that ,(/J (r, B , </>) = eil3 <P,(/J (r, B ) .

The requirement that ,(/J be single valued, ,(/J(r, B, </>+ 27r) = ,(/J(r, B, </>) , further 
implies that l3 is an integer, say m, and so is l. The explicit form of 'lj;(r, B)
is obtained by solving the eigenvalue equation for £2 .  The solutions are 
given by the so-called spherical harmonics Yim ( e, </>) :

,(/J(r, B, </>) = 1f;(r) Yim (B , </>) , (5 .4 .5 )  
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with 'tf;(r) an undetermined function. Clearly, if L2'tf; = l ( l + l )  'tf;, L3 'tf; = l'tf;,
then L2 ei</l'tj; = ( l  + l ) (l + 2)  ei</l'tj;. Thus the spectrum of L2 in L2 (R3 )
contains all the points l ( l + 1 ) ,  l E N. 

It i s  not difficult to see that U3 (a) = e-io:L3 implements the rotation of
angle a around the third axis, in the sense that 

(U3 (a)'tf;) (r, () , </>) = 'tf;(r, () , </> - a) .  

Equivalently, U3 (a) induces a rotation of angle a on the operators, through 
the equation A' = U3 (a) A U3 (a) * ;  it is easy to check these transformations, 
e.g. for small a, for the operators x or p. Quite generally, 

U(n, a) = e-io:L·n 

implements the rotations of angle a around the direction n, so that if A 
is a scalar function, then [L1 , A] = 0. On the other hand, if A is a vector 
function of x and p, its transformation properties yield 

(5 .4 .6) 

Equations (5 .4 .6) imply that if L2'tf; = l ( l  + 1 )  'tf;,  L3 'tf; = l'tf;, then one has 
L2 (A 1 + iA2)'tf; = (l + l ) ( l  + 2) (A1 + iA2 )'tf;.  The commutation relations
between an operator A and the angular momentum characterize its trans­
formation properties under rotations. 

One may wonder whether the representations of the Lie algebra (5 .4 .2)  
corresponding to half-integer l have any physical interest. As we have just 
seen, they cannot describe the orbital angular momentum (5 .4 . 1 ) ,  but they 
could describe other forms of angular momentum than that given by (5 .4 . 1 ) .  
A s  a matter o f  fact ,  there is experimental evidence that most elementary 
particles have an additional intrinsic angular momentum S called spin, 
which is not a function of q and p, and it rather corresponds to other
non strictly mechanical degrees of freedom, like the angular momentum of 
a spinning top in the pointlike limit. Therefore the spin describes other 
degrees of freedom and it commutes with q and p. The algebraic relations
(5 .4 .2 ) ,  which characterize an angular momentum, still hold 

(5 .4 .  7) 

but the absence of the constraint (5 .4 . 1 )  allows for half-integer representa­
tions, namely those for which the eigenvalue of S2 is s ( s  + 1 )  with s half­
integer. From a group-theoretical point of view, they correspond to spinor 
representations 7 of the group SU(2) , the universal covering of S0(3) (both 
groups have the same Lie algebra) .  

A particle with spin is defined by an extended Wey! algebra, including 
the spin operators, e.g. S(i) = exp ( if · S) ,  I E R3 . The Hilbert space

7See e.g. E. Cartan, The theory of spinors, Hermann 1960. 
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of the extended Schrodinger representation is 7t = L2 (Rd) x c2s+ i  and
the wave function is a 2s + 1-component L2 function, or 8pinor. As a 
basis in spin space one can take the 28 + 1 eigenvectors of S3 , 'lf;83 (x) ,
83 = - 8 ,  - s +  1 ,  . . . , 8, with (S3'1/Js3 ) (x) = 83 'l/Js3 (x) ;  (S±'l/Js3 ) (x) = 'l/Js3±1 (x) ,
for ±83 < 8, respectively, and = 0 otherwise. For a particle with spin, the 
generator of rotations around n ,  including the spin degrees of freedom, is 
the total angular momentum J = L + S .

I t  i s  useful to work out explicitly the case s = 1/2 , which covers most 
of the elementary particles with spin, such as the electron, the proton, the 
neutron etc . ;  the spin representation is two-dimensional and it is easy to 
see that Si = ( 1 /2)0"i , with O"i the Pauli matrices 

5 .  5 The Hydrogen atom

As discussed in Sect. 1 . 1 ,  the basic motivation for the birth of Quantum 
Mechanics was the description of atoms and the explanation of atomic 
spectra. The latter ones indicate that, contrary to the classical case, only 
discrete orbits are allowed, equivalently only discrete values of the energy 
are permitted; furthermore the stability of the atoms strongly suggests that 
there is a lowest energy orbit. 

We shall see how the theory discussed in the previous sections provide 
an explanation of these phenomena. The problem amounts to determine 
the spectrum of the Hamiltonian, which for the hydrogen atom (i .e. an 
electron bound to a proton) reads 

P2 e2 
H = - - -2m r ' (5 .5 . 1 ) 

where m is the reduced mass, m = me mp/(me + mp) ,  me is the electron 
mass and mp � 1800me is the proton mass. More generally, for an electron 
bound to a nucleus of charge Ze, the Coulomb potential is -Ze2 /r. To 
simplify the formulas, we shall use the so-called atomic units , according 
to which the unit of length is a0/Z, with a0 = n2 /me2 (the radius of the
first Bohr orbit ) ,  the angular momentum is measured in units of n , the 
momentum p in units nZ/ao and the energy in units Z2e2/2ao . Then, the 
Hamiltonian reads 

H = p2 - 2/r. (5 .5 .2)  

To determine its spectrum one can proceed by analytic methods, by using 
the Schrodinger representation; this is an example of analysis of the spec-
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trum o f  Schrodinger operators. 8 We shall rather use algebraic methods .9  
By an argument similar to that used for the one-dimensional problems, one 
can show that E > 0 belongs to the continuous spectrum and it does not 
describe bound states (similarly to the classical case) . We are therefore 
interested in the negative spectrum. 

First, we remark that the spin does not enter in the potential and will 
be neglected. Since H is a scalar function of q and p, it commutes with the
orbital angular momentum 

[H, L] = 0. (5 .5 .3)  

It is convenient to introduce the quantum version of the Laplace-Runge­
Lenz vector 

(5 .5 .4) 

which plays an important role in the classical case, where it describes a 
vector pointing in the direction of the major axis of the orbit , with a size 
equal to the eccentricity, apart from numerical factors; its constancy in time 
corresponds to the orbit being closed, a characteristic property of the r-2 
central forces. 1 0

Since A i s  a vector function of x, p, we have 

(5 .5 .5) 

Furthermore, one has 
L · A  = A · L = 0, (5 .5 .6) 

where the first equality follows from the preceding equation and the second 
from 

p . L = L . p = CijkXjPkPi = 0 ,

L . x = x . L = CijkXiXjPk = 0 ,

A ·  L = -E:ijkPjLkL; = - ( l/2)E:ijkPj [Lk , L;] = -i Ojt P] Lt = 0 .

As in the classical case, A is a constant of motion, i .e .  

[H, A] = O . 

In fact , 
[H, x/r] = (-i/r3 ) (L I\ x - x I\ L)

(5 .5 .7) 

8 See e .g. P.A.M.  Dirac, The Principles of Quantum Mechanics, 4th ed . ,  Oxford
Claredon Press, 1958, Sects. 38, 39; A. Galindo and P. Pascual, Quantum Mechanics, 
Springer 1990. 

9W. Pauli, Z .  Phys. 36, 336 ( 1926); English transl. in Sources of Quantum Mechan­
ics, B.L .  Van der Waerden ed. ,  North-Holland 1967; V. Bargmann, Z. Phys. 99, 576 
( 1936) . 

10See e.g. W.H .  Heintz, Am. Jour. Phys. 42,  1078 ( 1974).
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and since 2x/r3 = - i [H, p] and r3 and H commute with L, the right-hand
side becomes 

- ( 1/2 ) (L I\ [H, p] - [H, p] I\ L) = ( 1 /2) [H, (p I\ L - L I\  p)] . 
By simple algebraic computations one proves (see Appendix G) that 1 1

A2 = l + H + H L2 ,  

[A; ,  Ai ] =  -i E;jk Lk H. 

(5 .5 .8 )  

(5 .5 .9 )  

Now, H0 = P0H, with P0 the spectral projection corresponding to the 
part of the energy spectrum contained in [-oo, -E] , E > 0, is left invariant 
by L and A and on it (-H) -1 12 is a well defined operator. We can then
introduce the following operators 

( 5 . 5 . 10 )  

and recognize that as a consequence of  the above equations we have 

[Jf , JtJ = iEjkl jl± , [Jf , Jk ] = 0 ,

(J+ )2 = (r )2 = - ( 1 /4) ( 1  + H- 1 ) . 

(5 .5 . 1 1 )  

( 5 . 5 . 1 2 )  

Equations ( 5 . 5 . 1 1 )  and the first of  (5 .5 . 1 2) are the relations which charac­
terize the representations of Lie algebra of 50(4) , with ]+ = j_ , and from 
the above equation we get 

(5 .5 . 1 3) 

Since J± satisfy the commutation relations of two independent angular mo­
menta, by the results of Sect. 5 .4 ,  the spectrum of (J+ )2  is discrete and the
corresponding eigenvalues are of the form j (j + 1 ) ,  with 2j a non-negative 
integer. This implies that the negative spectrum of the Hamiltonian is dis­
crete and the energy eigenvalues have the following form (in atomic units) 

E = -
l 

= - � = En ,(2j + l )2 n ( 5 . 5 . 14) 

where n = 2j + 1 is a positive integer and each eigenvalue is (2j + 1 ) 2  
degenerate. I n  ordinary units one would have En = -m Z 2  e 4  /2n21i2 . By  a 
more detailed analysis one can show that all positive n occur in the bound 
state spectrum of the hydrogen atom. 1 2

1 1  The first relation is the quantum version of the classical orbit relation given by 
Kepler's Jaw of conical sections. 

1 2In fact, the eigenspace corresponding to the eigenvalue n = 2j + 1 contains states 
with l:j = j = 13- which are therefore eigenstates of L3 = l:j + 1:; with eigenvalue 
l = 2j ; correspondingly L2 must have eigenvalue l ' ( I '  + 1 ) ,  I' 2': 2j . Conversely, the 
eigenspace corresponding to L2 = 1 ( 1  + 1 ) ,  contains vectors with L3 = I; then 1!t must 
have eigenvalues j 2': 1/2 and ( J ± ) 2  must have eigenvalues greater than j (j + 1 ) ,  j 2': 1/2.
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The important conclusions of the above result are 
i) contrary to the classical case, the energy spectrum of the bound states is
discrete, as if only a discrete set of orbits were allowed 
ii) the energy of the bound states is bounded below, i .e . there is a lowest
energy state or ground state, corresponding to n =  l ;  this implies stability 
since an atom in the ground state cannot make transition to a lower energy 
state when the electromagnetic radiation is taken into account 
iii) in the emission or absorption of electromagnetic radiation, associated to
transitions from one energy level to another, only discrete amounts of energy 
are released or absorbed, (6.E)nm = En - Em,  and, by the Einstein relation 
between energy and frequency of the quanta of the (emitted/absorbed) 
electromagnetic radiation, only discrete frequencies occur 

This explains the atomic spectra. 

As a final comment, it is worthwhile to note that the hydrogen atom 
provides a very important example of the phenomenon by which quantum 
Hamiltonians are more regular than their classical counterparts. In fact ,  for 
the classical Coulomb two-body problem, the energy is not bounded below 
and under a perturbation, like emission of electromagnetic radiation, the 
system collapses with the electron falling on the nucleus; in the quantum 
case the Hamiltonian is bounded below. For the three-body problem the 
singularities of the interaction potentials which prevent the control of the 
global existence of solutions in the classical case become somewhat harmless 
in the quantum case, where the global existence is fully under control. 
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5 . 6  Appendix G :  P roperties of t he Runge­

Lenz operator 

For the convenience of the reader, we reproduce the derivation of eqs. (5 .5 .8 ) ,  
(5 .5 .9 )  since it i s  usually omitted in  the literature or  presented in a perhaps 
less direct form. We start by computing I::;; Ar. Since

we have (summation over repeated indices understood) 

= 1 - Eijk (x; /r)pj Lk + i (x; /r)pi - EijkLk Pj (x;/r) + EijkEilnLkPjPlLn 

-iEijkLkPjPi - ipi (xi fr) + iEilnPiPlLn + p2 . 

Since 

i [(xi /r) , p;] = -2/r, EijkEilnLkPjPlLn = L2p2 - (L · p)2 = L2 p2 ,

-Eijk ( (x; /r)pj Lk + LkPj (x; /r)) = -r- 1 Lk - Lkr- 1 = -2Lkfr,
we get A2 = 1 + H + H L2 . Now we compute the commutator [Ai , Aj ] · For
this purpose, it is convenient to note that 

= xifr - Xjp2 - Pj x · p = Aj = Xj /r - p2xj - p · xpj ,

where we have used 

Now 

x · p = p · x + 3i ,  [p · x, Pj ] = ipj = [x · p, Pj ] · 

Cijk [Aj , Ak ] = 2EijkAj Ak 
= Eijk (Xj /r - p2Xj - p . X pj ) (xk/r - XkP2 - Pk x . p)

= -2 Li (P2 x · p - p · xp2 + [xk fr, pk] )  = -2i Li (P2 - 2/r) = -2i H Li
and by multiplying the so-obtained equation by Eiln and summing over i ,  
one gets eq. (5 .5 .9 ) .  



Chapter 6 

* Quantum mechanics and

stochastic processes 

6 . 1  Quantum mechanics , probability

and diffusion 

As stressed before, the relation between quantum mechanics and probability 
is very strong. Indeed, for any commutative C* -algebra generated by a 
set of commuting observables, a state defines a probability measure on 
its spectrum; in particular, if Aq denotes the C* -algebra generated by the 
Weyl operators U(a) = exp (ia q) , a E R, then the Fock state (see Sect . 3.4)
defines a Gaussian probability measure on the spectrum R of q so that q
becomes a Gaussian random variable with zero mean and variance 1/2 .  

A deeper connection between quantum mechanics and probability the­
ory arises from the following relation: the propagator of a free particle in 
the x representation, namely the kernel of exp (-iH0(t - t0)) as integral 
operator in L2 (R , dx) , eq. (4.2 .3) , (we consider the one-dimensional case
and use units such that 1i = 1 = m) 

{ (27ri(t _ to)) - 1/2 e- (x-xo)2 /2i( t-to ) ,Go(x, xo ; t - to) = ' ( ) u X - Xo , 
(t - to ) > 0,  
(t - to) = 0 ,  

becomes the kernel K of the semigroup exp ( -HoT) , T E R + , for the heat
or diffusion equation 

au/f.h = D6.u, 

{ ( 47r D( T - To) )- 1/2 e- (x-xo)2 /4D(r-ro ) 'K(x, xo; T - To ) = o(x - xo) ,  

1 19  

(6 . 1 . 1 )  

T - To > 0,  
T - To = 0 ,  
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with diffusion constant D = 1/2 ,  1 provided one takes t = -iT, T E R + . 
This relation is sometimes briefly summarized by the catch-words that 

for imaginary time the Schrodinger equation goes into the heat or diffusion 
equation (for more discussion, see Sects. 6 .3 ,  6 .5 ,  below) .  

As discovered by Einstein, 2 an important property of  the diffusion equa­
tion is its probabilistic interpretation in terms of a stochastic process, the 
Brownian motion (see below) .  Einstein's discovery opened a new way of 
looking to diffusion-like equations and stimulated Wiener in laying the foun­
dations of the mathematical theory of stochastic processes3 and their re­
lation with parabolic equations. 4 In view of the above relation between 
the Schrodinger and the diffusion equation, a natural question is whether 
also quantum mechanics has a similar interpretation in terms of classical 
stochastic processes. That this is indeed the case has been advocated by 
Feynman,5 who suggested an interpretation of quantum mechanics, in par­
ticular of the Schrodinger propagator e-iHt , in terms of "averages" over 
classical paths or trajectories, (Feynman path integral) ; later this point of 
view was developed by Nelson. 6  A derivation will be presented in Sect. 6 .2 .  

A full discussion of this problem falls outside the scope of  these notes; 
in the following sections we will address the following basic questions: 
1) in which sense can the Feynman path integral approach lead to a stochas­
tic interpretation of quantum mechanics? How far and how deeply can such 
a stochastic interpretation of quantum mechanics be carried through? 
2) Apart from the philosophical implications of a stochastic interpretation
of quantum mechanics, what is the advantage of looking at quantum me­
chanics from the stochastic processes (or functional integral) point of view? 

As we shall see, whereas the link between imaginary-time qu<.:mtum me­
chanics and stochastic processes is mathematically sound, the Feynman 
path integral for e-iHt is more problematic, 7  since it is not an integral in
the r,onventional mathematical sense, i .e .  it is not defined by a O'-additive 

1 The heat propagator K can be easily derived as the solution of the Fourier transform
of the heat equation with initial condition K = 5(x - xo) . 

2 A .  Einstein, Investigations on the Theory of Brownian Movement, Dover 1956. 
3 For a historical review see M. Kac, Bull. Amer. Math. Soc. 72, Part II ,  52 ( 1966) .
4 Actually, quite generally, the contraction semigroups which describe the time evolu-

tion of parabolic equations can be expressed in terms of probability measures (see, e.g. 
D.W. Stroock and S .R.S .  Varadhan, Multidimensional Stochastic Processes, Springer 
1 979, esp. Chap. 3) so that such equations have a physical interpretation in terms of 
statistical or probabilistic phenomena. 

5 R. Feynman, Rev. Mod. Phys. 20, 367 ( 1948) .
6 E .  Nelson, Jour. Math. Phys. 5, 332 ( 1964) ;  Dynamical Theories of Brownian

Motion, Princeton Univ. Press 1967; Quantum Fluctuations, Princeton Univ. Press 
1 985. 

7 For a discussion see S .  Albeverio and R. H0egh-Krohn, Mathematical Theory of Feyn­
man Path Integrals, Springer 1976; S .Albeverio, S. Paycha and S. Scarlatti, in Functional 
Integration, Geometry and Strings, Z. Haba and J. Sobczyk eds . ,  Birkhauser 1989; L .S .  
Schulman, Techniques and Applications of Path Integration, J .Wiley 1981 .  
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measure, as in  the ordinary case8 (see below and Appendix K) .  Hence, the 
probabilistic interpretation of the Feynman path integral in terms of a con­
ventional stochastic process seems to be precluded. On the other hand, the 
relation between imaginary-time quantum mechanics and stochastic pro­
cesses is not only interesting from a conceptual point of view (Sects . 6 . 5 ,  
6 . 6 ) ,  but also because it yields non-trivial technical tools for  solving or  shed­
ding light on important quantum mechanical problems, since the wisdom 
gained on stochastic processes can be exploited (Sects. 6 .4 ,  6 .7 ) . 9  

To motivate the above considerations better, we briefly review the prob­
abilistic interpretation of the heat equation, discovered by Einstein. For this 
purpose, following Smoluchowski approach, we discretize the space of the 
motion, for simplicity taken one-dimensional, and approximate the motion 
of the Brownian particle by a jump of length 6x during each discretized 
time spacing 67. The probabilistic character of this motion is described 
by giving a probability p that the jump is forward (and q = 1 - p that the
jump is backward) (one-dimensional random walk) . Successive jumps are 
considered as independent and we denote by X1 the jump at time j67.
For simplicity, take p = q.  Then, the X1 are independent random variables
with zero mean and variance 

< XJ >= 1 /2 (6x)2 + 1 /2(6x)2 = (6x) 2 ,  < X1 Xk >= o1k (6x) 2 .

I f  D(n) denotes the displacement at time n67, its probability distribution 
is given by 

P(D(n) = ji'.'.').x) = 
( (j + n)/2)��(n - j)/2 ) !  2

1
n = ( (j + n)/2 ) 2� 

for j + n even and zero otherwise, since the number nforw/back of for­
ward/backward jumps satisfy nforw - nback = j, nforw + nback = n, i . e.
nforw = (n + j)/2 .

To discuss the space and time continuum limit, it i s  convenient to  define 
the displacement at time 7 by linearly interpolating the displacement be­
tween [7 / 67] and [7 / 67] + 1 ,  where the square brackets denote the integer
part. Then, the mean square displacement is given by 

[r / D-T] 
< Dn (7)2 >= (6x)2 [7/67J , Dn (7) = '2:: Xj , n = [7/6 7] .

j=l  

Since, in the continuum limit given by 6x � 0, L'.').7 � 0, we aim to describe 
a particle motion with non-zero mean square displacement, (6x)2 / L'.').7 must

8R.H.  Cameron, Jour. Math. Phys. (MIT) 39, 126 ( 1960).
9See the comprehensive book by B. Simon, Functional Integration and Quantum 

Physics, Academic Press 1979 and M. Kac, Integration in F'unction Spaces and Some 
of Its Applications, SNS Pisa 1980; S. Albeverio, in Proceedings of Symposia in Applied 
Mathematics Vol. 52, Am. Math. Soc. 1997, p. 163. 
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converge to a non-zero limit, say o:, and we have to take 6.x � mflS:i. The 
probability distribution of the displacement Dn (T) at time T = n6.T is the 
same as that of the normalized sum 

where the Yj = ylnXj are identically distributed random variables with 
zero mean and variance no:26.T = o:2T. 

For each fixed time T, 6.T = T /n and the contini.cum limit corresponds 
to letting n -> oo. Then, by the central limit theorem1 0 the probability 
distribution of Sn (T) , and that of Dn (T) , converges weakly to the Gaussian 
distribution 

p(x, T) dx = (2o:2 T 7r) - 1l2e-x2/2<>2T dx . 
One easily recognizes that p(x, T) is the propagator for the heat or diffusion 
equation, (with diffusion constant D = o:2 /2) , and therefore the latter can 
be interpreted as the probability that a particle moving with a random 
walk and initially in zero ( i .e . with probability distribution c5(x) ) be in 
x at time T;  hence, the solution u(x, T) of the heat equation describes 
the random walk propagation of the initial probability distribution u(x, 0) .  
The heat propagation can then be  seen as the result of random steps, in  
the limit in which the microscopic size of the steps i s  negligible with respect 
to the macroscopic scale of space and of time ( continuum limit) , i .e . the 
heat propagation is a probabilistic propagation. Equivalently, as discovered 
by Einstein, the probability distribution density of the random Brownian 
motion is the fundamental solution of the diffusion equation. 1 1 

The connection between the random walk and the diffusion equation can 
also be seen by noticing that , putting 6. = 6.x, c5 = 6.T, p(n6., (k + l )c5) = 
P(D((k + l )c5) = n6.) ,  one has 

p( n6., ( k + 1 )c5) = (1/2) p( ( n + 1 ) 6. ,  kc5) + ( 1/2)  p( ( n - 1 )6.,  kc5) ,  
i .e .  

[p(n6., (k + l )c5) - p(n6., kc5) ] /c5 
= (6.2 /2c5) [p((n + 1 )6., kc5) - 2p(n6., ko) + p((n - 1 ) 6. ,  kc5) ] /  6.2 . 

In the r .h .s .  one recognizes the finite difference approximation of the La­
placian, so that, letting c5, 6. -> 0 ,  in such a way that 6.2 /2c5 = D, n6. -> x,  
ko = T, the above difference equation goes into the diffusion equation (6 . 1 . 1 ) 
for the probability distribution density p(x, T) .  

10See e.g. J. Lamperti ,  Probability, Benjamin 1966; a short proof is given in Appendix 
H ,  for the convenience of the reader. 

1 1The continuum limit of the asymmetric random walk, corresponding to p ¥  q, gives 
the probability distribution function of a Brownian particle in the presence of a constant 
force; see e.g.  M. Kac, Am. Math. Monthly, 54, 369 ( 1954) . 
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6 . 2  The Feynman path integral

The relation between quantum mechanics and (Lagrangean) classical me­
chanics was obviously a question of interest for the founders of quantum 
mechanics and in a seminal paper 1 2 Dirac proposed an analogy between the 
quantum propagator, i .e. the kernel of exp (-iH(t - t0)/1i), and the expo­
nential of the classical action, i .e .  the integral of the classical Lagrangean, 
and argued that in the limit 1i --+ 0

G(x x . t - t ) � Nei S,_ ,o (x ,xo)/li' Q,  0 � ' 

where N is a normalization constant and Si- t0 (x , x0 )  is the classical action
for trajectories starting from x0 and ending at x, during the time interval t - to . 

Indeed a simple relation can be established in the case of a free particle:
(for simplicity we consider the one-dimensional case) the classical trajectory 
is given by x(s)  = xo + s v, s E [t, t0] ,  so that

Si , i0 (x ,  xo ) = (m/2) 1t ds(dx(s)/ds)2 = (m/2) v2 (t - t0 )
to 

= m(x - xo) 2 /2( t  - to ) ,  
since v = (x(t) - xo)/ ( t  - to ) .  Thus one has 

Go (x, xo ; t , to )  = ( 2?Ti(t7:_ to )1i) 1 / 2  
e;s, , ,o (x,xo ) /li . (6 .2 . 1 )  

The non-trivial extension o f  such a relation t o  the case o f  non-zero potential 
was the great achievement by Feynman 1 3 and led him to the discovery of
the Feynman path-integral representation of e- iHt .

The following is one of the standard derivations of the Feynman path­
integral representation of e-iHt 14 as a limit of averages over polygonal 
paths when the time difference of the corners of the polygon tends to zero. 

12P.A .M .  Dirac, Phys. Zeit. Sowietunion, 3 ,  64, 1933, reprinted in Selected Papers 
on Quantum Electrodynamics, J .  Schwinger ed. ,  Dover 1958; see also P.A .M .  Dirac, The 
Principles of Quantum Mechanics, Oxford Claredon Press 1958, Sect. 32. 

13 R.P. Feynman, Rev. Mod. Phys. 20, 367 ( 1948) ;  see also R.P. Feynman and A.R.
Hibbs, Quantum Mechanics and Path Integrals, McGraw-Hill ,  1965. For the history and 
the anecdotes see S. Schweber, QED and the men who made it, Princeton Univ. Press 
1994, Chap. 8 

14See M .  Reed and B .  Simon, Methods of Modern Mathematical Physics, Vol. II, Aca­
demic Press 1975; L .S .  Schulman, Techniques and A pplications of Path Integration, 
J .Wiley 1981 ;  S. Albeverio, in Proceedings of Symposia in Applied Mathematics Vol. 52, 
V. Mandrekar and P.R. Masani eds . ,  Am. Math. Soc. 1997, p. 163 and references 
therein. 
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The starting point is Trotter product formula which generalizes the 
classical theorem by Lie (Lie product formula) according to which: if A
and B are finite-dimensional matrices then 

eA+B = lim (eA/n eBfn)n . n�oo 

Theorem 6 .2 . 1  {Trotter product formula) If Ho and V are self-adjoint 
operators and Ho + V is essentially self-adjoint on the dense domain D = 
D (Ho ) n D (V) , then

e-it(Ho+V) = strong _ lim (e-itHo /n e-itV/nr .
n�oo (6 .2 .2)  

Moreover, if Ho and V are bounded below, the same formula holds for 
imaginary times t = -iT, T E  R+ . 

Proof. We briefly sketch the proof for H0 , V bounded. 1 5 Putting

we have to prove that l lD� - C� l l -+ 0 and for this we exploit the identity

n 
Dn - en = L Dk- 1  (D - C) cn-k .

k=l 

Since 

we have 
n 

l lD� - c;; 1 1  ::::: L e ( l l A l l + l l B [ [ ) (k- 1 )/n l lDn - Cn l l  e < l l A l l + l l B [ [ ) (n-k)/n
k=l 

Now, by expanding the exponentials we have 

Dn - Cn = R/n2 , R = [A, BJ/2 + 0(1/n)

and 
l lD� - C;; l l = 0(1/n) -+ 0. 

1 5 For the proof when Ho + V is self-adjoint see E .  Nelson, Jour. Math. Phys. 5, 332
( 1964) ;  M. Reed and B. Simon, Methods of Modern Mathematical Physics, Vol.!, Aca­
demic Press 1972, Sect. VIII .8 ;  B. Simon, Functional Integration and Quantum Physics, 
Academic Press 1979, p. 4. For the case of essential self-adjointness and imaginary times 
t = -iT, T E R+ , see J. Glimm and A. Jaffe, Quantum Physics. A Functional Integral 
Point of View, Springer 1987, Appendix A.5 .  
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The idea of  the proof can be  extended to  the case of  Ho + V self-adjoint 
(see Nelson, Joe. cit . ) .  1 6 

We can now derive the Feynman path formula. For simplicity, we con­
sider the one-dimensional case, with V continuous and bounded below. 

By using eq. (6. 2 . 1 ) ,  for the kernel of exp (-itH0/1i) , '<li/J E S(R) we
have 

( e-iHot/nli e-iV t/nli'l/J) ( X l )

= Nn J eim(x , -xo )2 /2/i( t/n) e-iV(xo)t/nli'l/J(xo )dxo ,

where Nn = (nm/27ri1it) 1 12 , and by applying Trotter formula to the Hamil­
tonian H = Ho + V, we get 

( e-iHt/li'l/J) (x) = Jim N:;'; J dxn- l · · ·dx1 eiS,. n (x ,xn - 1 ,  . . . ,xo) /li 1/J(xo ) dxo ,n ---+oo 

� t [ m (Xi+ l - Xi ) 2 l St, n (X, Xn- 1 , . . .  , xo ) = � :;:; 2 t/n - V(xi ) ,

(6 .2 .3)  
Xn := X, 

where all improper integrals are defined as symmetric infinite volume limits 
and all limits are in the L2 sense (furthermore the formula extends to 
all 1/J E H, since exp -itH /1i and its Trotter approximants are bounded 
operators ) .  

To visualize eq. (6 . 2 . 3 )  and get an interpretation of  the limit, introduce 
the polygonal (piecewise linear) path /n (s) , s E [O ,  t] , with /n (tj = jt/n) = 
x j ,  which can be regarded as the n-th step approximation of a trajectory 
1(s)  passing through the points x1 , . . .  , Xn- l at times tj = jt/n. As n
increases, one gets a finer time slicing and a more refined point crossing by 
the trajectory. Then, Sn can be seen as the Riemann sum approximation 
of the integral 

St (!( - ) ) = 1 t 
( (m/2)i'(s)2 - V (!(s ) ) )ds. 

160ne uses the same identity on 1/; E D:

l l (D� - C�) 1/J l l  :S SUPo::;s::;t n l l (Dn - Cn)'l/Js l l ,  'l/Js = e-is(Ho+ V) 1/;.
Furthermore, for each s,  limn n l l (Dn - Cn) 1/;s l l  = 0, since for e = t/n --+ 0

s - lime---+O e- l (e-ieA e-ieB - e-i<(A+B) )1/;s = 0.

A uniform estimate for s E [O, t] is obtained by the uniform boundedness principle applied
to D equipped with the norm l l l x l l l  = l l (A + B)x l l  + l l x l l ,  which makes D a Banach
space and n (Dn - Cn) a family of bounded operators, so that

n l l (Dn - Cn) 'l/Jl l  :S const 1 1 1'1/i l l l · 
Moreover, the set { '1/1. , s E [O, t] } is compact, since [O, t] 3 s --+ 1/;s E D is 1 1 1  1 1 1-
continuous; hence the above limit in n is uniform.
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On the other hand, the integral over the intermediate points x1 , . . . , xn- I 
can be interpreted as the integration over all possible paths or trajectories 
starting from x0 at t = 0 and ending at x at time t .  

Thus, one is  led to the Feynman path integral formula for the propagator 

G(x, xo ; t , O) = lim N:'; J dx1 . . . dXn- l eiS, , ,, (x,x,, _ , ,  . .  ,xo) /h
n-+oo 

= 1 V1( ·) e(i/h)S, ('Y ( l l ,
"Y(O)=xo0')'(t )=x 

(6 .2 .4) 

where the first equation is a mathematical result and in the second V1( · ) 
has the "heuristic" meaning of integration over all the classical trajectories 
satisfying the given boundary conditions at time 0 and t .  

From a physical point o f  view, this formula has strong conceptual im­
plications, since it suggests that the quantum propagation from x0 to x in 
the time interval [t0 ,  t] is the result of an "average" over the classical paths 
starting from x0 at time to and ending at x at time t, just as the propa­
gation of a Brownian particle can be seen as the result of an average over 
classical paths (as discussed in Sect. 6 . 1  and in more detail in the following 
Section) .  It is clear that this point of view provides a completely new and 
revolutionary interpretation of quantum mechanics, since it establishes an 
unexpected link with classical mechanics and it suggests a strong relation 
with stochastic processes. 

The formula (6 .2 .4) also provides a simple way of understanding the 
relation between classical and quantum mechanics. In fact, in the limit n --+ 
0 by the stationary phase approximation the contributions from regions in 
path space in which St ('y( - ) )  =I- 0 is not stationary are expected to be 
washed out by the oscillatory phase (at least of order 11 ) ;  the dominant 
contribution comes from the stationary points of the classical action, i .e .  
from the classical solutions. The quantum effects, i .e .  the deviations from 
the classical solutions, are then interpreted as "quantum" fluctuations (see 
Sect. 6 .7 .2  for more details) . 

From a practical point of view, such a formula has played a very im­
portant role in the development of quantum mechanics and has led to the 
breakthrough of Feynman perturbative expansion for Quantum Electrody­
namics and to its successful predictions (for a historical perspective see the 
quoted book by Schweber) .  It should also be mentioned that the Feynman 
path integral formula has strongly influenced the development of the theory 
of stochastic processes. 

From a technical point of view the first equality in eq. (6 .2 .4) has a 
sound mathematical basis and can be taken as the definition of the Feynman 
path-integral; the name "integral" merely accounts for its being the limit 
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of integrals. The second equality, which writes the limit as a functional 
integral meets non-trivial mathematical problems. 1 7 

The symbol D1{) ,  which should be the limit of N::; rr;,:-1
1 dx1 , is ill

defined because both Nn and the product of flat Lebesgue measures are 
divergent when n ___., oo. Actually, as proved by Cameron 

cannot define a measure on path space in the standard sense (see Appendix 
K) and therefore the Feynman path integral is not a (functional) integral;
a probabilistic interpretation, though very suggestive, is thus precluded.
Furthermore, for the existence of the classical action J� ')'( s) 2 ds the tra­
jectories involved in the sum should have square integrable derivatives, but 
nothing prevents the relevant paths from being rather irregular (as we shall 
see below) so that for them the classical action is not defined; 1 8 thus the 
integrand is also meaningless. 

As we shall see in the next Section, the fundamental contribution by Kac 
was to realize that such problems are overcome for imaginary times, i .e . for 
the semigroup e-T H , T 2: 0, since then the divergence of the normalization 
constant compensates for the vanishing of exp - J; ')'(s)2 ds. The result is
that 

N::; (T)dxn- 1  . . . dx1 exp - � ; [; ( X;+;1� X; rJ
converges to a well defined measure in the limit n ___., oo ,  the Wiener mea­
sure for the Brownian motion, and provides an explicit construction of 
a measure in an infinite dimensional space. The corresponding theory is 
called "Euclidean quantum mechanics" because in quantum field theory the 
imaginary time turns Minkowski space into a Euclidean space. 

1 7For a general overview of the mathematical problems of the Feynman path-integral 
see S. Albeverio, S. Paycha and S. Scarlatti, in Functional Integration, Geometry and 
Strings, Proceedings of the XXV Karpacz Winter School, Z. Haba and J .  Sobczyk eds . ,  
Birkhiiuser 1989, p. 230, which contains an  extensive bibliography. An updated beautiful 
review with a comprehensive list of references is given by S.  Albeverio and S.  Mazzuc­
chi, Theory and Applications of Infinite Dimensional Oscillatory Integrals, in Stochastic 
Analysis and Applications. Abel Symposium 2005, pp. 73-91 ,  F.E.  Benth et al. eds . ,
Springer 2006; S .  Albeverio and S .  Mazzucchi ,  A survey on mathematical Feynman path 
integrals: construction, asymptotics, applications, in Quantum Field Theory - Compet­
itive Methods, B .  Fauser et al. eds . ,  Birkhiiuser 2008. 

18For a simple check of the fact that the set of paths with finite action are irrele­
vant, even in the more regular euclidean case, see S. Coleman, A spects of Symmetry, 
Cambridge University Press 1985, Chap. 7, Appendix 3.  
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6 . 3  The Feynman-Kac formula

A full probabilistic interpretation of the Feynman path integral can be 
obtained if one takes imaginary times, i.e. if one considers the kernel of 
e - rH , T :'.'.'. 0, rather than that of e itH , as discovered by Kac, (Feynman­
Kac formula) . 19 The interest of such a formula is both technical and 
philosophical. First, the control of the semigroup e-r H , T :'.'.'. 0, gives in any
case non-trivial information on the unitary group e itH ; in particular one 
may learn about non-perturbative properties of the spectrum of H and of 
its eigenfunctions. 20

Secondly, and more importantly, (as we shall discuss in Sect. 6 .5 ) ,  if
the Hamiltonian has a lowest energy state (ground state) 1Ji0 , the complete
description of a system of quantum mechanical particles ( including the
solution of the dynamical problem) is fully encoded (see Sect . 6 .5)  in the
so-called correlation functions (Wightman functions) 

Now, as a consequence of the positivity of the energy with respect to 
the ground state, such functions are boundary values of analytic func­
tions, with analyticity domains which contain the imaginary time points 
T1 = i t1 , .. ., Tn = i tn (see Sect. 6 .5  below) . Thus, the imaginary time corre­
lation functions (called Schwinger functions) fully determine the theory; for
them the Feynman-Kac formula applies and a probabilistic interpretation is 
possible. Also from a mathematical point of view the gain is very relevant 
since the standard measure theoretical wisdom becomes available. Thirdly, 
one has a mathematical control on integration in infinite dimensional path 
space. 

We briefly sketch the proof of the Feynman-Kac formula, eq. (6 .3 .2)  
below, referring the interested reader to more complete accounts.21 Our 
aim is to indicate the main ideas involved in the proof and to point out the 
crucial role of the imaginary time in providing the damping factor 

'\' n r m ( x i-x i- 1 ) 2 
e-Tn = e- Di=l n 2  ------:;:;:;;:-

which, when combined with the proper normalization constant, leads to 
the Wiener measure in the limit n ---+ oo, and to the link with stochastic 
processes and with integration in infinite dimensional spaces. 

1 9M.  Kac, Proc. 2nd Berkeley Symp. Math. Stat. Probability, ( 1950) ,  p. 189. 
20See B. Simon, Functional Integration and Quantum Mechanics, Academic Press 

1979, for an extensive discussion, as well as S.  Albeverio, in Proc. Symp. Appl. Math.
Vol. 52, Am. Math. Soc. 1997, p. 163.

2 1 See, e.g. J. Glimm and A. Jaffe, Quantum Physics. A Functional Integral Point of 
View, Springer 1987, Sect. 3 .2 ;  M.  Reed and B .  Simon, Methods of Modern Mathematical 
Physics. Vol. II, Academic Press 1975, Sect. X . 1 1 .
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For simplicity, we shall assume that the potential V i s  (real) continuous 
and bounded from below. 

The starting point is again the Trotter formula leading to the analog of 
eq. (6 .2 .3) , with it replaced by T, (for simplicity we put m = 1 ,  1i = 1 ) ,  

(e-rH?jJ) (x) = lim (N/()n j dxn- l · · ·dx1 e-s;/ (x ,xn- J ,  . . .  ,xo)?jJ(xo ) dxo ,n->oo 

E _ � T [ 1  ( Xi+ l - Xi ) z  lSn (X, Xn- 1 , . . .  , xo ) = � � 2 T/n + V(xi ) , 

with N! = (n/2n) 112 , 1f; E S. 

Xn = X, 

To control the limit on the right-hand side, we note that for n oper­
ators Aj , j  = l , . . .  , n , in L2 (R, dx) ,  acting as multiplication by bounded 
continuous functions Aj (x) , we have (Tj = jT/n) 

(e- (r/n)Ho Ai e- (r/n)Ho Az . . .  e- (r/n )Ho An 1/J) (xo )

= 
j dx1 . . .  dxnK(xo, X 1 ; TJ )A1 (x1 ) . . .  K(xn- 1 , Xn ; Tn - Tn- 1 ) An (Xn ) 1/J(xn )

= 
j dx1 . . .  dxn Pr1 , .  ,rn (xo , X1 , . . .  , xn ) fr Aj (Xj ) ?/J(xn ) ·j= l  

(6. 3 . 1 )  

Where, thanks to  the positivity o f  the kernel K of e-r Ho , the P's have the 
meaning of joint probability distributions for functions which depend only 
on a finite number of points of the trajectories which start from x0 at T = 0 
and pass through Xj = x( Tj )  at T = Tj = jT /n. Such joint probabilities 
satisfy the compatibility conditions 1-3 (see Appendix J ) ,  as a consequence 
of the semigroup property of e-r Ho . Thus, by the Nelson version of Kol­
mogorov theorem (see Appendix J) , they define a functional measure on 
path space, i.e. the right-hand side can be written as a functional integral 
in terms of the Wiener measure dWxo (x( - ) )  over the space X of continuous
trajectories starting from x0 (see Appendix K) 

(6 .3 .2)  

To complete the proof of the Feynman-Kac formula we have to discuss 
the limit n ____, oo of the above expression with Aj = e- (r1 -r1- i l  V (x1 ) , 
j = l ,  . . .  , n , Xj = x(jT/n) , To = 0. Now, for continuous paths, V(x(s) )  is 
continuous and Riemann integrable in s;  then, by the convergence of the
Riemann sums to the integral, for each continuous path, 

1. - '°� (r1 -r1- 1 ) V (x (r1 ) )  - J,r V (x (s) ) ds V 
1m e L.,1 = 1 = e o = e- ,n->oo 
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i .e . pointwise on the points of X corresponding to continuous paths. Since 
dWx0 -almost all paths are continuous (Appendix K) the convergence is 
dWx0 -almost everywhere in X. Moreover , since V is bounded from below
(Tj - Tj- 1 = T/n)

L i?j;(x(T) )e- L:;= l{Tj -Tj - i J V (x (TJ ) ) l dWxo :::; e-T Vmin L l ?j;(x(T) ) l dWxo 

= e-T Vmin (e-THo l 1/i l ) (xo) < oo.

Thus, by the dominated convergence theorem e - foT V(x(s) )  ds is dWxo inte­
grable and the expression (6 .3 . 1 ) converges to the Feynman-Kac formula 

(6 .3 .3) 

The extension to 1jJ E L2 is obtained as a limit, by a dominated convergence 
argument (see the above estimate) and by the continuity of the operator
e-TH .

The above formula remains valid in the general case of V E L2 + L= , 
where one gets the integrability of the potential V(x(s) )  for dWx0-almost
all trajectories (for the proof see Reed and Simon book quoted above) .  

The Feynman-Kac formula expresses the action of e-TH on an L2 func­
tion as a functional integral over paths with a measure d µx = dWxe-v ,  
which can b e  interpreted as a perturbation of the Wiener measure and it 
is the analog of the Feynman path integral weight V(x( - ) ) exp iSt (x( - ) ) ,  
(which, instead, cannot b e  given the meaning o f  a measure in the standard 
mathematical sense) . 

The mathematical control of the limit yielding the measure dµx , on the 
infinite dimensional path space, has been made possible by i) the positivity 
of the heat kernel, which provides the link with probability and measure 
theory, ii) the damping effect of the imaginary time, which yields both the 
convergence of (N,/f)n e-T,, and the integrability of e-v .  Both properties i)
and ii) fail for real times and this failure is at the origin of the obstructions 
pointed out by Cameron for a measure theoretical content of the Feynman 
path integral. 
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6 . 4  Nelson p ositivity and uniqueness o f  the

ground state 

The Feynman-Kac (FK ) formula does not only represent a conceptually
deep result for its stochastic interpretation of the kernel K of e-TH , but it 
also proves useful for global non-perturbative control of the eigenfunctions 
of H. 

An important property which follows directly from the FK formula is the 
strict positivity of the kernel K(x, x' ; t) = (e-tH ) (x, x' ) ,  i .e . K(x, x' ; t) > 0 ,
if the potential is continuous and bounded below. 

In fact ,  one version of the FK formula expresses directly K as a func­
tional integral 

K(x, x' ; O , T) = J dWx,x' (x( - ) ) e- foT V (x(s) ) ds ' (6.4 . 1 )  

where dWx,x' i s  the conditional Wiener measure, i .e .  the Wiener mea­
sure with the condition that both end points of the path are fixed x( T) =

x' , x(O) = x: 
dWx,x' = dWx o(x(T) - x' ) . 

The strict positivity of K easily follows from the above functional integral 
representation in terms of a positive measure. 

Such a property has very important consequences and it leads to Nelson 
positivity of the Schwinger functions (see below) . As pointed out by Glimm
and Jaffe 22 it implies the uniqueness of the ground state and that its wave 
function can be chosen to be strictly positive. 

The proof exploits a generalization of the Perron-Frobenius theorem, 
which states that the maximum eigenvalue of a matrix with strictly posi­
tive elements has no multiplicity and the corresponding eigenvector can be 
chosen positive. 

The generalization to a bounded symmetric operator A in L2 (R8 , dx)
requires the strict positivity of the kernel A(x , y) ,  namely that for any (non­
trivial) non-negative £2-function 1/1, A'lj! is strictly positive almost every­
where. 

In fact, this implies that A is a positive operator and if >. = sup o-(A) is 
an eigenvalue of A, and 1/J is a corresponding eigenfunction, 

0 < >. = (1/1, A 'lj!) = J dx dy A(x, y) 'lj! (x) 'lj! (y) 

::::; J dx dyA(x, y) l 'l/! (y) l 1 1/J (x) I . 

22See J .  Glimm and A. Jaffe, Quantum Physics. A Functional Integral Point of View, 
Springer 1987, Sect. 3.3 .  
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Since ,\ = sup'P I ( cp, A cp) I , the equality must hold. Hence, the function
A(x, y) 1/;(x) 1/; (y) must be real and positive, since its integral coincides with 
that of its modulus. This implies 

1/; (x) = eiu 1 1/J(x) I , a . e . ,  a E R ,

so that 1f; can be chosen to be positive, actually strictly positive, since 
,\ 1f; = A 1f; > 0, by the strict positivity of A. 

Finally, if there were two eigenfunctions with eigenvalue ,\, both could 
be chosen strictly positive and therefore could not be orthogonal. 

In the case of the kernel K, ,\ = sup u(e-H ) = e- inf a (H) and, if ,\ is an
eigenvalue, the corresponding eigenfunction w0 (x) describes a ground state 
of H;  by the strict positivity of K the ground state is therefore unique, 
up to a phase, and its wave function can be chosen strictly positive. The 
uniqueness of the ground state and the strict positivity of its wave function 
have strong mathematical and physical implications and it is very rewarding 
that they appear as simple consequences of the Feynman-Kac formula. 

For convenience of the reader we recall two simple criteria for the com­
pactness of the spectrum of H, so that inf u(H) is an eigenvalue:23 

Theorem 6 .4 .1  Let V E Ll0c (R8 ) be bounded from below and V -; oo 
in the sense that for every N > 0, there exists RN such that V (x) 2 RN 
for almost all x, with lx l 2 RN . Then, H = -6. + V defined as a sum 
of quadratic forms is an operator with compact resolvent and in particular 
u(H) is purely discrete. 

Theorem 6.4 .2 Let s 2 3, V = Vi + Vi ,  Vi > 0, Vi -; oo ,  in the above 
sense and 

V2 E Ls/2 (Rs) + Loo (Rs) .

Then H = - 6.  + V defined as a sum of quadratic forms is a n  operator with
compact resolvent. 

Theorem 6.4.3 Let H0, H be self-adjoint operators, with the following 
relation 0 < a ::::; Ho ::::; H, then, if Ho has a compact resolvent so does H. 

23 For a detailed discussion and proofs see M.  Reed and B .  Simon, Methods of Modern
Mathematical Physics, Vol. IV, Academic Press 1978, Sect. XIII . 14;  J .  Glimm and A.  
Jaffe, Quantum Physics. A Functional Integral Point of View, Springer 1987, Theorem 
1 . 5 .9 .  
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The links between quantum mechanics and stochastic processes can be 
strengthened by discussing the relation between (real time) quantum me­
chanics and its imaginary time version. 

We consider quantum systems with Hamiltonians satisfying the stability 
condition: 
! . (Spectral condition) The spectrum of the Hamiltonian is bounded be­
low: Inf a(H) = c > -oo.

This condition prevents the system from collapsing to lower and lower 
energy states under small (external) perturbations. It is this property which 
prevents the atoms from collapsing (see Sect . 5 . 5 ) .  The constant c can be 
put equal to zero, by a rescaling which does not change the dynamics. 
Actually, we shall consider systems for which the stability condition holds 
in the following stronger form 24 

1 ' . (Strong spectral condition) 0 = Inf a(H) is an eigenvalue.
The corresponding eigenstate, which is unique (up to a phase) by the 

argument of Sect. 6.4, is called the ground state and denoted by Wo .  
For simplicity, we consider the case of  a spinless particle subject to  a 

potential, which is continuous and bounded below. 
As in the classical case, the complete solution of the dynamical problem 

is given by the knowledge of the time evolution of q,  p. Actually, since 
p(t) = m q(t) ,  it is enough to know the operators q(t) , t E R, equivalently
U(a, t)  = exp iaq(t ) ,  a ,  t E R, on a dense set. 

Now, the algebra Aq,H generated by the U(a,  t) 's is irreducible if Aw 
is so, since if a bounded operator C commutes with Aq,H ,  it commutes 
with q(t) and p(t) ,  i .e .  with Aw . Hence, any vector, in particular Wo , is 
cyclic for Aq,H and, therefore, the ground state expectations (W"ightman
functions) 

(6 .5 . 1 )  
fully determine the operators U(a, t )  and provide the complete solution of 
the dynamical problem. 

Under general regularity conditions for the dynamics25 one may equiv-
24 In some cases, like for a periodic potential, this may require a non-regular represen­

tation of the canonical algebra; see e.g. J. Liiffelholz, G. Marchio and F. Strocchi, Lett.
Math. Phys. 35,  251  ( 1995) .  

25E.  Nelson, J .  Funct. Anal. 1 1 ,  211  ( 1972) ; J .  Frohlich, Comm. Math. Phys. 54 ,  135
( 1977) . The conditions essentially amount to  bound q( t ) ,  as an operator valued tempered 
distribution in t, by the Hamiltonian ±q(f) :S CJ (H +c), f E S, with CJ some continuous
norm on S and c a constant . Then 'llo is in the domain of the polynomials of q at various
times and the corresponding ground state correlations are tempered distributions. 
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alently consider the ground state correlation functions of q(t) 

(6 .5 .2)  
Since the Wightman functions fully determine the theory, it is  important 

to point out their general properties. 
The invariance of \f/0 under time evolution implies the invariance of the 

correlation functions under time translations 
Wl. ( Time translation invariance) 

= Wa 1 , . . .  ,an (6 , . . . , �n- 1 ) , �j = tHl - tj ,

i .e .  the W are actually functions of the difference variables.

(6 .5 .3) 

For simplicity, by using a multi-index and multicomponent notation we 
shall denote the correlation functions by Wa (�) and sometimes even omit 
the multi-index ex .  

The strong continuity of the time evolution implies that the W's are 
continuous bounded functions of their arguments and therefore 
W2. ( Temperedness) The Wightman functions are tempered distributions. 

By the spectral theorem, the spectral condition says that the Fourier 
transform W ( w) of W ( 0 satisfies the following
W3. (Spectral condition) 

Wa (w) = 0, if, for some j, Wj < 0. (6.5 .4) 
This is easily seen, e.g., for the two-point function for which one has 

W(w) =< q dE(w) q > , 
with dE(w) the spectral measure of the Hamiltonian and dE(w) = 0 for 
w < 0. Quite generally, V \ff , <I>, 

F(t) = (\ff , eitH <I>) = j(w, dE(w) <I>)eitw = J F(w)dw eitw ,

with supp F <:;; R+ . Thus the Laplace transform of P, F(z = t + iri) ,  '(/ > 0 ,
exists and i t  i s  analytic in  the upper half plane ri = Im z > 0 .  

Since the Wightman functions are defined by Hilbert scalar products 
one has the following 26

26The condition follows from the positivity of the scalar products of vectors obtained 
by applying polynomials of the operators ei<>q (J) = J dt f(t) U(o:, t) to Wo . 
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W4. (Hilbert Space Positivity condition) For any terminating sequence
{JJ E S(RJ ) , j  = 1 ,  . . . , N } ,  Jo E C ,

N L J dt1 . . .  dtJ+k fj (tj ' . . .  , t 1 )W°'Jk (t 1 '  . . .  , tj ; tj+ 1 , . . .  , tk ) fk (tj+ 1 , . . .  , tk ) 2: 0,
j , k=O 

By a GNS type argument, one can easily show that from the ground state 
expectations of Aq ,H one can reconstruct the Hilbert space and the quantum
mechanical description of the system (Wightman reconstruction theorem) ,
i .e . the Wightman functions encode the full (real time) quantum mechanical
information. 

The imaginary time version is obtained by noticing that the support 
properties of W imply that its Laplace transform is an analytic function 
W(() = W((1 , . . .  , (n- 1 ) ,  for (J = �J + iryj , �J E R, 'r/j > 0 and the orig­
inal function W (�) is the boundary value of W (() .  Now, the analyticity 
domain of W(() contains the imaginary time points, also called Euclidean 
points, ( = { (J = i SJ , SJ > 0, j = 1 ,  . .  . ,  n - 1 } and therefore the correla­
tion functions at imaginary times (Schwinger functions) in the difference 
variables 

(6 .5 .5)  
determine the coefficients of the power series expansion of W ( () and there­
fore the theory at real time. 

Clearly, one may also introduce imaginary time analogs of the W 

The condition SJ > 0 means that the imaginary times are chronologically 
ordered: T1 < T2 < . . .  < Tn .

The Schwinger functions correspond to the following correlation func­
tions 

S (s S ) = ( 'T' eio: 1 q e-s 1 H eio:2 q e-sn- 1 H  eio:nq ff• ) o: 1 , . . .  , n- 1 'l' Q , . . . 'l' Q , Sj > 0,
which involve the probabilistic kernel e-sH . Thus, they can be obtained by 
a functional integral. For -T < T1 < T2 < . . . < Tn < T, SJ = TJ+l - TJ > 0
one can write the above expectation value as 

where dWx , x '  is the conditional Wiener measure for trajectories with end 
points x( -T) = x' , x(T) = x, see eq. (6.4 . 1 )  with a symmetric choice of the 
initial and final times -T, T. 
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The above expression involves the wave function of the ground state, 
whose knowledge is part of the solution of the dynamical problem. To get a 
more useful formula from a constructive point of view, one notices that by 
the spectral theorem and the strong spectral condition I ' ,  for any positive 
£2 wave function <Po one has 

Wo (wo ,  <Po) = lim e-2TH <Po,T-+oo 

Z = l (Wo , <Po) I = lim l ie-TH <Po l l = lim Zr. T---+oo T--+oo 
Therefore, the Schwinger functions can be obtained by the following 

limit 

lim zy.2 (<J?o , e- (T1 +T) H eia 1 q  e-s1 H eia2q . . .  e-Sn - 1 H  eian q  e- (T-Tn )H  <J?o)
T-+oo 

where 
dµw (x( · ) )  = J dx dx' <f>o (x) <Po (x') dWx,x' (x( - ) )  

and <P o  has the meaning o f  boundary conditions at times -T, T. 

(6 .5 .7) 

It is worthwhile to note that the functional integral representation of the 
Schwinger functions has a meaning also for unordered (imaginary) times, 
and therefore in this way one may define an extension of the Schwinger 
functions for arbitrary times. The so-defined functions satisfy the following 
property 

where 7r denotes an arbitrary permutation of the indices 1 ,  . . . ,  n .  Corre­
spondingly, the Schwinger functions S of the difference variables, eq. (6 .5 .6 ) ,  
get defined also for non-positive arguments. 

From a constructive point of view, it is convenient to consider the per­
turbation with respect to the harmonic oscillator rather than to the free 
particle (whose ground state cannot be described by an £2 wave function ) .  
For this purpose, one may split the Hamiltonian as 

H = Hb + V' ,  Hb = -t:::./2 + q2/2 , V' := V - q2/2 
and one may write formulas similar to those discussed above, with <Po the 
ground state of the new "free" Hamiltonian Hb and dWx,x' replaced by 
the conditional functional measure associated with the Ornstein-Uhlenbeck 
velocity process, 27 i .e. with the positive kernel of e-T Hb .  

27 For a more detailed discussion see J .  Glimm and A .  Jaffe, Quantum Physics. A 
Functional Integral Point of View, Springer 1987, Sects. 3 .2-3.4. 
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The above equation for the Schwinger functions is  the imaginary time 
(or Euclidean) version of the Gell-Mann-Low formula 28 and expresses the
solution of the quantum mechanical problem as a quadrature, in terms of 
a functional integral. 

In the theoretical physics literature the path integral formula for the
Schwinger functions is often written in the (heuristic) Feynman path-inte­
gral form 

( ) ( ) - z -
1 / -n ( · )  - J ds [m :i:(s)/2+V (x (s) ) ] ( ) ( ) < x  T1 , . . .  , X Tn >- vX e X T1 , . . .  , x  Tn , 

z = J Dx( - ) e-SE (x( - ) ) '  sE(x( - ) )  = J ds [mx(s)/2 + V(s) ] , (6 .5 .8) 
where SE = T + V is the imaginary time (or Euclidean) action. Instead of
the Wiener measure the formula involves the ill defined product of Dx( - )  
and e-7, and, as boundary condition, the function <I>0(x) = 1 ,  which in  not
in £2 . 

6 . 6  Euclidean quantum mechanics 

As we have seen in the previous section, the ground state correlation func­
tions at imaginary times provide complete information on the quantum 
mechanical system and have an interpretation in terms of a stochastic pro­
cess. This approach to quantum mechanics, which exploits the wisdom of 
the theory of stochastic processes and expresses the solution as a functional 
integral has received much attention over the last years. 

The functional integral approach has proved very useful for the dis­
cussion of important quantum mechanical problems as well as for non­
perturbative insights about the solutions, also in the infinite dimensional 
case of quantum field theory or many body theory. 29 

The recognition of the power of such an approach to quantum mechanics 
is probably at the roots of the point of view that such an alternative formu­
lation of quantum mechanics supersedes the Heisenberg operator approach. 
Actually, it has even become fashionable to formulate quantum mechanical 
models directly in the imaginary time or Euclidean version, without a care­
ful check of their being well posed as real time quantum mechanical models 
allowing an analytic imaginary time continuation. 

This problem is not merely academic, because in the manipulations or 
approximations of the functional integral one should keep under control the 

28M .  Gell-Mann and F .  Low, Phys. Rev. 84, 350 ( 1951) .
29See B .  Simon, Functional Integration and Quantum Mechanics, Academic Press 

1979; S. Albeverio, in Proceedings of Symposia in Applied Mathematics Vol.52, Am. 
Math. Soc .  1997.  A brief discussion of the usefulness of the functional integral approach 
is given in the next section. 
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fulfillment of the general properties which guarantee the recovery of a real 
time interpretation. 

This section is devoted to the discussion of the general properties of the 
Schwinger functions which guarantee that they arise by analytic continua­
tions to imaginary times of quantum mechanical models. 

As a trivial consequence of the analogous property of the Wightman 
functions we have 
S l .  ( Translation invariance) 

(6. 6 . 1 )  
This means that the corresponding stochastic process i s  stationary. 

By the functional integral representation of the Schwinger functions one 
gets their symmetry under permutations 7r of their arguments 
S2. (Symmetry) 

(6 .6 .2)  
From a conceptual point of view such a property has far reaching conse­

quences, because it implies that Euclidean quantum mechanics is described 
by an abelian algebra of (random) variables. This has indeed been empha­
sized as the revolutionary feature of the Feynman path integral approach, 
especially for his strong relation with classical (statistical) mechanics. 

It should be stressed that such an abelian structure has been obtained 
for the imaginary time version and that the non-abelian structure of quan­
tum mechanics is here encoded in the different boundary values taken by 
the Schwinger functions when one approaches the real axis from above and 
from below (see e.g. the case of the two-point function) .  

By definition, the Schwinger functions are analytic functions of their ar­
guments for chronologically ordered times and so are also their symmetric 
extensions to unordered (imaginary) times, if the times are non-coincident, 
i .e .  Tj '/= Ti if j '/= i ,  or if Sj = Tj+ I  - Tj '/= 0, 'tfj . Furthermore, for chrono­
logically ordered times the Schwinger functions are the Laplace transforms 
of the Wightman functions, which are tempered distributions. This im­
plies that the Schwinger functions have at most polynomial singularities at 
coincident times. 

The mathematical characterization of such properties yields the follow­
ing condition. 30

30See B. Simon, The P (,P)2 Euclidean {Quantum) Field Theory, Princeton Univ. Press 
1974, Theor. I I .3 ,  Theor. I I .5 ,  Theor. I I .8 ;  for a handy account see e.g. F .  Strocchi, 
Selected Topics on the General Properties of Quantum Field Theory, World Scientific 
1993, Sect. 3 .5 .  
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S3. (Laplace transform condition) 

(6 .6 .3)  

where S(R�- l ) '  denotes the continuous linear functionals on the family
S (R�- 1 ) of test functions in S(Rn- 1 ) with support in R�- 1 . 3l 

The next important property is the Euclidean counterpart of the posi­
tivity condition of the Wightman functions. For this purpose, putting 

.T, ( � S S ) = e-TH eio q q e-s 1 H e-Sn-1 H eicxnq ,T, = ,T, (� s) 'J_J' n ' '  1 , . . .  , n - · · ·  '±'Q - 'i'n 1 , • , 

we have 

(l!Fn (1, s ) ,  Wm(1' , s' ) )  = S(sn- 1 , . . .  , s1 , 1 + 11 , s� , . . .  , s�_ 1 )

= S (-1n , . . .  , -11 , -1, 11 ,  • • • , 1:-r,) .

Therefore, by the positivity o f  the Hilbert scalar product, one has 

S4. (Refiexion Positivity) For any terminating sequence { fj E S(R� ) } ,  
putting 8 fj ( 11 , . . . , lj ) = fj (-11 , . . .  , -lj ) ,

N 2-::: J d11 . . .  dlj+k 8 f j h ,  . . . , 1i ) fk ( lj+l 1 • • • , lk ) 
j ,k=O 

s°'jk ( 11 l • • • , lj ; lj+ 1 1 . . . , lk ) = S-cx1 . . .  -CXj ,CXj+I . . . CX k  ( 11 ' . . .  ' lj '  lj+ 1 , . . .  , lk ) .
This crucial property was discovered by Osterwalder and Schrader and 

for this reason it is also called the OS-positivity condition. It is thanks to 
this property that one recovers a Hilbert space of states from the Schwinger 
functions and an acceptable real time interpretation. 32 

A family of Schwinger functions satisfying S l-S4 define what can be 
called Euclidean quantum mechanics. The proof that Sl-S4 do guarantee 
the reconstruction of the real time quantum mechanics, may be done along 
the same lines of the real time (Wightman) reconstruction theorem, by a
GNS type argument. 33 

31 We do not dwell on this technical (but relevant) point, for which we refer to the 
references of the preceding footnote.

32For a characterization of the stochastic processes associated with the Euclidean 
version of quantum mechanics, in particular for the relation between the OS-positivity 
condition and the Markov property, and for the discussion of the associated semigroup 
structure see A. Klein, Jour. Funct. Anal. 27, 277 ( 1978) and B. Simon, The P(</>)2
Euclidean (Quantum) Field Theory, Princeton Univ. Press 1 974. 

33For the details of the proof see e.g. the references listed in footnote 30. 
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For the class of quantum mechanical models discussed above, for which 
the kernel of e-rH is strictly positive (see Sect. 4) ,  the Schwinger functions 
satisfy the following additional property 

S5 .  (Nelson positivity) The Schwinger functions 

S (s S ) = ( 'T' eioqq  e-s1 H e- •n- 1H eio.nq ff• ) o. 1 1 . . . , n - l  'l' Q ,  · · ·  'l' Q 

define a positive linear functional WE on the Euclidean algebra AE gener­
ated by the functions U(a, T) = eio.x (r) , (closed in the sup norm) .

This follows from the positivity of the ground state wave function Wo ( x )  
and the strict positivity of the kernel of  e-rH (see Sect. 6 .4 ) .  This positivity 
property is also easily readable from the functional integral representation 
of WE 

WE (F(x(T1 ) ,  . . .  , x (Tn ) ) ) 

= J dx dx'Wo(x)Wo (x') J dWx ,x' (x ( - ) )  e - rT V(x(s) )ds F(x(Ti ) ,  . . .  , x(Tn ) ) ,

which i s  clearly positive i f  so i s  F .  

Quite generally, the property of Nelson positivity by itself guarantees 
that the Schwinger functions can be written in terms of a (positive) func­
tional measure over the space of trajectories as discussed in Appendix J .  

Whereas OS-positivity i s  crucial for the real time interpretation and 
therefore it cannot be dispensed with, Nelson positivity is less compulsory 
and in fact may fail in some quantum mechanical models, for which a 
possible functional integral representation may require complex measures.34 

34See e.g. J. Liiffelholz, G. Marchio and F. Strocchi, Ann. Phys. 250, 367 ( 1996) .
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6. 7 Applications of the functional integral

The conceptual aspects of the functional integral approach to quantum 
mechanics have been discussed in the previous sections. Now we would like 
to argue in favor of its usefulness in solving quantum mechanical problems 
and to point out its advantages with respect to the operator approach, 
especially in providing non-perturbative information. 

6 . 7 . 1  Feynman perturbative expansion 

Historically, one of the main motivations for the functional integral ap­
proach to quantum mechanics is that it yields a simple and compact per­
turbative expansion (Feynman perturbative expansion) . 

The idea is to expand the exponential exp - f�r V(x(s))  ds in the func­
tional integral representation of the ground state correlation functions (or 
of the kernel K, of e-rH) and to reduce the computation of each order
to Gaussian integration. In fact, by performing such an expansion in the 
analog of eq. (6 .5 .7) , one has a functional integral of the form 

and by an interchange of integrations (Fubini's theorem) one gets terms of
the form 

By exploiting the symmetry of the integrand in the variables s 1 , . . .  , sk  one 
may reduce the integration to the ordered sector s 1 :::; s2 :::; . . .  :::; Sk . 

By the symmetry of the Schwinger functions one may consider the case of 
ordered times T1 :::; . . .  :::; Tn , split the original integration interval (-T, T) 
into n + 1 subintervals (-T, T1 ) ,  . . . , (Tn , T) and get a series each term of
which involves a Gaussian integration of a time ordered product of random 
variables. When V is a polynomial, such a Gaussian integration is easily 
done with the help of Wick's theorem (see Appendix I ) . This is Feynman
(Euclidean) perturbative expansion. 35

35 R.P. Feynman, Rev. Mod. Phys. 20, 367 (1948). For a mathematical discussion of
the perturbative expansion of the Euclidean functional integral see B. Simon, Functional 
Integral and Quantum Physics, Academic Press 1979, Sect. 20. 
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The same expansion can be applied to the functional integral represen­
tation of the kernel K(x, T; x' , T' ) ,  eq. (6 .4 . 1 ) , and for the k-th order term
one gets 

where dWx,x' denotes the conditional Wiener measure obtained by fixing 
the path end points x(T) = x, x(T') = x'. By an easy extension of the
Feynman-Kac formula, essentially given by the functional integral repre­
sentation of the kernel of 

e- (r-s 1 )Ho Ai (q) e- ( s 1 -s2 )Ho . . .  Ak (q) e- (s. -r' )Ho
(with A1 (q) bounded function of q) , as discussed in Sect .6 . 5 ,  one may write
the k-th order term as 

(-l )k lr 
ds1 . . .  j7 

dsk j dx1 . . .  dxkK(x, t ; x1 , s 1 )
T1 Sk - 1  

(6 .7 . 1 ) 
Equation (6 .7 . 1 ) has a suggestive pictorial representation obtained by draw­
ing a segment in space time with end points (x, T) , (y, s) for each propaga­
tor K (x, T; y ,  s) and a bubble at (y ,  s) for the factor V(y) . The so-obtained
diagram is a Feynman diagram pictorially "representing" a Brownian prop­
agation from (x, t)  to (x1 , s1 ) ,  where an interaction occurs with V(x1 ) ,  
followed by a propagation from (x1 , s 1 ) t o  (x2 , s2 ) ,  etc . The visualization
of the perturbative expansion in terms of Feynman diagrams provides an 
easy bookkeeping of the various terms. 

The same strategy can be applied to the Feynman path-integral for the 
real time propagator; for the k-th term one gets the same formula as above, 
with the imaginary time kernel K replaced by the real time kernel G. 

In this way one gets the real time perturbative expansion, as given 
by Feynman, as well as its pictorial representation in terms of (real time) 
Feynman diagrams. They have a pictorial interpretation in terms of free 
propagation of the particle from, say, x to y1 in the time interval s1 -t ,  where 
it interacts with the potential V(y1 , s 1 ) and then propagates freely to y2 ,
where it interacts with the potential V(y2 , s2 ) etc . ,  the n-th order involving
n interactions. The actual propagation is then the result of summation over 
all such motions, with the interaction points integrated over. 36 

36 R.P. Feynman, Phys. Rev. 76, 749 ( 1949) ; Phys. Rev. 76, 769 (1949); R.P.
Feynman and A.R. Hibbs, Quantum Mechanics and Path Integrals, McGraw-Hill 1965, 
Chap. 6 .  For an elementary account of the case of non-relativistic quantum mechanics see 
e.g. E. Corinaldesi and F. Strocchi, Relativistic Wave Mechanics, North-Holland 1963, 
Chap. IV, and L .  Schulman, Techniques and A pplications of Path Integration, Wiley 
198 1 ,  Chap. 10 .  
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Each order of such a perturbative expansion, eq. (6 .7 . 1 ) ,  does no longer 
involves path integration, and it is mathematically well defined without the 
problems of the Feynman path integral. 

This fact has led to the point of view, sometimes adopted in the litera­
ture, of defining the Feynman path integral by its perturbative expansion. 
The drawback and limitation of this position is the lack of control of the 
convergence of the perturbative series, which generically does not converges 
and in the most favorable cases has to be understood as an asymptotic se­
ries (see Sect. 6 .7 .4,  below) . As a consequence, in this way one loses one 
of the main virtues of the functional integral approach, namely its non­
perturbative character. 

6. 7 . 2  Semiclassical limit

Another virtue of the functional integral approach is to provide a simple 
discussion of the classical limit and furthermore it allows to take advantage 
of the classical solutions for the quantum mechanical problem. 

For example, one may develop a perturbative expansion in which non­
linear and/or non-perturbative effects encoded in the classical solutions can 
be taken into account at zero order of the expansion. 

The classical limit is defined by 1i ___, 0 and it can be discussed at the level
of the functional integral by the infinite dimensional version of Laplace's 
method or saddle-point approximation. 37 

The idea is that , in the limit 1i ___, 0, an integral of the form

I(1i) = 1b dx f(x)e-s(x) /li , 

with s (x) � 0 ,  f(x) and s(x) regular in [a, b] , is dominated by the minima
of s (x) and by the quadratic expansion of s(x) around its minima. This can 
be easily seen in the one-dimensional case, since, if the interval [a, b] does 
not contain stationary points of s (x) , i .e .  s' (x) "I- 0 there, then one can
make a ( invertible) change of variables z = s(x) /h ,  x = x(z) ,  and obtain1s (b)//i

1i e-2f(x(z) ) /s' (x(z) ) dz �li__,o 1i e-s (x) /li f(x)/s' (x) ,
s (a)/li 

where by the mean value theorem x is a point of [a, b] . 
On the other hand, if x0 is a minimum of s(x) , by restricting the integral 

to [x0 - E, x0 + c] and by expanding s(x) around x0 and by a change of 
variables y = 1i- 1/2 (x - x0)  one obtains

f 
E/v'fi 

,/h [f (xo )  + O(Vh)]e- [s (xo )/li+s" (xo )y2/z+O(v'fi)) dy , 
-E/v'fi

37See A. Erdelyi, A symptotic Expansions, Dover 1956, Sect. 2 .4 ;  F .W.J .  Olver, Intro­
duction to A symptotics and Special F'unctions, Academic Press 1 974, Sect. 3 .7 .  
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which for n ---> 0 (by a Gaussian integration) behaves like 

v'n, f ( Xo )e-s(xo ) /li (27r / s" ( Xo ) )  1/2

and dominates over the previous term (because s (x) - s (x0) > 0). By the 
same reason, stationary points, which are not minima, give subdominant 
contributions to the asymptotic behavior. 

The same argument can be used for the n-dimensional case; the qua­
dratic term in the expansion of s (x) gives now a quadratic form (y , 82Sy) 
with 82S the matrix of the second derivatives of s at the minimum. Again
the behavior for n ---> 0 is obtained by a Gaussian integration and one has 
the following asymptotic behavior 

The functional integral case can be heuristically obtained by using the 
formal expression (6 .5 .8) and by expanding the Euclidean action around the 
minimizing trajectories xc1 ( T) ,  i .e .  the solutions of the classical Euclidean 
equations, with appropriate boundary conditions. 

In this way, one gets the following asymptotic behavior, for n ---) 0, for
the kernel of e-Ht/li 

where N is a normalization constant, which can be fixed by comparison 
with the explicit expression of the free kernel 

In conclusion, one has 

( m ) 1/2 E , 
K(x x' · T 0) rv -- e-Sc1 (x ,x ,T )//i ' ' ' 27rTn 

( 2 E ) 1 /2 det a Sa,c1 (T)
det o2S,5 ( T) (6 .7 .2)  

A more convincing argument can be obtained by working on the polyg­
onal path approximation and by expanding the n-th order finite difference 
action sf[ around its minima, which are given by the solutions of the finite 
difference (Euclidean) equations of motion. As above, one may argue that 
the quadratic term of the expansion gives the leading contribution with 
respect to the higher order terms. Thus, one ends up with a Gaussian in­
tegration leading to the determinant of the finite dimensional second order 
variation of Sf[ , as in the n-th dimensional case discussed above. Thus, for 
the n-th order expression of the propagator one gets 
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The control of the limit n ---+ oo is  made easier by the fact that the ratio 
of the two determinants is better behaved than each of them (this can be 
regarded as an example of renormalization) . The limit of the determinant 
ratio r(T) can be computed explicitly 38 and it is given by r(T) = Tjt:,.(T) 
with /::,. (T) solution of the equation 

m d2/::,. (T)jdT2 + v" (xc1 (T) )  /::,. (7) = 0 ,

with boundary conditions /::,. (0) = 0, /::,.'(O) = l .
The above formula (6 .7 .2)  for the semiclassical limit displays a deep 

connection between quantum mechanics and classical mechanics; in partic­
ular it provides a strong support and clarification of Dirac proposal. The 
saddle point approximation discussed above yields the exact result when 
the action is at most quadratic. It is very instructive to compute the kernel 
K in the case of the harmonic oscillator. The result is 

K(x, x' ; T, 0) = �w e - Sc1 (x ,x' ;r) , ( 
) 1 /2

27rn smh (wT) 

Sc1 = (mw/2 sinh(wT) )  [(x'2 + x2 ) cosh(wT) - 2x x'] .

To deduce the above formula one remarks that the differential operators 
/::,. = -d2 /ds2 +w2,  and t:,.0 = -d2 /ds2,  s E [O , T] , with boundary conditions 
1/; (0) = 1/J(T) = 0, have the following eigenvalues (n7r/T)2 + w2 and (n7r/T)2 ,
n = 1 ,  2 ,  . . .  , respectively, (corresponding to the eigenfunctions 1/Jn ( s )  = 
(2/T) 112 sin(n7r s/T)) and therefore 

det !::,./ det /::,.o = L ( 1  + (wT /n7r)2 ) = sinh WT / (wT) .
n > O 

The semiclassical limit shows that even if the classical solutions, which 
are continuously differentiable, belong to a set of zero measure, nevertheless 
they dominate the classical limit. This indicates that the irregular behavior 
of the relevant trajectories is a "quantum" effect and disappears in the limit 
n ---+ O; it can be viewed as due to the rapid fluctuations around the classical 
trajectory. From a mathematical point of view, one is facing the intriguing 
situation in which a set of points of zero measure determine the asymptotic 
(n ___, 0) behavior of the functional integral.

38 ! .M.  Gelfand and A .M.  Yaglom, Jour. Math. Phys. 1 ,  48 ( 1960) ;  J . H .  Van Vleck, 
Proc. Nat. Acad. Sci. 1 4 ,  178 ( 1928); W. Pauli, Pauli Lectures on Physics, Se­
lected Topics in Field Quantization, C.P. Enz ed. ,  MIT Press 1973; S. Coleman, Aspects 
of Symmetry, Cambridge Univ. Press 1985, Chap. 7; L .S .  Schulman, Techniques and 
A pplications of Path Integration, Wiley 198 1 .  For a rigorous discussion of the semiclas­
sical limit of the Euclidean functional integral see B .  Simon, Punctional Integration and 
Quantum Physics, Academic Press 1970, Chap. VI. 
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Another interesting feature of the semiclassical limit is that it provides 
an alternative perturbative expansion in powers of n, rather than in powers 
of the strength of the potential. The lowest order is given by the quadratic 
term in the expansion of the action around its minimum and it is not 
necessarily given by the theory with V = 0 (or with the quadratic term
of the potential) . In this way, one builds up an expansion in which non­
perturbative features, encoded in the classical solutions, can be taken into 
account at zero order. 

For example, for the anharmonic oscillator defined by the potential V = 
µ2x2 + >-2x4 , ), 2: 0 ,  the above expansion at the lowest order leads to the
Orstein-Uhlenbeck process, rather than to the Wiener process. Even more 
interesting is the double well potential V = >-(x2 -a2 ) 2 , for which the lowest
order of the above expansion is given by the quadratic expansions around 
the two absolute minima x = ±a, rather than the quadratic expansion
around x = 0. In quantum field theory and in many body theory, such an
expansion corresponds to the so-called loop expansion 39 . 

The semiclassical limit can also be discussed for the Feynman path 
integral. In this case the limit n -) 0 is governed by the stationary phase
approximation, by which 

lb f(x)eis(x) /li dx ,....., Vh f(xo)eis (xo ) /li (2i7r/s" (xo ) ) 1/2 ,

where x0 is a stationary point of s (x) in [a, b] . 40 The infinite dimensional
case is however more delicate and more difficult than for the saddle point 
approximation. Heuristic arguments can be found in the book by Schulman 
quoted before; a rigorous approach has been undertaken by Albeverio and 
collaborators. 4 1 The nice feature of the Feynman path integral is that the
semiclassical limit is dominated by the solution of the real time classical 
equations of motion. 

39See S.  Coleman, Aspects of Symmetry, Cambridge Univ. Press 1985, Chap. 5, 
Sect. 3 .4 ,  where one can also find a clear discussion of the merits of such an expansion. 
For the advantages of the loop expansion, with respect to the ordinary perturbative ex­
pansion in the strength of the potential , in many body theory see J.W. Negele and H .
Orland, Quantum Many-Particle Systems, Addison-Wesley 1988, esp. Sect. 2 .5 .  

40 If s ' (x) of 0 in [a, b) , by a change of variable z = s (x) and by partial integration one
sees that the integral decreases like h. For an integral around the stationary point xo ,
one expands s (x) and performs a Gaussian-like integration as before.

4 1S .  Albeverio and Z. Brzeiniak, J. Funct. Anal. 1 13 ,  177 ( 1993) and references 
therein. 



6 .  7 Applications of the functional integral 

6 . 7 . 3  Ground state properties 

By using the spectral theorem, one can easily show that 

strong - Jim e-t(H-Eo)  = Po , 
t�oo 

147 

where E0 is the ground state energy and Po the projection on the ground 
state. 

Thus, for any state 1/J with a non-trivial spectral support on [E0 , E0 + o] ,
o > 0 ,  one has

and therefore 
Eo = - Jim C1 log('t/J, e- tH 'tf;), 

t � oo  

Since the right-hand sides of the above equations have a functional in­
tegral representation, one can in this way get information on the ground 
state energy and wave function. For this purpose, one can e.g. use the
semiclassical expansion discussed above. 42 

6 . 7.4 Coupling constant analyticity 

As already remarked, the functional integral is very powerful for non­
perturbative questions, since, in contrast with the perturbative expansion, 
it displays the solution as an integral. 

A typical question is whether the perturbative expansion converges 
and/or what type of information about the exact solution can be derived 
from it . To illustrate this problem, we consider the anharmonic oscillator 
defined by the potential V = µx2 + gx4 , µ,  g E R+ ,  (which is also the
simplest prototype of scalar field theory and corresponds to the </>4 model 
in 0+ 1 dimensions ) .  The question is the status of the perturbative expan­
sion in g around the point g = 0 ,  of the Euclidean correlation functions.
One expects that the so-obtained series does not converge, since for g < 0
the Hamiltonian is unbounded from below, instability occurs and this does 
not fit with analyticity in g at the origin. 43 One can actually show that
the coefficients of the power series increase faster than n! and that indeed 

42Simple interesting examples of this strategy are discussed in S. Coleman, Aspects 
of Symmetry, Cambridge Univ. Press 1985, Chap. 7, Sects. 2-2.4 .  General quantum 
mechanical problems are discussed in B. Simon, F'unctional Integration and Quantum 
Physics, Academic Press 1979. 

43 A similar argument about the necessary divergence of the pertubative series in Quan­
tum Electrodynamics has been discussed by F. Dyson, Phys. Rev. 85, 631 ( 1952) .
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the perturbative series diverges. The series is however asymptotic to the 
solution and therefore it provides non-trivial information. 44 

To give the fiavor of the effectiveness of the functional integral for the 
above problems, we briefly discuss the analyticity properties of an ordinary 
integral of the form 

Z(µ, g) = J dxe-µx
2 -gx

4
, µ > 0,

which mimics the partition function of a zero dimensional cp4 model. 
The perturbative series in powers of g reads 

L gn Zn (µ),  Zn (µ) = (n!) - 1 ( - l)n µ-2n- l/2 J e-y2 (y2 )2n- l/2dy2 /2 .
n 

The last integral is related to the r function

f(2n + 1/2)  = 2v17f r4n (4n) !/ (2n)!
which increases like (2n) !  for large n .  Hence, the coefficients of the series 
increase like 2nn! and the series cannot converge, in agreement with Dyson
argument. By estimating the rest of the Taylor series, however, we get 

k 
I Z(µ, g) - L gnZn l  :=::: Ckgk+1 1zk+1 I ,

n=O 
i .e .  the perturbative series is asymptotic to the exact solution. 45 

For µ < 0 the model mimics the double well potential; to discuss its 
analyticity properties it is convenient to complete the square and consider 
the modified "action" g (x2 + µ/2g)2 , which differs from the original one by 
the factor exp ( -µ 2 / 4g) .  With this modification of the action one gets a 
perturbative series in powers of 4g/ µ2 which is asymptotic to the solution, 
but the original one is not. 46 

44See B. Simon, Functional Integration and Quantum Physics, Academic Press 1979, 
Sect. 20; A .S .  Wightman, in Mathematical Quantum Field Theory and Related Topics, 
Montreal 1977, J .S .  Feldman and L .M.  Rosen eds . ,  Am. Math. Soc. 1988, p. l .  

45We recall that a series L anxn is asymptotic at the origin t o  a function f(x) ,  which

is C00 in  (0, E) , if  Vk J(x) - L�=O anxn = o(xk ) for x -+ o+. This implies that
an = (n!) - 1 dn f (o+ )jdxn .

46For a detailed analysis of this very simple, but nevertheless instructive model, we 
refer to Wightman contribution quoted above. 
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6 .8  Functional integral and topology 

The functional integral approach is particularly useful for the quantiza­
tion of systems with constraints, since their fulfillment can be realized by 
suitably restricting the functional measure to the admissible trajectories,47 
whereas the Hamiltonian approach is in general less direct and more cum­
bersome. 

The functional integral also proves useful for discussing quantum me­
chanics (QM) on manifolds, e.g. a quantum particle living on a (closed) 
manifold. The problem is not trivial because the local translations on the 
manifold do not automatically exponentiate to give the Wey! relations and 
topological constraints may intervene. 

To show the effectiveness of the functional integral approach we shall 
discuss the case of a quantum particle on a circle; the example may 
look trivial, but it is instead very instructive for the general strategy and 
for the new phenomena which appear: 
i) the occurrence of superselection rules, namely the existence of a non­
trivial center of the observables, 
ii) the existence of inequivalent representations of the observable algebra, in
contrast with von Neumann uniqueness theorem for QM on R8 . 
iii) the existence of automorphisms of the observable algebra which are
not implemented by unitary operators in irreducible representations of the 
observable algebra (the phenomenon of symmetry breaking) 
iv) the interplay between topology and quantization.

The model is also a prototype of phenomena which play a crucial role
in gauge quantum field theory. 

1 .  The C*-algebra. The canonical variables, which describe a classical 
particle of mass m on a circle of radius R, are the angle <f;, 0 :::; <f; < 27r,
and the conjugated momentum pq, = mR2� , hereafter denoted by p.

Since <f; is defined only modulo 27r only periodic functions of <f; may
describe observable quantities and the role of the Wey! algebra of ordi­
nary quantum mechanics is now taken by the C* -algebra A generated by 
ein</J , eif3p , n E Z, j3 E R. The algebraic structure is given by the Wey!
relations, eqs. (3 . 1 .3) , (3 . 1 .4) , with a replaced by n .  

The algebra A has a non-trivial center Z generated by V(27r) = ei27rP
and therefore A does not have irreducible faithful representations. Each 
irreducible representation 7r is labeled by an angle e E [O, 27r) , (see below) ,
defined by 7re (ei27rP) = ei8 . Von Neumann uniqueness theorem does not
apply and in fact one has inequivalent irreducible representations of A, 
strongly continuous in /3, briefly called regular. 

471.D.  Faddeev, Theoret. Math. Phys. 1, 1 ( 1970) ; P. Senjanovic, Ann. Phys. 100,  
227 ( 1976) ; C. Teitelboim and M .  Henneaux, Quantization of Gauge Systems, Princeton 
Univ. Press 1992. 
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2. The representations. In order to classify the irreducible regular
representations of A, we note that the representations ne , with ne ( ei271"P) = 

e ;e , are related by the automorphisms pe

/ (W(n, ,B) )  = eiB ,6 W(n, ,B) ,  iJ = 8/2n (6 .8 . 1 )  
corresponding to  W(B ,  0) W(n, ,B )  W(-B, 0) .  In  fact , for any ne , the repre-
sentation 

satisfies 
no (ei271"P) = 1 .

If we show that the irreducible representations n of A, with n( ei271"P) = 1
are all unitarily equivalent , we have also shown that any ne is uniquely 
determined by e (up to isomorphisms) , since it is given by 

ne (A) = no (/ (A) ) ,  \iA E A. 

For this purpose, as in the proof of von Neumann theorem, we show that 
for any irreducible regular representation n with n(ei271"P) = 1 ,  the corre­
sponding Hilbert space H11" contains a (cyclic) vector IJ!0 such that 

(IJ!o ,  n(W(n, ,8)) %) = bn,O ·  

Now, for any such representation n(W(O,  ,8))  = n(W(O ,  ,B + 2n) ) ,  i .e .
n (W(O, ,8))  is a periodic function. Thus, the operator 

{271" 
P = (2n)-1  Jo 

d,B n(W(O, ,B) )  = P*

is well defined and it cannot vanish because 

n(W(-n, -1) )  P n(W(n, 1) )  = (2n)- 1 J d,B n(W(O , ,8)) ei n ,6

and the vanishing of the right-hand side would imply the vanishing of 
the periodic function n(W(O, ,8) ) ,  which is excluded by the unitarity of 
n (W(O ,  ,8) ) .  

Furthermore, since n(W(O, ,8)) P = P, b y  the periodicity o f  n(W(O,  ,8)) ,  
one has 

111" 1211" P n(W(n,  ,B)) P = (2n)-2 d1 ein/ d11 n(W(O, ,B + 21') )  = bn,O P. 
- 71"  0 

Then, the proof continues as in the case of von Neumann theorem. 
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The representation Jro defines an  abstract C* -algebra Aper isomorphic 
to Jre=o (A) , which may be identified with the C*-algebra generated by 
W(n, O) and Wper (0, ,8) with Wper (0, ,8 + 27r) = Wper (0, ,8) ,

Wper (O, ,8) Wper (O, ,8') = Wper (O, ,8 + ,8') = Wper (O, ,8 + ,8' mod 27r),

Wper (O, ,8) W(n, 0) = W(n, 0)  Wper (O, ,8) eif3n = eif3n/2 Wper (n, ,8) .

The above generalization of von Neumann theorem shows that all the irre­
ducible regular representations of Aper are unitarily equivalent. 

The analog of the Schrodinger representation of Aper is given by the 
representation space L2 ( [0 , 27r) , d</>) , with 7r(W(n, O) )  acting as the multi­
plication operator ein</> and 7r(Wper (O, ,8) )  acting as a rotation </> ----> </> + ,8 
mod 27r, with generator p = -iO / 8</> on periodic functions (see Appendix
F) .  This defines the Schrodinger representation of A with e = 0 .

The corresponding representations of A with e -1- 0 are then given by

(Ke (W(O, ,8) )  'l/J) (</>) = (Ko (P° (W(O, ,8) )  'lfJ) (</>)

= eif30 (7ro (W(O, ,B) )'lfJ) (</>) = 'l/J (</> + ,8 mod 27r) eif3 0 . (6 .8 .2 )  

Representations with different e correspond to different self-adjoint exten­
sions, denoted by p0 , of the differential operator -i8 / 8</>, and are labeled by
the angle appearing in the boundary conditions 'l/J (27r) = 'lfJ (O)ei11 , (see Ap­
pendix F ) .  It is clear from the above equations that the above Schrodinger 
representation with e = o corresponds to P = -i8 / 8</> on periodic func­
tions, whereas for e -1- 0 corresponds to Pe = -iO I 8</> + e /21f on periodic
functions. A unitarily equivalent representation is given by 

(7r� (W(O, ,8) )  'lfJ) (</>) = 'lfJ(</> + ,8 mod 27r) eill [(</>+f3)/27rl ,

( [ . ]  denotes the integer part) corresponding to Pe = -i8/8</> on quasi pe­
riodic functions satisfying the boundary condition 'l/J (27r) = 'ljJ(O)ei11 • This
representation corresponds to the self-adjoint extension which arises start­
ing from -i8 / 8</> on C00 functions with support in (0 ,  27r) . Thus, the rep­
resentations of A arise from those of Aper through the lifting of S1 to its 
universal covering space R, which involves the first homotopy group 1f1 = Z
of the circle. 48 A point of x E R is in fact identified by a point of the 
circle </> and an integer n, called winding number, x = </> + 21fn, n = [x/27r] .

The main interesting feature of this model is the interplay between 
topology and quantization, in connection with the occurrence of a non­
trivial centre of the observable algebra. Such a feature is present in other 
realistic models like electrons in a periodic potentials (Bloch electrons) 49 

48See e.g. I .M .  Singer and J .A .  Thorpe, Lecture Notes on Elementary Topology and 
Geometry, Scott, Foresman and Company 1967. 

49See J. Liiffelholz, G. Morchio and F. Strocchi, Lett. Math. Phys. 35, 251 ( 1995). 
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and, in our opinion, characterizes the vacuum structure of Quantum Chro­
modynamics, where the center is generated by the so-called large gauge 
transformations. 50 

3. The functional integral. We shall now discuss the role of the 
topology of the manifold on the corresponding stochastic process. For this 
purpose, as in Sect. 6 .3  we consider the kernel of exp -HT. Now, in each 
irreducible representation 7re , the dynamics of a free particle on a circle is 
described by the (self-adjoint) Hamiltonian He = p�/(2mR2 ) .  The spec­
trum of He is discrete with the following eigenvalues and eigenfunctions 
(E = (2mR2)- 1 , i] = B/(27r)) 

E� = E(n + B)2 , '!/Jn (<P) = (27r) - 1l2ein</> eiiJ1> , n = 0, ± 1 ,  . . . .  

Now, we can easily compute the kernel o f  exp (-HeT) by the spectral rep­
resentation theorem in terms of (the kernel of) the spectral projections 
Pn (</!, </!' ) ,  (t:.<f; = </! - </!') 

Ke(</!, <f;' ; T, 0) = L Pn(</!, <f;' ) e-E� (</>' ) T = L '!/Jn (<P' ) * '!/Jn (<P)e-E� (</>' ) T 
n n 

= (27r)- l eifo </>-ET02 L e-Ern2+n(i6</>-2E0r) . 
n 

By using the Poisson summation formula 51 
m=oo n=oo 
L e-Am2+21fimz = (7r/A) l/2 e-(27r(z+n) ) 2 /4A 

' (6 .8 .3) 
m=-OC> n=-oci 

5°For the role of topology in QCD see R. Jackiw, Topological investigations of Quan­
tized Gauge Theories, in S .B .  Treiman, R. Jackiw, B. Zumino and E. Witten, Current 
A lgebra and Anomalies, World Scientific 1 985, esp. pp. 253-267; S .  Coleman, Aspects of 
Symmetry, Cambridge Univ. Press 1985. The model mimics Quantum Chromodynamics 
without fermions and in this analogy the automorphisms of eq. (6.8 . 1 ) correspond to the 
"chiral" transformations induced by the topological charge. For the relation with gauge 
theories and the role of the center of the observables see J. Liiffelholz, G. Marchio and 
F. Strocchi, Ann. Phys. 250, 367 ( 1996) .  

51 See e .g .  P. Henrici, Applied and Computational Complex Analysis, Vol. 2 ,  Wiley 
1977, Sect. 10 .6 IV. Given a function f E £1 (R) one can construct its periodization (of 
period 1 ) fper(x) = L:m f(x+m) (the series being convergent in the norm of £1 ( [0, 1 ) ) ) ,  
whose Fourier coefficients are 

Cn = 1 1 
dx fper (x)e- 21' inx = 100 dx f(x)e-2"inx = ](2nn) . 

0 - oo  

Thus, one gets the Poisson summation formula 

L f(x + m) = fper (x) = L J dyf (y) e- 2rrin(y-x) . 
m n 

By evaluating it at the point x = 0, for the function f(y) = e-Ay2 +21riy z ,  and by 
performing a Gaussian integration, one gets eq. (6.8 .3) . 
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the expression for Ke can be cast in a more convenient form 

Ke(</>, </>' ; T, 0) = (47rET)- 1/2 L e-ine e- (1>-1>'+27rn)2 / (4Er)

n 
_ � - ine K (A. ,1.1 . 0) == L.....t e n "+'' "+' ' T, . 

n 
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(6 .8 .4) 

The kernel Ke=o is positive and satisfies the semigroup property, so 
that by the same argument of Appendix J ,  there is a functional measure 
dµq,,q,' , r  ( </>( - ) )  on the path space (S1 )T , T = [O, oo] for trajectories starting
from </>' at time t = 0 and ending at </> at time t = T, such that 

(6 .8 .5) 

The so-defined measure is closely related to the Wiener measure. In 
fact, the kernel Kn , defined in eq. (6 .8 .3) ,  has the same form of the heat 
kernel K (the kernel Ke=o is the 27r periodization of K) and can be given 
the meaning of probability that a trajectory starting from </>' reach the 
point cf! at time T after n crossings of the origin (counted algebraically,
e.g. positive/negative if clockwise/anticlockwise) .  In this way the winding 
number enters in characterizing the trajectories and becomes a stochastic 
variable. Thus, we can write 

J dµq,,cf' , • (1{) )  - L J r1Wc=1>+27rn,x'=<P' (x( - ) ) ,
n 

(6 .8 .6) 

where dW is the Wiener measure on trajectories x(T) E RT = (S 1  x Z)T
starting from q/ and ending at cf! + 2Jrn. The above functional integral
representation extends to kernels of products of e-Hr1 and multiplication 
operators A( c/!j ) , as in the case of a quantum particle on a line (Sect. 6 .3 ,  
eq.  (6 .3 . 1 ) ) .  

4.  The topological term. The case o f  e -=f. 0 i s  slightly more intriguing
since the kernel Ke is not positive and therefore it cannot define a positive 
functional measure, nor have an interpretation in terms of a probability 
measure. To simplify the discussion, we consider the unitarily equivalent 
kernel 

L ( A. ,t.. I .  0) - -iii<P K (A. ,t..I .  0) ;iiq,' e '+'' '+' , T, = e e '+'' '+' , T, e . (6 .8 .7)
Now, by repeating the same steps of the derivation of the Feynman-Kac 

formula in Sect. 6 .3  and taking into account the periodicity of Le in the 
variables c/!, cf!' , one gets the following representation for it 
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where Nk = (kmR2 /2'TrT) 112 , Sk is the k-th order finite difference Euclidean
action as in Sect. 6 .3 , with xo = q/ , x = </> + 27rn, and '6.n = </> + 27rn - </>'.
The sum sz = sk + iB'6.n can be interpreted as the k-th order polygonal
approximation of the following classical Euclidean action 

(6 .8 .8) 

which differs from the standard free action by the so-called topological term, 
proportional to e. 

A few remarks may be worthwhile. First, the non-trivial topology of
the circle has led to a modification of the heuristic Feynman prescription, 
since the classical Lagrangean of a classical particle on a circle does not 
contain any e parameter. This parameter appears as a hidden parameter,
which shows up at the quantum level and it is related to the existence of 
inequivalent representations of the observable algebra. 

The role of the topological term may look puzzling, since a total deriva­
tive in the classical Lagrangean has no effect on the equations of motion, 
and in fact it does not affect the Euclidean equations. However , the con­
struction of the momentum from the abelian Euclidean algebra generated 
by </>( T) involves the Hamiltonian and the topological term changes the
definition of the momentum conjugated to </>. 

In terms of correlation functions, the role of the topological term is 
that of changing the boundary conditions for the wave functions at times 
-T, T, (eq. (6 .5 .7) , i .e. iir0(x) _, eiOx iir0(x) ) .  In the thermodynamical limit
T _, oo ,  one goes from the correlation functions of the ground state of Ho=o 
to those of the ground state of Ho . 52 This should not be too surprising,
since the topology is related to global properties of the manifold (which are 
not seen locally) and global properties of the dynamics are encoded in the 
ground state. 

Finally, the topological term is complex and this explains why the corre­
sponding functional measure is complex. This means that Nelson positivity 
fails, but one can show that Osterwalder-Schrader positivity is satisfied; this 
feature is shared by gauge quantum field theory models (see the references 
of the previous footnote) .  

5 .  The charged field algebra. Charged sectors. To appreciate 
the role of the non-trivial topology of the manifold (and also the relation 
between this model and gauge quantum field theory) , it is convenient to 
extend the algebra A by embedding it into the standard Wey! algebra Aw , 
(generated by the W(a, ,B), a, ,6 E R, eq. (3 .2 . 1 ) ) ,  hereafter called field al­
gebra. 

52J .  Loffelholz, G. Marchio and F. Strocchi, Lett. Math. Phys. 35 ,  25 1 ( 1995) ; Ann. 
Phys. 250, 367 ( 1996) .  
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This corresponds to introducing the "decompactified" variable q,  such 
that <P = q mod 27r, equivalently, to embedding the circle in the line. Such 
an extension of A naturally leads to the concept of a gauge group G of 
automorphisms, "fm , m E Z of the field algebra, with the property that 
they leave A pointwise invariant. They have the following form 53 

"fm (W(a, ,6) )  = ei27rmo W(a, ,6) , m E Z, (6 .8 .9) 

and can be obtained by the adjoint action of the elements W(O, 27rm) of 
the center of A. 

Here, the gauge group G has the meaning of the group of translations of 
the "decompactified" variable q by 27rm, i .e . q ---> q + 27rm, and correspond 
to rotations on the circle of angle 27rm. The gauge transformations are 
labeled by the winding number m related to the first homotopy group of 
the circle. In the analogy with gauge quantum field theory, they correspond 
to the so-called large gauge transformations of QCD. One of the interesting 
features of the model is to display the relation between the origin of the 
gauge group and the non-trivial topology of the manifold. 

The elements of the field algebra which are not in the observable al­
gebra are called charged fields, since they are the analog of the charged . 
fields in gauge quantum field theory and Aw plays the role of the field 
algebra extension of the observable algebra. The adjoint action of W(B, 0) 
on W(n, ,6) gives the automorphisms p8 , defined by eq. (6 .8 . 1 ) , (therefore 
called charged automorphisms) : 

W(B, O) W(n, ,B)W(-B, O) = p8 (W(n, ,8) ) .  

Actually, the extension from A t o  A w  can be seen as the minimal exten­
sion which includes operators which intertwine between inequivalent rep­
resentations of the observable algebra (called charged sectors in analogy 
with quantum field theory) and unitarily implement the automorphisms of 
eq. (6.8 . 1 ) .  

The representation 7r&=O can be  obtained a s  the GNS representation 
defined by the ground state Oe=o of He=o 

Oe=o(W(n, ,6) )  = On,o = (il!o ,  W (n, ,8) il!o ) , 

il!o (<P) = (27r)- 1!2 E L2( [0 ,  27r) , dcp). The state 

53 For the general mathematical structure underlying this construction see F. Acerbi, 
G. Morchio and F .  Strocchi ,  Lett. Math. Phys. 27, 1 ( 1993) ;  Jour. Math. Phys. 34, 
899 (1993) .  
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defines the representation 7re , through the GNS construction . The corre­
sponding cyclic vector in 'He is We = (27r) - 1!2 eie<f> , as can be seen by using
eq. (6 .8 . 1 ) .  

I t  is worthwhile t o  remark that, even i f  both 'He=o and 'He are isomor­
phic to L2 ( [0 , 27r) , d<f;) ,  there is no vector <I>e in 'He=o such that 

i .e .  the two representations are indeed inequivalent. 54 Thus, the auto­
morphisms pe which have the meaning of algebraic symmetries cannot be
implemented by unitary operators in any 7re , i .e. as one says, they are 
spontaneously broken symmetries; they are instead unitarily implemented, 
in each (irreducible) representation 7r of the field algebra, by 7r(W(B, 0 ) ) .  
This technical advantage i s  at the basis of  the standard strategy in the 
quantization of gauge quantum field theories in terms of a field algebra 
which includes charged fields. 

6. Non-regular representation of the Weyl algebra. As we have
seen in Sect. 3, the irreducible regular representations of the field algebra 
Aw are given, up to unitary equivalence, by the standard Schrodinger 
representation 7rS in 'H = L2 (R, dx) . This is a reducible representation of 
the observable algebra A, and in fact 7rs (V(27r)) commutes with all the 
observables and (therefore) defines a superselection rule. This implies that 
there is no observable with non-vanishing matrix elements between vectors 
with different spectral support relative to V(27r) and therefore one cannot 
observe or prepare a coherent superposition of such vectors. 

Thus , not any (bounded) self-adjoint operator in 'H describes an observ­
able and one of the Dirac-von Neumann axioms for quantum mechanics fails 
(clearly the algebraic approach discussed in Sects. 2, 3 does not have such 
a problem and actually provides the right way to clarify it ) .  55 

The Hilbert space 'H = L2 (R, dx) decomposes as a direct integral 

(211 
'H = Jo dB 'He,

over the spectrum of 7rs (V(27r)) and one recovers in this way the irre­
ducible representations 'He of A; in particular the ground states We E 'He 
correspond to improper eigenvectors of 7rs (V(27r) ) ,  since the spectrum of 
7rs (V(27r)) is continuous. 

54This can also be seen by noting that S10 (W (O, 211)) = ei8 , whereas for any state
'11 E 'Ho=o , ('11 , 7ro(ei2"P ) '11) = 1 .

55 For a beautiful review o n  superselection rules in quantum mechanics see A . S .  Wight­
man, Nuovo Cim. 1 1 0  B, 751 ( 1 995) .
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The requirement that the (irreducible) representation 7r of  the field al­
gebra decomposes as a direct sum of the irreducible representations of the 
observable algebra, i .e . that W(O, f3) is regularly represented and that the 
spectrum of 7r(W(O, 27r) ) is a pure point spectrum, so that the ground states 
of the Hamiltonians Ho exist as proper vectors of 7-i7f and define irreducible
representations of the field algebra in which W(a, 0) is non-regularly rep­
resented. 56 In fact, if ei!J is a point of the spectrum of 7r(V (27r)) and we is
the corresponding eigenstate 

e;o wo (U(a)) = wo (U(a)V (27r))

= wo (V(27r) U(a) V(-27r) V(27r) )  = e; <27f<:>+IJ) wo (U(n:) ) ,
so  that w0 (U(a)) = 0 i f  a tf. Z and one cannot have strong continuity i n  a .

Moreover, if Po denotes the projection on the eigenspace of 7r(V(27r) ) 
with eigenvalue one, then Po 7r(V(f3)) Po is a periodic function of period 
27r and the strong continuity of 7r(V (f3) ) allows an easy extension of the 
argument for the representations of Aper to prove that 7-i7f contains a vector
Wo such that 

(wo , 7r(W(a, f3)) 'llo )  = Oa,O ·

The GNS representation defined by such a state 5 7  contains the dense 
subspace Do of vectors of the form W = Ln an7r(U(an ) )  Wo , where the sum
runs over a finite set , with scalar product 

n ,m n 

Do may be represented by almost periodic functions 1/J(x) = Ln aneianx ,
x E R with scalar product given by the ergodic mean

(1/J , <P) = lim (2L)- 1 JL 
dx 1jj(x) </J(x) . 

L -+ oo  - L  

Finally the Hilbert space 7-i7f is obtained by closing Do and can be identified
with the space of formal sums 

L aneianx , {an } E 1 2 . 
n 

It is not difficult to recognize that 7-i7f does indeed decompose as the 
direct sum over e E [O, 27r) of the spaces 7-io discussed before. One can show
that the Hamiltonian H = p2 /2m can be obtained as a strong limit (on a

56F. Acer bi, G. Marchio and F .  Strocchi, Jour. Math. Phys. 34, 899 ( 1993); J .
Loffelholz, G .  Marchio and F .  Strocchi, Lett. Math. Phys. 35,  251  ( 1995) .

57See J. Loffelholz, G. Marchio and F. Strocchi, Lett. Math. Phys. 35,  251 ( 1995) .
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dense domain) of elements of the observable algebra, that it has a unique 
ground state given by '110 and that it leaves each He invariant. 

One can also develop a functional integral approach to the ground state 
correlation functions of the fields in terms of a Wiener like measure and an 
ergodic mean. The different representations of the observable algebra are 
defined by the states '11 e = (27r ) - 1 /2 eiOx , which are the ground states of the
restriction of the Hamiltonian to the subspaces He. Such representations 
can be obtained as the thermodynamical limit of correlation functions as 
discussed in Sect. 6 .5 ,  eq. (6 .5 .7) ,  by suitably choosing the boundary con­
dition wave functions at times -T, T. The topological term has the effect 
of changing such boundary conditions. For a more expanded discussion see 
the reference of the last footnote. 

Quite generally, one can show that the quantum mechanics of a (spin­
less) particle on a manifold M ,  in the absence of external fields, has the
following characterization: the representations of the, properly defined, C* -
algebra of observables are locally Schrodinger and in one-to-one correspon­
dence with the unitary representations of the fundamental group 71" 1  (M) .  
Thus , 71"1 (M)  appears as the only source o f  topological effects. 58

58G .  Marchio and F. Strocchi, Lett. Math. Phys. 82, 219 (2007). 
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6 . 9  Appendix H: The central limit theorem

Theorem 6 .9 .1  (Central limit) Let {Yj } , j  = l, . . .  , n, be a sequence of 
independent identically distributed random variables with zero mean and 
with finite variance CJ. Then, the probability distribution of the normalized 
sum 

converges weakly (i. e .  as probability measure), as n --> oo ,  to a Gaussian 
distribution with zero mean and variance CJ .  

Proof. For the proof one exploits the fact that the probability distribution 
dµ f ( x) of a random variable f is fully characterized by its Fourier transform,
called its characteristic function, 

c1 (t) = j eitx dµ1 (x) = < eitf >,  t E R.

Thus, by the independence and equal distribution of the Yi 's 

n

(6 .9 . 1 )  

< eitSn > =  fI < exp i(t/vn)}j > = <  exp i (t/vn)Y1 >n= c(t/Jn)n,
j=l 

where c(t) = cy1 (t) .  Furthermore, since < Y1 > =  0 and by the dominated 
convergence theorem one may interchange the limit with the integral, one 
has 

Jim j (eitx - l)C2 dµy1 (x) = - (1/2) j x2 dµy1 (x) = -CJ /2 ,
t ->O  

i .e. 
(c(t) - l )/t2 >:::i t->O -CJ/2.

Hence, c(t) = 1 - CJt2 /2 + o(t2 ) and

c(t/Jn)n = ( 1 - t2CJ/2n + o(l /n) )n --> e-t2 a/2.

This proves the weak convergence stated in the Theorem. 
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Appendix I: Gaussian variables. Wick 's

t heorem 

A Gaussian random variable f : r2 --; R with mean µ and variance <72 is
characterized by the following distribution function 

(6. 10 . 1 )  
For <J2  -t O i t  reduces to  o (x  - µ) .  The Gaussian distribution i s  also called 
normal and denoted by N(µ, <72 ) . Henceforth, for simplicity, unless specified
otherwise, we shall always consider Gaussian variables of zero mean, µ = 0.  

The Fourier transform of dµ f or characteristic function is given by
c1 (t) = exp (-t2<J2/2) and in terms of it one can easily compute the n­
th moments of f 

A set Ji , . . . , f n of random variables is called jointly Gaussian if their
joint characteristic function is 

ij 
(6 .10 .2)  

with A an n x n  symmetric real positive definite matrix, < Aij > = < Ji fj >. 
If M = A-1 one has 59 

ij 
(6. 10 .3) 

The computations with Gaussian variables are made easier by the use 
of Wick's theorem. 60 

59We recall that for any n x n  complex symmetric matrix A, with [A, A* ] = 0, A+A* 2: 
0 and with n non-zero eigenvalues .A; , and any (complex) vector ai , (a ,  x) = L a; X; 

since a change of variables x = A - l a  + y and the diagonalization of A by an orthogonal
matrix lead to a product of elementary Gaussian integrals. 

60G .C .  Wick, Phys. Rev. 8 0 ,  268 ( 1950) . For a discussion in the context of  Gaus­
sian processes see B. Simon, The P(</>)2 Euclidean (Quantum) Field Theory, Princeton 
University Press 1971 ,  Chap. I .  
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Theorem 6 .10 . 1  (Wick) If Ji , . . .  , fn are jointly (not necessarily distinct) 
Gaussian random variables, then 

pairs (6 . 10.4) 
where the sum is over all the (2k) !/ (2kk ! )  ways of writing the product 
h . . . hk as a product of k unordered (distinct) pairs. 

Proof. First we note that the random variables Ji , . . . , fj are jointly Gaus­
sian iff Va = ( a1 , . . .  , an ) E Rn, f = 2=I=l ai fi is Gaussian. This follows 
from the fact that if Ji , . . .  , fj are jointly Gaussian the characteristic function 
of f is given by 

c1 (t) = <  eit 2= aj fj > =  Cj, . Jn (ta1 , . . .  , tan ) =  e- ( l/2) L A;1a;a1 ; 

conversely, if f is Gaussian 

C (t t ) = ei L tif; = e-</2>/2 
= e- 2= t, t1A,1 /2 fi . . .  fn l , . . .  , n  - , 

with Aij = <  fdj > . 
The equations of the Theorem can then be obtained by taking suitable 

derivatives of the joint characteristic function at t = 0 .  

Another useful tool for  computations i s  the notion of Wick n-th power 
: Jn : of a Gaussian random variable. It is recursively defined by 

: Jo := 1 ,  : Jn : = f : r-1 : - (n - 1) < !2 > :  r-2 : . (6 . 10 .5 )  
Similarly, one defines the Wick exponential as  an £1 convergent series of  
Wick powers 

CXl 
: exp >..f : =  L (>..n/n ! )  : r : ,  )... E R. 

n=O 
By differentiating order by order one can easily prove that 

: exp >..f := exp >..f / < exp >..f >= exp (->..2 < f2 > /2)  exp >..f .  

An easy consequence of this equation is that for any two random variables 
fi , h , 

< :  exp >..1 h : : exp >..2 h : >= exp (>.. 1 >..2 < h h > ) ,  

where we have used that >..1 Ji + >..2 h i s  a Gaussian variable. B y  differen­
tiation one also gets 

< :  ff : : FI' : >=  onm n! < h h >n . 
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Appendix J :  Stochastic processes and

functional integrals 

A stochastic process is a family of random variables, {ft ,  t E T} , defined 
on the same probability space (D , I: , µ) ,  where T is some index set. This 
implies that for any finite set t 1 , . .  . , tn E T, one has joint probability distri­
butions 

(in the last notation P may be a Schwartz distribution) ,  which satisfy the
compatibility conditions: 
1 )  dµt1 , . . .  ,tn (x1 , .. . , xn) is a positive measure 
2) J dµt 1 , .  . . ,tn = 1 
3 )  J Pt, , .  . . ,tn (x1 , . . . , Xn) dx1 = Pt2 , .  . .  ,tn (x2 , . .  . , xn ) ·

A process is called Gaussian if the finite dimensional measures are of 
the form of eq. (6 . 10 .3) . 

Whereas it is relatively simple to construct stochastic processes when 
the index set is finite or even denumerable, structural problems arise when 
T is not denumerable (and ft is at least a Schwartz distribution in t) 61 .
The basic result in this direction is Kolmogorov theorem, by which the 
knowledge of the joint probability distributions dµt1 ,. . . ,tn (x1 , . .  . ,  Xn ) for any 
finite set t 1 , . .  . ,  tn , satisfying 1 )-3 ) ,  uniquely determine (up to isomorphisms) 
the stochastic process {ft ,  t E T}.  

The theorem does not only solve an existence problem, but i t  also sheds 
light on the concept of stochastic process and it establishes a deep connec­
tion between stochastic processes and functional integrals, i .e .  measures on 
infinite-dimensional spaces of paths or trajectories. 

For this purpose, we note that given a family {ft ,  t E T} of random 
variables, defined on the same probability space (D, I:, µ) , also called ba­
sic space, for each w E n, ft ( w ) defines a function of t, i .e. a path or
trajectory associated with the point w. As it is standard in the theory of 
random variables , one can view a random variable f : n ---> Rn as a variable
x = {xj , j  = l , . . . , n} E Rn , (coordinate space picture) , with probability
distribution dµ1 (x) induced by f and µ on Rn, with the natural mapping
of n into Rn and of I: in the Borel O"-field of Rn, (see Sect. 2 .4) . The
case of a stochastic process {ft ,  t E T} with T infinite dimensional and, 
for simplicity, ft E R, can be regarded as the case in which the coordinate 
space Rn becomes infinite-dimensional with cardinality T, namely RT, and
a point of such a space can be viewed as a path { Xt , t E T} . 

6 1 See J .L. Doob, Stochastic Processes, Wiley 1953, Ch. I I ;  for a lucid brief account see 
J .L .  Doob, Bull . AMS 53, 1 5  ( 1947). 



6 . 1 1  Appendix J: Stochastic processes 163 

Following Nelson, in order to treat the case in which the path may pass 
through infinity, it is convenient to consider the one-point compactification 
R = RU { oo} of R, and RT as "coordinate" space or path space. This is not
a restriction if the finite dimensional probability distributions vanish when 
one of the variables goes to infinity (or more generally give the same weight 
to ±oo ) ; on the other hand, this choice is technically very useful because, by 
Tychonoff theorem, 62 :RT with the product topology is a compact Hausdorff
space. 

The standard version of Kolmogorov theorem constructs the measure 
on path space starting from the so-called cylinder sets, 

with A a Borel set of Rn, where only a finite set of "coordinates" are con­
strained, all the others being let free. The finite dimensional probability 
distributions (satisfying the compatibility conditions 1)-3))  define the mea­
sure on the cylinder sets and by a general measure theoretical result due to 
Kolmogorov the so-defined measure has a unique extension to the O'-algebra 
generated by the cylinder sets. In such a version, a crucial role is played 
by the cylinder sets: the O'-algebra generated by them coincides with the 
Baire O'-algebra (namely the minimal algebra needed for the measurability 
of the continuous functions) 63 which may be smaller than the O'-algebra 
of Borel sets (namely the algebra generated by all open sets) of :RT and 
therefore be inadequate for the discussion of interesting functional integral 
problems. 

A very elegant version of Kolmogorov theorem, which directly gets a
regular Borel measure 64 on path space X = :RT, is due to Nelson. 65 
The idea is to resolve the ambiguity connected with the choice of the O'­
algebra of sets by emphasizing the role of the continuous functions (in 
agreement with the logic discussed in Sects. 1 . 2 ,  1 .3) , in determining the 
probability measure on the basic space. The strategy is to translate the 
information carried by the finite dimensional probability distributions into 
a positive linear functional on the set CJin (X) of continuous functions of 
the trajectories, which depend only on the values taken at a finite number 

62See e.g. the quoted book by Reed and Simon, Vol. 1 ,  p. 100. 
63 For a compact Haussdorff space the Baire u-algebra is that generated by the compact 

G8 sets, namely by the (compact) countable intersections of open sets. For a simple 
discussion of the distinction between Baire and Borel sets see M.  Reed and B. Simon, 
Methods of Modern Mathematical Physics, Vol .  I ,  Academic Press 1973, Sect. IV.4. For 
the role of Baire and Borel u-algebras in  the context of stochastic processes see E. Nelson, 
Ann. Math. 69, 630 (1959) .

64Jn general , a Baire measure has many extensions to the Borel u-algebra, but only 
one which is regular (see P.R. Halmos, Measure Theory, Springer 1974, Chap. X, Theor. 
H; D .L .  Cohn, Measure Theory, Birkhauser 1980, Chap. 7) .  

65E.  Nelson, Ann. Math. 69, 630 ( 1959) ; Quantum Fluctuations, Princeton University
Press 1985, Sect. I .3 .  
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of times, and then use the Riesz-Markov theorem to get a regular Borel 
measure on the path space. 

More precisely, F E C1;n (X) if there exists a finite subset To = { t 1 , . . .  , tn } 
� T such that F(x( · ) )  = F(x' ( · ) ) ,  whenever the two trajectories x(t) , x' ( t)
take the same values for all times t E T0 , i .e . F is a function depending 
only on the values taken by the trajectories at the times t 1 , . . .  , tn , 

F(x( - ) )  = F(x(t1  ) , . . .  , x(tn ) ) .  
Clearly, CJ;n (X) 3 1 = F(x( · ) )  = 1 .  Then one may define a positive linear
functional on Cjin (X) 

which is well defined, thanks to the compatibility conditions 1-3. 
Since Cfin (X) contains the identity and separates the points of X, by 

the Stone-Weierstrass theorem it is dense in C(X) ,  in the sup norm. Then, 
L has a unique extension to a positive linear functional on C(X) and by the 
Riesz-Markov theorem determines a unique regular probability measure v 
on X ,  such that 't:/F E CJ;n (X) 

L (F) = l F(x(t1 ) , . . .  , x(tn ) )  dv. 

In this way, one proves the existence of a regular functional measure 
on RT and its construction is unique starting from the finite dimensional
probability distributions, thanks to the property of regularity. 
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6 . 1 2  Appendix K :  Wiener process

For the convenience of the reader we briefly discuss the basic properties of 
the Brownian motion viewed as a Wiener stochastic process, i .e . in terms 
of a functional integral defined by the Wiener measure. 

The position x(t) of a Brownian particle, which at time t = 0 starts 
from x0 = 0, is a stochastic variable with probability distribution given 
by the heat kernel K(x, O ; t , 0) (see Sect . 6 . 1 ) .  For any n-ple t 1 , . . .  , tn ,  by
the semigroup property of K, the joint probability distributions given by 
products of K 's 

satisfy the compatibility conditions of Appendix J .  Thus, they define a 
stochastic process { x ( t ) ,  t E [ 0, oo) } , identified by a functional measure
dW0 (x( · ) )  on the space X of trajectories starting from x(O) = 0, with the
following expectations (for simplicity we put D = 1 /2)  

< x(t1 ) > = L x(t1 ) dWo(x( - ) )  = j dx1 x 1 K(x1 , O ;  t 1 , 0) = 0, 

< x(t 1 ) x(t2 ) > = J dx1 dx2 x1 x2 K(x2 , x1 ; t2 , t1 ) K(x1 , 0 ; t1 , 0) 

= j dx1 xi K(x1 , 0; t 1 , 0) = t 1 , 0 ::; t 1 ::; t2 , 

and in general 

( 6 . 1 2 . 1 )  

The process i s  Gaussian (see Sect. 6 . 1 )  and therefore all the higher moments 
are computed in terms of the first two (see Appendix I ) .  (For this reason the 
Brownian motion is sometimes defined as a Gaussian process with x0 = 0, 
zero mean and variance min(t1 , t2 ) . )  

B y  the construction discussed i n  Appendix J ,  one obtains i n  this way 
a functional measure dW0 ,  which is called the Wiener measure and the 
corresponding process is the Wiener process. 

If one tries to use the above strategy to control the limit n -; oo in
eq. (6 .2 .3 )  with V = 0, when the kernel is 

co: (x' , x ; t' , t )  = (27r(t' - t)a)- l f2 e- (x' -x ) 2/2o: ( t' -t) ,

with a E C,  Re a � 0, one finds that the polygonal approximation cannot
define a er-additive measure in the limit, unless Im a = 0. 66 The point is 

66R.H .  Cameron, Jour. Math and Phys. 39, 126 ( 1960) ; for the essence of the argu­
ment see M. Reed and B. Simon, Vol. II ,  Problem 64. 
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that 

J dx1 . . .  dxn [Ga- (xn , Xn- 1 ; t/n) ! . . .  [Ga- (x2 , x1 ; t/n) I = ( i a l /Re a)n/2 ---; oo,

so that if a complex measure dµ existed when Im a "I= 0, it  could not have
finite variation, since J [dµ [  = oo and it could not be u-additive.67

From the variance one can derive the regularity properties of the tra­
jectories on which the functional measure is concentrated. 

First, the relevant trajectories can be chosen Holder continuous of order 
a, for any a < 1/2 ,  and therefore continuous. 68 This follows from Kol­
mogorov regularity theorem according to which if Xt, t E R is a stochastic 
process and 

then the process can be realized in terms of trajectories which are a-Holder 
continuous, for any a < / / (3. 69 For the Brownian motion, since [xt - X8 I is
a Gaussian variable, < lxt -Xs [ 2n >= Cn < [xt -Xs l 2 >n and by eq. (6 . 1 2 . 1 )
and symmetry < [xt - x8 [ 2  >= i t - s [ , s o  that one has Holder continuity
for any a < 1/2 - (2n) - 1 , 'v'n . 

Secondly, apart from a set of zero Wiener measure, the trajectories of the 
Brownian motion do not have continuous derivatives. A simple indication 
of this fact comes from 

so that the limit t ---; s is divergent . A more precise argument is obtained 
by using the following relations. A function f : [a, b] ---; R is absolutely
continuous if there exists a g E L1 (a, b) such that 

f(x) = f(a) + 1x g(y) dy.

This property is equivalent to the almost everywhere existence of the deriva­
tive f' E L1 . Absolute continuity implies that f is of bounded variation,
i .e .  n 

sup L l f (x;+i ) - f(x; ) I < oo , 
7r i=l 

67See e.g. I .E.  Segal and R.A. Kunze, Integrals and Operators, Springer 1978, Sect. 4.2.
68We recall that a function f is Holder continuous of order a in a domain D if  there

is a constant c such that l f(x) - f(y) I ::; clx - Y I" ,  Vx, y E D. 
69For the proof see e.g. B. Simon, Functional Integration and Quantum Physics, 

Academic Press 1979, Th. 5 . 1 ,  p. 43.
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where 7r is any partition {a = t i < . . . < tn+l = b} ,  since 

Finally, if f is continuous and of bounded variation, then its quadratic 
variation in [a, b] 

� sup l f (xi+i ) - f(xi ) I L l f (xJ+i ) - f(xj ) I 
i j 

vanishes, because f is uniformly continuous in [a, b] and 

L l f (x;+i ) - f(x; ) I < c 

since f is of bounded variation. 
Therefore, to prove that the relevant trajectories of the Brownian motion 

are not continuously differentiable it suffices to prove that their quadratic 
variation in [a, b] is almost surely non-zero, i .e. that, for t E [a, b] , ll <2l x = 
b - a, in L2 (X, dW) .  Indeed, < t.<2lx >= b - a, and for any partition 7r ,  

putting 17r l = supj l tJ+l  - t1 I , 

so that 

when 17r l --4 0. 
This shows that the Wiener measure is supported by trajectories which 

have a rather irregular behavior and therefore, in dealing with the corre­
sponding functional integral, the validity of approximations based on reg­
ular paths is problematic. 
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An Introduction to the 
Mathematical Structure of Quantum Mechanics 
A Short Course for M athematic i ans  
Reviews of the First Edition 

"The structure of the book a lso makes it very suitable for lecturers wishing to give concise but 

comprehensive lectures in mathematical quantum mechanics. In spite of its briefness, the course is 

very i nformative, as it incl udes not only all standard topics in  mathematical quantum mechanics, but 

a lso gives ideas of such issues as quantum logic, Feynman path integra ls, Feynman-Kac formula,  

Euclidean quantum mechanics, and functional integral and its appl ications . . .  The approach using 
the C"-a lgebraic formal ism makes the book especia l ly attractive, since it a l lows one to give a very 

transparent and powerful mathematical description not only of a quantum mechanical system, but a 
physical system in genera l ."  

Mathematica/ Reviews 
" It is written in  a very clear and compact style, providing relevant references a long the way and 

proofs of the relevant steps . . .  The book . . .  can be of interest to both mathematicians and physicists. 

It provides a un ified and physica l ly  motivated presentation of d ifferent mathematical topics which are 

usua l ly either skipped or simply ignored in physics textbooks, thus supplying the interested reader with 

a compact exposition of relevant mathematical structures brought about by quantum mechanics . "  
Zentralb/att MATH 

"Within the G l imm-Jaffe spirit the Feynman-Kac formula ,  Nelson positivity and the analytica l ly 

continuing from Schriidinger quantum mechanics to the Eucl idean framework is nicely given . . .  The last 

appl ication is the most interesting one. He studies the e vacuum situation within the van Neumann

a lgebra approach. This explains the occurrence of superselection rules in the very simple quantum 

mechanical particle setting ... This book is written in a clear style, uses the most modern techniques . 

. . .  and wi l l  be a very useful tool for mathematicians to enter the not so mysterious framework of 

quantum theory for finite degrees of freedom. My congratulation goes to the author for this e legant 

and transparent book." 
H. Grosse (University of Vienna, Austria) 
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Errata

AN INTRODUCTION TO THE MATHEMATICAL

STRUCTURE OF QUANTUM MECHANICS

(Second Edition)

A Short Course for Mathematicians

[by F. Strocchi]

p. 14, line 26: (1.2.2) −→ (1.2.1)

p. 33, last sentence before footnote 21: add, at the end of the sentence,
“since by Proposition 1.5.4 ω(A∗A) is real.” so the sentence reads:

This requires ω (A∗A) ≥ 0 since by Proposition 1.5.4 ω(A∗A) is real.

p. 43, line 20: after the first and the last equal signs insert:
“rB =” and “rA =” , respectively, so that the equation reads:

||π(A)||B = rB = supλ∈σB(π(A))|λ| ≤ supλ∈σA(A)|λ| = rA = ||A||A,

p. 45, line 11 from bottom: π(A) −→ πω(A)

p. 99, line 17: (4.4.6) −→ (4.5.6)

p. 101, line 8: λ−2 −→ λ−1

line 4 from bottom: and −→ , ||H0ψλ|| = λ−1/2||H0ψ|| and

p. 113, line 2: eiφ −→ eiφ sin θ

p. 150, line 2 from bottom: W (0, β + 2γ ′) −→W (n, β + 2γ′)

p. 157, line 5: and define −→ , selects and defines


	Errata



