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Preface

This is a dynamics textbook for graduate students, written at a moderately advanced level. Its
principal aim is to present the dynamics of particles and rigid bodies in some breadth, with
examples illustrating the strengths and weaknesses of the various methods of dynamical
analysis. The scope of the dynamical theory includes both vectorial and analytical methods.
There is some emphasis on systems of great generality, that is, systems which may have
nonholonomic constraints and whose motion may be expressed in terms of quasi-velocities.
Geometrical approaches such as the use of surfaces in n-dimensional configuration and
velocity spaces are used to illustrate the nature of holonomic and nonholonomic constraints.
Impulsive response methods are discussed at some length.

Some of the material presented here was originally included in a graduate course in
computational dynamics at the University of Michigan. The ordering of the chapters, with
the chapters on dynamical theory presented first followed by the single chapter on numerical
methods, is such that the degree of emphasis one chooses to place on the latter is optional.
Numerical computation methods may be introduced at any point, or may be omitted entirely.

The first chapter presents in some detail the familiar principles of Newtonian or vectorial
dynamics, including discussions of constraints, virtual work, and the use of energy and
momentum principles. There is also an introduction to less familiar topics such as differential
forms, integrability, and the basic theory of impulsive response.

Chapter 2 introduces methods of analytical dynamics as represented by Lagrange’s and
Hamilton’s equations. The derivation of these equations begins with the Lagrangian form
of d’Alembert’s principle, a common starting point for obtaining many of the principal
forms of dynamical equations of motion. There are discussions of ignorable coordinates,
the Routhian method, and the use of integrals of the motion. Frictional and gyroscopic
forces are studied, and further material is presented on impulsive systems.

Chapter 3 is concerned with the kinematics and dynamics of rigid body motion. Dyadic
and matrix notations are introduced. Euler parameters and axis-and-angle variables are
used extensively in representing rigid body orientations in addition to the more familiar
Euler angles. This chapter also includes material on constrained impulsive response and
input-output methods.

The theoretical development presented in the first three chapters is used as background
for the derivations of Chapter 4. Here we present several differential methods which have the
advantages of simplicity and computational efficiency over the usual Lagrangian methods
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in the analysis of general constrained systems or for systems described in terms of quasi-
velocities. These methods result in a minimum set of dynamical equations which are compu-
tationally efficient. Many examples are included in order to compare and explain the various
approaches. This chapter also presents detailed discussions of constraints and energy rates
by using velocity space concepts.

Chapter 5 begins with a derivation of Hamilton’s principle in its holonomic and nonholo-
nomic forms. Stationarity questions are discussed. Transpositional relations are introduced
and there follows a further discussion of integrability including Frobenius’ theorem. The
central equation and its explicit transpositional form are presented. There is a comparison
of integral methods by means of examples.

Chapter 6 presents some basic principles of numerical analysis and explains the use of
integration algorithms in the numerical solution of differential equations. For the most part,
explicit algorithms such as the Runge—Kutta and predictor—corrector methods are consid-
ered. There is an analysis of numerical stability of the integration methods, primarily by
solving the appropriate difference equations, but frequency response methods are also used.
The last portion of the chapter considers methods of representing kinematic constraints. The
one-step method of constraint stabilization is introduced and its advantages over standard
methods are explained. There is a discussion of the use of energy and momentum constraints
as a means of improving the accuracy of numerical computations.

A principal objective of this book is to improve the problem-solving skills of each student.
Problem solving should include not only a proper formulation and choice of variables, but
also a directness of approach which avoids unnecessary steps. This requires that the student
repeatedly attempt the solution of problems which may be kinematically complex and
which involve the application of several dynamical principles. The problems presented here
usually have several parts that require more than the derivation of the equations of motion
for a given system. Thus, insight is needed concerning other dynamical characteristics.
Because of the rather broad array of possible approaches presented here, and due in part to
the generally demanding problems, a conscientious student can attain a real perspective of
the subject of dynamics and a competence in the application of its principles.

Finally, I would like to acknowledge the helpful discussions with Professor J.G.
Papastavridis of Georgia Tech concerning the material of Chapters 4 and 5, and with Pro-
fessor R. M. Howe of the University of Michigan concerning portions of Chapter 6.
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1.1

Introduction to particle dynamics

In the study of dynamics at an advanced level, it is important to consider many approaches
and points of view in order that one may attain a broad theoretical perspective of the subject.
As we proceed we shall emphasize those methods which are particularly effective in the
analysis of relatively difficult problems in dynamics. At this point, however, it is well to
review some of the basic principles in the dynamical analysis of systems of particles. In
the process, the kinematics of particle motion will be reviewed, and many of the notational
conventions will be established.

Particle motion

The laws of motion for a particle

Let us consider Newton’s three laws of motion which were published in 1687 in his Prin-
cipia. They can be stated as follows:

I. Every body continues in its state of rest, or of uniform motion in a straight line, unless
compelled to change that state by forces acting upon it.
II. The time rate of change of linear momentum of a body is proportional to the force
acting upon it and occurs in the direction in which the force acts.
III. To every action there is an equal and opposite reaction; that is, the mutual forces of two
bodies acting upon each other are equal in magnitude and opposite in direction.

In the dynamical analysis of a system of particles using Newton’s laws, we can interpret
the word “body” to mean a particle, that is, a certain fixed mass concentrated at a point.
The first two of Newton’s laws, as applied to a particle, can be summarized by the law of
motion:

F = ma (1.1)

Here F is the total force applied to the particle of mass m and it includes both direct contact
forces and field forces such as gravity or electromagnetic forces. The acceleration a of
the particle must be measured relative to an inertial or Newtonian frame of reference. An
example of an inertial frame is an x yz set of axes which is not rotating relative to the “fixed”
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stars and has its origin at the center of mass of the solar system. Any other reference frame
which is not rotating but is translating at a constant rate relative to an inertial frame is
itself an inertial frame. Thus, there are infinitely many inertial frames, all with constant
translational velocities relative to the others. Because the relative velocities are constant,
the acceleration of a given particle is the same relative to any inertial frame. The force F
and mass m are also the same in all inertial frames, so Newton’s law of motion is identical
relative to all inertial frames.

Newton’s third law, the law of action and reaction, has a corollary assumption that the
interaction forces between any two particles are directed along the straight line connecting
the particles. Thus we have the law of action and reaction:

When two particles exert forces on each other, these interaction forces

are equal in magnitude, opposite in sense, and are directed along the

straight line joining the particles.

The collinearity of the interaction forces applies to all mechanical and gravitational forces.
It does not apply, however, to interactions between moving electrically charged particles for
which the interaction forces are equal and opposite but not necessarily collinear. Systems
of this sort will not be studied here.

An alternative form of the equation of motion of a particle is

F=p (1.2)
where the linear momentum of the particle is
p=mv (1.3)

and v is the particle velocity relative to an inertial frame.

Kinematics of particle motion

The application of Newton’s laws of motion to a particle requires that an expression can
be found for the acceleration of the particle relative to an inertial frame. For example, the
position vector of a particle relative to a fixed Cartesian frame might be expressed as

r=xi+yj+zk (1.4)

where i, j, k are unit vectors, that is, vectors of unit magnitude which have the directions
of the positive x, y, and z axes, respectively. When unit vectors are used to specify a vector
in 3-space, the three unit vectors are always linearly independent and are nearly always
mutually perpendicular. The velocity of the given particle is

v=r=xi+yj+zk (1.5)
and its acceleration is
a=v=7xi+yj+zk (1.6)

relative to the inertial frame.
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A force F applied to the particle may be described in a similar manner.
F=Fi+ F,j + Fk (1.7

where (FY, Fy, F;) are the scalar components of F. In general, the force components can
be functions of position, velocity, and time, but often they are much simpler.

If one writes Newton’s law of motion, (1.1), in terms of the Cartesian unit vectors, and
then equates the scalar coefficients of each unit vector on the two sides of the equation, one
obtains

F, =mi
Fy =my (1.8)
F, =mZ

4

These three scalar equations are equivalent to the single vector equation. In general, the
scalar equations are coupled through the expressions for the force components. Further-
more, the differential equations are often nonlinear and are not susceptible to a complete
analytic solution. In this case, one can turn to numerical integration on a digital computer
to obtain the complete solution. On the other hand, one can often use energy or momen-
tum methods to obtain important characteristics of the motion without having the complete
solution.

The calculation of a particle acceleration relative to an inertial Cartesian frame is straight-
forward because the unit vectors (i, j, k) are fixed in direction. It turns out, however, that
because of system geometry it is sometimes more convenient to use unit vectors that are
not fixed. For example, the position, velocity, and acceleration of a particle moving along
a circular path are conveniently expressed using radial and tangential unit vectors which
change direction with position.

As a more general example, suppose that an arbitrary vector A is given by

A =Aje + Arer + Aszes (1.9)

where the unit vectors ey, e;, and e; form a mutually orthogonal set such that e; = e; X e,.
This unit vector triad changes its orientation with time. It rotates as a rigid body with an
angular velocity w, where the direction of w is along the axis of rotation and the positive
sense of w is in accordance with the right-hand rule.

The first time derivative of A is

A= Aje; + Are, + Ases + A &) + Aré, + Aszés (1.10)
where
é=wxe (i=1273) (1.11)

Thus we obtain the important equation
A=A, +wxA (1.12)

Here A is the time rate of change of A, as measured in a nonrotating frame that is usually
considered to also be inertial. (A), is the derivative of A, as measured in a rotating frame in
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which the unit vectors are fixed. It is represented by the first three terms on the right-hand
side of (1.10). The term w X A is represented by the final three terms of (1.10). In detail, if
the angular velocity of the rotating frame is

w = wie| + wre; + wses (113)
then

A = (A + 0As — w3Ar) e + (A + 0341 — w1 A3) e
+(As + w1 Ar — w0 A)) e (1.14)

Velocity and acceleration expressions for common coordinate systems

Let us apply the general equation (1.12) to some common coordinate systems associated
with particle motion.

Cylindrical coordinates

Suppose that the position of a particle P is specified by the values of its cylindrical coordi-
nates (r, ¢, z). We see from Fig. 1.1 that the position vector r is

r =re, +ze; (1.15)
where we notice that r is not the magnitude of r. The angular velocity of the e,.ege, triad is

w = de, (1.16)

X

Figure 1.1.
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so we find that é, vanishes and

¢ =w x e = de, (1.17)
Thus, the velocity of the particle P is
V=1 =ie +roes+ e, (1.18)
Similarly, noting that
6y = w X ey = —de, (1.19)
we find that its acceleration is
a=v=_>—ré>)e +(rd +2id)e, + e, (1.20)
If we restrict the motion such that z and Z are continuously equal to zero, we obtain the
velocity and acceleration equations for plane motion using polar coordinates.

Spherical coordinates

From Fig. 1.2 we see that the position of particle P is given by the spherical coordinates
(r, 0, ). The position vector of the particle is simply

r=re, (1.21)
The angular velocity of the e,ege, triad is due to 6 and ¢ and is equal to

w=qcosOe —dsind e +06 ey (1.22)

e,
o
P

r €o

X

Figure 1.2.
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We find that

¢ =wxe =0e + Psind e,

¢ = w x e = —0e, + hcosb e, (1.23)
¢y = w x e, =—¢sinf e, —Phcosh ey

Then, upon differentiation of (1.21), we obtain the velocity

v=1=re +riey +rdsind e, (1.24)
A further differentiation yields the acceleration

a=v=_ —r0>—ré*sin0)e, + (rd + 270 — r¢>sin6 cos H) ey
+(r¢ sin@ + 2i-¢ sin 6 + 2rf¢ cosb) e, (1.25)

Tangential and normal components

Suppose a particle P moves along a given path in three-dimensional space. The position
of the particle is specified by the single coordinate s, measured from some reference point
along the path, as shown in Fig. 1.3. It is convenient to use the three unit vectors (e;, e,, ;)
where e, is tangent to the path at P, e, is normal to the path and points in the direction of
the center of curvature C, and the binormal unit vector is

e, =€ Xe, (1.26)

X

Figure 1.3.
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The velocity of the particle is equal to its speed along its path, so
V=r=se (1.27)

If we consider motion along an infinitesimal arc of radius p surrounding P, we see that

s

€ = —e, (1.28)
o
Thus, we find that the acceleration of the particle is
52
a=v=>5e +5¢ =5e, + —e, (1.29)
o

where p is the radius of curvature. Here § is the tangential acceleration and §2/p is the
centripetal acceleration. The angular velocity of the unit vector triad is directly proportional
to §. Itis

w = w,e + wpey (1.30)

where w; and w, are obtained from

¢ = wpe, = ie,,

]
1.31
. de, (1.31)
€y, = —wi€,;, = SK

Note that w, = 0 and also that de;,/ds represents the torsion of the curve.

Relative motion and rotating frames

When one uses Newton’s laws to describe the motion of a particle, the acceleration a must
be absolute, that is, it must be measured relative to an inertial frame. This acceleration,
of course, is the same when measured with respect to any inertial frame. Sometimes the
motion of a particle is known relative to a rotating and accelerating frame, and it is desired
to find its absolute velocity and acceleration. In general, these calculations can be somewhat
complicated, but for the special case in which the moving frame A is not rotating, the results
are simple. The absolute velocity of a particle P is

Vp =Va+Vpsa (1.32)

where v, is the absolute velocity of any point on frame A and vp/ 4 is the velocity of particle
P relative to frame A, that is, the velocity recorded by cameras or other instruments fixed
in frame A and moving with it. Similarly, the absolute acceleration of P is

ap = ay + ap (133)

where we note again that the frame A is moving in pure translation.
Now consider the general case in which the moving xyz frame (Fig. 1.4) is translating
and rotating arbitrarily. We wish to find the velocity and acceleration of a particle P relative
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X
Figure 1.4.
to the inertial XYZ frame in terms of its motion with respect to the noninertial xyz frame.
Let the origin O’ of the xyz frame have a position vector R relative to the origin O of the

XYZ frame. The position of the particle P relative to O’ is p, so the position of P relative
to XYZ is

r=R+p (1.34)
The corresponding velocity is
v=ir=R+p (1.35)

Now let us use the basic equation (1.12) to express p in terms of the motion relative to the
moving xyz frame. We obtain

p=()r+wxp (1.36)

where w is the angular velocity of the xyz frame and (p), is the velocity of P relative to
that frame. In detail,

p=xi+yj+zk (1.37)
and
(P)r = i+ yj+ 2k (1.38)

where i, j, k are unit vectors fixed in the xyz frame and rotating with it. From (1.35) and
(1.36), the absolute velocity of P is

v=Fr=R+ (), +wxp (1.39)
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The expression for the inertial acceleration a of the particle is found by first noting that

%(p)r =(p)r +w X (P)r (1.40)
d . .

E(pr)=pr+wX((p)r+WXp) (141)
Thus, we obtain the important result:

a=v=R4+wx p+w x (wx p)+(p), +2w x (p), (1.42)

where w is the angular velocity of the xyz frame. The nature of the various terms is as
follows. R is the inertial acceleration of O’, the origin of the moving frame. The term
w x p might be considered as a tangential acceleration although, more accurately, it rep-
resents a changing tangential velocity w x p due to changing w. The term w X (w x p) is
a centripetal acceleration directed toward an axis of rotation through O’. These first three
terms represent the acceleration of a point coincident with P but fixed in the xyz frame.
The final two terms add the effects of motion relative to the moving frame. The term (p),
is the acceleration of P relative to the xyz frame, that is, the acceleration of the particle, as
recorded by instruments fixed in the xyz frame and rotating with it. The final term 2w X (p),
is the Coriolis acceleration due to a velocity relative to the rotating frame. Equation (1.42)
is particularly useful if the motion of the particle relative to the moving xyz frame is simple;
for example, linear motion or motion along a circular path.

Instantaneous center of rotation

If each point of a rigid body moves in planar motion, it is useful to consider a lamina, or
slice, of the body which moves in its own plane (Fig. 1.5). If the lamina does not move in
pure translation, that is, if w # 0, then a point C exists in the lamina, or in an imaginary

Figure 1.5.
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extension thereof, at which the velocity is momentarily zero. This is the instantaneous
center of rotation.

Suppose that arbitrary points A and B have velocities v4 and vg. The instantaneous
center C is located at the intersection of the perpendicular lines to v4 and vg. The velocity
of a point P with a position vector p relative to C is

V=wXp (1.43)

where w is the angular velocity vector of the lamina. Thus, if the location of the instantaneous
center is known, it is easy to find the velocity of any other point of the lamina at that instant.
On the other hand, the acceleration of the instantaneous center is generally not zero. Hence,
the calculation of the acceleration of a general point in the lamina is usually not aided by a
knowledge of the instantaneous center location.

If there is planar rolling motion of one body on another fixed body without any slipping,
the instantaneous center lies at the contact point between the two bodies. As time proceeds,
this point moves with respect to both bodies, thereby tracing a path on each body.

Example 1.1 A wheel of radius r rolls in planar motion without slipping on a fixed convex
surface of radius R (Fig. 1.6a). We wish to solve for the acceleration of the contact point
on the wheel. The contact point C is the instantaneous center, and therefore, the velocity of
the wheel’s center O’ is

V= roe, (1.44)

(2)

Figure 1.6.



11

Particle motion

In terms of the angular velocity ¢ of the radial line O O’, the velocity of the wheel is

R+1rd=row (1.45)
so we find that
. ro
= 1.46
¢ R+r ( )
To show that the acceleration of the contact point C is nonzero, we note that
ac = ap + ac/o (147)

The center O’ of the wheel moves in a circular path of radius (R + r), so its acceleration
ao is the sum of tangential and centripetal accelerations.

ao = (R +r)dey — (R +r)p’e,
r2w2
R+r

Similarly C, considered as a point on the rim of the wheel, has a circular motion about O’,
SO

=roes — e, (1.48)

ac/o = —rcbed) + rwze, (1 49)
Then, adding (1.48) and (1.49), we obtain
2 R
ac = (r S )a)zer = ( d )a)zer (1.50)
R+r R+r

Thus, the instantaneous center has a nonzero acceleration.
Now consider the rolling motion of a wheel of radius r on a concave surface of radius R
(Fig. 1.6b). The center of the wheel has a velocity

Vo = roey, = (R — r)de, (1.51)
$0

, ro

e (152)

In this case, the acceleration of the contact point is

ac =aop +acjo (1.53)
where
ap = (R —r)de; — (R —r)d’e,
20?2
=rwey — e, (1.54)
—r
aco = —roey, — ro’e, (1.55)

Thus, we obtain

2 R
aC:—(r+Rr_r)wze,:—(R_rr)a)ze, (1.56)
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Figure 1.7.

Notice that very large values of ap and ac can occur, even for moderate values of w, if R
is only slightly larger than r. This could occur, for example, if a shaft rotates in a sticky
bearing.

Example 1.2 Let us calculate the acceleration of a point P on the rim of a wheel of radius
r which rolls without slipping on a horizontal circular track of radius R (Fig. 1.7). The plane
of the wheel remains vertical and the position angle of P relative to a vertical line through
the center O’ is ¢.

Let us choose the unit vectors e,, €y, k, as shown. They rotate about a vertical axis at an
angular rate @ which is the rate at which the contact point C moves along the circular path.
Since the center O’ and C move along parallel paths with the same speed, we can write

vor =rd = Rw (1.57)
from which we obtain
ro.
= —¢k 1.58
w R¢ (1.58)

Choose C as the origin of a moving frame which rotates with the angular velocity w.
To find the acceleration of P, let us use the general equation (1.42), namely,

a=R+wxp+wx(wxp)+ (P +2w x (p) (1.59)
The acceleration of C is

) r2g? .

R = —Rw’e, + Raey = et roey (1.60)

The relative position of P with respect to C is

p=rsing e+ r(l + cosp)k (1.61)
From (1.58) we obtain
W= gk (1.62)

"R
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Then
r2 .
wxp:—i(psinqbe, (1.63)
o
wx(wxp):—ﬁtﬁzsin(beg (1.64)

Upon differentiating (1.61), with ey and k held constant, we obtain

(p), =rdcosp ey —rgpsing k (1.65)
and

2w x (), = —2—,':& cos ¢ e, (1.66)
Also,

(D) = (rcos¢ —r¢’ sing)e; — (rdsing + r¢” cos p)k (1.67)

Finally, adding terms, the acceleration of P is

— _[Zising+ T +2 b1 (142 ) s
a_—[Eqﬁsmqﬁ—i—E(b( + cos¢)i|e,+ [rzb( +cos¢)—r¢( +ﬁ) sm¢:|e9

—(rdsing + ré?cos p)k (1.68)

Example 1.3 A particle P moves on a plane spiral having the equation
r=k60 (1.69)

where k is a constant (Fig. 1.8). Let us find an expression for its acceleration. Also solve
for the radius of curvature of the spiral at a point specified by the angle 6.

Figure 1.8.
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First note that the unit vectors (e,, eg) rotate with an angular velocity
w =6k (1.70)
where the unit vector k points out of the page. We obtain

¢ =wxe =0e

. (1.71)

é) = w X g = —be,
The position vector of P is
r=re, (1.72)
and its velocity is
V=r=re +reé =ie +rbe (1.73)
The acceleration of P is
a=v=jie +i¢ +rfe + ey +roeg

= (¥ — r6%)e, + (rfl + 276)ey

= (k6 — k06%)e, + (kOF + 2k6%)ey (1.74)

The radius of curvature at P can be found by first establishing the orthogonal unit vectors
(e/, e,) and then finding the normal component of the acceleration. The angle o between
the unit vectors e; and ey is obtained by noting that

v, 2 k6 1
tang = — = — = — = — (1.75)
) ro koo 6

and we see that

sing = ———
2

Vi ; 0 (1.76)
cos = ——

V1462
The normal acceleration is
a, = —a,cosa + ag sina (1.77)
where, from (1.74),
a, = kb — k06*

o (1.78)
ag = kOO + 2k6
Thus, we obtain

k6? 2

V1462
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Systems of particles

From (1.29), using tangential and normal components, we find that the normal accelera-
tion is
§2 2 2402 k2621 + 02
ot oY vty K46 (1.80)
PP 0 p
where p is the radius of curvature. Comparing (1.79) and (1.80), the radius of curvature at
Pis
_ k(l + 92)3/2
C2+6?

(1.81)

Notice that p varies from %k at 6 = 0 to r for very large r and 6.

Systems of particles

A system of particles with all its interactions constitutes a dynamical system of great gen-
erality. Consequently, it is important to understand thoroughly the principles which govern
its motions. Here we shall establish some of the basic principles. Later, these principles will
be used in the study of rigid body dynamics.

Equations of motion

Consider a system of N particles whose positions are given relative to an inertial frame
(Fig. 1.9). The ith particle is acted upon by an external force F; and by N — 1 internal

m;i

c.m.
T fii

mj
Ie

m—

rj

X

Figure 1.9.
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interaction forces f;; (j # i) due to the other particles. The equation of motion for the ith
particle is

N

m,"l",' = Fl' + Zf,‘j (182)
=1

The right-hand side of the equation is equal to the total force acting on the ith particle,

external plus internal, and we note that f;; = 0; that is, a particle cannot act on itself to

influence its motion.

Now sum (1.82) over the N particles.

N N
i=1 i=1

i— i=1 j=1

N

Because of Newton’s law of action and reaction, we have

£ = —f,

J ij

(1.84)

and therefore

N N
DY =0 (1.85)

i=1 j=1

The center of mass location is given by
| &
reo = — ir; 1.86
— ;m (1.86)
where the total mass m is
N
m=>"m; (1.87)
i=1

Then (1.83) reduces to
mf, =F (1.88)
where the total external force acting on the system is
N
F=)F (1.89)
i=1
This result shows that the motion of the center of mass of a system of particles is the same
as that of a single particle of total mass m which is driven by the total external force F.

The translational or linear momentum of a system of N particles is equal to the vector
sum of the momenta of the individual particles. Thus, using (1.3), we find that

N N
p=)_p =) mf (1.90)
i=1 i=1
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I
where each particle mass m; is constant. Then, for the system, the rate of change of mo-
mentum is
N N
p=) b=y mii=F (1.91)
i=1 i=1
in agreement with (1.88). Note that if F remains equal to zero over some time interval, the
linear momentum remains constant during the interval. More particularly, if a component
of F in a certain fixed direction remains at zero, then the corresponding component of p is
conserved.
Angular momentum

The angular momentum of a single particle of mass m; about a fixed reference point O
(Fig. 1.10) is

H,' =TI; X m,~1",~ =TI XPp; (192)

which has the form of a moment of momentum. Upon summation over N particles, we find
that the angular momentum of the system about O is

N N
HO = ZIH, = X;ri X m[l",- (193)
i= i=

Now consider the angular momentum of the system about an arbitrary reference point
P.1tis

N
H, =) p, xmp (1.94)
i=1

r; Pi
c.m.

p c
I,

rp

X

Figure 1.10.
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Notice that the velocity p; is measured relative to the reference point P rather than being an
absolute velocity. The use of relative versus absolute velocities in the definition of angular
momentum makes no difference if the reference point is either fixed or at the center of mass.
There is a difference, however, in the form of the equation of motion for the general case of
an accelerating reference point P, which is not at the center of mass. In this case, the choice
of relative velocities yields simpler and physically more meaningful equations of motion.

To find the angular momentum relative to the center of mass, we take the reference point
P at the center of mass (p. = 0) and obtain

N
H. = Zpi X m; pi (1.95)
i=1

where p; is now the position vector of particle m; relative to the center of mass.
Now let us write an expression for H, when P is not at the center of mass. We obtain

N
He =" (p; — p) x mi(pi — pe)
i=1

N (1.96)
=Z pi X Mip; — P X mpc
i=1
where
N
> mip; =mp, (1.97)
i=1
Then, recalling (1.94), we find that
Hp =H,+ Pc X mpe (198)

This important result states that the angular momentum about an arbitrary point P is equal
to the angular momentum about the center of mass plus the angular momentum due to the
relative translational velocity p. of the center of mass. Of course, this result also applies to
the case of a fixed reference point P when p,. is an absolute velocity.

Now let us differentiate (1.93) with respect to time in order to obtain an equation of
motion. We obtain

N
HO = ZI‘,‘ X m,"l",’ (199)
i=l

where, from Newton’s law,
N
j=1
and we note that

N N
D33 rixf;=0 (1.101)

i=1 j=1
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since, by Newton’s third law, the internal forces f;; occur in equal, opposite, and collinear
pairs. Hence we obtain an equation of motion in the form

N
Hp =) r; xF; =M (1.102)

i=1
where M is the applied moment about the fixed point O due to forces external to the

system.
In a similar manner, if we differentiate (1.95) with respect to time, we obtain

N
H. =) p; x mip; (1.103)
i=1

where p; is the position vector of the ith particle relative to the center of mass. From
Newton’s law of motion for the ith particle,

N
mi(Ee + pi) =F; + Y 1 (1.104)

Jj=1

Now take the vector product of p; with both sides of this equation and sum over i. We find
that

i

N
> b xmite =0 (1.105)
i=1
since
N
> mip =0 (1.106)
i=1
for a reference point at the center of mass. Also,
N N
> pixt;=0 (1.107)

1 j=1

because the internal forces f;; occur in equal, opposite, and collinear pairs. Hence we obtain

N N
> pixmipi=Y p; xF; =M, (1.108)
i=1 i=1

and, from (1.103) and (1.108),
H. =M. (1.109)

where M, is the external applied moment about the center of mass.
At this point we have found that the basic rotational equation

H=M (1.110)

applies in each of two cases: (1) the reference point is fixed in an inertial frame; or (2) the
reference point is at the center of mass.



20

Introduction to particle dynamics

Finally, let us consider the most general case of an arbitrary reference point P. Upon
differentiating (1.98) with respect to time, we obtain

Hp =H, + p. X mp,.

=M, + p, x mp, (1.111)
But, from Newton’s law of motion for the system,
m(t, + p.) =F (1.112)
so we obtain
H, =M, + p, x (F — mi,) (1.113)
The applied moment about P is
M,=M.+p, xF (1.114)
Thus, the rotational equation for this general case is
szMp—pcxmi‘p (1.115)

We note immediately that this equation reverts to the simpler form of (1.110) if P is a fixed
point (i, = 0) or if P is located at the center of mass (p. = 0). The right-hand term also
vanishes if p,. and ¥, are parallel.

Accelerating frames

Consider a particle of mass m; and its motion relative to a noninertial reference frame
that is not rotating but is translating with point P at its origin (Fig. 1.10). The equation of
motion is

mi(i"p"'p.i) =F; (1.116)

where F; is now the total force acting on the particle. Relative to the accelerating frame,
the equation of motion has the form

miﬁiZFj—Mjfp (]]]7)

The term —m;¥, can be regarded as an inertia force due to the acceleration of the frame.
Note that the same equation of motion is obtained if we assume that the frame attached to
P is not accelerating, but instead there is a uniform gravitational field with an acceleration
of gravity —¥,.

As another example of motion relative to an accelerating reference frame, consider again
the rotational equation given in (1.115). We can write it in the form

N
H,=M, - Y p, xmf, (1.118)

i=1
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since
N

mp. =y mip; (1.119)
i=1

gives the position p, of the center of mass. The last term of (1.118) can be interpreted as
the moment about P of individual inertia forces —m;i, that act on each particle m;, the
forces being parallel in the manner of an artificial gravitational field. The total moment of
these inertial forces, as given in (1.115), is —p,. x m¥,, which can be considered as a total
inertia force —mfi, acting at the center of mass.

The concept of inertia forces and an artificial gravitational field due to an accelerating
reference frame can be expressed as the following principle of relative motion: All the
results and principles derivable from Newton’s laws of motion relative to an inertial frame
can be extended to apply to an accelerating but nonrotating frame if the inertia forces
associated with the acceleration of the frame are considered as additional forces acting
on the particles of the system. This important result is particularly useful if some reference
point in the system has an acceleration that is a known function of time. Note that it applies
to work and energy principles relative to the accelerating frame without having to solve for
the forces causing the acceleration.

Work and energy

The kinetic energy of a particle of mass m; moving with speed v; relative to an inertial
frame is

1
T, = Em[v,-z (1.120)

The total kinetic energy of a system of N particles is found by summing over the particles,
resulting in

N
> mi} (1.121)

V=2 =11 (1.122)
and assume a center of mass reference point such that
ri=r.+p; (1.123)

The total kinetic energy can be written in the form

| i o
T=5 ) mif =53 miltc+p)- e+ pi)
i=1 i=1
IR (i H
= Emr(,—i-E; m; p7? (1.124)
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where we recall that

N

> mip; =0 (1.125)
i=1

for this center of mass reference point. Equation (1.124) is an expression of Koenig's
theorem: The total kinetic energy of a system of particles is equal to that due to the total
mass moving with the velocity of the center of mass plus that due to the motion of individual
particles relative to the center of mass.

As a further generalization, let us consider a system of particles with a general reference
point P (Fig. 1.10). Here we have

ri=r,+p; (1.126)

and the total kinetic energy is

1 & 1 &
T =32 mif =33 miliy+p) - @+ pr)
i=1 i=1
T
= 3+ 5 ; mip? + ¥, - mp, (1.127)

We see that the total kinetic energy is the sum of three parts: (1) the kinetic energy due
to the total mass moving at the speed of the reference point; (2) the kinetic energy due
to motion relative to the reference point; and (3) the scalar product of the reference point
velocity and the linear momentum of the system relative to the reference point. Equation
(1.127) is an important and useful result. It is particularly convenient in the analysis of
systems having a reference point whose motion is known but which is not at the center of
mass.

Now let us look into the relationship between the work done on a system of particles
and its kinetic energy. We start with the equation of motion for the ith particle, as in (1.82),
namely,

N
mit; =F; + Y f; (1.128)
j=1

Assume that the ith particle moves over a path from A; to B;. Take the dot product of each
side with dr; and evaluate the corresponding line integrals. We obtain

B 1 Bd o, 1 PO
/, mif; - dr; = Zm; ft o (#) dr = Smi (v, —va) (1.129)

which is the increase in kinetic energy of the ith particle. The line integral on the right is

B; N
W; =/ (Fi—i-Zf,-j) - dr; (1.130)
A; =



23

Systems of particles

which is the total work done on the ith particle by the external plus internal forces. Now
sum over all the particles. The total work done on the system is

N N Bi N
W:Z W,:Zl:/ (Fi+2fij)~dri (1.131)
1= 1= i J=

and the increase in the total kinetic energy is

1 N
T — Ty = 5 Z m;(vg, —v3) (1.132)

i=1
Thus, equating the line integrals obtained from (1.128), we find that
Tg — Ty =W (1.133)

This is the principle of work and kinetic energy: The increase in the kinetic energy of a
system of particles over an arbitrary time interval is equal to the work done on the system
by external and internal forces during that time. Since this principle applies continuously
to an evolving system, we see that

=W (1.134)

that is, the rate of increase of kinetic energy is equal to the rate of doing work by the forces
acting on the system.
If we choose a center of mass reference point, we have

r=ro+p (1.135)

and the work done on the system can be written in the form

B. N B; N
W:/ F~drc+2/ (Fi+2 f,«j>~dp,- (1.136)
A i=1 YA j=1

where A, and B, are the end-points of the path followed by the center of mass. The equation
of motion for the center of mass is identical in form with that of a single particle; hence,
they will have similar work—energy relationships. Therefore, the work done by the total
external force F in moving through the displacement of the center of mass must equal the
increase in the kinetic energy associated with the center of mass motion, as given in the first
term of (1.124). Then the remaining term in the work expression, representing the work of
the external and internal forces in moving through displacements relative to the center of
mass, must equal the increase in the kinetic energy of relative motions, that is, in the change
in the last term of (1.124).

Gonservation of energy

Let us consider a particle whose position (x, y, z) is given relative to an inertial Cartesian
frame. Suppose that the work done on the particle in an arbitrary infinitesimal displacement is

dW =F -dr = F.dx + F,dy + F.dz (1.137)
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and the right-hand side is equal to the total differential of a function of position. Let us take

A% A% aVv
dW = —-dV = ——dx — —dy — —dz (1.138)
ax dy 9z

where the minus sign is chosen for convenience and the potential energy function is
V(x, y, z). Then, since dr is arbitrary, we can equate coefficients to obtain

A% A% aV

F,=——, = = —— 1.139
* dx Y dy 9z ( )

or, using vector notation,

F=-VV (1.140)

that is, the force is equal to the negative gradient of V (x, y, 2).
In accordance with the principle of work and kinetic energy, the increase in kinetic energy
is

dT = dW = —dV (1.141)
so we find that

T+V=0 (1.142)
or, after integration with respect to time,

T+V=E (1.143)

where the total energy F is a constant. This is the principle of conservation of energy applied
to a rather simple system.

This principle can easily be extended to apply to a system of N particles whose positions
are given by the 3N Cartesian coordinates xj, X2, ..., x3y. In this case, the kinetic energy
T is the sum of the individual kinetic energies, and the overall potential energy V(x) is a
function of the particle positions. The force in the positive x; direction obtained from V is

A%

Fj=—
/ ij

(1.144)
The system will be conservative, that is, the total energy 7 + V will be constant if it
meets the following conditions: (1) the potential energy V (x) is a function of position only
and not an explicit function of time; and (2) all forces which do work on the system in
the actual motion are obtained from the potential energy in accordance with (1.144); any
constraint forces do no work. Later the concept of a conservative system will be extended
and generalized.

It sometimes occurs that the forces doing work on a system are all obtained from a
potential energy function of the more general form V(x, ¢) by using (1.144) or (1.140).
In this case, the forces are termed monogenic, that is, derivable from a potential energy
function, whether conservative or not.
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Figure 1.11.

Example 1.4 Let us consider the form of the potential energy function in various common
cases.

Uniform gravity Suppose a particle of mass m is located at a distance y above a reference
level in the presence of a uniform gravitational field whose gravitational acceleration is g,
as shown in Fig. 1.11a. The downward force acting on the particle is its weight

w = mg (1.145)

From (1.139) we obtain

=gy = me (1.146)

which can be integrated to yield the potential energy

V(y) = mgy (1.147)

The constant of integration has been chosen equal to zero in order to give zero potential
energy at the reference level.

Inverse-square gravity A uniform spherical body of mass m( and radius R exerts a gravi-
tational attraction on a particle of mass m located at a distance r from the center O, as
shown in Fig. 1.11b. The radial force on the particle has the form

K

FF=—= (=R (1.148)
r
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where K = Gmom. The universal gravitational constant G has the value
G =6.673 x 107" N . m?/kg?

and we have used units of Newtons, meters, and kilograms. Equation (1.148) is a statement
of Newton’s law of gravitation where each attracting body is regarded as a particle. Using
(1.144) we obtain

W K

= 1.149
or r? ( )
which integrates to
K
V)= —— (1.150)
r

and we note that the gravitational potential energy is generally negative, but goes to zero as
r— 00.

Linear spring A commonly encountered form of potential energy is that due to elastic
deformation. As an example, consider a particle P which is attached by a linear spring of
stiffness k to a fixed point O, as shown in Fig. 1.11c. The force of the spring acting on the
particle is

oV
P
where x is the elongation of the spring, measured from its unstressed position. Integration
of (1.151) yields the potential energy

Fo=— —kx (1.151)

1 2
V() = Skx (1.152)

Example 1.5 A particle of mass m is displaced slightly from its equilibrium position
at the top of a smooth fixed sphere of radius r, and it slides downward due to gravity
(Fig. 1.12). We wish to solve for its velocity as a function of position, and the angle 6 at
which it loses contact with the sphere.

Rather than writing the tangential equation of motion involving § and then integrating,
we can solve directly for the velocity of the particle by using conservation of energy. We
see that

1
T = Emvz (1153)
and, using the center O as the reference level,
V = mgrcos6 (1.154)

Conservation of energy results in

1
T+V=5mv2+mgrcosezmgr (1.155)
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Figure 1.12.

and, solving for the velocity, we obtain

v =+/2gr(l —cos6) (1.156)

Let N be the radial force of the sphere acting on the particle. The radial equation of motion
is

mv2

ma, = ——— = N —mgcos6 (1.157)
r

From (1.156) and (1.157) we obtain
N =mg (3cosO — 2) (1.158)

The particle leaves the sphere when the force N decreases to zero, that is, when

2
cos 6 =3 or 0 =48.19° (1.159)

Example 1.6 Particles A and B, each of mass m, are connected by a rigid massless rod
of length [, as shown in Fig. 1.13. Particle A is restrained by a linear spring of stiffness &,
but can slide without friction on a plane inclined at 45° with the horizontal. We wish to
obtain the differential equations for the planar motion of this system under the action of
gravity.

It will simplify matters if we can obtain the differential equations of motion without
having to solve for either the normal constraint force of the inclined plane acting on particle
A, or for the compressive force of the rod acting on both particles. First, let us write Newton’s
law for the motion of the center of mass in the x-direction. We obtain

1 .. 1 .
2m [x + 510 cos(f — 45°) — 5192 sin(6 — 450)] = —kx 4+ 2mg sin45°

or

ml .. ml .
2mi + —0(cos 6 + sin@) — —6? sin@—cos@):—kx—i—ﬁm 1.160
7 ) NG ( g ( )
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Figure 1.13.

where x is measured from the position of zero force in the spring. This is the x equation of
motion.

Next, let us write the rotational equation, using A as a reference point where A has
an acceleration X down the plane. Thus, we must use (1.118) for motion relative to an
accelerating frame. This means that an inertia force mi is applied at B and is directed
upward, parallel to the plane. Then, relative to A, the gravitational and inertial moments are
added. Thus, we obtain

H = ml*d = mgl sinf — mli cos(6 — 45°)
or
25, MLy n8) = mgl si
ml-0 + ﬁx (cos8 + sinf) = mgl sin6 (1.161)

This is the 6 equation of motion.

Example 1.7 Three particles, each of mass m, are located at the vertices of an equilateral
triangle and are in plane rotational motion about the center of mass (Fig. 1.14). They
are subject to mutual pairwise gravitational attractions as the separation [ = [y remains
constant. (a) Solve for the required angular velocity w = wy. (b) Now suppose that with
1 =1y and [ = 0, the angular velocity is suddenly changed to %wo. Find the minimum
value of / in the ensuing motion, assuming that an equilateral configuration is maintained
continuously.
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First consider the force acting on particle C due to particles A and B. In accordance with
Newton’s law of gravitation, the vertical components add to give

V3 Gm? Gm?

F. = = — (1.162)
' lé «/§ rg
since [y = V3 ro. From the radial equation of motion for particle C we obtain
ma, = F,
or
Gm?
2
mrowy = ——— (1.163)
V3 rg

Thus, we obtain the angular velocity

1/2 12

Gm 3Gm
wo=|—] =(=2 1.164
’ (ﬁrg) (zg) (1169

Now let us assume the initial conditions r(0) = rg, 7(0) =0, w(0) = %wo. We can use
conservation of energy and of angular momentum to solve for the minimum value of , and
therefore of /. Let us concentrate on particle C alone since the system values are three times
those of a single particle. The potential energy can be obtained by first recalling that the
radial force

WV Gm?

F, = =—— 1.165
R (1.165)
which can be integrated to yield the general expression
Gm?
V=- (1.166)
V3r

where the integration constant is set equal to zero.
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When r = rpi, we have 7+ = 0 so the kinetic energy of particle C has the form

1
T = Emrzwz (1.167)
Then, noting the initial conditions, the conservation of energy results in
Gm? | P Gm?

= —mrywy —
ﬁ r 8 oo \/5 ro

Conservation of angular momentum about the center of mass is expressed by the equation

L 55
T+V=Emra) — (1.168)

1
H=mr’o= Emrg wo (1.169)
Hence
2
_ ’3 r“;O (1.170)

Now substitue for w from (1.170) into (1.168) and use (1.164). After some algebraic sim-
plification we obtain the quadratic equation

7r? — 8ror + 13 =0 (1.171)

which has the roots
1

ri2 =To, =70 (1.172)
7
one of which is the initial condition. Thus
1 1
Fmin = 5"0 and Iy = 510 (1.173)

Friction

Systems with friction are characterized by the loss of energy due to relative motion of the
particles. Thus, in general, they are not conservative. The two principal types of frictional
forces to be considered here are linear damping and Coulomb friction.

Linear damping

A linear viscous damper with a damping coefficient ¢ is shown connected between two
particles in Fig. 1.15. It is assumed to be massless and produces a tensile force proportional
to the relative separation rate of the particles in accordance with the equation

Fi=c(t;— ) (1.174)

In other words, the damper force always opposes any relative motion of the particles and
therefore does negative work on the system, dissipating energy whenever a relative velocity
exists.
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Figure 1.16.

Coulomb friction

A Coulomb friction force is dissipative, like other friction forces, but is nonlinear; that is,
the friction force is a nonlinear function of the relative sliding velocity. As an example,
suppose that block A slides with velocity v, relative to block B, as shown in Fig. 1.16. The
force of block B acting on block A has a positive normal component N and a tangential
friction component N, where the coefficient of sliding friction 1 is independent of the
relative sliding velocity v,. In detail, the Coulomb friction force is

Fy = —uN sgn(v,) (1.175)

where F; and v, are positive in the same direction and where sgn(v,) equals £ 1, depending
on the sign of v,. Note that F is independent of the contact area.

In the case v, = 0, that is, for no sliding, the force of friction can have any magnitude
less than that required to initiate sliding. The actual force in this case is obtained from the
equations of statics. Although the force required to begin sliding is actually slightly larger
than that required to sustain it, we shall ignore this difference and assume that Fy as a
function of v, is given by Fig. 1.16b or (1.175).

Since the magnitude |F¢| < uN, we see that the direction of the total force of block B
acting on block A cannot deviate from the normal to the sliding surface by more than an
angle ¢ where

tang = p (1.176)

This leads to the idea of a cone of friction having a semivertex angle ¢. The total force
vector must lie on or within the cone of friction. It lies on the cone during sliding.
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A

Figure 1.17.

Example 1.8 Two blocks, each of mass m, are connected by a linear damper and spring
in series, as shown in Fig. 1.17. They can slide without friction on a horizontal plane. First,
we wish to derive the differential equations of motion.

Using Newton’s law of motion, we find that the x; equation is

m)'él =C()'C3*)'C1) (1177)
Similarly, the x;, equation is
miy = k(x3 — x2) (1.178)

We note that the forces in the damper and spring are equal, so we obtain the first-order
equation

c (k3 — %) =k (x2—x3) (1.179)

These are the three linear differential equations of motion. They are equivalent to five
first-order equations, so the total order of the system is five.

This system is unusual because the coordinate x3, which is associated with the connecting
point P between the damper and spring, does not involve displacement of any mass. This
results in an odd total order of the system rather than the usual even number. It is also
reflected in the degree of the characteristic equation and in the required number of initial
conditions.

Second method Let us assume the initial conditions

x1(0) =0, x(0) =0, x3(0)=0 (1.180)
and
x1(0) =0, X2(0) = vo (1.181)

We see from (1.179) that x3(0) = 0.

The analysis of this system can be simplified if we notice that the center of mass moves
at a constant velocity %Uo due to conservation of linear momentum. Thus, a frame moving
with the center of mass is an inertial frame, and Newton’s laws of motion apply relative
to this frame. Let us use the coordinates xi., x2., x3. for positions relative to the center of
mass frame and assume that the origins of the two frames coincide at t = 0. Then we have
the initial conditions

x1:(0) =0, x2:(0) = 0, x3:(0)=0 (1.182)
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and

. . 1 . 1

X1(0) = X3.(0) = 5. X2:(0) = Fv0 (1.183)
In general, x|, and x,, move as mirror images about the center of mass, so we can take
Xie = —X2¢ (1.184)

and simplify by writing equations of motion for x,. and x3. only as dependent variables.
We obtain, similar to (1.178) and (1.179),

mise + kx2c - kx3c =0 (1185)
CX3c + cXoe — kxoe + kxze =0 (1.186)

To obtain some idea of the nature of the system response, we can assume solutions of
the exponential form ¢*’, and obtain the resulting characteristic equation which turns out
to be a cubic polynomial in s. One root is zero and the other two have negative real parts.
Thus, the solutions for x,. and x3. each consist of two exponentially decaying functions of
time plus a constant. As time approaches infinity, the exponential functions will vanish with
X2 = X3, and no force in the spring or damper. The length of the linear damper, however,
will have increased by 2x3. compared with its initial value.

Finally, to obtain the solutions in the original inertial frame, we use

1
X] = —X2 + 51}01‘ (1.187)
1
x2:x2('+§U0t (1.188)
1
X3 = T+ 30t (1.189)

Thus, in their final motion, the blocks each move with a velocity %vo and a separation
somewhat larger than the original value.

Example 1.9 Two stacked blocks, each of mass m, slide relative to each other as they
move along a horizontal floor, as shown in Fig. 1.18. Suppose that the initial conditions
are x4(0) =0, x4(0) =wvgy, x5(0) =0, xp(0)=0.We wish to solve for the time when
sliding stops and the final positions of the blocks, assuming a coefficient of friction © = 0.5
between the two blocks, and u = 0.1 between block B and the floor.

The Coulomb friction force between blocks A and B is 0.5mg whereas the friction force
between block B and the floor is 0.2mg. The friction forces oppose relative motion so the
initial accelerations of blocks A and B are

%4 = —0.5g (1.190)
%5 = (0.5—0.2)g = 0.3g (1.191)
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m
u=05 A — Xy
m
n=0.1 B — B
Figure 1.18.

Thus the relative acceleration between blocks A and B is 0.8g and the time to stop sliding
is
Vo

= — 1252 (1.192)
l_O.Sg_. g ’

At this time the common velocity of the two blocks is
v, = it = 0.375v (1.193)

When ¢ > ¢;, A and B will slide as a single block of mass 2m with an acceleration equal
to —0.1g. The stopping time for this combination is

fh=— =3.75— (1.194)

Thus the time required for sliding to stop completely is

f=t 415 =52 (1.195)
8

The final displacement of block B is equal to its average velocity multiplied by the total
time. We obtain

1 2
xp = —vt = 0937520 (1.196)
2 g

The final displacement of block A is equal to xp plus the displacement of A relative
to B.

2
%

1
XA =Xp + Evol‘l = 1.5625 (1.197)
8

1.3

Constraints and configuration space

Generalized coordinates and configuration space

Consider a system of N particles. The configuration of this system is specified by giving
the locations of all the particles. For example, the inertial location of the first particle
might be given by the Cartesian coordinates (x;, x;, x3), the location of the second particle
by (x4, x5, x¢), and so forth. Thus, the configuration of the system would be given by
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(x1, X2, ..., x35). In the usual case, the particles cannot all move freely but are at least
somewhat constrained kinematically in their differential motions, if notin their large motions
as well. Under these conditions, it is usually possible to give the configuration of the system
by specifying the values of fewer than 3N parameters. These n < 3N parameters are called
generalized coordinates (qs) and are related to the xs by the transformation equations

X = xk(q1, G2, -+ s Gus 1) k=1,...,3N) (1.198)

The gs are not necessarily uniform in their dimensions. For example, the position of a
particle in planar motion may be expressed by the polar coordinates (r, 8) which have
differing dimensions. Thus, generalized coordinates may include common coordinate
systems. However, a generalized coordinate may also be chosen such that it is not identified
with any of the common coordinate systems, but represents a displacement form or shape
involving several particles. In this case, the generalized coordinate is defined assuming
certain displacement ratios and relative directions among the particles. For example, a
generalized coordinate might consist of equal radial displacements of particles at the
vertices of an equilateral triangle.

Frequently one attempts to find a set of independent generalized coordinates, but this
is not always possible. So, in general, we assume that there are m independent equations
of constraint involving the gs and possibly the gs. If, for the same system, there are /
independent equations of constraint involving the 3N xs (and possibly the corresponding
Xxs), then

AN—l=n—m (1.199)

and this is equal to the number of degrees of freedom. The number of degrees of freedom
is, in general, a property of the system and not of the choice of coordinates.

Since the configuration of a system is specified by the values of its n generalized coordi-
nates, one can represent any particular configuration by a point in n-dimensional configu-
ration space (Fig. 1.19). If the values of all the gs and ¢s are known at some initial time #,
then, as time proceeds, the configuration point C will trace a solution path in configuration
space in accordance with the dynamical equations of motion and any constraint equations.
For the case of independent gs, the curve will be continuous but otherwise not constrained.
If, however, there are holonomic constraints expressed as functions of the gs and possibly
time, then the solution point must remain on a hypersurface having fewer than n dimensions,
and which may be moving and possibly changing shape. In general, then, one can represent
an evolving mechanical system by an n-dimensional vector q, drawn from the origin to the
configuration point C, tracing a path in configuration space as time proceeds. This will be
discussed further in Chapter 2.

Holonomic constraints

Suppose that the configuration of a system is specified by n generalized coordinates
(g1, ---, qn) and assume that there are m independent equations of constraint of the form

i@, ... gn. D=0 (j=1,..., m (1.200)
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qn

9

91

Figure 1.19.

A constraint of this form is called a holonomic constraint. A dynamical system whose
constraint equations, if any, are all of the holonomic form is called a holonomic system.

An example of a holonomic constraint is provided by a particle which is forced to move
on a sphere of radius R centered at the origin of a Cartesian frame. In this case the equation
of constraint is

¢j :x2+y2+22—R2:0 (1.201)

where (x, y, z) is the location of the particle. The sphere is a two-dimensional constraint
surface which is embedded in a three-dimensional Cartesian space.

The configuration of a holonomic system can always be specified using a minimal set of
generalized coordinates equal in number to the degrees of freedom. This is also the number
of dimensions of the constraint hypersurface, that is, n — m. Hence it is always possible
in theory to find a set of independent gs describing a holonomic system. For the case of a
spherical constraint surface, one could use angles of latitude and longitude to describe the
position of a particle. Another possibility might be to use the cylindrical coordinates ¢ and
z as gs, where ¢ effectively gives the longitude and z the latitude.

Nonholonomic constraints

Nonholonomic constraints may have the general form

filg,q,)=0 G=1...,m) (1.202)

but usually they have a simpler form which is linear in the velocities. Thus, we nearly
always assume that nonholonomic constraints have the form

n

=3 aiq.0di+apq.=0 (=1.....m) (1.203)

i=1
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or the alternate differential form

n
> ajilg.0)dg;i +ajg.0dt=0  (j=1,...,m) (1.204)
i=1
where, in either case, these expressions are not integrable. If either expression were inte-
grable, then a function ¢;(g, t) would exist and (1.200) would apply, indicating that the
constraint is actually holonomic. In this case, we would have

. =\ ¢; 00;
i(q,4,1) = —q4i+—=0 1.205
$i(q. 4,1 ;aq,-q’+az (1.205)
and, comparing (1.203) and (1.205), we find that
09, 99; . .
aj,-Ea—q'i/, aj,Ea—t" i=1,....,n5j=1,...,m) (1.206)

for this holonomic constraint. We conclude that holonomic and “linear” nonholonomic
constraints can be expressed in the forms of (1.203) and (1.204). The holonomic case
is distinguished by its integrability. Note that the coefficients a;;(q, t) and aj;(q, t) are
generally nonlinear in the gs and ¢.

Other constraint classifications

A constraint is classed as scleronomic if the time ¢ does not appear explicitly in the equation
of constraint. Otherwise, it is rheonomic. Thus, a scleronomic holonomic constraint has the
form

$i(q)=0 (1.207)

A scleronomic nonholonomic constraint has the form

n
> ai(@)gi =0 (1.208)
i=1
where we note that a;, = 0.

Constraints having aj; # 0, ora;; = a;i(q, t),0r¢; = ¢;(q, t) are classed as rheonomic
constraints. Typical examples of rheonomic constraints are a rod of varying length /()
connecting two particles in the holonomic case, or a knife edge whose orientation angle is
an explicit function of time in the nonholonomic case.

A catastatic constraint has d¢;/9t = 0 if holonomic, or a; = 0 if nonholonomic.
Catastatic constraints have an important place in dynamical theory. Note that all scleronomic
constraints are also catastatic, but not necessarily vice versa. For example, a nonholonomic
constraint having the form

n

> aig, 1) gi =0 (1.209)

i=1

is catastatic but is not scleronomic.
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Dynamical systems can also be classified as scleronomic or rheonomic. A scleronomic
system satisfies the conditions that: (1) all constraints, if any, are scleronomic; and (2)
the transformation equations, given by (1.198), which relate inertial Cartesian coordinates
and generalized coordinates do not contain time explicitly. As an example illustrating the
importance of the second condition, consider a particle moving on a spherical surface,
centered at the origin, whose radius R(¢) is a known function of time. We can use the
spherical coordinates 6 and ¢ as independent generalized coordinates, that is, there are no
constraints on the ¢s. Hence, the first condition is satisfied. The transformation equations,
however, are

x = R(t)sin0 cos ¢
y = R(t)sin 6 sin ¢ (1.210)
7 = R(t)cosH

These transformation equations do not satisfy the second condition, so the system is rheo-
nomic.

Another classification of dynamical systems involves the categories catastatic or
acatastatic. A catastatic system satisfies the conditions that: (1) all constraints, if any,
are catastatic; and (2) the system is capable of being continuously at rest by setting all the
gs equal to zero. This implies that dx; /0t = 0 fork = 1, ..., 3N; that is, for all the trans-
formation equations. In other words, x; = x;(g) in agreement with the second condition
for a scleronomic system. Acatastatic means not catastatic.

Accessibility

Constraint equations, either holonomic or nonholonomic, are kinematic in nature; that is,
they put restrictions on the possible motions of a system, irrespective of the dynamical
equations. There is an important difference in these possible motions that distinguishes
holonomic from nonholonomic systems. It lies in the accessibility of points in configuration
space. For the case of holonomic constraints, the configuration point moves in a reduced
space of (n — m) dimensions since it must remain on each of m constraint surfaces, that is,
on their common intersection. Thus, certain regions of n-dimensional configuration space
are no longer accessible.

By contrast, for nonholonomic constraints, it is the differential motions which are con-
strained. Since the differential equations representing these nonholonomic constraints are
not integrable, there are no finite constraint surfaces in configuration space and there is
no reduction of the accessible region. In other words, by properly choosing the path, it is
possible to reach any point in n-dimensional g-space from any other point. As an exam-
ple, a scleronomic nonholonomic constraint, as given in (1.208), can be represented by an
(n — m)-dimensional planar differential surface element. Any differential displacement dq
must lie within that plane but is otherwise unconstrained. It is possible, however, to steer
the configuration point C and its differential element to any point of configuration space,
provided that more than one degree of freedom exists. A scleronomic system with only one
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degree of freedom is not steerable, and therefore any such system must be integrable and
holonomic, and not fully accessible.

Exactness and integrability

Now let us consider the conditions under which a constraint function f;(q, g, t) is integrable.
If it is integrable, then a function ¢;(g, t) exists whose total time derivative is equal to
fi(g,q,1), thatis,

59; 4 + (1.211)
ag: 1T o :

P — 09; 3¢;
fi=¢(q.4.1)= Z :
i=1
We see immediately that f; must be linear in the ¢s, so let us consider the linear form

n

fi=Y ajilq, D i +au(g, ) (1212)

i=1
as in (1.203). By comparing (1.211) and (1.212) we can equate coefficients as follows:
99,

aji(qg,t) = a—qj, aj(gq,t) = Py (1.213)
foralli and j. If f;(q, g, t) is integrable, we know that a function ¢;(q, t) exists and that
8%, 3% ; 3%, 3%¢;
0 _ 00 ¢ _ 079 (1.214)

gk dq;  9qidqx dq; ot 0t dq;
that is, the order of partial differentiation is immaterial. In terms of a ;s we have
9a:: da:
8“—’:% Gk=1,....n)

A i (1.215)
dap _ 34 _

aq; at

These are the exactness conditions for integrability. In general, a function f;(q, g, t) is
integrable if it has the linear form of (1.212) and if it is either (1) exact as it stands
or (2) can be made exact through multiplication by an integrating factor of the form
M j (q st )

There is an alternative form of the exactness conditions for the case in which f;(g, ¢, t)
has the linear form of (1.212). First, we see that

d afj . - 361/',' . aaj,-
—a; = , 1.216
di <aqu-> @ ; dae Tt o (1.216)

Also, changing the summing index from i to k in (1.212), we obtain

f; < da da;
/i =y Qi i (1.217)
0qi = 9qi agi
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Hence we find that
d (0f; af; "\ (da; Oa; da;; 0da;
all i _ 3 _ dji _ 94jk g + aji  0dji (1218)
dr \ 3¢ i = \dq 9qi ot agi
If the exactness conditions of (1.215) are satisfied, it follows that
d (0f; af;
(N =1 (1.219)
dr \ 9¢; 9q;
Conversely, if (1.219) is satisfied for all gs satisfying the constraints, then, from (1.218),
we see that the exactness conditions must apply. Hence, (1.215) and (1.219) are equivalent
statements of the exactness conditions.
Another approach to the question of integrability lies in the use of Pfaffian differential
forms. A Pfaffian differential form €2 in the r variables xy, ..., x, can be written as
Q=X (x)dx; + -+ X, (x)dx, (1.220)
where the coefficients are functions of the xs, in general. If the differential form is exact it
is equal to the total differential d® of a function ®(x). The exactness conditions are
0X; 0X; L.
—_— = G, j=1,...,r) (1.221)
0x Jj Bx,-
that is, for all i and j. The differential form €2 is integrable if it is exact, or if it can be made
exact through multiplication by an integrating factor of the form M (x).
Returning now to a consideration of nonholonomic constraints, we can write the Pfaffian
differential form
Q=) ajilg.Ndgi +aj(qg.0dt =0 (j=1,....m) (1.222)
i=1
which we recognize as having been presented previously in (1.204). Of course, the exactness
conditions are, as before, those given in (1.215).
Differential forms have wide application in the study of dynamics. A common example
is the differential expression
3N
dW =" Fi(x)dx (1.223)
k=1
for the work done in an inertial Cartesian frame on a system of N particles by the Cartesian
force components Fy(x). This differential form may or may not be integrable. The question
of integrability is important since it relates to the existence of a potential energy function.
If integrable, there exists a potential energy function of the form V (x).
I
1.4  Work, energy and momentum

With the introduction of generalized coordinates and their use in specifying the kinematic
constraints on dynamical systems, we need to consider an expanded, generalized view of
work, energy, and momentum.
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Virtual displacements

Suppose that the vector r;(q, t) gives the location of some point in a mechanical system;
for example, it might be the position vector of the ith particle written in terms of the n gs
and time. Now consider an actual differential displacement

! Bri ar,»

dr; = dqj + ——dt 1.224

Zj 2, ‘T % (1.224)
Jj=1 ’

which occurs during an infinitesimal time interval dz. If there are m holonomic constraint

equations, the dgs must satisfy

"9 3¢,
dg; =" %dq,»Jr%dz:o G=1,....m) (1.225)

i=1
On the other hand, if there are m nonholonomic constraints, the dgs satisfy

n

> ajilg. ) dgi +ajq.dt =0 (j=1,....m) (1.226)
i=1
as given previously in (1.204).

Now let us hold time fixed by setting dt = 0 and imagine a virtual displacement r; in
ordinary three-dimensional space for each of N particles.

n

or;
=Y 8;{ 5¢i G=1,...,N) (1227)
j=1 i

The virtual displacement of the system can also be described by the n-dimensional vector
8q in configuration space. If there are constraints acting on the system, the §gs must satisfy
instantaneous or virtual constraint equations of the form

n a .

Zﬂaq,:o G=1,....m) (1.228)
for the holonomic case, or

Y aidgi=0 (j=1....m) (1.229)
i=1

for nonholonomic constraints.

A comparison of (1.228) and (1.229) with (1.225) and (1.226) shows that virtual dis-
placements and actual displacements are different, in general, since they satisfy different
constraint equations. If the constraints are catastatic, however; that is, if any holonomic
constraints are of the form ¢;(g) = 0, and if all nonholonomic constraints have a;, = 0,
then the virtual and actual small displacements satisfy the same set of constraint equations.
Of course, the actual motion also satisfies the equations of motion.

The forms of (1.228) and (1.229), which are linear in the §¢s, indicate that the virtual dis-
placements liein an (n — m)-dimensional hyperplane at the operating point in 7-dimensional
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configuration space, in accordance with the constraints. For holonomic constraints, the plane
is tangent to the constraint surface at the operating point.

Virtual work

The concept of virtual work is fundamental to a proper understanding of dynamical theory.
First, it must be emphasized that there is a distinction between work and virtual work. The
work done by a force F; acting on the ith particle as it moves between points A; and B; in
an inertial frame is equal to the line integral

B;
W, — / F. . dr, (1.230)
A;

where r; is the position vector of the ith particle. For a system of N particles, the work done
in an arbitrary small displacement of the system is

N 3N

dW =" F;-dr; =Y Fdx; (1.231)
i=1 k=1

where (x, ..., x3y) are the Cartesian coordinates of the N particles and the Fj are the

corresponding force components applied to the particles.
Now let us transform to generalized coordinates using (1.198) and (1.224). The work
done on the system during a small displacement in the time interval dt is

dw = ZiF ﬁdq,JrZF ar, (1.232)

i=1 j=I1
or, in terms of Cartesian coordinates,
n 3N
8)Ck
F — d Fr— dt 1.233
; 2 By dai+ )Ry, (1.233)
j=1 k=1
At this point it is convenient to introduce the velocity coefficients «;; and ;, defined by
_ ar; _ or; _ ar; (1.234)
’Yi./—aq]_—aq.f Vit = 5 .

Note that these coefficients are vector quantities. Now we can write (1.224) in the form

dr; =Y 7 dgi + v, dt (1.235)

Jj=1

The corresponding velocity is

Vi = Z’Y{j q;j+Yir (1.236)
j=1

We see that -y,; represents the sensitivity of the velocity v; to changes in ¢;, whereas -,
is equal to the velocity v; when all gs are held constant.



43

Work, energy and momentum

Returning now to (1.232), we can write

AW = ZZ F; -7, dg; + ZF v, dt (1.237)

i=1 j=

The virtual work W due to the forces F; acting on the system is obtained by setting dt = 0
and replacing the actual displacements dr; by virtual displacements ér;. Thus we obtain
the alternate forms

N 3N
SW = Z F; - or; = ; Fibxx (1.238)

or

n n

N
=D > Fivdq= Zsz% 8q; (1.239)
i=1 j=1

=1 j=I

Let us define the generalized force Q; associated with g; by

N
j=) Fiy; = Z Fig - ax" (1.240)
i=1

Then the virtual work can be written in the form
n

SW=>"0;bq, (1.241)
Jj=1

In general, we assume that the virtual displacements are consistent with any constraints,
that is, they satisfy (1.228) or (1.229). But, if the system is holonomic, it is particularly
convenient to choose independent §gs.

The question arises concerning why the virtual work §W receives so much attention
in dynamical theory rather than the work d W of the actual motion. The reason lies in the
nature of constraint forces. An ideal constraint is a workless constraint which may be either
scleronomic or rheonomic. By workless we mean that no work is done by the constraint
forces in an arbitrary reversible virtual displacement that satisfies the virtual constraint
equations having the form of (1.228) or (1.229). Examples of ideal constraints include
frictionless constraint surfaces, or rolling contact without slipping, or a rigid massless rod
connecting two particles. Another example is a knife-edge constraint that allows motion in
the direction of the knife edge without friction, but does not allow motion perpendicular
to the knife edge. Ideal constraint forces, such as the internal forces in a rigid body, may
do work on individual particles due to a virtual displacement, but no work is done on the
system as a whole because these forces occur in equal, opposite and collinear pairs.

It is convenient to consider the total force acting on the ith particle to be the sum of the
applied force F; and the constraint force R;, by which we mean an ideal constraint force.
Thus, all forces that are not ideal constraint forces are classed as applied forces. Frequently
the applied forces are known, but the constraint forces either are unknown or are difficult
to calculate.
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The advantage of using virtual displacements rather than actual displacements in dynam-
ical analyses can be seen by considering the virtual work of all the forces acting on a system
of particles. We find that

N N
SW =Y (F+Rj)-or; =) F -or (1.242)
i=l i=l
since
N
Z R;-or; =0 (1.243)
i=1

Thus, ideal constraint forces can be ignored in calculating the virtual work of all the
forces acting on a system. On the other hand,

N
Z R, -dr; #0 (1.244)
i=1

in the general case, indicating that constraint forces can contribute to the work d W resulting
from a small actual displacement. To summarize, one can ignore the constraint forces in
applying virtual work methods. This advantage will carry over to equations derived using
virtual work, an example being Lagrange’s equation.

Example 1.10 In this example we will show how a generalized force can be calculated
using virtual work. In general, the generalized force Q; is equal to the virtual work per unit
8q;, assuming that the other §gs are set equal to zero, that is, assuming independent §gs.
This is in accordance with (1.241).

Consider a system (Fig. 1.20) consisting of two particles connected by a rigid rod of
length L. Let (x, y) be the position of particle 1, and let 6 be the angle of the rod relative

Figure 1.20.
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to the x-axis. A force F, perpendicular to the rod, is applied at a distance / from particle 1.
We wish to solve for the generalized forces Q., Q, and Qy.
First, we see that

F=—Fsinfi+ Fcosfj (1.245)

where i and j are Cartesian unit vectors. The virtual displacement ér at the point of appli-
cation of F is

Sr = (8x — 1 sinf 8§0)i + (8y + [ cos6 80)j (1.246)
Thus, the virtual work is

SW =F-6r=—Fsinf éx + Fcos0 éy + Fl 50 (1.247)
From (1.241) we have

W = Q, éx+ Q, 8y + Qg 80 (1.248)
Then, by comparing coefficients of the d¢gs, we find that the generalized forces are

0, = —Fsind, Q, = Fcosf, Q¢ = Fl (1.249)

Note that Q, and Q, are the x and y components of F, whereas Qg is the moment about
particle 1.

Principle of virtual work

A system of particles is in static equilibrium if each particle of the system is in static
equilibrium. A particle is in static equilibrium if it is motionless at the initial time t = 0,
and if its acceleration remains zero for all t > 0.

Now consider a catastatic system of particles; that is, all transformation equations from
inertial xs to gs do not contain time explicitly. This implies that all particles are at rest if all
gs equal zero. For such a system we can state the principle of virtual work: The necessary
and sufficient condition for the static equilibrium of an initially motionless catastatic system
which is subject to ideal bilateral constraints is that zero virtual work is done by the applied
forces in moving through an arbitrary virtual displacement satisfying the constraints.

To explain this principle, first assume that the catastatic system is in static equilibrium.
Then

F,+R =0 (=1,...,N) (1.250)

implying that each particle has zero acceleration. Now take the dot product with §r; and
sum over i. We obtain

N
> (Fi+R)-6r; =0 (1.251)

i=1
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and we assume that the érs satisfy the constraints. The virtual work of the constraint forces
equals zero, that is,

N
> R 61 =0 (1.252)
i=1
Hence we find that
N
SW=> Fior,=0 (1.253)
i=1

if the system is in static equilibrium. This is the necessary condition.
Now suppose that the system is not in static equilibrium, implying that F; + R; # 0 for
at least one particle. Then it is always possible to find a virtual displacement such that

(F; +R;) - 8r; £ 0 (1.254)
1

N
1=
since sufficient degrees of freedom remain. Using (1.252) we conclude that a virtual dis-
placement can always be found that results in 6 W # 0 if the system is not in static equilib-
rium. Thus, if §W = 0 for all possible érs, the system must be in static equilibrium; this is
the sufficient condition.

We have assumed a catastatic system. It is possible that a particular system that is not
catastatic could, nevertheless, have a position of static equilibrium if a;; and dx; /9t are not
both identically zero, but are equal to zero at the position of static equilibrium. This is a
rare situation, however.

Kinetic energy

Earlier we found that the kinetic energy of a system of N particles can be expressed in the
form

| & | 3N
T = EZ miv? = EZ mei? (1.255)

i=1 k=1

where (x1, X7, x3) is the inertial Cartesian position of the first particle whose mass is m; =
my = m3, and similar notation is used to indicate the position and mass of each of the other
particles. We wish to express the same kinetic energy in terms of gs, ¢s, and possibly time.
To accomplish this, we use the transformation equation (1.198) to obtain

n

3 8xk ) axk
= — g4+ — k=1,...,3N 1.256
K= ity el ) (1.256)

i=1

Then we find that the kinetic energy is

1 " 3 o\
T(g,4,t)= EZ mg (Z@Q,‘i‘g) (1.257)

k=1 i=1
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Let us express this kinetic energy in terms of homogeneous functions of the ¢s, that is,
separating the various powers of ¢;. We can write

T=T+T+T1, (1.258)

where the quadratic portion is

n n

TZ:%Z

i=1 j=

mij qiq j (1.259)
i

The mass coefficients m;; are

3N
0xy 0x ..
mijq. ) =mji =Y m—-— (i, j=1....n) (1.260)
—  09qi 9q;
Note that
9°T
mij = —— (1.261)
34i 34

Similarly, the portion that is linear in the ¢s is

=Y ag (1.262)

i=1
where
3N
axk Bxk .

i(g. 1) = —— =1,..., 1.263
ai(q. 1) ;mkaql_ N n) (1.263)
Finally, that portion of the kinetic energy which is not a function of the ¢s is

1 ax )
Tog.0) =3 m (a—) (1.264)
k=1 i

For a scleronomic or catastatic system, dx/dt = 0, so both 7} and Ty vanish and T = T5.
Now recall from (1.236) that the velocity of the kth particle, expressd in terms of velocity
coefficients is

n
Ve=Y_ Yilg. 0 di +Vulg. 1) (1.265)
i=1
where
Vg ary
= == 1.266
Yki 34, Ykt 9 ( )

Thus, the kinetic energy is

N n 2
> omy (Z Vii Gi + vk,> (1.267)

k=1 i=1

T =

N =
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and we find that

N
mipg=mji =y MY Yy (1.268)
k=1
N
a =) MV Vi (1.269)
k=1
1 N
=3 ; meve (1.270)

Note that ,, = 0 for a scleronomic or catastatic system.

Potential energy

For a system of N particles whose configuration is given in terms of 3N Cartesian coordi-
nates, the force F obtained from a potential energy function V (x, t) is

v

F, = ~om (1.271)
in accordance with (1.144). The virtual work due to these applied forces is

3N N5y
5W=k2=]: Fy 8x¢ :_;B_xka)q( =5V (1.272)

Now transform from xs to ¢gs using (1.198). The potential energy has the form V (g, t) and
we obtain

"\ 9V
W = -6V = — E —4dq; (1.273)
j=1 3qj

In general, we know from (1.241) that

SW=Y" 0,8, (1.274)
j=1
Upon comparing coefficients of the ¢s, we find that the generalized force Q ; dueto V(g, t)
is

Vv

©"

(1.275)
For the particular case in which V = V(g) and all the applied forces are obtained using
(1.275), the total energy 7' + V is conserved.

Finally, from (1.273) and the principle of virtual work we see that an initially motionless
conservative system with bilateral constraints is in static equilibrium if and only if

SV =0 (1.276)
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Figure 1.21.

for all virtual displacements consistent with the constraints. Any such static equilibrium
configuration is stable if it occurs at a local minimum of the potential energy, considered
as a function of the gs.

Example 1.11 Particles of mass m and 2m can slide freely on two rigid rods inclined at
45° with the horizontal (Fig. 1.21). They are connected by a linear spring of stiffness k. We
wish to solve for the inclination 6 of the spring and its tensile force F at the position of
static equilibrium.

Let us use the principle of virtual work. The applied forces acting on the system are the
spring force F and those due to gravity. The virtual work is

SW = [% — Fcos (% +9)] Sx1 + [ﬁ mg — F cos (% - 9)] Sx, =0 (1.277)

Since éx; and §x; are independent virtual displacements, their coefficients must each be
zero. Thus we obtain

mg V2 mg

F= ﬁcos(%—i—@) - COS(% —9) (1278)
Hence, at equilibrium,

cos(% —0) =200s(%+0) (1.279)
or

cosf + sinf = 2(cos 6 — sin6) (1.280)
Thus,

1
tanf = 3 or 0 =1843° (1.281)
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Then, from (1.278), the tensile force F is

Fo 2mg _ /10
" cosf +sinf 2

mg
= 1.5811mg (1.282)

Notice that, at the equilibrium configuration, the angle 6 and force F do not depend
on the spring stiffness k. So let us consider the case in which £ is infinite; that is, replace
the spring by a massless rigid rod of length L. Then x; and 8x, are not longer indepen-
dent. The force F becomes a constraint force which does not enter into the calculation
of 6.

The principle of virtual work gives the equilibrium condition

m
SV = —7‘; (8x1 + 28x3) = 0 (1.283)

The constraint relation between dx; and x, can be found by noting that the length of the
rod is unchanged during a virtual displacement.

b4 b4
8x1 cos (Z + 0) + 8x; cos (Z — 0) =0

or

(cos® — sin6)dx; + (cosO + sinh) Sx; =0 (1.284)

‘We need to express an arbitrary virtual displacement in terms of 66 which is unconstrained.
To accomplish this, consider a small rotation of the system about its instantaneous center.
This results in

V2 8x —/2 8x;

80 = - = - (1.285)
L (cos® —sinf)  L(cos6 + sin0)
Then the equilibrium condition of (1.283) can be written in the form
L
SV = %(3sin6 — 0s0)80 = 0 (1.286)
since 860 # 0, in general, we conclude that
1
tan6 = 3 (1.287)
as we obtained previously. The expression for §V can be integrated to yield the potential
energy.
mgL .
V=- > (sinf + 3 cosH) (1.288)
Then we find that
% L
5= mi (sin6 + 3 cos ) = v/2.5mgL (1.289)

Since this resultis positive, the equilibrium is stable for the system consisting of two particles
connected by a rigid rod.
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Generalized momentum

The kinetic energy of a system of particles, written as a function of (g, ¢, t), has the form
of (1.258) which, in detail, is

1 n n o n .
T=3 ;; mij(q, ) did; + ; ai(q, 0 di + To(g, 1) (1.290)
The generalized momentum associated with the generalized coordinate g; is
oT
Pi = (1.291)
9qi
or
n
pi = Z mijqj +a; (1.292)
j=1

For a simple system such as a single particle whose position is given by the Cartesian
coordinates (x, y), the x-component of generalized momentum is just the x-component of
linear momentum mx. On the other hand, if the position of the particle is given by the
polar coordinates (r, 6), then py is equal to mr26, which is the angular momentum about
the origin. For more general choices of coordinates, the generalized momentum may not
have an easily discerned physical meaning. Because the generalized coordinates associated
with a given system do not necessarily have the same units or dimensions, neither will the
corresponding generalized momenta. However, the product p;¢; will always have the units
of energy.

Example 1.12 Two particles, each of mass m are connected by a rigid massless rod of
length [ to form a dumbbell that can move in the xy-plane. The position of the first particle
is (x, y) and the direction of the second particle relative to the first is given by the angle 6
(Fig. 1.22). We wish to find the kinetic energy and the generalized momenta.

Figure 1.22.
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Choose the first particle as the reference point P and use the general kinetic energy
expression

1 1
T = Emri+52 mip? + ¥, - mp, (1.293)

which is of the form
T=T,+T +T. (1.294)

Here T),, the kinetic energy due to the reference point motion, is

1
T, = Emrf, (1.295)

where m is the total mass. The kinetic energy due to motion relative to the reference point
is

N

1 N
EZ P (1.296)

Finally, the kinetic energy due to coupling between the two previous motions is

T. =1, -mp,. (1.297)
If these general equations are applied to the present system, we obtain

T =mG+ 3y + %mlzéz +mlf(y cos @ — % sin0) (1.298)

Then, using (1.291), we find that

oT . ;.

Dy = % =2mx — mlf sin @ (1.299)
aT . .

Dy = 5 =2my + ml6 cos 0 (1.300)

These are the x and y components of the total linear momentum.
The generalized momentum associated with 6 is

aT .
po=—5 = mi?6 + ml(y cos @ — % sin 0) (1.301)

This is equal to absolute angular momentum about P, that is, m/ times the velocity com-
ponent of particle 2 which is perpendicular to the rod. Note that py is not equal to H), as it
is ordinarily defined. To obtain H, we use the relative kinetic energy 7.

T, 9 (1 . .
Hy=—=—|-ml’0*) =mi* 1.302
"= 96 T %6 (2'" ) " (1.302)

This is the angular momentum relative to the reference point P.
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On the other hand, if we use (x., y., 0) as generalized coordinates, where (x., y.) are the
Cartesian coordinates of the center of mass, the total energy of the system is, in accordance
with Koenig’s theorem,

1 .
T=m (i +y2) + Zm1292 (1.303)
The generalized momenta
oT ) oT .
Py = — = 2mX,, Dy = —— =2my. (1.304)
Bxc 8yc

are once again the x and y components of the total linear momentum. The third generalized

momentum is
T 1 .
= 5 = Eml 0 (1.305)

This is the angular momentum about the center of mass.

Po

1.5

Impulse response

Linear impulse and momentum

Consider a system of N particles whose position vectors r; are measured relative to an
inertial frame. Newton’s law of motion for the system is

p=F (1.306)

where F is the total external force and p is the total linear momentum.
N

p=) mifi =mi. (1.307)
i=1

where m is the total mass and r, is the position vector of the center of mass.
Now integrate (1.307) with respect to time over an interval ¢ to f,. We obtain

Ap=p,—p, =F (1.308)

where the linear impulse F is given by

A 2]

F= / Fdt (1.309)
al

Equation (1.308) is a statement of the principle of linear impulse and momentum: The
change in the total linear momentum of a system of particles over a given time interval is
equal to the total impulse of the external forces acting on the system. Notice that the interval
is arbitrary and not necessarily small.

Since a vector equation is involved in this principle, a similar scalar equation must apply to
each component, provided that the component represents a fixed direction in inertial space.
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If any component of the total impulse is zero, the change in the corresponding component
of linear momentum is also zero. If F or one of its components is continuously equal to
zero, the corresponding linear momentum is constant. In this case, there is conservation of
linear momentum.

Angular impulse and momentum

Again consider a system of N particles and take a reference point P which is either (1) a
fixed point, or (2) at the center of mass. The differential equation for the angular momentum
has the simple form

H=M (1.310)

Integrating this equation with respect to time over the interval ¢, to t,, we obtain

AH=H,-H, =M (1.311)

where the angular impulse M due to the external forces is

15}
M:/_Mdt (1.312)
n
Note that the internal forces between particles occur in equal, opposite and collinear pairs.
Hence, they do not contribute to M or M.

Equation (1.311) is a statement of the principle of angular impulse and momentum.
Note that AH can be zero even if M is not continuously zero. On the other hand, if M
is continuously zero, then M = 0 over any interval, and there is conservation of angular
momentum. Similarly, if a certain component of M remains equal to zero, even though M
itself is not zero, then there is conservation of that component of H. Here we assume that
the direction of the component is fixed in inertial space.

Now let us choose an arbitrary reference point P for angular momentum. The equation
of motion obtained earlier has the form

H, =M, — p. x mi, (1.313)

Assume that very large forces are applied to the system of particles over an infinitesimal
time At = t, — t; and integrate (1.313) with respect to time over this interval. We obtain

n+Aar n+At
/ H,dt = / M, — p. x mi,)dt (1.314)
1 1

or

AH, =M, — p. x mA¥, (1.315)

During the interval At the configuration is unchanged but M, and ¥, may be very large,
resulting in finite 1\7[[, and Ar,. But if the reference point P is chosen such that ¥, is
finite during the impulse, and therefore Ar, is zero, then the simpler form given in (1.311)
applies.
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Figure 1.23.

Example 1.13 Three particles, each of mass m, are connected by rigid massless rods in
the form of an equilateral triangle (Fig. 1.23). The system is motionless with particle A
directly above particle B when a horizontal impulse F is suddenly applied to particle A,
causing particle B to slide without friction on the horizontal floor. Solve for the values of
% and 6 immediately after the impulse. Evaluate the constraint impulse N.

First let us use the linear impulse and momentum principle in the x direction to obtain

3,
3mit + Smld = F (1.316)

where we use (x, 0) as generalized coordinates and consider the 6 rotation to take place
about particle B. If we choose a fixed point that is initially coincident with particle B as the
reference point for angular momentum, we can find x and @ without having to solve for the
constraint impulse N. Thus, we can write

AH =M (1.317)
or

3 oA

Smli +2ml’0 = FI (1.318)

Solving (1.316) and (1.318) we obtain
2F . 2F
6 —

e— =t 131
T Sml (1.319)

To find the value of N we use linear impulse and momentum in the vertical direction,
noting that C is the only particle with vertical motion. We obtain
V3

7mze' =N (1.320)
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giving
N = ?ﬁ (1.321)

Gravitational forces don’t affect the impulse response because they are finite and there-
fore result in a negligible impulse during the infinitesimal interval Az of the applied
impulse F'.

Collisions

An important mode of interaction between bodies is that of collisions. We shall introduce
the theory by considering the special case of impact involving two smooth uniform spheres

(Fig. 1.24).
Before impact After impact
Figure 1.24.

Assume that the spheres are moving in the plane of the figure just before impact. At the
moment of impact, the interaction forces are normal to the tangent plane at the point of
contact, and therefore are directed along the line of centers. Let us assume that these forces
are impulsive in nature, that is, they are very large in magnitude and very short in duration.
As aresult, there can be sudden changes in translational velocities, but rotational motion is
not involved.

Let v,; and v,, represent the velocity components along the line of centers just before
impact, and assume that v,; > v,. Let v,;; and v, be the corresponding tangential compo-
nents; that is, they are perpendicular to the line of centers. Because the spheres are smooth,
there are no tangential interaction forces, and therefore no changes in tangential velocities.
So we obtain

A (1322)
o = v (1.323)

which implies the conservation of tangential momentum of each particle.
The interaction impulses along the line of centers are equal and opposite, so there is
conservation of the total normal momentum. Thus we have

MUy + Moy = MyUat + Moty (1.324)
Now let us introduce the coefficient of restitution e in accordance with the equation

Uy — Uy =e(Wa —v2) (0<e<1) (1.325)
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In other words, considering normal components, the relative velocity of separation after
impact is equal to e times the relative velocity of approach before impact. Solving (1.324)
and (1.325) for v/, and v, ,, we obtain the final normal velocity components.

— 1
oy =, Arom (1.326)
my +my my + my
1 _
o= LXIm e (1.327)
my + my my + my

If e = 0, termed inelastic impact, we see that v/,; = v], and the normal separation velocity
is zero. On the other hand, if e = 1, we have perfectly elastic impact, and the normal relative
velocities of approach and separation are equal. There is conservation of energy during
perfectly elastic impact, but there is some energy loss for 0 < e < 1.

During the impact of two smooth spheres, there are equal and opposite impulses acting
on the spheres along the line of centers. These impulses are of magnitude

F = ml(vnl - U:,l) = ml(v;z - Un2) (1328)

Now suppose that Coulomb friction with a coefficient p is introduced at the impacting
surfaces. If sliding occurs throughout the impact, there will be equal and opposite friction
impulses 1 F' acting to oppose the relative sliding motion. In other words, the total interaction
impulse of each body will lie along a cone of friction. It may turn out, however, that the
magnitude uF of the calculated friction impulse is larger than that required to stop the
relative sliding motion. In this case, the relative sliding motion will not reverse, but will
stop at zero with the friction impulse reduced accordingly.

We have assumed that the initial and final velocity vectors, as well as the line of centers,
all lie in the same plane. If this is not true, one can choose an inertial frame translating with
sphere 2 just before impact as the reference frame. Then, relative to this second reference
frame, v, and v, are both equal to zero. The relative velocity vector of particle 1 and
the line of centers determine the plane in which the action takes place and for which the
standard equations such as (1.326) and (1.327) apply. After solving for the primed velocity
vectors relative to the second reference frame, one can finally transform to the original
inertial frame by adding vectorially the velocity of this second frame.

Example 1.14 A dumbbell is formed of two particles, each of mass m, which are connected
by a rigid massless rod of length / (Fig. 1.25). The dumbbell, with 8 = 45° and 8 = 0, is
falling vertically downwards with velocity vy when it has inelastic impact with a smooth
horizontal surface. We wish to find the angular velocity § and the velocity v, of particle 1
immediately after impact.

First method Let us take the reference point P fixed in particle 1 and use (1.315). Any
impulse acting on the system must be applied at P, so

M, =0 (1.329)



58
—

Introduction to particle dynamics

m

(a) (b)

Figure 1.25.

The initial angular momentum about P is zero since § = 0 before impact. The final angular
momentum is

AH, = ml*6k (1.330)

where k is a unit vector in the z direction.

The impulse applied to particle 1 by the surface must be vertical since the horizontal
surface is frictionless. Hence there is no horizontal impulse applied to the system, and
its linear momentum in the x direction remains equal to zero. This implies that the x-
components of velocity of particles 1 and 2 are equal and opposite. Hence the velocity of
particle 1 immediately after impact is

_
NG

The vertical velocity of particle 1 after impact is zero because of the assumption of inelastic
impact. Thus, we find that change in velocity of particle 1 is

Vi (1.331)

16
Af,=——i+uj (1.332)

242
Note that the horizontal velocity component of the center of mass is continuously zero.

The position of the center of mass relative to the reference point P at particle 1 is

/
= ——= (4] 1.333
Pe Wi i+ ( )

The total mass of the system is 2m, so the term p. x mAf, in (1.315) is given by

! 126
po X MAE, = 2m (2”\—"@—?% (1.334)
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Then substitution into (1.315) yields

3 iz = Mo (1.335)
-ml°6 = — .
4 V2
resulting in the angular velocity
. 2V2
o 22w (1.336)
3l
The velocity of particle 1, from (1.331), is
Vo .
i=—~i (1.337)

Second method Let the reference point P be inertially fixed at the impact point on the
surface. Any external impulse on the system acts through P so

M, =0 (1.338)

and we have conservation of momentum about P.
The angular momentum before impact is due entirely to translation of particle 2.
mlv
H=-—"k (1.339)
V2
After impact, the center of mass moves vertically downward, while particle 1 moves hori-
zontally away from P due to the inelastic impact assumption. Thus, from the geometry, the
velocity of particle 2 immediately after impact is

16 5 +J (1.340)
vo=—1|—x1i .
2 NG ) J
The resulting total angular momentum about P is
H,; = p, x mv, (1.341)
where
: i+ (1.342)
=—( .
P2 /2 J

Thus we obtain
3,
H, = Zmzzek (1.343)

Finally, setting H; = H,, we find that

.22
P gvo (1.344)
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in agreement with (1.336). The center of mass has no horizontal motion, so v; is the negative
of the x component of v;.

16
vi=—_j=_2; (1.345)

Third method ~Consider the effect of the vertical reaction impulse R acting on particle 1
and due to its impact with the fixed frictionless surface. Take longitudinal and transverse
components of R, relative to the dumbbell, where each component is of magnitude R/+/2.
The transverse impulse results in a sudden change Awvy, in the transverse velocity of particle
1, as shown in Fig. 1.25b.

R
Avy = — 1.346
1t ﬁm ( )

The velocity of particle 2 is not changed by this transverse impulse. On the other hand,
the longitudinal component of R affects both particles having a total mass 2.

R 1
22m 2

The final velocity of particle 1 is equal to its initial velocity plus the changes due to the
reaction impluse R, as shown in Fig. 1.25b. From the vertical components we obtain

AU]] = Al}z[ = AU][ (1347)

22
Avy, = ‘vao (1.348)
Then, from the horizontal components we obtain
Avl, Vo
Vi = — j=——"j (1.349)
' 232 3

The angular velocity 6 is zero before impact. During impact, the only impulse acting on
particle 2 is longitudinal in direction, so its transverse velocity is unchanged. Therefore, the
angular velocity immediately after impact is

AU],_ 2\/51)()
/. 3l

The most straightforward method discussed here is the second method. It uses conserva-

6=

(1.350)

tion of angular momentum about a fixed point chosen so that the applied angular impulse
equals zero.

Generalized impulse and momentum

The configuration of a system of N particles is given by the position vectors ry(q, ¢). The
corresponding velocities are

_dl‘k _ - ory . ary

= = — 4.+ — k=1,...,N 1.351
Kb p B LR ) (1.351)
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Recall from (1.234) that the velocity coefficients are

3l’k Brk
== = — 1.352
’Yk] aqj Ykt ot ( )
Thus we obtain
n
e=Y_ ydi+tve (k=1,....N) (1.353)
=1
The equation of linear momentum for the kth particle is
me Avg = Fy (1.354)

where B is the total impulse acting on the particle. Now take the dot product with «;; and
sum over the particles to obtain

N N
D omAve oy =Y By (1.355)
k=1

k=1

Let us assume that all the F; impulses occur during an infinitesimal interval Ar, implying
that the configuration and the values of the velocity coefficients remain constant during this
interval. From (1.353) we see that

Av, = Zykj Agj (1.356)

Substitute this expression for Av into (1.355) and obtain

szm, Vi AGj = ZFk Vi (1.357)

j=1 k=

Recall from (1.268) that the generalized mass coefficient m;; can be expressed as

=mj = Z MYi Vi (1.358)
Furthermore, similar to (1.240), the generalized impulse 0; is given by
N A
=Y Foovy  G=1....m) (1.359)
k=1
Finally, we obtain the equation of generalized impulse and momentum:

Y mij(q.AG; =0  G=1,....n (1.360)

j=1
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In general, Q; includes the contributions of applied and constraint impulses, both internal
and external to the system. However, if the ¢s are independent, the Qs are due to the applied
impulses only.

Example 1.15 Two particles with masses m; and m, are connected by a rigid massless
rod of length /. Initially the system is motionless with a vertical orientation, as shown in
Fig. 1.26. Then a horizontal impulse F is applied to the upper particle of mass m,. We wish
to solve for the velocity x and the angular velocity § immediately after the impulse.

.

2 Q mz
Figure 1.26.

Atthe outset we see that the center of mass must move horizontally due to ¥, and therefore
neither particle can have any vertical velocity initially. Let us choose (x, ) as generalized
coordinates consistent with this motion. The kinetic energy at this time is

1 1 .
T = zmlxz + Emz(fc —16)? (1.361)
From (1.261), the mass coefficients are
a’T n
Myy = —= =m|+m
oz TR
3T p
m = - = —
x6 Ox 95190 2
T 2 (1.362)
Mog = ——= =m .
00 = 252 2
The velocity coefficients for particle 1 are
Y=k 79 =0 (1.363)

where i is a horizontal unit vector. Then (1.359) gives the generalized impulses

0.=F, 0,=0 (1.364)



63

Impulse response

A substitution into the equation of generalized impulse and momentum yields the following
equations:

(my + ma)Ax — mylAG = F (1.365)
—mal A% + mal?A6 =0 (1.366)

The solutions are

- F . F
Ax = —, AO = —
my mql

(1.367)

which are the values of x and 6 immediately after the impulse. Note that these results are
independent of the mass m, of the lower particle which remains momentarily motionless.

Impulse and energy

Consider a particle of mass m and velocity vy which is subject to a total impulse F. From
the principle of linear impulse and momentum we know that

mv—vy) =F (1.368)

where v is the velocity of the particle immediately after the impulse. Now take the dot
product with %(v + vp). We find that the increase in kinetic energy is

1 1.
Em(u2 —vy) = EF (V4 Vo) (1.369)

Then, by the principle of work and kinetic energy, the work done on the particle is
1.
W= EF - (V+ Vo) (1.370)

This result is valid even if the force F and the time interval are finite and arbitrary because
these assumptions apply to the principle of linear impulse and momentum (1.368). For
motion in a straight line, the work done on a particle is equal to the impulse times the mean
of the initial and final velocities.

Example 1.16 A flexible inextensible rope of length L and linear density p initially lies
straight and motionless on a smooth horizontal floor (Fig. 1.27). Then, att = 0, end A is
suddenly moved to the right with a constant speed vy. Considering the rope as a system of
particles, let us look into the applicable impulse and momentum principles, as well as work
and kinetic energy relations.

Assuming that x(0) = 0, y(0) = 0, we see that

y=2x (1.371)
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7 !
4 F
X 4{( B
; ;
Figure 1.27.
and therefore
y=2% = (1.372)

Consider a mass element pdx which suddenly has its velocity changed from zero to vy.
Using the principle of linear impulse and momentum, the required impulse is

F dt = pvydx (1.373)

Thus, the force is
1
F = pyox = zpvé (1.374)

The remainder of the moving rope has zero acceleration, so the force F is constant and is due
to successive elements pdx undergoing a sudden change in velocity. This continues over
the interval 0 < ¢ < 2L /vy, that is, until the rope is again straight with end A leading B.
Fort > 2L /vy, the applied force equals zero. Over the entire interval, the applied impulse
is

R 1 ,\/2L
F=Fi=(=p)(==)=pLw (1.375)
2 Vo

This is equal to the increase in momentum.
Now consider the work done on the system by the force F.

W =2FL = pLv} (1.376)

This is equal to twice the final kinetic energy, where

1
T= 2oL (1.377)

The energy lost in the process is W — T and is due to what amounts to inelastic impact as
each element suddenly changes its velocity from zero to vy.

Another viewpoint is obtained by considering an inertial frame in which end A is fixed
forr > 0 and end B moves to the left with velocity vy. In this case,

[
F = E'OUO (1.378)

as before, but F does no work since A is fixed. The lost energy is equal to the initial kinetic
energy % ,oLvS because the final energy is zero. We see that, although the work of F as well
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as the initial and final kinetic energies are different in the two inertial frames, the lost energy

is unchanged. Relative to this second inertial frame, it is more obvious that the lost energy
is due to inelastic impact, since the velocity of each element pdx has its velocity suddenly
changed from vy to zero.
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1.7 Problems

1.1.

1.2.

1.3.

A particle of mass m can slide without friction on a semicircular depression of
radius r in a block of mass m(. The block slides without friction on a horizontal
surface. Consider planar motion starting from rest with the initial conditions 6(0) =
/2, x(0) = 0. (a) Find the values of # and x when the particle first passes through
6 = 0. (b) What is the maximum value of x in the entire motion?

l
N

m

Figure P 1.1.

A simple pendulum of mass m and length / is initially motionless in the downward
equilibrium position. Then its support point is given a constant horizontal acceleration
a = ~/3g, where g is the acceleration of gravity. Find the maximum angular deviation
from the initial position of the pendulum.

Two smooth spheres, each of mass m and radius r, are motionless and touching when
a third sphere of mass m, radius r, and velocity vy strikes them in perfectly elastic
impact, as shown. Solve for the velocities of the three spheres after impact.
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14.

1.5.

1.6.

1.7.

1.8.

Figure P 1.3.

Three particles, each of mass m, can slide without friction on a fixed wire in the
form of a horizontal circle of radius r. Initially the particles are equally spaced with
two particles motionless and the third moving with velocity vg. Assuming that all
collisions occur with a coefficient of restitution e = 0.9, solve for the final velocities
of the particles as time ¢ approaches infinity.

A particle is shot with an initial velocity vy at an angle 6 = 6, above the horizontal.
It moves in a uniform gravitational field g. Solve for the radius of curvature p of the
trajectory as a function of the flight path angle 6.

A river at 60° north latitude flows due south with a speed v = 10 km/h. Determine
the difference in water level between the east and west banks if the river is % km
wide. Assume a spherical earth with radius R = 6373 km, acceleration of gravity
g =9.814 m/s2, and rotation rate w, = 72.92 x 107 rad/s.

An elastic pendulum has a spring of stiffness k and unstressed length L. Using the
length / and the angle 6 as coordinates, write the differential equations of motion.

Figure P 1.7.

Point A moves with a constant velocity vy. It is connected to a particle of mass m
by a linear damper whose tensile force is F = c(vyp — X). (a) Assuming the initial
conditions x(0) = 0, x(0) = 0, solve for the particle velocity x as a function of time.
(b) Find the work W done on the system by the force F acting on A. (c) Show that
the work W approaches twice the value of the kinetic energy 7" as time ¢ approaches
infinity.
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}L,
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|

Figure P 1.8.

1.9. A linear damper with a damping coefficient ¢ connects two particles, as shown in
Fig. 1.15 on page 31. Show that, for an arbitrary linear motion of the two parti-
cles over some time interval Ar, the magnitude of the impulse F applied by the
damper to either particle is directly proportional to the change in length Al of the
damper.

1.10. Ten identical spheres are arranged in a straight line with a small space between
adjacent spheres. The spheres are motionless until sphere 1 is given an impulse
causing it to move with velocity vy toward sphere 2. The spheres collide in sequence
with a coefficient of restitution ¢ = 0.9. (a) What is the final velocity of sphere 10?
(b) What is the velocity of sphere 9 after its second collision?

1.11. Consider the system of Example 1.14 on page 57 and use (x, y, 8) as generalized
coordinates, where the Cartesian coordinates of particle 1 are (x, y). Use the equation
of generalized impulse and momentum to solve for: (a) % and ¢ immediately after
inelastic impact; (b) the impulse acting on the system at the time of impact due to the
horizontal surface.

1.12. Two particles, each of mass m, are connected by a rigid massless rod of length /. The
system is moving longitudinally with a velocity vy, as shown, and strikes a smooth
fixed surface with perfectly elastic impact, ¢ = 1. (a) Find the velocity components
(x, y) of the center of mass and also the angular velocity w immediately after impact.
(b) Solve for the impulse F in the rod at impact.

Figure P 1.12.
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1.13. Particles A, B, and C are each of mass m and are connected by two rigid massless
rods of length /, as shown. There is a joint at B. The three particles are motionless in a
straight configuration when particle D, also of mass m, strikes particle B inelastically
as it moves with velocity vy in a transverse direction. Later, particles A and C collide,
also inelastically, as particles B and D continue to move together. Find: (a) the angular
velocity of rod A B just before A and C collide and (b) the final velocity of particle A.

n@a

n@c

Figure P 1.13.

1.14. A particle of mass m is attached by a string of length [ to a point O’ which moves in
a circular path of radius r at a constant angular rate § = wy. (a) Find the differential
equation for ¢, assuming that the string remains taut and all motion occurs in the
xy-plane. (b) Assume the initial conditions ¢(0) =0, $(0) = —w, and let [ = r.
Find ¢« in the motion which follows.

€
) \/

Figure P 1.14.
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1.15. A massless disk of radius r has a particle of mass m attached at a distance / from its
center. The disk rolls without slipping on a horizontal floor. Then, for some position
angle 0, a horizontal impulse ¥ is applied at the highest point A on the disk. Solve
for the change Aw in angular velocity, as well as the constraint impulse components
Iév and f(’;,.

Figure P 1.15.

1.16. Consider the system of Example 1.13 on page 55. Assume the same initial conditions
and the same applied impulse . Now suppose that Coulomb friction is added for the
sliding of particle B relative to the floor. (a) Assuming a friction coefficient u, solve
for the values of % and 6 immediately after the impulse. (b) What is the minimum
value of u such that there is no sliding?

1.17. Two particles, each of mass m, are connected by a massless cord of length %rrr on
a fixed horizontal cylinder of radius r. There is a coefficient of friction u for sliding
of the particles on the cylinder. (a) Obtain the equation of motion, assuming 6 > 0
and the particles remain in contact with the cylinder. (b) Solve for the tension P in
the cord as a function of §. Assume that 0 < 6 < %zr and0 < pu < 1.

Figure P 1.17.
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1.18.

1.19.

1.20.

A particle P of mass m can slide without friction on a rigid fixed wire. It is connected
to a fixed point O through a linear damper with a damping coefficient c. Assuming
the initial conditions x(0) = 0, x(0) = vy, solve for the initial velocity vy which will
cause the particle to stop at x = h.

NN\
3
AN NN

—— X0

Figure P 1.18.

Two particles, each of mass m, are connected by a rigid massless rod of length /. Parti-
cle 1 can slide without friction on a fixed straight wire. (a) Using (x, 0) as generalized
coordinates for motion in the horizontal plane, solve for ¥, g, and P as functions
of (0, 6) where P is the tensile force in the rod. (b) Assume the initial conditions
x(0) =0, x(0) =0, 6(0) =0, #(0) = vo/I. Solve for x and 6 as functions of 6.

! E
—-
Figure P 1.19.

Two particles, connected by a spring of stiffness k and unstressed length L, move in
the horizontal xy-plane. A force F' in the x direction is applied to the first particle.
(a) Using (x1, y1, X2, ¥2) as coordinates, obtain the four differential equations of
motion. (b) Now introduce a constraint on the second particle given by x, = y».
Eliminate y, and write equations of motion for x;, y;, and x,.
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1.21.

1.22.

Figure P 1.20.

Two particles, each of mass m, can slide on smooth parallel fixed wires which are
separated by a distance /. The particles are connected by a linear spring of stiffness
k and unstressed length 4. (a) Assume the initial conditions x;(0) = x2(0) = 0 and
%1(0) = %,(0) = 0. Att = 0, aconstant force F = %kh is applied to the first particle.
In the motion which follows, solve for the maximum value of 6. (b) Assume the
initial conditions 0(0) = 6, and 6(0) = 0. Find the value of 6 such that it remains
constant during the motion.

x| |

Figure P 1.21.

A flexible inextensible rope of uniform linear density p and length L is initially at
rest with y(0) = %L. (a) Find the differential equation for y in the following two
cases: (1) upward motion with F = %pLg; (2) downward motion with F = épLg.
(b) Show that in each case the magnitude of the energy loss rate is %p|y|3,
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1.23.

> 5

Figure P 1.22.

A particle P of mass m can slide without friction in a slot having the form of an arc of
radius  which is cut in a circular impeller that rotates with a constant angular velocity
wyp. (a) Write the differential equation of motion in terms of the relative position angle
6. (b) Assuming that the particle is released fromrest at @ = 0, find the value of  as the
particle leaves the impeller. (c) What is the force on the particle just before it leaves?

Figure P 1.23.
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2 Lagrange’s and Hamilton’s equations

In our study of the dynamics of a system of particles, we have been concerned primarily
with the Newtonian approach which is vectorial in nature. In general, we need to know
the magnitudes and directions of the forces acting on the system, including the forces of
constraint. Frequently the constraint forces are not known directly and must be included as
additional unknown variables in the equations of motion. Furthermore, the calculation of
particle accelerations can present kinematical difficulties.

An alternate approach is that of analytical dynamics, as represented by Lagrange’s equa-
tions and Hamilton’s equations. These methods enable one to obtain a complete set of
equations of motion by differentiations of a single scalar function, namely the Lagrangian
function or the Hamiltonian function. These functions include kinetic and potential ener-
gies, but ideal constraint forces are not involved. Thus, orderly procedures for obtaining the
equations of motion are available and are applicable to a wide range of problems.

2.1 D’Alembert’s principle and Lagrange’s equations
D’Alembert’s principle

Let us begin with Newton’s law of motion applied to a system of N particles. For the ith
particle of mass m; and inertial position r;, we have

F,‘+Ri —m,-'l‘,- =0 (21)

where F; is the applied force and R; is the constraint force. Now take the scalar product
with a virtual displacement §r; and sum over i. We obtain

N
Z(Fi +R; —m;Fy) - 6r; =0 (2.2)
i=1

This result is valid for arbitrary drs; but now assume that the drs satisfy the instantaneous
or virtual constraint equations, namely,

3N
D ajite,)8x; =0 (j=1,....m) 2.3)

i=1
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where the §xs are the Cartesian components of the drs. The virtual work of the constraint
forces must vanish, that is,

N

> R - 6r; =0 2.4
i=1
Then (2.2) reduces to

N

> F —miy) - 8 =0 (2.5
i=1

This important result is the Lagrangian form of d’Alembert’s principle. It states that the
virtual work of the applied forces plus the inertia forces is zero for all virtual displacements
satisfying the instantaneous constraints, that is, with time held fixed. The forces due to ideal
constraints do not enter into these equations. This important characteristic will be reflected
in various dynamical equations derived using d’ Alembert’s principle, including Lagrange’s
and Hamilton’s equations.

In terms of Cartesian coordinates, d’ Alembert’s principle has the form

3N

Z(Fk —mX)dx, =0 (2.6)

k=1
where the xs satisfy (2.3). Equation (2.6) is valid for any set of éxs which satisfy the
instantaneous constraints. There are (3N — m) independent sets of §xs, each being conven-
iently expressed in terms of §x; ratios. This results in (3N — m) equations of motion. An
additional m equations are obtained by differentiating the constraint equations of (1.203)
or, in this case,

3N
> ajixita; =0 (j=1,....m) Q.7
i=1

with respect to time. Altogether, there are now 3N second-order differential equations which
can be solved, frequently by numerical integration, for the xs as functions of time. Note
that the constraint forces have been eliminated from the equations of motion.

Example 2.1 A particle of mass m can move without friction on the inside surface of a
paraboloid of revolution (Fig. 2.1)

¢=x2—|—y2—z:O (2.8)

under the action of a uniform gravitational field in the negative z direction. We wish to
find the differential equations of motion using d’Alembert’s principle. The applied force
components are

F,=0, F,=0, F.=-mg (2.9)
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Figure 2.1.

In order to obtain the constraint equation for the virtual displacements, first write (2.8)
in the differential form

¢ =2xi+2yy—2=0 (2.10)
The instantaneous constraint equation, obtained using (2.3), is
2x8x +2y8y — 8z =0 (2.11)

We need to find 3N — m = 2 independent virtual displacements which satisfy (2.11). We
can take

sy =0, 8§z = 2xdx (2.12)
and
dx =0, 8z = 2ydy (2.13)

Then d’ Alembert’s principle, (2.6), results in
[-mX¥ —2mx(Z 4+ g)]éx =0 (2.14)
[-my —2my(Z + g)]éy =0 (2.15)

Now dx is freely variable in (2.14), as is 8y in (2.15), so their coefficients must equal zero.
Thus, after dividing by —m, we obtain

¥+2x(E+9)=0 (2.16)
§4+2yG+g) =0 2.17)

These are the dynamical equations of motion. A kinematical second-order equation is
obtained by differentiating (2.10) with respect to time, resulting in

2x% +2yy —F 4282 +292 =0 (2.18)
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Equations (2.16)—(2.18) can be solved for %, ¥ and Z, which are then integrated to give the
particle motion as a function of time.

Lagrange’s equations

Consider a system of N particles. Let us begin the derivation with d’ Alembert’s principle
expressed in terms of Cartesian coordinates, that is,

3N
D (Fe —miki) 8x =0 2.19)
k=1

The Fis are applied force components and the dxs are consistent with the instantaneous
constraints, as given in (2.3). We wish to transform to generalized coordinates. Recall that

! axk
Sxp = —8q; k=1,...,3N 2.20
i ; P ) (2.20)
Hence, we obtain

n 3N
Bxk 3
S | Fs— —miker— ) 8g: =0 (2.21)
g, g

i=1 k=1

where the 8gs conform to any constraints. But since x; = xx(q, 1),

& Bxk Bxk
Xp=) —qi+—— (2.22)
P aq; ot
and we see that
0x a
By _ e (2.23)
9q;  9g;
Furthermore,
d (ox " 9% 3%x, ox
(=)= gt = (2.24)
dt \ 9g; = 0q; dq; at dq; aq;
The kinetic energy of the system is
L
=3 ;mkxi (2.25)

and the generalized momentum p; is

ka k ka £ (2.26)
k=1

Therefore, we obtain

d (3T N axy X ax
4 <_) - ik 4 kaxk—" (2.27)
1 \94; = 9gi agi

k=1

pPi =

Bq,
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However, from (2.25),

3N

0x
= ' x" (2.28)
Bql =
so we find that
Z _d (9T oT (2.29)
mix - — .
‘ k 351:‘ a4; g
This result is the negative of the generalized inertia force Q7. In other words,
0 = d (of +8T (2.30)
dr \9¢; 9gi ’
From (1.240), we recall that the generalized applied force is
N 3xk
Q=) Fiy- 231)
k=1 qgi
Then d’ Alembert’s principle, as written in (2.21) results in
n
Y Qi+ 018q; =0 (232)

i=1

for all 8¢s satisfying any constraints. Thus, the virtual work of the applied plus the inertial
generalized forces is equal to zero.
Using (2.30) and (2.31) with a change of sign, (2.32) takes the form

" [d (T aT
; [E (aqi) - Q,-] 8q; =0 (2.33)

aq;

where, again, the §gs satisfy the instantaneous constraints. This is d’Alembert’s principle
expressed in terms of generalized coordinates. We will call it Lagrange’s principle. It applies
to both holonomic and nonholonomic systems, requiring only that 7" and Q; be written as
functions of (¢, ¢, t). Note that constraint forces do not enter the Q;s.

Now let us assume a holonomic system with independent generalized coordinates. Then
the coefficient of each d¢g; must be equal to zero. We obtain

aT\ aT o
dt( >__:,- G=1... . .n 2.34)

This is the fundamental holonomic form of Lagrange’s equation. It results in n second-order
ordinary differential equations. The Qs are generalized applied forces from any source.
Let us make the further restriction that the Qs are derivable from a potential energy
function V (g, t) in accordance with
A%

0 =3 (2.35)
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Now define the Lagrangian function
L(q,4.1)=T(q,4.1)— V(q.1) (2.36)

Then we can write Lagrange’s equation in the standard holonomic form:

d (9L aL_O
dt \ 9¢; dqi

Equivalently, one can use

d <3T> aT Vv
Rl (i I I
dt \ 9g; dg;  9q;

If a portion of the applied generalized force is not obtained from a potential function, we

Gi=1,...,n (2.37)

(i=1,....n (2.38)

can write
A% ,

Qi=——+0, (2.39)
9gi

where Q; is the nonpotential part of Q;. Then we obtain Lagrange’s equation in the form

i(%)_%:g (=1....n (2.40)
dt Bq, Bql !

or

i(ﬂ)_ﬂz_ﬂJer G=1,....n (2.41)
dr \ 9¢; g g !

The basic forms of Lagrange’s equations, given in (2.34) and (2.37) apply to holonomic
systems described in terms of independent generalized coordinates.

‘When one considers nonholonomic systems, there must be more generalized coordinates
than degrees of freedom. Hence, the generalized coordinates are not completely independent
and, as a result, there will be generalized constraint forces C; which are nonzero, in general.
In terms of the constraint forces acting on the individual particles, we have, similar to
(1.240),

3N
0x,

N
Ci = ZR_/' Vi = ZRka k
=1 =1 4i

where the Ry are Cartesian constraint force components.
Let us use the Lagrange multiplier method to evaluate the generalized constraint forces.
First, we note that the virtual work of the constraint forces must equal zero, that is,

(2.42)

Y Cisgi =0 (2.43)
i=1
provided that the §gs satisfy the instantaneous constraints in the form

n
> ajisgi=0  (j=1,....m) (2.44)
i=1
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Now let us multiply (2.44) by a Lagrange multiplier X ; and sum over j. We obtain

m n

>3 rjajidag =0 (2.45)
1

j=1i=
Subtract (2.45) from (2.43) with the result

n

3 (ci W j,-) 5= 0 (2.46)
=

i=1

Up to this point, the m As have been considered to be arbitrary, whereas the n §gs
satisfy the instantaneous constraints. However, it is possible to choose the As such that the
coefficient of each d¢; vanishes. Thus, the generalized constraint force C; is

m

Ci=)Y raj; (=1,..,n (2.47)
j=1

and the d¢s can be considered to be arbitrary.

To understand how m As can be chosen to specify an arbitrary constraint force in ac-
cordance with (2.47), let us first consider a single constraint. The corresponding constraint
force is perpendicular to the constraint surface at the operating point; that is, it is in the
direction of the vector a; whose components in n-space are the coefficients aj;. This is
expressed by (2.44) and we note that any virtual displacement §q must lie in the tangent
plane at the operating point. The Lagrange multiplier A ; applies equally to all components
aj; and so expresses the magnitude of the constraint force C; = A ;a;.

If there are m constraints, the total constraint force C is found by summing the individual
constraint forces C;. We can consider the a;s as m independent basis vectors with the As
representing the scalar components of C in this m-dimensional subspace. Hence a set of
m As can always be found to represent any possible total constraint force C.

For a system with n generalized coordinates and m nonholonomic constraints, we note
first that the generalized constraint force C; is no longer zero, in general, and must be added
to Q; to obtain

d (0T oT
— _— —_——_—= i Ci ':1,..., 248
dt <3¢7i> g Qi t ¢ " 249

Then, using (2.47), the result is the fundamental nonholonomic form of Lagrange’s equation.

d (of or 0 +Xm:A i=1 ) (2.49)
— | —)-——=0; idji i=1,....n .
dt \ 94, g, S
j=1

If we again assume that the Qs are obtained from a potential function V (g, t), we can
write
d (dL oL 2 .
E(a—q)—a—qt_:ZAjaﬁ (i=1,....,n) (2.50)
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This is the standard nonholonomic form of Lagrange’s equation. Equivalently, we have

d (0T T 0V $n, G=1,....n) @51)
— =)+ —= iaji i=1,...,n .
dr \ 94; dqi  dqi "j

If nonpotential generalized applied forces Q] are present, Lagrange’s equation has the form
d < oL ) oL -

—(—)—-=—=0/+)> Xja; i=1,...,n) (2.52)
dt 8q, 3q, ]; I

The nonholonomic forms of Lagrange’s equations presented here are also applicable
to holonomic systems in which the gs are not independent. For example, if there are m
holonomic constraints of the form

¢i(g.)=0 (G=1,....m) (2.53)
we take

00
aji(q, 1) = qu (2.54)

and then use a nonholonomic form of Lagrange’s equation such as (2.49) or (2.51).

Example2.2 Particles A and B (Fig. 2.2), each of mass m, are connected by a rigid massless
rod of length /. Particle A can move without friction on the horizontal x-axis, while particle
B can move without friction on the vertical y-axis. We desire the differential equations of
motion.

Figure 2.2
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First method Let us use the nonholonomic form of Lagrange’s equation given by (2.51).
The coordinates (x, y) have the holonomic constraint

p=x>+y"—1"=0 (2.55)
Differentiating with respect to time, we obtain

¢ =2xk+2yy=0 (2.56)
which leads to

ap = 2x, ap =2y (2.57)

The kinetic energy is

T = %m()’c2 +57) (2.58)
and the potential energy is

V =mgy (2.59)
The use of (2.51) results in the equations of motion

mx = 2Ax (2.60)
my = 2Ly —mg (2.61)

We need a third differential equation since there are three variables (x,y,)). Differentiating
(2.56) with respect to time, and dividing by two, we obtain

Xi+yy+i2+y2=0 (2.62)

This equation, plus (2.60) and (2.61) are a complete set of second-order differential equa-
tions. One can solve for A and obtain

m 2 .2
= 5pley =@ 4371 (2.63)
Then one can numerically integrate (2.60) and (2.61). We see that the compressive force in
the rod is 2\/.

Second method A simpler approach is to choose 6 as a single generalized coordinate with
no constraints. We see that

x =1[sin6 (2.64)
y =1lcos6 (2.65)
% =16cosh (2.66)
y = —Ifsin@ (2.67)

The kinetic energy is

1 1.
T = Em(fc2 +9) = Emzzez (2.68)
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and the potential energy is
V =mgy =mglcos6 (2.69)

Then we can use Lagrange’s equation in the form

d (0T oT A%
_<__)__+—=0 (2.70)
dt \ 9¢; dq;  dq;

to obtain the differential equation for 6 which is
mi*d — mgl sin =0 (.71)
Third method Another possibility is to use the holonomic equation of constraint to elim-

inate one of the variables. For example, we might eliminate y and its derivatives and then
consider x to be an independent coordinate. From (2.55), we have

y=EVIi2—x2 (2.72)

Assuming the positive sign, we obtain

. —xX
and the kinetic energy is
o, x? ., 12

The potential energy is
V = mgy = }fng\/[2 — x2 (275)

Then (2.70) leads to a differential equation for x, namely,
. .2
2 X XX _ X _
ml [12 2 + = x2)2] mgm =0 (2.76)
If y is actually negative, the sign of the last term is changed.
For a system with m holonomic constraints, one can use the constraint equations to solve

for m dependent gs and ¢s in terms of the corresponding (n — m) independent quantities.
Then one can write 7" and V in terms of the independent quantities only, and use simple
forms of Lagrange’s equation such as (2.70) to obtain (n — m) equations of motion. In this
example, we let x be independent and y dependent. After integrating (2.76) numerically
to obtain x as a function of time, one can use (2.72) and (2.73) to obtain the motion
iny.

It should be noted, however, that this procedure does not produce correct results if non-
holonomic constraints are involved. Various approaches which do not involve Lagrange
multipliers, but are applicable to nonholonomic systems, will be discussed in Chapter 4.

This example illustrates that the choice of generalized coordinates has a strong effect
on the complexity of the equations of motion. In this instance, the second method is by
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far the simplest approach if one is interested in solving for the motion. It is not very
helpful, however, in solving for various internal forces. The first method involving Lagrange
multipliers is the most direct method to solve for forces.

m

Figure 2.3.

Example 2.3 A dumbbell consists of two particles, each of mass m, connected by a rigid
massless rod of length /. There is a knife-edge at particle 1, resulting in the nonholonomic
constraint

—xsing + ycos¢p =0 2.77)

which states that the velocity normal to the knife-edge is zero (Fig. 2.3). Assume that the
xy-plane is horizontal and therefore the potential energy V is constant. We wish to find the
differential equations of motion.

There are no applied forces acting on the system, so we can use Lagrange’s equation in

the form
d (0T aT a
i (2,) ~ 5, = L0 e

Jj=1

In this case the gs are (x,y,¢). The kinetic energy for the unconstrained system is obtained
by using (1.127), with the result

1,. . .
T=m (xz +y2+ 512¢2 — lidsing + [y¢ cos ¢) (2.79)
From the constraint equation we note that
ajp = —sing, ap; = cos ¢, a3 =0 (2.80)
Now

4 (g) = m(2x — I sinp — [¢* cos p) (2.81)
dt \ 9x
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and 97 /dx = 0. Using (2.78), the x equation is

mQ2x — ¢ sing — I cos ¢) = —Asing (2.82)
Similarly,

4 (a—T) = m2y + 1d cos ¢ — 1$? sin p) (2.83)
dt \ 9y

and 97 /dy = 0. Hence, the y equation is

m (25 + I cos ¢ — 1 sinp) = A cos ¢ (2.84)
Finally,

oT 2 L. .

a—qszm(l¢>—lxs1n¢>+lycos¢) (2.85)
d<ar> e g

— | —)=m°¢p —Ilising +1ycos¢ —lx¢pcos¢ —ly¢sing) (2.86)
dt \ 0¢

oT . o

% =m(—Ilx¢pcos¢ —lypsing) (2.87)

Thus, the ¢ equation is
m(I*¢ — lising + [y cosp) =0 (2.88)

Equations (2.82), (2.84), and (2.88) are the dynamical equations of motion. In addition,
we can differentiate the constraint equation with respect to time and obtain

—ising + ycosd — X cosd — yhsing =0 (2.89)

These four equations are linear in ()‘c‘,j,iﬂ,k) and can be solved for these variables, which
are then integrated to yield x(¢), y(¢), ¢(¢), and A(¢).

In general, for a system with n generalized coordinates and m nonholonomic constraint
equations, the Lagrangian method results in n second-order differential equations of motion
plus m equations of constraint. These (n + m) equations are solved for the n gs and m As
as functions of time. In later chapters, we will discuss methods which are more efficient in
the sense of requiring fewer equations to describe a nonholonomic system.

2.2

Hamilton’s equations

CGanonical equations

The generalized momentum p;, as given by (1.291), can be made more general by defining

L
94

pi (2.90)
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where L(q,q,t) =T(q,q4,t)— V(q,q¢,t),and V(q, ¢, t) is a velocity-dependent potential
energy function. This might be used, for example, to account for electromagnetic forces
acting on moving charged particles. In our development, however, we will continue to
assume that the potential energy has the form V(q, t), and therefore that

pi=Y mijq.0¢; +aiqg.t)  G=1,....n) (2.91)
j=1

in agreement with (1.292). We assume that the inertia matrix [m;;] is positive definite and
hence has an inverse. Thus, (2.91) can be solved for the ¢s with the result

§j = _big.0pi—a)  (G=1,....m) 292)

where the matrix [b;;] = [m;;]17".
The Hamiltonian function is defined by

H(q, p.0)=_ pidi — L(q, 4, 1) (2.93)
i=1

The ¢s on the right-hand side of (2.93) are expressed in terms of ps by using (2.92). Consider
an arbitrary variation of the Hamiltonian function H(q, p, t).

From (2.93), we have

n
Zpl&],-i-Zq,Sp, Z_ qi _Z;;?L(Séb_aa_l;sl
qi i=1 !

i=

oL
= jidpi — —38q; — — 6t 2.95
l;q P Zaqi 4%~ 5 (2.95)

i=1

o+ Z —5p, + —3: (2.94)

where (2.90) has been used.

Now assume that §gs, dps, and &t are independently variable; that is, there are no
kinematic constraints. Then, equating corresponding coefficients in (2.94) and (2.95), we
obtain

. 0H .
4 = i=1,...,n) (2.96)
api
oL oH
— = i=1,..., 2.97
g 9q; ¢ " @97)
and
oL oH
= (2.98)

o or
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Next, introduce the standard holonomic form of Lagrange’s equation, (2.37), which can be
written as

oL

:3_611- @i=1,...,n) (2.99)

Di
Then we can write
_0H . oH

= , i =— i=1,..., 2.100
o P 4, @ n) ( )

qi

These 2n first-order equations are known as Hamilton’s canonical equations. The first n
equations express the ¢s as linear functions of the ps, as in (2.92). The final n equations
contain the laws of motion for the system. Because of the symmetry in form of Hamilton’s
canonical equations, there is a tendency to accord the gs and ps equal status and think of
the gs and ps together as a 2n-dimensional phase vector. Thus, the motion of a system can
be represented by a path or trajectory in 2n-dimensional phase space.

Comparing the standard holonomic form of Lagrange’s equations with Hamilton’s canon-
ical equations, we find that they are equivalent in that both require independent gs and apply
to the same mechanical systems. Hamilton’s equations are 2n first-order equations rather
than the n second-order equations of Lagrange. However, it should be pointed out that
most computer representations require the conversion of higher-order equations to a larger
number of first-order equations.

Form of the Hamiltonian function

Let us return to a further consideration of the Hamiltonian function H(q, p, t), as given by
(2.93). Using (2.91), we see that

Z: pidi = 2}: 2 mijqiq; + z}: aiqi
) = 2}2 :Tl ) (2.101)
where we recall the expressions for 7, and 7; given in (1.259) and (1.262). Now
L=T-V=D+Ti+Ty—V (2.102)
Hence, using (2.93), we find that

H=T-Ty+V (2.103)
For the particular case of a scleronomic system, Ty = To = 0 and T = T3, so

H=T+V (2.104)

that is, the Hamiltonian function is equal to the total energy.
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Now let us write 75 in the form

szuq Q/ - ZZ@,(P: at)(l’j _aj)

i=1 j=1 i=1 j=1
n n n

= _Zzbuptp/ Zzbuatp/‘f‘ Zzbz/aza/ (2.105)
i=1 j=I1 i=1 j=I1 i=1 j=I

where we note that the matrix [b;;] is symmetric and the inverse of [m;;]. Then, using
(2.103), we can group the terms in the Hamiltonian function according to their degree in p.
We can write

H=H, + H, + H, (2.106)

where

Hy =~ Z Zb,]p,p] (2.107)
i=1 j=

H = 72213,]41,]71 (2.108)
i=1 j=

Ho = —ZZb,ja aj—To+V (2.109)

i=1 j=

and we note that b;;, a;, Tp and V are all functions of (g, 1).

Other Hamiltonian equations

We have seen that Hamilton’s canonical equations apply to the same systems as the standard
holonomic form of Lagrange’s equation, (2.37). Other forms of Lagrange’s equations have
their Hamiltonian counterparts. For example, if nonpotential generalized forces Q are
present in a holonomic system, we have the Hamiltonian equations

) oH . oH .
gi = , pi=— + 0; (i=1,...,n) (2.110)
api 351:
For a nonholonomic system, we have, corresponding to (2.50),
oH .
q’:ap,-’ pi=— aq,+zk i (=1,...,n) (2.111)

j=1

This assumes that all the applied forces arise from a potential energy V (q, ). On the other

hand, if there are nonpotential forces in a nonholonomic system, Hamilton’s equations have

the form
oH

gi = —

) (i=1,....,n) (2.112)
opi
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The nonholonomic forms of Hamilton’s equations are solved in conjunction with constraint
equations of the form

n

> ajigi+ai;=0  (=1....m) (2.113)
i=1
Thus, we have a total of (2n + m) first-order differential equations to solve for n gs, n ps,
and m As as functions of time.

It is well to notice that, as in the Lagrangian case, the nonholonomic forms of Hamilton’s
equations also apply to holonomic systems in which the motions of the gs are restricted by
holonomic constraints.

Example 2.4 A massless disk of radius r has a particle of mass m embedded at a distance
%r from the center O (Fig. 2.4). The disk rolls without slipping down a plane inclined at an
angle o from the horizontal. We wish to obtain the differential equations of motion.

Figure 2.4.

First method Let us employ Hamilton’s canonical equations, as given by (2.100), and
choose 6 as the single generalized coordinate. The particle velocity v is the vector sum of
the velocity of the center O and the velocity of the particle relative to O. Thus, we obtain

. A .
v = (r6)’ + (ErG) + 126 cos 0 (2.114)
and the kinetic energy is
1 2

1 5 .
T = Fmv’ = Emr2 (Z + cos@) 6% (2.115)
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Now the generalized momentum py is

or 2 (3 +cosd )6 (2.116)
= — =mr° (- +-cos .
Pr="54 4
and we obtain
Po
=2 2.117
mr? (% + cos ) ( )
The kinetic energy as a function of (g, p) is
2
Py
T = 2.118
2mr2(2 + cos6) ( )
The potential energy is
1
V =mg [—r@ sina + 5" cos(6 + a):| (2.119)
The Hamiltonian function is, in general,
H=T-Ty+V (2.120)
but, in this case, it is equal to the total energy.
p; 1
H=——-+—"—+mg|—r@sina+ =rcos(6 +« 2.121
2mr?(3 + cos6) & [ 2 ( )i| ( )
The first canonical equation results in
. 0H
[ i R— (2.122)
pe mrz(z +cos€)
which is a restatement of (2.117). The second canonical equation is
) OH —p3sind ) 1.
pp=——>=——"——"> +mgr|sina + >sin(0 + ) (2.123)
90 2mr2(3 4 cos0) 2

These two canonical equations are together equivalent to the single second-order equation
in 6 which would be obtained by using Lagrange’s equation.

Second method Let us use the same system to illustrate the use of Lagrange multipliers
with Hamilton’s equations, as in (2.111). We will use (x, ) as generalized coordinates,
where x is the displacement of the center of the disk. There is a holonomic constraint

i—-r6=0 (2.124)

which expresses the nonslipping condition. The kinetic and potential energies, however,

must be written for the unconstrained system, that is, assuming the possibility of slipping.
The kinetic energy is

1 1. .
T = 3m <x2 + Zrzez + rx6 cos 9) (2.125)
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and the potential energy is
) 1
V=mg|—xsina + Er cos(f + «) (2.126)

The generalized momenta are

aT o1 .

Py = % =mx + Emre cos (2.127)
aT 1 I,

Po = Fr = Emrx cosf + Zmr 0 (2.128)

Equations (2.127) and (2.128) can be solved for x and 6. We obtain

. — 2pg cosH

g = P PoCR7 (2.129)
mr sin” 6

. 4py —2rp,cosf
g — 2Po ’Ez il (2.130)
mr?sin® 0
Substituting these expressions for & and € into the kinetic energy equation, we obtain, after

some algebraic simplification, the Hamiltonian function

1
H=T+V=————— (r’p>+4p2 —4rp,pscos) +V 2.131
2mr? sin29( Px T %Po Pxpo ) ( )

where V is given by (2.126).
We shall use Hamilton’s equations in the form

of ; of +ix (=1 ) (2.132)
= , i=— iaji i=1,....n .
api b aqi 7

Jj=1

qgi
where, from (2.124), the constraint coefficients are
ap =1, ap=-—r (2.133)

The X equation is

_0H _ rpy—2pgcost

X = = 2.134
Py mr sin? 0 ( )

The p, equation is

. oH A% .

pr=——+A=——4+Xr=mgsina + A (2.135)

ax ax

The 6 equation is

. 0H  4py—2rp,cost

6= _ 2Po — 2rpx COSU (2.136)

- E - mr2? sin® 0
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Finally, the py equation is

, OH
= —— -7
Po 90
1
= m[(ﬂpﬁ +4p;) cos — 2rp, pe(1 + cos’ 6)]
1
+ Emgr sin(f + ) — ri (2.137)

These four first-order Hamiltonian equations plus the constraint equation (2.124) can be
integrated numerically to solve for the 2 gs, 2ps, and A as functions of time.

For a scleronomic system such as the one we have been considering, relatively simple
matrix equations can be used to obtain the Hamiltonian function. The kinetic energy is
quadratic in the ¢s and of the form

1
T = Equq (2.138)

where m is the n x n matrix of generalized mass coefficients. The generalized momenta
are given by the matrix equation

p =mq (2.139)
and, conversely,
q=Dbp (2.140)

where b = m™!. For scleronomic systems, the Hamiltonian function is equal to the total
energy, or

1
H=T+V = 5pTlop +V (2.141)
For the system of this example, we have
m %mr cos 6
m=
imrcos®  imr? (2.142)

and
b 4 r? —3rcosf

mr?sin® 0 —1rcoso 1 (2.143)

in agreement with (2.131) and (2.141).

23

Integrals of the motion

We have found that for a dynamical system whose configuration is given by n indepen-
dent generalized coordinates, the Lagrangian method results in n second-order differential
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equations of motion with time as the independent variable. Any general analytical solution
of these equations of motion contains 2n constants of integration which are usually evalu-
ated from the 2n initial conditions. One method of expressing the general solution is to find
2n independent functions of the form

8i(g.4.1) =«j G=1....2n) (2.144)

where the as are constants. The 2n functions are called integrals or constants of the motion.
Each function g; maintains a constant value o; during the actual motion of the system. In
principle, these 2n equations can be solved for the ¢s and ¢s as functions of the «s and ¢,
that is,

qi = qia, 1) G=1...,n) (2.145)
Gi = diley  G=1,....m) (2.146)
where these solutions satisfy (2.144).

Usually it is not possible to obtain a full set of 2n integrals of the motion by any direct
process. Nevertheless, the presence of a few integrals such as those representing conservation
of energy or momentum are very useful in characterizing the motion of a system.

If one uses the Hamiltonian approach to the equations of motion, integrals of the motion
have the form

filg,p.t) =« (G=1,...,2n) (2.147)

Under the proper conditions, the Hamiltonian function itself can be an integral of the motion.

Conservative system

A common example of an integral of the motion is the energy integral E(q, ¢, t) which is
quadratic in the ¢s and is expressed in units of energy. It satisfies the equation

E(q.4,1)="h (2.148)

where £ is a constant that is normally evaluated from initial conditions. For scleronomic
systems with T = T, the energy integral, if it exists, is equal to the sum of the kinetic and
potential energies. More generally, however, the energy integral is not equal to the total
energy. Usually it is not an explicit function of time.

Let us define a conservative system as a dynamical system for which an energy integral
can be found. To obtain sufficient conditions for the existence of an energy integral, let us
consider a system which is described by the standard nonholonomic form of Lagrange’s
equation.

d (aL) = raj  (i=1,....n) (2.149)
dt Bq, =

This equation is valid for holonomic or nonholonomic systems whose applied forces are
derivable from a potential energy function V (g, 1).
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Multiply (2.149) by ¢; and sum over i. The result is

> [% (3—L) aL] =y Zx ajidi (2.150)
i=1

aqi i=1 j=

We note that

AV IEN RN TS
2 <7> T [Z _q,} — 2554 @.151)

aql =1 8611 i=1

where
d | 0L . .
— —qgi | =21, + T, 2.152
dt[;ﬂq',-q} s+ Ty (2.152)
Furthermore,
" 0L . "\ 9L oL

—gi=L- g — — 2.153
Z 3. ! ; a1 o (2.153)
and
L=D+T1+Ty-V (2.154)

Hence, from (2.150)—(2.154), we obtain

H—To+V= ZZA ajlq,— (2.155)

i=1 j=1

If the right-hand side of (2.155) remains equal to zero as the motion proceeds, then
E =T, — Ty + V is an energy integral and the system is conservative. The first term on the
right-hand side will be zero if the nonholonomic constraint equations of the form of (2.113)
have all aj, = 0; that is; if they are all catastatic. The second term on the right-hand side
will be zero if neither T nor V is an explicit function of time.

To summarize, a system having holonomic or nonholonomic constraints will be conser-
vative if it meets the following conditions:

1. The standard form of Lagrange’s equation, as given by (2.149) applies.
2. All constraints can be written in the form

n
> ajigi=0  (j=1,....m) (2.156)

thatis, all a;;, = 0.
3. The Lagrangian function L = T — V is not an explicit function of time.
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These are sufficient conditions for a conservative system. For systems with independent
gs, Lagrange’s equation has the simpler form

d (LN _OL o i ) 2.157)
— ) -— = i=1,...,n .
dt Bq, 3q,'

If this equation applies, and if dL/d¢ = 0, then the system is conservative.
Now let us consider the Hamiltonian approach to conservative systems. Suppose that a
system can be described by Hamilton’s equations of the form
oH

i = s pi = — A i=1,..., 2.158
%= pi 8q,+,z; jai G n) (2.158)

The Hamiltonian function will be a constant of the motion if
0 H oH
H= Z q, +Z — =0 (2.159)

Substituting from (2.158) into (2.159), we find that

H= ZZAaJ,q, o (2.160)

i=1 j=1

agi

We see that the system will be conservative and H (g, p) will be a constant of the motion
if

n
D ajgi=0  (j=1,....m) (2.161)

that is, if a;, = O for all j, and if the Hamiltonian function is not an explicit function of

time, implying that

oH
— =0 (2.162)
ot

These conditions are equivalent to those found earlier with the Lagrangian approach. Thus,
the energy integral is

H=T,—-Ty+V=E (2.163)
Finally, it should be noted from the first equality of (2.159) that if the canonical equations
(2.100) apply, then

. oH
H = (2.164)
at

whether the system is conservative or not.

Example 2.5 A particle of mass m can slide without friction on a rigid wire in the form
of a circle of radius r, as shown in Fig. 2.5. The circular wire rotates about a vertical axis
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e

m

Figure 2.5.

through the center O with a constant angular velocity 2. We wish to determine if this system
is conservative.

First, notice that this is a rheonomic holonomic system. It is possible, however, to choose
a single independent generalized coordinate 6. The system is described by Lagrange’s
equation of the form

d (dL\ oL
“(=)-==0 (2.165)
dr \ 36 30

as in (2.157). The Lagrangian function is
1 .
L:T—V:Emww+ﬂwg#m—mymw (2.166)

which is not an explicit function of time. Hence, the sufficient conditions for a conservative
system are met. The energy integral, which is constant during the motion is

E=T7—-Ty+V = %mrzéz — %mrzﬂ2 sin? @ + mgr cos 6 (2.167)
This, of course, is different from the total energy 7 + V.

It is interesting to study the same system using the Cartesian coordinates (x, y, z) to
specify the position of the particle. Let the Cartesian frame be fixed in space with its origin
at the center O and with the positive z-axis pointing upward and lying on the axis of rotation.
Choose the time reference such that, at + = 0, the circular wire lies in the xz-plane. The
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I
transformation equations are
x = rsiné cos Qt (2.168)
y = rsin@ sin Q¢ (2.169)
z =rcos6 (2.170)
Notice the explicit functions of time, confirming that the system is rheonomic.

The Lagrangian function has the simple form
L2 2, .
L=T—V:§m(x +y°+27°) —mgz (2.171)
which is not an explicit function of time. There are two holonomic constraints, namely,
¢ =x"+y'+2-r*=0 (2.172)
¢ =xtanQt —y =0 (2.173)
Upon differentiation with respect to time, we obtain forms that are linear in the gs, that is,
1 =2(xxi+yy+2z2)=0 (2.174)
¢ = xtanQr — y + Qxsec’ Qr =0 (2.175)
The second constraint equation has a;; # 0, so the sufficient conditions for a conservative
system are not met with this Cartesian formulation. Here the energy function would equal
the total energy T + V, which is not constant because there is a nonzero driving moment
about the vertical axis.
Nevertheless, the energy function found earlier in (2.167) remains constant and is a valid
energy integral. When expressed in terms of Cartesian coordinates, it is
r . L T R ST i S

E = Em[(x cos 2t + ysin Q1) + 7] — EmQ (x“ 4+ y°)+mgz (2.176)
‘We conclude that the system should be classed as conservative even though it does not meet
the sufficient conditions in the Cartesian formulation.

Ignorable coordinates

Consider a holonomic system which is described by Hamilton’s canonical equations.
. _0H . 0H
= Pi= "%

Now suppose that the Hamiltonian function has the form
H(qk+1s -+ qns P1»-- - Pu» 1), that is, the first k gs do not appear. Then we find that

oH
g B

and therefore the first k& generalized momenta are

pi = Bi G=1...,k (2.179)

(i=1,....n (2.177)

pi = 0 G=1,....k) (2.178)
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where the Bs are constants. The k gs which do not appear in the Hamiltonian function are
called ignorable coordinates. The constant ps are integrals of the motion, in accordance
with (2.147).

The Hamiltonian function can now be written in the form
H(qk+1s -+ Gns Pk+1s - -+ Pn> B1s - -+ Bk, t). The canonical equations, assuming k ignor-
able coordinates, are

oH . oH
api’ b= 9q;
Thus, k degrees of freedom corresponding to the k ignorable coordinates have been removed
from the equations of motion. The motion of the ignorable coordinates can be recovered by
integrating

oH

api

Now let us consider ignorable coordinates from the Lagrangian viewpoint. We assume a

holonomic system whose equations of motion have the standard Lagrangian form

gi = G=k+1,....n) (2.180)

4i = (i=1....k (2.181)

d 8L oL 0 i=1 ) (2.182)
- —= i=1,...,n .

dl 3ql‘

First, recall from (2.97) that

oL oH .

— == i=1,...,n) (2.183)

9gi aqi

Hence, if a certain ignorable coordinate g; is missing from the Hamiltonian function, it will
also be missing from the Lagrangian function. If the first k ¢s are ignorable, the Lagrangian L
will be a function of (gx+1, - -5 qu, 41, - - -5 Gn, t). We would like to eliminate the ignorable
gs from the Lagrangian formulation in order to reduce the number of degrees of freedom
in the equations of motion.

This goal may be accomplished by first defining a Routhian function R(qk+1, - - -, qn,
Gi+1s -+ -sGns B1s -+ Pi, 1) as follows:

k
R=L-Y B (2.184)
i=1

where the ignorable gs have been eliminated by solving the k equations

oL
aqi

=6 (=1....k (2.185)

for (g1, ..., qx) interms of (Gk+1, - - - Gns Ghk+1s - - Gns Brs « -y Brs 1).
Now let us make an arbitrary variation in the Routhian function, including variations in

the Bs and time. We obtain

n

8R = Z i+ Z 541+Zaﬂ 8ﬂ1+—81 (2.186)

i= k+1 i= k+l
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Next, take the variation of the right-hand side of (2.184). We have

k n
S(L—Zﬂ,«q'l) = Z q,+Z 8q,+ Z Sq, 8t
i=1

=i k+1 —k+1
- Zﬂféq'i - Zqim (2.187)
i=1 i=1

Using (2.185), this simplifies to
J L
ﬂl qgi | = a. q: + —5% qu/Si + —ét (2188)
(e Boa) = & e £ oS

We assume that the varied quantities in (2.186) and (2.188) are independent, and therefore
the corresponding coefficients must be equal. Thus,

3L  OR  .
OB 0% ikt (2.189)
dq;  9g;
JL R .

L ) (2.190)
aq;  04;
= R (2.191)
Gi = %, i=1,..., ]
oL oR
9L _ 3R (2.192)
ot dt

Now let us substitute from (2.189) and (2.190) into Lagrange’s equation, (2.182). We
obtain

d (R oR 0 (i=k+1 ) (2.193)
| — ) - — = 1= P (] .
dr \ 94, g

These equations are of the form of Lagrange’s equation with the Routhian function replac-
ing the Lagrangian function. There are (n — k) second-order equations in the nonignorable
variables. Thus, the Routhian procedure has succeeded in eliminating the ignorable coor-
dinates from the equations of motion and, in effect, has reduced the number of degrees of
freedom to (n — k). Usually there is no need to solve for the ignorable coordinates, but, if
necessary, they can be recovered by integrating (2.191). The k integrals of the motion asso-
ciated with the ignorable coordinates are given by (2.185) and are equal to the corresponding
generalized momenta.

Example 2.6 Consider the same system as in Example 2.5 on page 94 (Fig. 2.5) except
that it can rotate freely about the fixed vertical axis through the center, the angle of rotation
being ¢. We find that (¢, 0) are the generalized coordinates and the Lagrangian function is

L., [y
L=T—V=§mr ¢“ sin 9+§mr 0“ —mgrcosf (2.194)
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We see that ¢ is an ignorable coordinate since it does not appear in the Lagrangian function.
The corresponding generalized momentum is
L 2 .2
Pp = — =mr-¢sin“0 = f, (2.195)
9¢
where By is a constant that is usually evaluated from initial conditions. Solving for ¢ from
(2.195), we obtain

By

=—7 2.196
mr?sin® 6 ( )
This expression is used in obtaining the Routhian function.
R=L-8 ¢:—54£+lmr292—mgrcose (2.197)
? 2mr?sin?f | 2
The 6 equation of motion is obtained from
d (OR dR
—(=)-=—=0 (2.198)
dt \ 96 a0
Itis
2
. cosf
mr — ’3"’43 — mgrsing =0 (2.199)
mr?sin” 0

Notice that the ignorable coordinate ¢ and its derivatives are missing from this 6 equation.
Thus, it can be integrated to give 6 as a function of time if the initial conditions are known. On
the other hand, the Lagrangian procedure will result in two coupled second-order differential
equations in ¢ and € and their derivatives. Of course, either procedure will yield the same
results when the equations of motion are completely integrated.

24

Dissipative and gyroscopic forces

Gyroscopic forces and some dissipative forces are represented in the differential equations
of motion by terms which are linear in the ¢s. Suppose, for example, that the differential
equations for a system have the form

N miq. 04+ fiiq. 04 +hilg. 4.0 =0 G =1,....n) (2.200)
Jj=1

Jj=1

The n x n coefficient matrix f can be expressed as the sum of a symmetric matrix ¢ and a
skew-symmetric matrix g where

fij(q, ) = cij(q. )+ gij(q. 1) G, j=1,....,n) (2.201)
and
Cij = Cji @,j=1,....,n) (2.202)

8ij = —&ji (i, j=1,...,n) (2.203)
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Assuming that the ¢ matrix is positive definite or positive semidefinite, the terms in the
equations of motion of the form c;;g ; are dissipative in nature while the terms g;;q ; are
gyroscopic and nondissipative.

Rayleigh’s dissipation function

Dissipative terms are not present in equations of motion obtained by using the standard
holonomic or nonholonomic forms of Lagrange’s equation because these terms are not
derivable from a potential energy function V(q, t). Rather, dissipative terms are often in-
troduced through an applied generalized force Q; where

Qi==> cjlg.g; G(=1,....n) (2.204)
j=1

The cs are called damping coefficients and form a symmetric matrix which is positive
definite or positive semidefinite for systems with passive linear dampers.
Now let us define Rayleigh’s dissipation function F(q, ¢, t) using the equation

F= % > cijdid; (2.205)
i=1 j=1

Then we see that
oF

0i=—5 i=l...m (2.206)
We can obtain the equations of motion from

i(i)—%-i-aézo i=1,...,n) (2.207)
dt \ 94, dq; 94

where we assume that the damping forces are the only applied generalized forces which are
not derived from a potential energy function.
The rate at which these linear friction forces dissipate energy is

=" 0l4i =YY cijdig; =2F (2.208)
im1 im1 j=1

Thus, Rayleigh’s dissipation function is equal to half the instantaneous rate of dissipation
of the total mechanical energy. For passive dampers, this dissipation rate must be positive
or zero at all times.

Example 2.7 Given the system shown in Fig. 2.6 which, we note, is a linear system with
damping. First, let us obtain the differential equations of motion. The kinetic and potential
energies are

1
T+ 3 m (i3 + i3) (2.209)

V= % k(x +x3) (2.210)
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Figure 2.6.

The dissipation function is equal to half the energy dissipation rate, or
1
F = Ec(xl — X2)?, c>0 (2211

Let us use (2.207) in the form

d T T Vv F

d (LN _oT oV oF (2.212)
dt \94; dqi  9qi 94

We obtain the following equations of motion:

I’I’ljf] +C()'Cl —Xz)-i—k)(l =0 (22]3)
miy +c(iy —x1)+kx, =0 (2.214)

Second method As an alternative approach let us introduce the generalized coordinates
q1 = —1( )
X +x
1 R 2

1
Q@ = E(xl —x2) (2.215)
The corresponding transformation equations are

X1=q1+q
X2=4q1 — @2 (2.216)

We see that pure g; motion with g; = 1, ¢, = 0 implies that x; = x, = 1. On the other
hand, pure g, motion with ¢ = 1, ¢; = 0 means that x; = —x, = 1.
The expressions for 7 and V in terms of generalized coordinates are

T =m(47 +43) (2.217)
V =k(qi +43) (2.218)
The dissipation function involves relative velocities only and is given by half the dissipation
rate, or

F= ch-% (2.219)

Then, using (2.212), the equations of motion can be written in the form

miy + kqy =0 (2.220)
mis + 2¢g> + kg =0 (2.221)
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We notice that the ¢; and ¢, motions are uncoupled, in contrast to the x motions, and
that damping is applied to the g, motion only. If, for example, we assume the initial
conditions

0 =4, 00 =A, 50)=i0)=0 (2.222)

the solution of (2.220) is

[k
q1 = Acos,/ —t (2.223)
m

This sinusoidal oscillation continues indefinitely, but any damped ¢, motion disappears as
time approaches infinity.

Gyroscopic forces

Gyroscopic terms occur in the differential equations of motion and are of the form g;;q ;,
where the coefficients g;; (g, t) are skew-symmetric, thatis, g;; = —g;. A gyroscopic system
has equations of motion containing gyroscopic terms. These gyroscopic terms arise from 7
terms in the kinetic energy (or comparable Routhian R; terms) when Lagrange’s equations
are applied.

As an example, recall that 77 has the form

n

T =Y aiq. )i (2.224)
i=1
Then
d 3T1 . “ 8(1,‘ ;4 aa,- (2 225)
() =g = e+ L .
dr \ 9¢; ! = aqjq" ar
and
oT, "\ da;
Loy 2y, (2.226)
dqi = 9qi
Hence
d (9T, aT, " (da; da; da;
Z <_1> _ > (_ - —’) G+ — (2.227)
dt qu 8q,~ = qu 8q,- ot

and we find that the equations of motion contain the gyroscopic terms
! ) ! 8al- da Jj .
D gidi= (— - —) dj (2.228)
j=1 j=1 aqj aql
that is, the gyroscopic coefficients are
Ba,- da j

g, = a4y (2.229)
8 8 dq;  9g;
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Gyroscopic terms, when shifted to the right-hand side of the equation can be considered
to be the gyroscopic forces

Gi=-) gd; (=1...n (2.230)
j=1

Note that G; is not an applied force, but is inertial in nature and always involves coupling
between two or more nonignored degrees of freedom. If the gyroscopic terms arise from
T, the system must be rheonomic. On the other hand, if the Routhian procedure is used,
R, terms can appear in a scleronomic system.

The rate of doing work by the gyroscopic forces is

n n n
Y Gigi==Y_> &ijdiq; =0 2.231)
i=1

i=1 j=1
the zero result being due to the skew-symmetry of g;;. In n-dimensional configuration space,
the gyroscopic force G and the velocity ¢ are orthogonal.

Example 2.8 The Cartesian xy frame rotates at a constant rate 2 relative to the inertial XY
frame (Fig. 2.7). A particle of mass m moves in the xy-plane under the action of arbitrary
force components F, () and F, (). We wish to find the differential equations for the motion
of the particle relative to the xy frame.

We can take V = 0, so Lagrange’s equation has the form

T
d (TN _oT _ (2.232)
dt \ 94, g,

The kinetic energy is

L 2, . 2
T = 2m[(x Qy) 4+ (y + Qx)7]

1 ) .2 . . 1 20,2 2
= im(x +y)+mQxy — yx) + EmQ x4+ y9) (2.233)
Y
40
y
/ Fy (t)
m
(x, y)
X
Qt
o X

Figure 2.7.
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We find that

d (0T

— | — ) = m¥ —mQy 2.234

dr <8x) TRy (2:234)

aT . 2

— =mQy +mQx (2.235)

dax

The x equation is

mi — 2mey — mQ%x = F, (2.236)

Similarly,

d (o1 y + mQux (2.237)

—(—)=m m .

dr \ 9y Y *

aT . )

M = -—-mQx +mQy (2.238)
y

and the y equation is
my +2mQx — mQ*y = F, (2.239)

The gyroscopic terms are —2m 2y in the x equation and 2m 2 in the y equation. Note that
they arise from the 7} (middle) term of the kinetic energy expression, they represent coupling
terms, and the coefficients satisfy skew-symmetry. We frequently associate gyroscopic
effects with rotating and precessing axially symmetric bodies. In this example, however, the
gyroscopic terms for a single particle are due to Coriolis accelerations. Nevertheless, if we
should consider the detailed motions of particles in a precessing gyroscope, we would find
that it is the Coriolis accelerations of these particles that produce the gyroscopic moment.

CGoulomb friction

The nature of Coulomb friction was introduced in Chapter 1. Briefly, the friction force F
between two blocks in relative sliding motion is

Fy = —uNsgn(v,) (2.240)

where the constant p is the coefficient of sliding friction, N is the normal force between
the blocks, and the direction of F directly opposes the relative velocity v,. During sliding
the vector sum of the normal force N and the friction force uN lies on a cone of friction
whose axis is normal to the sliding surfaces and whose semivertex angle ¢ is given by

tang = p (2.241)

If there is no sliding, the total force lies within the cone of friction.
When the Lagrangian approach is used in the analysis of systems with Coulomb friction,
one can write

d (0L 9L
—(=)-==0, G=1...,n (2.242)
dt Bq,- 8q,'
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and include the generalized Coulomb friction forces in the nonpotential Q;. With this
approach, Q! might actually be a frictional moment, for example.

Another approach which is particularly applicable to systems with rotating sliding sur-
faces is to consider the effect of tangential frictional stresses at every point on the surface.
The frictional stress oy resembles a shear stress and is equal in magnitude to po, where oy,
is the normal stress or pressure acting at the given point on the sliding surface. The total
frictional force or moment is found by integrating the frictional stress over the entire sliding
contact area.

Example 2.9 A vertical shaft, with a hemispherical joint of radius R rotates at ¢ rad/s
(Fig. 2.8). The shaft exerts a downward force F, resulting in a normal stress on the surface
of the joint given by

0, = opcosb (2.243)

where oy is the maximum normal stress. Assuming a coefficient of sliding friction pu, we
wish to solve for the frictional moment Q;).

Figure 2.8.

First, let us establish a relation between o and the applied force F. Consider the vertical
component of the force due to the normal stress o, acting on a circular strip of circumference
27 R sin @ and width Rd6. This leads to the integral

/2 2
F= / 27 R%0y sin 6 cos’ 6 do = 37 R0y (2.244)
0

and we find that the maximum normal stress is

3F (2.245)
og = .
7 2rR?
The frictional stress is
3uF cosf
of = poy, = - SBE (2.246)

27 R?
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and acts circumferentially on each circular strip with a moment arm equal to R sin 6. Thus,
we obtain the integral

/2
Q, = —f 2moyR3sin® 0 db
0

/2
—/ 3uFRsin®0cosd df = —uFR (2.247)
0
The negative sign indicates that the frictional moment Q;, opposes the rotation ¢.

Example 2.10 A particle of mass m can slide inside a straight tube which is inclined at
an angle 6 from the vertical and is rigidly attached to a vertical shaft which rotates at a
constant rate Q2 (Fig. 2.9). There is a Coulomb friction coefficient . between the particle
and the tube. We wish to find the differential equation of motion.

Let us use Lagrange’s equation in the general form

d (0T oT ;A% “
A (TN 3T OV _ N~ 4o 2248
dt <34i) g * g, ,2:1: 1t + Ci ( )

Choose the spherical coordinates (7, 6, ¢) as generalized coordinates with the constraints

6 =0, p—Q=0 (2.249)
fo |
Y &
A\ Qe
U 0
6

2

Figure 2.9.

\

3
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This approach enables one to obtain the normal constraint forces from the As. The uncon-
strained kinetic energy is

T = g(r'2 17262 4 1242 sin0) (2.250)
and the potential energy is

V = mgrcos6 (2.251)
The friction force is entirely in the radial (e, ) direction so we find that

0y =04 =0, Q, = —puNsgn(i) (2.252)

where N is the normal force of the tube acting on the particle.
Lagrange’s equation results in the following r equation:

mi — mr¢*sin?@ + mgcosd = Q.

or

mit — mrQ? sin® 6 + mg cos @ = —Nsgn(i) (2.253)
The normal tube force is

N = Ngeg + Nyey (2.254)
and has a magnitude

N=,/N;+N;>0 (2.255)

In order to find expressions for Ny and Ny we need to write the differential equations for 6
and ¢. The 6 equation, obtained by using (2.248), is

mr20 + 2mri — mr2¢? sinf cos® — mgrsin@ = A,
or
—mr?Q%sin 6 cos® — mgrsinf = A; = rNy (2.256)

Since 6 is an angle, A; must be a moment which is equal to the virtual work per unit §6.
Similarly, the ¢ equation is

mr2é5 sin? @ + 2mrid sin? @ + 2mr29(15 sinf cosf = A,

or

2mriQ2sin®@ = Ay = rsin@N, (2.257)
From (2.256) and (2.257) we obtain

Np = —mr$2%sin6 cos 0 — mg sin (2.258)
Ny = 2mSQ sin@ (2.259)
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Then, from (2.255) we obtain
N = msin0[4Q%7 + (rQ* cos 6 + g)*]'/? (2.260)

The required differential equation of motion is furnished by the r equation of (2.253) with
the expression for N from (2.260) substituted in its right-hand side.

Now suppose that 0 < 6 < 7 and there are initial conditions (0) = ro, 7(0) =0. We
desire to find the limits on Q2 for incipient motion either outward or inward. The differential

equation for incipient outward motion is

i = rgQ?sin® 0 — uro$2% sinf cosf — g sinf — gcosf > 0 (2.261)
or
0 in6
Q2 > 8| o8O Fpsin ., 0<pu<tan@ (2.262)
ro | sin@(sinf — p cos6)

The differential equation for incipient inward motion is
P = rOSZ2 sin® 6 + ,urOQZ sinf cosf + pgsinf — gcosf < 0 (2.263)

or

, 8 cos® — psiné
Q< = |- -
sin@(sinf + p cos @)

:| , 0<p <cotd (2.264)
To

The limits on p can be visualized in terms of the cone of friction. For incipient motion
outward, the total reaction force of the tube acting on the particle cannot have a downward
component since it could not be counteracted by either gravity or centrifugal force effects.
Similarly, for incipient inward motion, the reaction force of the tube on the particle cannot
have an outward component since there is no counteracting force available. In both cases,
the symmetry axis of the cone of friction is normal to the tube and passes through the axis
of rotation.

Example 2.11 A particle of mass m is embedded at a distance %r from the center of a
massless disk of radius r (Fig. 2.10). The disk can roll down a plane inclined at an angle
o = 30° with the horizontal. First, we wish to find the differential equation for the rotation
angle 6, assuming no slipping. Then, for the initial conditions 8(0) = 0, (0) = 0, and
assuming a Coulomb friction coefficient u = % we wish to find the values of the angle 6
at which slipping first begins and then ends.

Let us obtain the differential equation of motion by using Lagrange’s equation in the
form
d <8T ) aT aV
N )5+ =0 (2.265)
dt \ 36 a9 06

The velocity of the particle as it rotates about the contact point C is

1\? 1 :
v:[r2+(§r) +or <§r> cosB:| 0 (2.266)
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Figure 2.10.

where the coefficient of § is equal to the distance from C to the particle.
The kinetic energy is

1 1 ,.,(5
T = Emvz = zmr292 (Z + cos 9) (2.267)

The potential energy is

1
V =mg |:7r9 sina + Er cos(6 + a)]

1 3 1

= mgr (—56 + % cosf — 1 sin 9) (2.268)
We find that
d (T (5 .
— (=) =mr? (= 4+ cos6 ) — mr?6%sin6 (2.269)
dt \ 90 4
aT 1 .
— = ——mr?6®sin@ (2.270)
90 2
v 1 3 1
I = —mgr (5 + % sinf + 7 c059> (2.271)

From (2.265) the differential equation of motion, assuming no slipping, is found to be

e | 1 V3. 1
mr-6 Z—f—cosG —Emre sinf — mgr E—i-TsmG—i—Zcos@ =0 (2.272)
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The angle 0 at which slipping begins can be obtained directly by using the cone of friction.
First, note that since the disk is massless there is no resistance to angular acceleration about
the particle. Hence, there can be no applied moment about the particle. This means that the
line of action of the force at the contact point C must pass through the particle. If this line
of action lies within the cone of friction, there is no slipping. But slipping begins when 6
reaches 90 °, at which time

r

B—

tang = 2 = 1 (2.273)

~|

and the particle lies on the cone of friction.
Slipping will continue as long as the particle is outside the cone of friction but will end
when it re-enters the cone at

0 =90°+2¢ = 143.1° (2.274)

During the period when the particle is outside the cone of friction, the force at C must drop
to zero since the line of action of any force must pass through the particle and lie on or
within that cone. Thus, the particle moves in free fall under the action of gravity during the
slipping period, and continuously approaches the inclined plane. It is reasonable to assume
that the disk maintains contact with the plane during the free fall of the particle since 6 is
continuously positive and one might consider the effect of an infinitesimal rotational inertia
about the particle.

At the instant when the particle re-enters the cone of friction, the sliding suddenly stops
and the particle velocity must be perpendicular to the cone of friction. This means that an
impulse must be applied to the particle to cause a sudden change in velocity, namely, the
velocity component toward C due to sliding must be canceled. Finally, notice that the range
of values of 6 over which slipping occurs turns out to be independent of the inclination
angle o.

25

Configuration space and phase space

Configuration space

In Chapter 1 we introduced the idea of configuration space. We defined the configuration
of a system to be specified by the values of its n generalized coordinates. Thus, at any given
time, the configuration is represented by a configuration point C having a position vector q
in an n-dimensional configuration space or g-space. As time proceeds, the point C traces
a solution path or trajectory in configuration space (Fig. 1.19).

If the system has m holonomic constraints of the form

each constraint is represented by a surface in configuration space on which the configuration
point C must move. Thus, for m independent holonomic constraints, the point C is confined
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to the common intersection of these surfaces, which is itself a subspace of (n — m) dimen-
sions. In general, the constraint surfaces are moving, but they are fixed if the constraints are
scleronomic of the form ¢;(q).

It is always possible to give the location of C within the constraint intersection subspace
by defining (n — m) new generalized coordinates which are independent and specify the
configuration of the system. In other words, it is always possible, in theory, to find a set of
(n — m) independent generalized coordinates which are consistent with the constraints and
define the configuration of a holonomic system. These independent ¢s can then be used in
writing equations of motion by means of Lagrange’s equations.

A virtual displacement §q which is consistent with the holonomic constraint

éi(q1, -y qn, 1) =0 (2.276)

must satisfy the instantaneous constraint equation

n

> %aq,- =0 (2.277)

i=1 qi

The coefficients of d¢;/dg; are components of the gradient vector which is perpendicular
to the constraint surface. Equation (2.277) states that the dot product of the gradient vector
and §q in configuration space is equal to zero. Hence, the two vectors are orthogonal and
&q must lie in the tangent plane at the operating point C (Fig. 2.11).

Now let us suppose there are m nonholonomic constraints acting on the system. The
constraints have the general form

fitg,q,t)=0 (G=1,...,m) (2.278)

or, in the usual linear case,

Y ajilg. gi +aj(g.)=0  (j=1,....,m) (2.279)

i=1
There are no constraint surfaces in configuration space because the constraint equations

are not integrable. Since there are no constraint surfaces, the entire n-dimensional space
is accessible to the configuration point C. We see that nonholonomic constraints, for any

9

oq

$;(0.0=0

Figure 2.11.
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given configuration and time, are essentially restrictions on the possible velocities of the
system. For the common case of catastatic constraints (a;, = 0), the restrictions are on the
possible directions of q rather than on its magnitude.

Any virtual displacements of a nonholonomic system must satisty the Chetaev equation

n a .
Ziaq,:o G=1,....m) (2.280)
= 0di

or, more commonly,

n
Za_,,—(q,t)&q,- =0 (G=1,....,m) (2.281)
i=1
which is the instantaneous or virtual constraint equation. The coefficients a;; represent
components of a vector associated with the jth constraint and which is normal to the
differential surface in which any virtual displacement §q must lie. By properly steering
the configuration point C and its associated (n — m)-dimensional differential surface, it is
always kinematically possible to go between any two points of configuration space if all
the constraints are nonholonomic and there are at least two degrees of freedom.

It is sometimes convenient to represent solution paths in an extended configuration space
or event space of n + 1 dimensions consisting of the n gs and time. In this space, a solution
path will never cross itself. Also, constraint surfaces corresponding to rheonomic holonomic
constraints will be fixed rather than moving. When one considers variational methods in
dynamics, some procedures are more easily visualized in extended configuration space.

Phase space

We have seen that Lagrange’s equations for a dynamical system are n second-order differ-
ential equations whose solutions ¢;(¢) are conveniently expressed as paths in configuration
space. For a given dynamical system, there is more than one possible path through a given
configuration point because of the variety of possible velocities.

Now consider Hamilton’s canonical equations for a holonomic system. They are 2n first-
order differential equations giving ¢s and ps as functions of (¢, p, t). We can consider the
gs and ps together to form a 2n-vectorx = (¢y, ..., qu, P1, - - - » Pn) and then the equations
of motion have the form

fi=X, ) G=1,....2n) (2.282)

The motion of the system can be represented by the path of a phase point P moving in
the 2n-dimensional phase space. Note that a point in phase space specifies not only the
configuration but also the state of motion as represented by the ps.

Phase space is particularly convenient in presenting the possible motions of a conservative
holonomic system. In this case the Hamiltonian function is not an explicit function of time,
and the equations of motion have the form

Yi=Xix)  (i=1,....2n) (2.283)
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or, in detail,

IH(q, 9H(q.
g= e o G (2.284)
api 9g;

Because the system is conservative the Hamiltonian function is constant, that is
H(g,p)=h (2.285)

where £ is usually evaluated from the initial conditions. This equation represents a surface
in phase space, and the corresponding trajectory must lie entirely on this surface. From
(2.283) or (2.284) we see that the direction of motion is given at all ordinary points where
the velocity is not zero. Hence, there is only one trajectory through each point, and every
trajectory is fixed. Thus, the whole of phase space with its trajectories represents the totality
of all possible motions of a conservative system.

A point in phase space at which all the s and ps are zero is known as an equilibrium point
or singular point. The corresponding trajectory consists of the equilibrium point only. If we
make the usual assumption that the Hamiltonian function has at least two partial derivatives
with respect to the gs and ps, it can be shown that an infinite time is required to enter or
leave an equilibrium point. Thus, although more than one trajectory may apparently pass
through an equilibrium point, it cannot do so in a finite time.

As a simple example of phase space methods, consider the phase plane diagram of
Fig. 2.12 which shows the possible solution paths in gp-space for a simple pendulum. Here
q is the pendulum angle and p is the corresponding angular momentum. There is a position
of stable equilibrium at A, corresponding to & = 0. Points B and C represent unstable
equilibrium positions at 6 = £

Now suppose that solution curves are traced in a 2n-dimensional state space consisting
of the n gs and n ¢s. If one knows the state of a system at a certain initial time 7y, then the
differential equations will determine its further motion. This is equivalent to knowing the

e
N/

Figure 2.12.
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initial values of the ¢gs and ps in phase space. Thus, the trajectories in state space are similar
to those in phase space. In particular, the equilibrium points of conservative holonomic
systems occur at the same values of gs in both spaces.

Velocity space

The concept of velocity space is important in the analysis of nonholonomic systems. Non-
holonomic constraints are essentially constraints on the velocities (¢s) of a system for a
given configuration and time, whereas holonomic constraints restrict the possible configu-
rations (gs) at a given time. Thus, the role of ¢s for nonholonomic constraints is similar to
that of gs for holonomic constraints.

Velocity space is the n-dimensional space of the ¢s. Nonholonomic constraints can be
represented as surfaces in velocity space, where the ¢s and ¢ are regarded as parameters.
For example, consider a general nonholonomic constraint of the form

filq,4,1)=0 (2.286)

which is represented as a curved surface in velocity space (Fig. 2.13).

The constraint force C; is perpendicular to the constraint surface; that is, its components
are proportional to df;/d¢; (i =1, ..., n) which are the components of the gradient vector
in velocity space. A virtual velocity vector §w must lie in the tangent plane at the operating
point P. Therefore, §w and C; are orthogonal, implying that

Z Cjidw; =0 (2.287)

i=1

similar to a virtual work expression, or

n a .
idwi =

_ 0 (2.288)
= 94

)
ow

A/-ﬁ(%q', =0

q

Figure 2.13.
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q
9

Figure 2.14.

Comparing (2.288) with the Chetaev expression of (2.280) for virtual displacements, we
see that the virtual velocity vector §w and the virtual displacement vector §q are constrained
to the same allowable directions in space.

Now consider the common case where there are nonholonomic constraints of the linear
form

Y ajiq. i +ajilg. =0 (=1,....m) (2.289)
i=1

Each constraint is represented by a plane in velocity space (Fig. 2.14). The virtual velocity
dw can be considered as a variation §q with ¢ and ¢ fixed, and must satisfy

n
> ajilg. dw; =0 (j=1,...,m) (2.290)
i=1
Therefore, it must lie in the (n — m)-dimensional intersection of the constraint planes.
The distance d from the origin of a constraint plane in velocity space is

|ajt|

d=—"4 (2.291)

>

We see that if the nonholonomic constraint is catastatic (a;; = 0), then the constraint plane
goes through the origin. In this case, if a velocity q satisfies the constraints, then ¢ multiplied
by an arbitrary scalar constant also satisfies the constraints. Thus, for the rather common
case of catastatic constraints, the effect of nonholonomic constraints on a system is to
restrict the possible directions of q but not its magnitude.

‘When one considers conservative systems which also have catastatic nonholonomic con-
straints, there is a temptation to consider the energy integral as an additional nonholonomic
constraint. There are, however, qualitative differences between ordinary kinematic con-
straints and energy constraints. For a given configuration and time, an energy constraint is
actually a constraint on the kinetic energy, and is represented in velocity space by a closed
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surface which surrounds the origin. This means that an energy constraint does not restrict
the direction of q, but for any given direction, its magnitude is specified. On the other hand,
we found that linear catastatic constraints restrict the possible directions of ¢ but not the
magnitude.

As a natural application of velocity space methods, let us consider the derivation of
Jourdain’s principle. We start with Lagrange’s principle as expressed in (2.33), namely,

" [d (0T oT
S| (5a) g~ @ Jpa=0 22

i=1

where the 8gs satisfy the instantaneous constraints expressed in (2.280) or (2.281).
Lagrange’s principle applies to holonomic or nonholonomic systems and leads to (n — m)
differential equations of motion if there are m constraints. A comparison of (2.281) which
constrains the §¢gs in configuration space with (2.290) which constrains the §ws in velocity
space shows that the corresponding d¢s and §ws are proportional. Hence, we can substitute
Sdw; for §g; in (2.292). We obtain

“[d (/0T oT
i (52) - 5~ ofom =0 22

i=1

This is Jourdain’s principle. The variation 6w is considered to take place in velocity space
at an operating point P on the common intersection of the constraint planes. By choosing
(n — m) independent sets of ws which satisfy the constraints expressed in (2.290), one can
use Jourdain’s principle to obtain (n — m) second-order differential equations of motion.
In addition, there are m constraint equations, making a total of n equations to solve for the
ngs.

Example 2.12 Let us apply Jourdain’s principle to the nonholonomic system (Fig. 2.3)

which was studied previously in Example 2.3 on page 83. The configuration of a dumbbell

that moves in the horizontal xy-plane is given by the generalized coordinates (x, y, ¢).

There is a knife-edge constraint at particle 1 which has the Cartesian coordinates (x, y),

and the relative position of particle 2 with respect to particle 1 is given by the angle ¢.
The nonholonomic constraint equation is

—xsing + ycos¢p =0 (2.294)

which states that the velocity of particle 1 is limited to the longitudinal direction. Hence,
the virtual velocity components must satisfy

—sing dw; + cos¢ dw, =0 (2.295)

where dw; = 8x and w, = §y. The kinetic energy of the unconstrained system is

1, . .
T=m (x2 +y2+ 5124)2 — lid sing + 1y¢ cos ¢> (2.296)
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and we obtain

% (%) - ?TZ = mQ2% — I$ sing — I¢? cos ¢) (2.297)
4 (ﬂ) _ar_ mQ2y + (¢ cos ¢ — I¢? sin ) (2.298)
dt \ 9y ay

d (T aT . ) .

I <£> — @ =ml(—Xsin¢ + ycosp + [p) (2.299)

In this example, n = 3 and m = 1 so there are two independent sets of §ws which satisfy
(2.295). We can choose

Sw = (cos ¢, sing, 0) (2.300)
and
sw=(0,0,1) (2.301)
Notice that these components of 6w are not necessarily infinitesimal.

Using Jourdain’s principle and the first set of ws, we obtain
m(2x cos ¢ + 2y sing — 1p?) =0 (2.302)

which is the first equation of motion. The second equation of motion is obtained by using
the second set of dws, resulting in

ml(—%sing + ycos¢ +1¢) =0 (2.303)

These differential equations of motion are the same as those obtained by first using
the nonholonomic Lagrange equations with Lagrange multipliers, and then algebraically
eliminating the As. However, the use of Jourdain’s principle appears to be more direct.

In addition to the two equations of motion, (2.302) and (2.303), a third equation is obtained

by differentiating the constraint equation with respect to time, with the result
—Xsing + ycos¢ — idcosp — ypsing =0 (2.304)

These three equations are sufficient to solve for x(¢), y(¢), and ¢ ().

2.6

Impulse response, analytical methods

In the previous discussion of impulse methods in Chapter 1, Newton’s law and vectorial
methods were used. In this chapter we will use the analytical methods of Hamilton and
Lagrange, and will pay particular attention to constrained systems.

Hamiltonian approach

Consider an unconstrained system whose dynamical equation of motion has the Hamiltonian
form

=20 i=1...n (2.305)

9gi
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where Q; is the ith generalized applied force which is not derived from the potential energy
portion of the Hamiltonian function.

Now let us assume that very large forces are applied to the system over an infinitesimal
time interval A¢, beginning at time #,. Let us integrate (2.305) over the interval Ar. We
obtain

f+AL 9H f+Ar
R , .
/ (pi—i-—)dz:f Qdt  (i=1,....n (2.306)
I3 3(], t

The term 0 H/dg; remains finite during the impulse, so its integral can be neglected. Thus
we obtain

Ap; = 0; (Gi=1,...,n) (2.307)

for this unconstrained system. The generalized impulse is

. t+At
0 :/ Qdt  (i=1,....n) (2.308)
n
and
h+At n
Api =f pidt =Y myAg;  (i=1,....n) (2.309)
n j=1

where we assume that the gs are fixed during the impulse. Thus, the Ags can be obtained
by solving

> omijAgi=0;  (=1,....n) (2.310)
j=1

as we found earlier in (1.360).

Now consider an unconstrained system of N particles whose positions are given by
the Cartesian coordinates xi, ...x3y. Suppose that corresponding impulses Fi,....F 3N
are applied to the system during the infinitesimal interval Ar. The generalized impulse
associated with ¢g; is

k

o % ax,
0=
i= 94

in agreement with (1.359).

N
Fo=Y kv, 2.311)
j=1

! j

Lagrangian approach

Let us begin with the fundamental form of Lagrange’s equation, namely,

d (0T aT
C(EN_2 o, G=1.....n 2.312)
dr \ 3¢ 9gi
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where the Qs are due to the applied forces and the gs are independent. Now integrate with
respect to time over the interval A¢. We obtain

f+At d 9T 9T n+At
() - dr = 0:dt (2.313)
n dt \ 9¢; 0gi n

Note that the integral of 7 /dg; can be neglected and that

d (0T
L) = p 2314
dt(34i> b ( )

Hence we obtain

n+At Hh+At
/ pidt = / Q;dt (2.315)
n I3t

or

Api=0;  (i=1,...,n) (2.316)

as before.

Constrained impulsive motion

Let us assume that the system has m constraints of the linear form

n

> ajilg.)gi +ajlg.)=0  (j=1,....m) (2.317)
i=1

Jourdain’s principle applies in this case, so we can write

ZH:[% (ﬂ)_f’l_gi]gwi: (2.318)

= 9qi 9q;

where the virtual velocities w; satisfy the instantaneous constraints, that is,

n

> ajilg, dw; =0 (j=1,...,m) (2.319)
i=1

Now assume that impulsive forces are applied to the system over an infinitesimal interval
At, beginning at time ¢#,. Integrate (2.318) with respect to time over the interval At for this
impulsive case, and again note that the integral of 97" /0g; can be neglected since it is finite.
We obtain

n

> [Api = Oilsw; =0 (2.320)

i=1
or

n

> [Z mijAG; — Ql} Sw; =0 (2.321)
j=1

i=1
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where

Ajj=4;—gjo (2.322)
and ¢ ; is evaluated just after the impulse whereas ¢ jo is the initial value just before the
impulse. Finally, we can write the general equation for constrained impulsive motion which

18

n

> [Z mij(; —djo) — Q,} Sw; =0 (2.323)
j=1

i=1

It is assumed that the configuration and the values of the ¢ jos are known just before the
impulses Q; are applied. There are (n — m) independent sets of Sws which satisfy (2.319).
In addition, there are m actual constraint equations of the form

n
Zaji(q,[)4I+ajt(Qat):O G=1....m (2.324)
i=1

Thus, there are a total of n equations to solve for the n ¢s immediately after the impulses
are applied. The gs remain unchanged.

Lagrange multiplier form

Instead of using virtual velocities, we can analyze constrained impulsive motion by starting
with the general equation

Api=0;+C:  (i=1,...,n) (2.325)

where (; is the generalized applied impulse and C; is the corresponding constraint impulse.
Now, by integrating (2.47) with respect to time over the interval At of the impulses, we

obtain

Ci=) Jay  (G=1,....n (2.326)
k=1

where i is an impulsive Lagrangian multiplier. Thus, using (2.309), (2.325), and (2.326),

we obtain

D omig; =i =0i+ Y hxaw  (=1,....n) (2327)

= k=1

This is the Lagrange multiplier form of the constrained impulsive motion equation. These
n equations plus the m constraint equations from (2.324) are a total of (n + m) equations to
solve for the n s and the m As. After finding the As, the constraint impulses can be obtained
from (2.326).

Impulsive constraints

We have assumed that the coefficients a; and a, in the constraint equations are continuous
functions of the gs and 7. Now consider the case of impulsive constraints where one or more
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of the as may be discontinuous at some time ¢;. This allows for the sudden appearance of
a constraint or a sudden change in its motion. For example, the sudden appearance of a
fixed constraint would be represented by the sudden change of the aj; coefficients for that
constraint from zero to nonzero values, whereas a;; remains equal to zero. On the other
hand, a sudden change in a, represents a change in the velocity of a moving constraint.
‘We shall assume that a sudden change in a constraint is not accompanied by an applied
impulse ; at exactly the same time. Thus, we assume that
0:=0 (=1,...,n (2.328)
Usually the sudden change in the values of the a; or aj; coefficients results in C; constraint
impulses. An exception occurs when a constraint suddenly disappears, that is, when its as
suddenly go to zero. In this case, there are no constraint impulses.
In general, for impulsive constraints, (2.323) becomes

DD mif(g; —gjo)dwi =0 (2.329)
i=1 j=1

where the virtual velocities Sw; satisty (2.319). The Lagrange multiplier form, given by
(2.327), becomes

m

Y omijd;—dj) =Y Jea  (=1,....n) (2.330)
j=1 k=1

When one uses (2.329) and (2.330) a question arises concerning which of the discontinuous
values of the as are to be used in the associated constraint equations. The initial velocities
q jo must satisfy (2.324) where the as are evaluated at ¢, , that s, just before the discontinuity.
On the other hand, the as are evaluated at tl+ for constraint equations involving ¢ ;, w;, and
for the coefficients of Ax.

For the case in which a constraint suddenly disappears, we see from (2.330) that, since
there are no constraint impulses, the ¢s are continuous, that is, ¢ ; = 4 jo.

Example 2.13 Three particles, each of mass m, are rigidly connected in the form of
an equilateral triangle by massless rigid rods of length / (Fig. 2.15). The system moves
downward with velocity vy in pure translational motion and particle 1 hits a smooth floor
at y = 0 inelastically. We wish to solve for the velocities of the particles immediately after
impact. Assume that particle 1 is directly below particle 3 at the time of impact.

We wish to illustrate the use of the general equations (2.323) and (2.327) for this
system which has three ordinary holonomic constraints and one impulsive holonomic
constraint. Let us specify the configuration of the system by the Cartesian coordinates
(x1, y1, X2, Y2, X3, ¥3). The values of these coordinates at the time of impact are

3 |
X =, xz—x1=£l, V=0, y==l, oy =1 2331

2 2

The corresponding velocities just before impact are

X10 = X0 = X30 = 0, V1o = Y20 = Y30 = — U (2.332)
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-~ (x27 )’2)

Figure 2.15.

The three holonomic constraints which specify the particle separations are

(o —x)*+ O —y)?—1F=0 (2.333)
(—x3)+ (3 -y —1"=0 (2.334)
(3 —x)*+ (3 —y)?—1F=0 (2.335)

Upon differentiation with respect to time, and using (2.331), these holonomic constraint
equations take the form

V3 1 V3 1
—_——X1] — =V —X —Vy = 2.
2x1 2y1+ 2x2+2y2 0 (2.336)
V3 1 V3 1
N — oy — i+ —y3 = 2.337
S 25 2X3+2y3 0 (2.337)
—y1+y3=0 (2.338)

These equations are valid continuously before and after the impact.
The impulsive constraint equation is

yi=0 (2.339)

This equation applies during and after impact, but not before.

First method Let us use impulsive Lagrange multipliers. Since all the Qs equal zero, we
can use (2.330). The as are the coefficients in (2.336)—(2.339), the constraint equations
linear in the ¢s. There is no inertial coupling between these Cartesian coordinates, and
m;; = m fori = j. Thus, noting that y; = y3 = 0, the six dynamical equations are

V3,

miy =5, (2.340)

1. a a
muvy = _E)\.l - }»3 + }L4 (234])
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mi, = £?\1 + £iz (2.342)
2 2

1. 1.
m(y2 + vo) = EM - 5?»2 (2.343)
3.

miz = —%M (2.344)
1. A

mvy = EAZ + A3 (2.345)

These equations plus (2.336) and (2.337) can be solved for the four unknown ¢s and the
four is. The velocities immediately after the impact are

V3 ) YA
X = ——1, X2 =0, X3 = —V
1 5 0 2 3 5 0
3
)'11 = 0, Y2 = *gvo, )')3 =0 (2346)

The impulsive Lagrange multipliers are

A 2 N 2 N [§ A 12
)n] = gmvo, )»2 = —gmvo, )\.3 = gmvo, )\.4 = ?mvo (2347)
The first three As are impulses in rods 12, 23, and 31, respectively, positive being compres-
sive. Impulse 44 is the floor reaction acting on particle 1.

We see that immediately after impact, the system rotates clockwise about the center of
the vertical rod with an angular velocity

_ 2\/51)0

2.348
57 ( )

w

Second method ~ Lagrange multipliers can be avoided by using (2.329). In accordance with
(2.319), the virtual velocities (§ws) must satisfy

V3 1 V3 1
XSk — =81 + —8kr + =8y, =0 2.349
50— 5 yi+ 5 Xo + 072 ( )
V3 1 V3 1
8%y — =8y — —8k3+ =893 =0 2.350
5 0% — 2432 > X3+ 5073 ( )
—d8y1+38y; =0 (2.351)
851 =0 (2.352)

There are two independent sets of dws which satisfy these constraint equations since
n—m=2.Letset1be

Sw; =(1,0,1,0,1,0) (2.353)
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corresponding to uniform translation in the x-direction. We will take set 2 to be
sw; = (1,0,0,+/3,—1,0) (2.354)

which represents rotational motion about the midpoint of the vertical rod.
Using (2.329) with set 1, we obtain

X1+ X,4+x3=0 (2.355)
This is equivalent to adding (2.340), (2.342), and (2.344). Similarly, using set 2, we obtain
*1+ V32 +v0) — %3 =0 (2.356)

These two equations plus the four constraint equations, namely, (2.336)—(2.339), can be
solved for the six Cartesian components of the particle velocities immediately after impact.
The results agree with (2.346).

We have used general equations for the impulse response of constrained systems of
particles. For the particular system under consideration, the analysis for its motion could
have been simplified considerably if we had considered the rigidly connected particles to
be a rigid body. We will study the impulse response of rigid bodies as one of the topics in
the next chapter.

Energy relations

Consider a system with n gs and m constraints of the linear form

D aulq, dgi +an(g, =0 (k=1,...,m) (2.357)

i=1
where the as are continuous functions of (¢, t). The general impulse equation can be written
in the form

Zmij(qj‘ —4j)=0i+Ci=0i+ Zikaki (2.358)
j=1

k=1
Multiply by %(q’ i + ¢io) and sum over i. We obtain

I -+ L . o
> Z Zmi_/(qiq_/ —4iq4jo+djdio — qiod jo)

i=1 j=I
1 & 1 K

= = i .i .,' - A i .,' .,' 2.359
2 ;:] 0i(gi + qgio) + 2 ;:] ;:1 kaki(qi + Gio) ( )

If we note that m;; = mj; and require that both the ¢s and gos satisfy the constraints of
(2.357), we find that (2.359) reduces to

1 n n ) . ) ) 1 n N ) . n R
5 2D mijldid; —diodjo) = 5 ; Qi(gi + dio) — ;Akak, (2.360)

i=1 j=1

where the last term on the right is equal to the energy input due to constraint impulses.
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Now assume that all constraints are catastatic, that is, a;, = 0. Then
1K &
AT> = — (qi + g 2.361
=5 ; 0i(di + dio) (2.361)
where T is quadratic in the ¢s and is given by
1 n n
B=32 2 miydid; (2:362)
i=1 j=1

Finally, assuming a scleronomic system, we have T = Ty = 0 and T = T,. Then, by the
principle of work and kinetic energy, the work done on the system by the applied impulses
0, over an infinitesimal interval Az is

1N A
W=AT =23 0idi +4io) (2363)
i=1

Impulsive constraints

Now let us consider energy relations in the case of impulsive constraints for which the aj;
or aj; coefficients suddenly change value. First consider the case of catastatic constraints
having the form

Y ajilg. )i =0 (G=1,....m) (2.364)

i=1

and assume that the as are discontinuous at time #;. We assume that all Qis are equal to
zero and start with the impulsive constraint equation in the form

n n
> D mij(g; —gjo)dwi =0 (2.365)
i=1 j=I

where the Sws satisfy
Y apswi =0 (j=1,....m) (2.366)
i=1

Comparing (2.364) and (2.366), we see that any ¢; which satisfies (2.364) at time tl+ will
also satisfy (2.366). Then let us take Sw; = ¢; in (2.365) and note that the dws or ¢s need
not be infinitesimal. We obtain

Z Zmij(q_i —qdjo)gi =0 (2.367)
o1 j=1

The g jos satisfy (2.364) with the as evaluated at ¢, . From (2.367), and recalling that
m;j = mj;, we see that

szquz'q'j = szijél'iq'jo = Z Zmijq'ioq'j (2.368)

i=1 j=I i=1 j=I i=1 j=I1
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Now define the kinetic energy of relative motion as follows:

1 n n . . . .
K = 3 Z lmij(q:' —4qio)d; —qjo) (2.369)

i=1 j=
Note that K is positive or zero. A substitution of (2.368) into (2.369) results in

n 1 n

1 n n
K = zzzmzth‘oq/‘o— Ezzmufiiqj =—-AD (2.370)
i=1 j=1 i=1 j=1
Thus, we find that the loss of kinetic energy 7, due to impulsive catastatic constraints is
equal to the kinetic energy of relative motion. If 7} = Ty = 0, this is the total energy loss.
The general catastatic case is illustrated in Fig. 2.16a. A sudden change of a;;(q, t) at
time #; results in a change in the orientation of the constraint plane which passes through

i
f+
(i - qo\
1 q
do
4
constraint
planes
(a)
4
t 1+
q- ‘v:lo
constraint
4= planes
q
0 %0
4
a;=0
(b)

Figure 2.16.
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the origin in n-dimensional velocity space. The change in generalized momentum is due
entirely to the constraint impulse C, that is,

> omifgi—gj=Ci  G=1,....n) (2.371)

j=1

This constraint impulse is normal to the final constraint plane at #;", so we see that
u A
> Cigi=0 (2.372)

for any final velocity q which must lie in that constraint plane. From (2.371) and (2.372)
we obtain (2.367), the basic equation which was obtained earlier by other means.

A simple example of an impulsive catastatic constraint is provided by the sudden appear-
ance of a fixed frictionless constraint surface. For example, a particle might suddenly hit a
fixed wall with inelastic impact.

Now let us consider the case of impulsive constraints which are not catastatic. Specifi-
cally, let us assume that the a;; coefficients are continuous at time ¢, but the a;;s change
from zero to nonzero values. This could occur, for example, when a constraint suddenly
begins to move. In this case, at 7| the ¢,os satisfy

Y ajigin=0 (=1,....m) (2.373)

which has the same form as (2.366) that is satisfied by the ws. Hence, substituting ¢ ;o for
Sw; in (2.365), we obtain

n n
DY mij; —djo)gio =0 (2.374)
i=1 =1

and, again noting that m;; = m ;, we find that

ZZ’”I]Q:OQ] —szl]qj()qz ZZ”%]‘]:O‘]/O (2375)

i=1 j= i=1 j= i=1 j=

Then, using (2.369), the kinetic energy of relative motion is equal to

Z Zmz/q qj—5 Z Zm,,q,oq,o = AT, (2.376)

tl/ 11]

We conclude that the increase in kinetic energy 7> due to sudden changes in the a;;s from
zero to nonzero values is equal to the kinetic energy of relative motion.

The velocity space representation is shown in Fig. 2.16b. Again the constraint impulse
components ¢ ; are given by (2.371) so (2.374) becomes

n
> Cigin=0 (2.377)
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This equation states that the constraint impulse C and the resulting change in generalized
momentum are normal to the parallel constraint planes, before and after time #; of the
impulse. Of course, any possible velocity q, at #,” must lie in the constraint plane.

Another possibility would be for the a j, coefficients to jump from nonzero to zero values,
corresponding to a sudden stop of moving constraints. This would reverse roles of ¢, and q
in Fig. 2.16b and the resulting change in 7, would be a loss equal to K, the kinetic energy
of relative motion.

Example 2.14 Two particles, each of mass m, are connected by a massless rod of length /.
Particle 1 can slide without friction on a rod that may rotate about O while particle 2 slides
without friction along a vertical wall (Fig. 2.17). Let (r, y) be the generalized coordinates
and assume the initial conditions 6 = 7/2,0 =0,r =y =1/4/2,7 = —y = vy at time
t = 07. Then, at t = 0O, the rod O1 suddenly starts rotating with an angular velocity w. For
this case of an impulsive constraint we wish to solve for the values of 7 and y atr = 0" as
well as the constraint impulses R, and R,.

Figure 2.17.

The holonomic constraint equation obtained from the cosine law is
r24+y2—2rycosd —1>=0 (2.378)

After differentiation with respect to time we obtain

ri +yy —(Fy+ry)cosd +ryfsind =0 (2.379)
Att = 0T we have § = —w, and (2.379) has the form
lw
F+y——=0 (2.380)
T

The last term is the aj, term which becomes nonzero at t = 0.
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Let us use the basic equation (2.365), namely,

DD mif(g; —gjo)dwi =0 (2.381)

i=1 j=1
and thereby avoid having to evaluate Lagrange multipliers. The kinetic energy at r = 0" is
T = % m@? + y* + r’w?) (2.382)
which leads to

Mpy =My, =m, My =my =0 (2.383)
In accordance with (2.366) the virtual velocities must satisfy

Sw, +dw, =0 (2.384)
Let us take dw, = 1 and 6w, = —1. Then (2.381) results in

m[(F —vo) —(y+v0)] =0

or

F—y—2u=0 (2.385)

Upon solving (2.380) and (2.385) we obtain

low

F=—=4 2.386
W 0 ( )
low

y= —— —v 2.387

y Wi 0 ( )

These ¢s apply at z = 0.
The impulse R, is obtained by using the principle of impulse and momentum in the
vertical direction.

o lw 3mlw
Ri=m|y4+vo+—)=—+ (2.388)
: <y 0 ﬁ) 2/2

Similarly, from the principle of impulse and momentum in the horizontal direction, we
obtain

N 1
Ry = m(7 — vp) = = (2.389)
22

Now let us consider the kinetic energy of this system with a suddenly moving constraint.
The increase in kinetic energy is

ml*w?

2 lw z 2
AT=3 [(m run) (505 w) } B .
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From (2.369) the kinetic energy of relative motion is

m mlw?
K =2 = vl + (5 +v0)’] = — (2.391)
We see that
AT =K (2.392)

for this system with an acatastatic constraint given by (2.380).
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2.8

Problems

2.1. A string of length 2L is attached at the fixed points A and B which are separated by
a horizontal distance L. A particle of mass m can slide without friction on the string
which remains taut, resulting in an elliptical path. (a) Using Lagrange’s equation
and (x, y) as the particle coordinates, find the differential equations of motion. (b)
Assume the initial conditions x(0) = 0, y(0) = —(+/3/2)L, #(0) = /gL, 7(0) = 0.
Solve for xp,x during the motion and the initial string tension P.

y

Figure P 2.1.
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2.2,

2.3.

Consider the dumbbell system of Example 2.3 on page 83. Suppose there is a Coulomb
friction coefficient p for skidding, that is, sliding in a direction perpendicular to the
knife edge, but there is no friction for sliding along the knife edge. (a) What are
the differential equations of motion, assuming that skidding occurs? (b) Write an
inequality of the form | f (¢, §)| > C which is the necessary and sufficient condition
for skidding to occur.

A particle of mass m can slide on a smooth rigid wire in the form of the parabola
y = x? under the action of gravity. (a) Obtain the x and y differential equations of
motion and solve for & as a function of (x, X). (b) Assuming the initial conditions
x(0) = xq, x(0) = 0, solve for x(x).

m

Figure P 2.3.

24.

A cylinder of radius r rotates at a constant rate w about its fixed central axis. A particle
of mass m is attached to point P on its circumference by a flexible rope of length L.
(a) Assume that the initial value ¢(0) = 0 and the absolute velocity of the particle is
zero at this time. Solve for ¢ as a function of ¢ for 0 < ¢ < %n. (b) After ¢ reaches
%n the rope begins to wrap around the cylinder and its straight portion is of length
| = L — r6. Assuming that the initial value of 6 for this phase of the motion is equal

to the value of ¢ at ¢ = %n, solve for # as a function of / and show that § = r3w?/1.

Figure P 2.4.
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2.5. A particle P of mass m is attached by a flexible massless string of constant length L

to a point A on the rim of a smooth fixed vertical cylinder of radius R. The string can
wrap around the cylinder, but leaves at point C, creating a straight portion C P. At
any given time, all portions of the string maintain the same slope angle ¢ relative to
a horizontal plane. (a) Using (6, ¢) as generalized coordinates, obtain the differential
equations of motion. (b) Solve for the tension in the string. Assume that the string
remains taut and the distance CP > 0.

Figure P 2.5.

2.6.

2.7.

2.8.

A particle of mass m moves on the surface of a spherical earth of radius R which
rotates at a constant rate 2. Linear damping with a damping coefficient ¢ exists for
motion of the particle relative to the earth’s surface. Choose an inertial frame at the
center of the earth and use (0, ¢) as generalized coordinates, where 0 is the latitude
angle (positive north of the equator) and ¢ is the longitude angle (positive toward the
east). (a) Obtain the differential equations of motion. (b) Show that the work rate W,,
of the damper acting on the particle plus its work rate W, acting on the earth plus the
energy dissipation rate D sums to zero.

A dumbbell consists of two particles, each of mass m, connected by a massless rod of
length I. A knife edge is located at particle 1 and is aligned at 45 ° to the longitudinal
direction, as shown in Fig. P 2.7. Using (x, y, ¢) as generalized coordinates, find the
differential equations of motion of the system.

Two particles, each of mass m, can slide on the horizontal xy-plane (Fig. 2.8).
Particle 1 at (x, y) has a knife-edge constraint and is attached to a massless rigid
rod. Particle 2 can slide without friction on this rod and is connected to particle 1
by a spring of stiffness k& and unstressed length /. Using (x, y, ¢, s) as generalized
coordinates, obtain the differential equations of motion.
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Figure P 2.7. Figure P 2.8.

2.9.

Particles B and C, each of mass m, are motionless in the position shown in Fig. P 2.9
when particle B is hit by particle A, also of mass m and moving with speed vy. The
coefficient of restitution for this impactis e = % Particles A and B can move without
friction on a fixed rigid wire, the displacement of B being x. There is a joint at C
and the two rods of length / are each massless. (a) Find the velocity X% of particle B
immediately after impact. (b) What is the impulse £ transmitted by rod BC?

Figure P 2.9.

2.10.

2.11.

Three particles, each of mass m, are connected by strings of length / to form an equi-
lateral triangle (Fig. P 2.10). The system is rotating in planar motion about its fixed
center of mass at an angular rate ¢ = o when string BC suddenly breaks. (a) Take
(¢, 9) as generalized coordinates and use the Routhian procedure to obtain the differ-
ential equation for € in the motion which follows. (b) Solve for the value of 6 when the
system first reaches a straight configuration with 6 = %n, assuming the strings remain
taut.

A rigid wire in the form of a circle of radius r rotates about a fixed vertical diameter
at a constant rate 2 (Fig. P 2.11). A particle of mass m can slide on the wire,
and there is a coefficient of friction u between the particle and the wire. Find the
differential equation for the position angle 6.
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Figure P 2.10. Figure P 2.11.

2.12. Arod of length R rotates in the horizontal xy-plane at a constant rate . A pendulum
of mass m and length / is attached to point P at the end of the rod. The orientation of
the pendulum relative to the rod is given by the angle & measured from the downward
vertical and the angle ¢ between the vertical plane through the pendulum and the
direction O P. (a) Using (6, ¢) as generalized coordinates, obtain the differential
equations of motion. (b) Write the expression for the energy integral of this
system.

Figure P 2.12.
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2.13.

2.14.

2.15.

An xy Cartesian frame rotates at a constant angular rate €2 about the origin in planar
motion. The position of a particle of mass m is (x, y) relative to the rotating frame.
There is an impulsive constraint, discontinuous at time #;, which is given by y =0
(t <t1),y =vg (t > t;). The position at t = #; is (xo, yo) and x(¢; ) = X¢. (a) Solve
for the values of the relative velocity components (X, y) at time t,Jr . (b) Find AT,
as well as the increase AT in the total kinetic energy. (c) Solve for the constraint
impulse.

A particle of mass m can move without friction on a horizontal spiral of the form
r = k@, as in Fig. 1.8 on page 13. (a) Choose (r, 8) as generalized coordinates and
write the differential equations of motion using Lagrange’s equation. (b) Assuming
that the particle starts at the origin with speed vy, solve for 7 and the normal
constraint force N as functions of r. (¢) Now add Coulomb friction with coefficient
1 and obtain a single equation of motion giving # as a function of r and 7.

A dumbbell AB can move in the vertical xy-plane. There is a coefficient of friction
u for sliding at A and B. The normal constraint forces are N, and Ny, as shown. (a)
Assuming downward sliding (x > 0), write the differential equations of motion in
the forms ¥ = &(x, y, X, y) and = y(x, y, %, y), that is, eliminate A, N,, and N,
by expressing them in terms of these variables. (b) Use 0 as a single generalized
coordinate and write the differential equation for @ in the form § = 4(8, 6).

B
Ny
—] m
g
0
y l
’ 4
m
. "
Figure P 2.15.
2.16. Four particles, each of mass m, are connected by massless rods of length /, as shown

in Fig. P 2.16. There is a joint at each particle. Assume planar motion with no
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external forces, so the center of mass can be considered fixed in an inertial frame.
(a) Using (ry, rp, ) as generalized coordinates, obtain the differential equations of
motion. Reduce these equations to three equations of motion, each involving a single
variable and its time derivatives. (b) Assuming an initially square configuration with
71(0) = vg, 2(0) = —vy, 8(0) = 0, §(0) = wy, solve for ry, r», and O as functions of
time.

~

Figure P 2.16.

2.17.

The polar coordinates (r, &) define the position of a particle of mass m which s initially
constrained to move at a constant angular rate § = wy along a frictionless circular path
of radius R. Then, at time ¢ = 0, the radius of the circular constraint starts increasing
at a constant rate 7 = vo. When t = R/vy the expansion of the constraint suddenly
stops, and r = 2R for t > R/vy. (a) Solve for the constraint impulses at times t = 0
and r = R/vp. (b) What is the final velocity of the particle? (c) Find the work done
on the particle by each of the constraint impulses and by the nonimpulsive constraint
force.

. Particles A and B can slide without friction on the vertical y-axis (Fig. P2.18). Particle

C can slide without friction on the horizontal x-axis. Particles B and C are connected
by a massless rod of length / while particles A and C are connected by a massless rod
of length ~/3[. There are joints at the ends of the rods. (a) Use (6;, 6,) as generalized
coordinates and write the holonomic constraint equation. (b) Obtain expressions
for the kinetic and potential energies in terms of 6, and 6,; that is, eliminate 6, and
6, by using the constraint equation. (c) Assume the initial conditions 6;(0) = 30°,
6,(0) = 0, 6,(0) = 60°, 6,(0) = 0. Solve for the velocity of particle B when it
first passes through the origin. (d) Solve for the acceleration of particle A at this
time.
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Figure P 2.18.

2.19. Three particles, each of mass m, are connected by massless rods AB and AC with
a joint at A. The system is translating in the negative y direction with speed vy
when particle C hits a fixed smooth wall and there is a coefficient of restitution
e = 1. Use the generalized coordinates (8, ¢, x, y). Assume that the conditions just
before impact are 6(07) = 45°, 6(07) =0, $(07) =45°, ¢(07) =0, x(07) =0,
¥(07) = —vy. Find: (a) the constraint impulse N during impact and the initial
conditions just after impact; (b) the 6 and ¢ equations of motion; (c) the minimum
value of @ and the value of ¢ at this time.

Figure P 2.19.
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2.20. Four particles, each of mass m, can move on the horizontal x y-plane without friction.

They are connected by four massless rods of length / with joints at the particles.
(a) Using (x, y, 0, ¢) as generalized coordinates, obtain the differential equations
of motion. (b) Assuming the initial conditions x(0) = y(0) =0, x(0) = y(0) =
0, 0(0) = ¢(0) =0, 6(0) =6y > 0, $(0) = ¢ > 0, solve for the tensile forces in
the rods. (c) Assuming that any particle collisions are purely elastic, find the period
of the motion in ¢.

Figure P 2.20.

2.21. Two particles, each of mass m, are connected by a rigid massless rod of length /

(Fig. P2.21). Particle 1 slides without friction on the horizontal x y-plane. Because of
the conservation of horizontal momentum, an inertial frame can be found such that the
motion of the center of mass is strictly vertical. (a) Using (@, ¢) as generalized coordi-
nates, obtain the differential equations of motion. (b) Assuming the initial conditions
6(0) = /4, 6(0) =0, ¢(0) =0, $(0) = ¢y, solve for the value of 6 at the instant
justbefore 6 reaches zero. Assume that particle 1 remains in contact with the xy-plane.
(c) Find the minimum magnitude of ¢ such that particle 1 will leave the xy-plane at
t=0.
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Figure P 2.21.

2.22. Four frictionless uniform spheres, each of mass m and radius r, are placed in the
form of a pyramid on a horizontal surface. They are released from rest with the upper
sphere moving downward and the lower spheres moving radially outward without
rotation. Because of the symmetry, the angle 6 to the top sphere is the same for all
three lower spheres. (a) Find the differential equation for 6, assuming that sphere
1 remains in contact with the lower spheres. (b) Find the angle 6 at which the top
sphere loses contact with the others. (c) What is the final velocity of sphere 2?

L

(N

top view side view

Figure P 2.22.



3 Kinematics and dynamics of a rigid body

A rigid body may be viewed as a special case of a system of particles in which the particles
are rigidly interconnected with each other. As a consequence, the basic principles which
apply to systems of particles also apply to rigid bodies. However, there are additional
kinematical and dynamical formulations which are specifically associated with rigid bodies,
and which contribute greatly to their analysis. This chapter will be primarily concerned with
a discussion of these topics.

3.1 Kinematical preliminaries

Degrees of freedom

The configuration of arigid body can be expressed by giving the location of an arbitrary point
in the body and also giving the orientation of the body in space. This can be accomplished
by first considering a Cartesian body-axis frame to be fixed in the rigid body with its origin
at the arbitrary reference point for the body. The location of the origin of this xyz body-axis
frame can be given by the values of three Cartesian coordinates relative to an inertial XYZ
frame. The orientation of the rigid body is specified by giving the orientation of the body
axes relative to the inertial frame. This relative orientation is frequently expressed in terms
of three independent Euler angles which will be defined.

The number of degrees of freedom of arigid body is equal to the number of independent
parameters required to specify its configuration which, in effect, specifies the locations of all
the particles comprising the body. In this case, there are three Cartesian coordinates and three
Euler angles, so there are six degrees of freedom for the rigid body. Alternative methods are
available for specifying the orientation, but in each case the number of parameters minus the
number of independent constraining relationships is equal to three, the number of degrees of
freedom associated with orientation. To summarize, a rigid body has six degrees of freedom,
three being translational and three rotational.

Rotation of axes

Let r be an arbitrary vector. We seek a relationship between its components in the primed
and unprimed coordinate systems of Fig. 3.1. This relationship must be linear, so we can
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write the matrix equation
r'=Cr 3.1)
In detail, we have
' Cxy'x Cx'y Cy'z X

Y| =1|evx cyy oy y

4 Cyx Czry Czz z (3.2)
where
r=xi+yj+zk=xTV+yj +7K (3.3)

The matrix C is called a rotation matrix and it specifies the relative orientation of the two
coordinate systems. An element c;/; is equal to the cosine of the angle between the positive
i’ and j axes, and is called a direction cosine. By convention, the first subscript refers to the
final coordinate system, and the second subscript refers to the original coordinate system.
In order to transform a given set of components to a new coordinate system, premultiply by
the corresponding rotation matrix.

In general, the nine elements of a rotation matrix are all different. The first column of the
C matrix gives the components of the unit vector i in the primed frame. Similarly, the second
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and third columns of C represent j and k respectively, in the primed frame. Hence, the sum
of the squares of the elements of a single column must equal one. In other words, the scalar
product of a unit vector with itself must equal one. On the other hand, the scalar product of
any two different columns must equal zero, since the unit vectors are mutually orthogonal.
Altogether, there are three independent equations for single columns, and three independent
equations for pairs of columns, giving a total of six independent constraining equations. The
number of direction cosines (nine) minus the number of independent constraining equations
(six) yields three, the number of rotational degrees of freedom.

By interchanging primed and unprimed subscripts, we see that the transposed rotation
matrix CT is the rotation matrix for the transformation from the primed frame to the unprimed
frame. Hence, the sequence of transformations C and C T in either order, will return a
coordinate frame to its original orientation. We find that

r=C (3.4)
and, using (3.1) and (3.4),
c'c=cc"=U (3.5)

where U is a3 x 3 unit matrix, that is, with ones on the main diagonal and zeros elsewhere.
From (3.5) it is apparent that

cT=c™! (3.6)

Matrices such as the rotation matrix whose transpose and inverse are equal are classed as
orthogonal matrices. The determinant of any rotation matrix is equal to +1.

In general, a rotation of axes given by C, followed by a second rotation Cj, is equivalent
to a single rotation

C=C(CpC, 3.7

The order of matrix multiplications is important, indicating that the order of the correspond-
ing finite rotations is also important. As we shall see, the definitions of the various Euler
angle systems used in specifying rigid body orientations always require a particular order
in making the rotations.

Euler angles

The rotation of a rigid body from some reference orientation to an arbitrary final orientation
can always be accomplished by three rotations in a given sequence about specified body
axes. The resulting angles of rotation are known as Euler angles. Many Euler angle systems
are possible, but we will consider only two, namely, aircraft Euler angles and classical Euler
angles.

Type I (aircraft) Euler angles are shown in Fig. 3.2 and represent an axis-of-rotation
order zyx, where each successive rotation is about the latest position of the given body
axis. Assume that the xyz body axes and the XYZ inertial axes coincide initially. Then three
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rotations are made in the following order: (1) ¥ about the Z-axis, resulting in the primed
axis system; (2) 6 about the y’-axis (line of nodes) resulting in the double-primed system;
(3) ¢ about the x"-axis, resulting in the final xyz body-fixed frame.

Incremental changes in the Euler angles are indicated by the corresponding angular
velocity vectors; namely, 1/: about the Z-axis, 6 about the y’-axis (line of nodes), and (,b
about the x-axis. The absolute angular velocity of the xyz body-axis frame is

w=p+0+¢ (3.8)
Note that the vectors 1 and ¢ are not orthogonal. In terms of body-axis components,
w = w,d+w,j+ ok 3.9

For an aircraft, w, is the roll rate, wy is the pitch rate, and w, is the yaw rate. A rotation
matrix C, defined in terms of direction cosines, was given by (3.2). For rotations about
individual Cartesian axes, we have the following results. A rotation ¢ about the x-axis is
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represented by the matrix

1 0 0
d=|0 cos¢p sing
| 0 —sin¢ cos¢ (3.10)

A rotation 0 about the y-axis is

[cos® 0O —siné
0= 0 1 0
L sind 0 cosf (3.11)

A rotation y about the z-axis is

[ cosy siny 0O
V=|—sinyy cosyy O
0 0 1 (3.12)

Noting that successive rotations are represented by successive premultiplications by the
corresponding rotation matrices, the overall rotation matrix for type I Euler angles is

C=00V (3.13)

or, in detail,

cos ¥ cos B sin y cos 0 —sinf
(—sinyr cos ¢ (cos Y cos ¢ .
0
C =| +cosysinfsing) +siny sin6 sin¢) cosfsing
(sin ¥ sin ¢ (—cos ¢ sing
0
4 cos i sinf cos @) 4+ sin iy sinf cos @) cosfcos ¢ (3.14)

Usually, we consider that the ranges of the Euler angles are

0<vy <2n, —%59 3. 0=¢<2r
The body-axis components of the absolute angular velocity in terms of Euler angle rates
are
Wy = ¢ — Ysind
wy = cos O sing + 6 cos ¢ (3.15)

w, = Y cos@ cosp — 0 sin

Conversely, the Euler angle rates in terms of angular velocity components are

Y = secO (wy sing + w, cos ¢)
6 = wycos¢ — w, sing
¢ = w, + Ysind

= w; + w,tanfd sing + w_ tand cos

(3.16)
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We see from (3.15) that wy, w,, w, are well-defined for arbitrary Euler angles and Euler
angle rates. But if & = £/2, equation (3.16) shows that ¥ and ¢ can be infinite even if
w is finite. Furthermore, the angles v and ¢ are not well-defined if the x-axis of Fig. 3.2
points vertically upward or downward in this singular situation. If 6 = 7 /2, for example,
Y and ¢ are undefined, but (1 — ¢) is the angle between the Y and y axes.

All types of Euler angle systems are subject to singularity problems which occur when
two of the Euler angle rates represent rotations about the same axis in space. Thus, in
Fig. 3.2 the ¥ and ¢ rotations occur about the same vertical axis if § = /2. When
combined with a 6 rotation about a horizontal axis, this limits the w vector to a definite
vertical plane when using this Euler angle representation, even though the actual motion
may have no such constraint. For these reasons and the associated problems of maintain-
ing accuracy in numerical computations, it is the usual practice to choose an Euler angle
system such that the rotational motion of the rigid body does not come near a singular
orientation.

Type Il Euler angles are shown in Fig. 3.3. The order of rotation is as follows: (1) ¢ about
the Z-axis; (2) 6 about the x’-axis; (3) ¥ about the z”-axis. The usual ranges of the Euler
angles are

0<¢ <2nm, 0<6<m, 0<vy <2m

A4
Z',z
y
hui ™~
! ’”
\ Yy
N
™
= Y
vaun(d 2 q TN
\< i llplll z___x
¢ >
NEHA 7 i \
v @ f i\\\ v
) i
¢
6
¢y ¥ Y
X
Line of nodes
X
XX

Figure 3.3.
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The absolute angular velocity of the xyz frame is
w=¢+6+
with the body-axis components

wy = ¢sind siny + 6 cos ¥
wy = ¢sind cosy — O sinyr
w, = ¥ + Pcosh

Conversely, we obtain

¢ = csc 0 (o, siny + w, cos )
6 = w, cos Y — wy sin Y
V¥ =w, — dcosh

—w, cotf siny — w, cotf cos ¥ + w;

(3.17)

(3.18)

(3.19)

Singular orientations of the body occur for § = 0 or 7, and both ¢ and ¥ become infinite
even with finite w, and w,. Furthermore, we note that the ¢ and ¥ rotations occur about

the same vertical axis in Fig. 3.3.

The overall rotation matrix for Type II Euler angles is

C=v0ed
where

[ cos¢ sing O
P =| —sing cos¢ O
0 0 1

1 0 0
®=|0 cosf sinf
L0 —sinf cos6

[ cosy siny O

V= |—siny cosyy O
0 0 1

In detail, we obtain

(cos ¢ cos (sing cos
—sin¢g cosfsiny) 4 cos¢ cosb sinyr)

C =] (—cos¢siny (—sing sinyr

—sin¢cos@cosy) 4 cos¢cosdcosy)

sin ¢ sin 0 —cos¢sinf

sin 6 sin {

sin 6 cos

cos 6

(3.20)

(3.21)

(3.22)

(3.23)

(3.24)
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Euler angles are true generalized coordinates and, as such, can be used as ¢s in Lagrange’s
equations. We shall find, however, that other methods may be more convenient in obtaining
the dynamical equations for the rotational motion of a rigid body.

Axis and angle of rotation

An important result in rigid body kinematics is expressed by Euler’s Theorem: The most
general displacement of a rigid body with a fixed point is equivalent to a single rotation
about some axis through that point.

Because a fixed point is assumed, any motion involves a change of orientation. Hence,
Euler’s theorem is concerned with orientation changes. On the basis of this theorem, we
conclude that, although any Euler angle system expresses an orientation change in terms of
a sequence of three rotations about coordinate axes, the same change of orientation could
have been obtained by a single rotation about a fixed axis. Hence, if one can specify the
direction of the axis of rotation, as well as the angle of rotation about this axis, it is equivalent
to specifying three Euler angles or a rotation matrix consisting of nine direction cosines.

Suppose we let the direction of the axis of rotation be given by the unit vector

a=a;d+a,j+ak (3.25)
where i, j, k are Cartesian unit vectors and the scalar as are constrained by the relation
a; +aj+al=1 (3.26)

These as have the same values in either the inertial or the body-fixed frame, and remain
constant during the rotation because the rotation axis is fixed in both frames. Let ¢ be the
angle of rotation of the body-fixed frame relative to the inertial frame, where positive ¢ is
measured in a right-hand sense about the unit vector a. The values of the four parameters
(ax, ay, a, ¢) specify the orientation of the rigid body and its body-fixed frame. These are
the axis and angle variables.

Now suppose that we are given a rotation matrix C and we desire the corresponding
values of the axis and angle variables. First, the angle of rotation ¢ is found from the trace
of the rotation matrix, that is,

trC =cy +cyy +c; =1+2cos g, 0<¢p=<m (3.27)

Then, knowing ¢, we can find the direction cosines of the axis of rotation from

Cy; — Czy
2sin ¢

Cox — Cxz

a, = — =% (3.28)
; 2sin¢

Cxy — Cyx

2sin¢

ay =

For convenience, the primes have been dropped from the subscripts of the cs. Note that
the limits on ¢ given in (3.27) imply that sin ¢ is positive or zero. This is always possible
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because a rotation ¢ is equivalent to a rotation (27 — ¢) about an oppositely directed
a axis.

If the value of ¢ is near 0 or 77, then | sin¢| << 1 and (3.28) leads to inaccurate results.
In this case, better accuracy can be obtained by using

ay = g(cyz - Czy)
1
ay = E(sz — Cxz) (3.29)

a; = E(ny - cyx)
where
d=[(cy; — Cz,v)z + (cox — sz)z + (Cxy — Cy)c)z]%

A comparison of (3.28) and (3.29) shows that
1
sing = Ed (3.30)

For values of ¢ near 0 or m, this equation is more accurate than (3.27) in determining ¢.
Note that (3.27) uses the main diagonal terms of C to evaluate ¢, whereas (3.30) uses the
off-diagonal terms. For these small positive values of sin ¢, (3.27) is used to determine the
quadrant.

Now consider the case in which the axis and angle variables are given, and we wish to
find the corresponding rotation matrix. First, let us write the rotation matrix C as the sum
of its symmetric and antisymmetric parts.

C=C+C, (3.31)

The symmetric matrix is
1 T
Cs = E(C +C%) (3.32)
and the antisymmetric (or skew-symmetric) matrix is
1
C, = E(C -ch (3.33)

It can be shown that, in terms of axis and angle variables, the symmetric portion of the
rotation matrix is

Cs =cos¢ U + (1 —cospaa’ (3.34)

or, in detail,

2
a;  axa, a.a;

+ (1 —cos¢) | aya, a)z, aya;

a.ay dazay 4 (3.35)

- o O

1 0
Cy=cosgp |0 1
00
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The antisymmetric part of the rotation matrix is

0 a; —ay

C,=sin¢g | —a, 0 a,

a, —ay 0

Let us introduce the tilde matrix notation

0 —-a a,
a=| a 0 —a,
—a, dy 0
Then
C,=—sing a

and the complete rotation matrix is

C=Cy+C,=cos¢p U+ (1 —cos¢aa” —sing a

In detail, we find that

Cxx

ny
Czz
Cyy
Cyx
Cxz
Czx

Cyz

Czy

=(1- cosq&)af +cos¢ = af + (a}2 + af) cos ¢
=(1— cos¢)a§ +cos¢p = af + (a2 + a}) cos ¢
=(1- cosq’))az2 +cos¢ = az2 + (af, +a§) cos ¢
= (1 —cos¢)a.a, + a.sin¢g
= (1 —cosp)aya, — a,sing
= (1 —cos¢)a.a. — aysing
= (1 —cos¢)a.a, +a,sing
= (1 —cos¢)aya; + a,sing

= (1 —cos¢)a.a, — a,sing

Euler parameters

(3.36)

(3.37)

(3.38)

(3.39)

(3.40)

Another method of specifying the orientation of a rigid body is by the use of four Euler
parameters. The Euler parameters are based on the mathematics of quaternions and are
closely related to axis and angle variables. We shall define the Euler parameters in terms of
axis and angle variables as follows:

€ =a sinf
X X 2
évza).sin?
’ 2
. @
€, =a,sin —
2
¢
n = cos —

2

(3.41)
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where we recall that 0 < ¢ < 7. These four parameters are constrained by the single equa-
tion

etet+e+n=1 (3.42)

Euler parameters have the advantages of having no singular orientations and only one
equation of constraint. Thus, they exhibit a good balance between overall accuracy and
computational efficiency.

Let us define the Euler 3-vector as

€=¢€i+¢€j+ek=asin % (3.43)

whose magnitude is

L
e=(e;+e+e)’ (3.44)
Then
E+n’=1 (3.45)

To convert from the direction cosines of the rotation matrix to Euler parameters, we can
use

€x = E(Cyz - Czy)

€y = _(czx - cxz)
(3.46)
€ = E(ny - ny)
1
n:zx/l—i—trC, 0<¢<m
Conversely, to convert from Euler parameters to the rotation matrix, we obtain
1-2 (ef + ef) 2(exey +€.m) 2exe; —€yn)
C=| 2eyex—¢€m) 1-— 2(ez2 + ef) 2(eye; +€xm)
Aecer +em) ety =€) 1-2(ef +¢)) (3.47)
Another form of this result is the matrix equation
C=(—-2Te)U + 2¢€™ — 2¢ (3.48)
where €Te = ef + 6‘2 + 612 and we see that
T, _ 2 1,2y _ 2 2 ¢ _
1-2€=n —(ex-i-ey—i-ez)—cos 5 —sin E—cosrp (3.49)
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Successive rotations

In the earlier discussion of rotation matrices, we found that successive rotations of a co-
ordinate frame are accomplished by successive premultiplications by the corresponding
rotation matrices. The question arises whether a similar procedure is available for use with
Euler parameters. The answer is that such a procedure is indeed available, and consists in
premultiplying the current Euler 4-vector by the matrix

n € —€ €&
—€, 7 € €
R =
€y & n €
—€ —€ —€& 7 (3.50)

where the components of € are taken in the body-fixed frame.
As an example, suppose a first rotation “a”, represented by (€xa, €y4, €4, 14), is followed
by a second rotation “b” given by (exp, €yp, €25, 7). These two rotations are equivalent to

a single rotation given by

€x Nb €2 —€yp  €Exb €xa
€y _ —€z Nb €xb  €Eyb €ya
€ B €y —€xp b €z €za
n —€xb  —€b —€b M Ta (3.51)

An alternate form involving the vector € and the scalar n is given by the two equations

€ = Np€q + Na€p + €4 X €p (3.52)
N ="MNalp — €a " € (353)

where the vectors are again expressed relative to the body-fixed frame. Notice that the
overall axis of rotation depends on the order of the individual rotations, but the angle of
rotation does not.

In terms of axis and angle variables, the sequence of two rotations is equivalent to a single
rotation ¢ about an axis a where

cos ? = cos & cos @ — sin & sin @ a, - a, (3.54)
2 2 2 2 2

and, using this value of ¢,

1 a a . . a .
a= % (sin % cos % a, + cos % sin % a, + sin % sin % a, X a;,) (3.55)
sin —
2
in agreement with (3.52) and (3.53). Again, for a sequence of two given rotations about
specified axes, the final equivalent angle ¢ is independent of the order of rotation, but the

final axis of rotation is not.
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Angular velocity

Consider the rotation matrix which gives the orientation of a body-fixed xyz frame relative
to an inertial XYZ frame. Let (i, j, k) be the unit vectors for the xyz frame and let (I, J, K)
be the corresponding unit vectors for the inertial frame. Then we can write

i-I i-J i-K
C=|j-I j-J jK
k-I k-J k-K (3.56)

thatis, cyy =1i-1I,cy, =1i-J, and so on in accordance with the direction cosine definitions.
Now suppose that the xyz frame has an angular velocity

w =i+ o,j+ ok (3.57)

This will result in changing values of the elements of the rotation matrix. For example,

. di = .1
Cox=— - I=(wxi)-
dt

=(wj— oK) - I=cp 0, —c oy (3.58)
A similar procedure results in the complete set of Poisson equations.
Crx = CyxWz — Czx Wy
Cxy = Cyy; — Czyy
Cxy = Cyz0; — CzzWy
éyx = CoxWy — Cxx Wy
Cyy = Czyy — Cry®; (3.59)

Cyz = CzzWy — Cyz

Czy = Cxy®y — CyyWy
= CxzWy — CyzWx

2z

These equations can be written in the matrix form

C=-wC (3.60)
where
0 -0,
W=\ o, 0 —ow
—oy oy 0 (3.61)

Upon solving (3.60) for &, we obtain

@=-Cct=cCT (3.62)
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which results in

Wy = CzxCyx F CyCyy + C12Cy;
@y = CyxCox F CxyCry + CxzCz; (3.63)
@7 = CyxCrx + CyyCyy + CyrCx;

Now consider the angular velocity of a rigid body in terms of axis and angle variables. It
can be shown that

w=d¢da+singa+(l—cosg)axa (3.64)

where the three terms represent mutually orthogonal components.
We can solve for ¢ and a in terms of w by first taking the dot product of a with (3.64),
obtaining

b=a w (3.65)

Next, noting that a x (a x a) = —a, we obtain from (3.64) that

axw=singaxa—(l—cos¢)a (3.66)
and
ax(@xw)=—singa— (1 —cos¢)axa (3.67)
Recall that

i 1
cor o sng _ 1Hcose (3.68)

2 1 —cos¢ sin ¢

SO
cot% ax(axw)=—(l4+cos¢)a—sing axa (3.69)
Then

¢ .
axw—i—cota ax(axw)=-2a (3.70)
or
. 1 ¢
az—i |:axw+cot§ ax(axw)] 3.71)

It is convenient for computational reasons to find the component rates (a,, ay, ;) of a
relative to the rotating body axes. Using vector notation, we have

(a),.=z'1—w><a=%[axw—cot%ax(axw)] (3.72)

where

@), = ayi + ayj + ak (3.73)
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Similar equations in terms of Euler parameters can be obtained by first recalling
that

. ¢ ¢
=asin —, = cos — 3.74
€ = asin 2 1 = cos 2 ( )
and
1. . ¢
= —=¢sin — 3.75
n 2¢ sin > (3.75)
Then
7 : in 2 ! (3.76)
= ——a-wsin- = ——¢€- .
n 5 ws 2 25 w
A differentiation of (3.74) with respect to time and the use of (3.65) results in
1
é= 7 cos %(a -w)a + sin % a (3.77)

Now substitute for a from (3.71) and note thata x (a X w) = (a - w)a — w. We obtain

é:%cos%(a-w)a—%sin%[axw—i—cot%((a-w)a—w)]

1. ¢ 1 ¢
=—Esm—axw+—c0s—w

2 2 2
1 1
— — 3.78
2<5xcu-|—211w ( )

The basic Euler parameter rates are given by (3.76) and (3.78). However, for computa-
tional purposes we need to find (€),, that is, the values of ¢,, ¢, and ¢;. We obtain

1 1
(e‘),:e‘—i—exw:zexw—&—znw (3.79)

or, in detail,

1
& = E(a)ze), — wy€; + wen)
éy = z(wxez — Wz€x + wyn)
| (3.80)

€ = z(wyex — Wy €y + ;1)
1
N = —E(wxex + wy€y + w;€;)

These kinematic differential equations are widely used and, upon numerical integration,
yield the orientation of a rigid body as a function of time. Note that, in contrast to the
comparable (a), equations, they do not involve trigonometric functions. They require the
body-axis components of w as inputs, and these are often obtained from the solution of the
dynamical equations.
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Conversely, the body-axis components of the angular velocity w can be obtained from
(3.80) and the Euler parameter constraint equation (3.42). They are
oy = 2(Néy + €€y — €y€; — €;7))
wy = 2(Méy + €€, — €.éx — €,1) (3.81)

w; = 2(Mé; + €€, — €xéy — €:1)

Infinitesimal rotations

Consider a body-fixed xyz frame and an inertial XYZ frame which initially coincide. Then
let the xyz frame undergo a sequence of three infinitesimal rotations; namely, 6, about the
x-axis, 6, about the y-axis, and 6, about the z-axis. The overall rotation matrix is equal to
the product of the three individual rotation matrices. If we retain terms to first order in the
small 6s, we obtain

1 6, 0 1 0 -6, 1 0 0
C=|-6, 1 0 0 1 0 01 6,
L 0O 0 1 6, 0 0-6, 1
M1 0. -6,
=| -6, 0,
L 6, —6 1 (3.82)
or
C=U-96 (3.83)
where
0 -6, 6
=1 o, 0 -6
-0, 6, 0 (3.84)

and U is a 3 x 3 unit matrix.

It is important to realize that the order of the infinitesimal rotations does not matter,
in contrast to the situation for finite rotations, where the order must be specified. We can
express a general infinitesimal rotation as a vector
0=601+0,J+6.K (3.85)
where I, J, K are inertial unit vectors. To first order in terms of body-fixed unit vectors,
0=0,i+0,j+ 0.k (3.86)

The component infinitesimal rotations 6y, 6, 6, can be taken in any order. Hence, a sequence
of several infinitesimal rotations is equivalent to a single rotation equal to their vector sum.
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The angular velocity of the rigid body is equal to an infinitesimal rotation A8 divided by

the corresponding time interval At, in the limit as A@ and At approach zero. Thus, to first

order,

w=tim 2% Z0—6i+a,jtok
At—0 At

where w is finite, in general. We see that

W =0, oy=6, o =0,

Upon differentiation of (3.83), we obtain

C=-6=-a

for infinitesimal rotations.
If we use axis and angle variables, we find that

0 =¢a
where

¢ = /02 + 62 + 62

Thus,

2
S

y
a, = —, a, = a, =

) 6.

¢’ ¢
The angular velocity of the rigid body is
w=0=¢a+¢pa=da

where we note that ¢a is infinitesimal.
In terms of Euler parameters, we have, from (3.43) and (3.90) for small ¢,

1
e= -0
2
or
1 1 1
€y = Eex, €y 59}'5 € = 5927 n= 1

The angular velocity is
w=0=2¢
where

E=éitéj+ek

(3.87)

(3.88)

(3.89)

(3.90)

(3.91)

(3.92)

(3.93)

(3.94)

(3.95)

(3.96)

(3.97)
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Instantaneous axis of rotation

Euler’s theorem states that the most general displacement of a rigid body with a fixed base
point is equivalent to a single rotation about some axis through that point. A completely
general displacement of arigid body, however, would require a displacement of all points in
the body. So, if one is given a base point fixed in the body, then the most general displacement
is equivalent to (1) a translation of the body resulting in the correct final position of the
base point, followed by (2) a rotation about an axis through the final position of the base
point which gives the correct final orientation. Now, for a given base point, it is apparent
that the translation and rotation are independent and can take place in any order or possibly
together. Furthermore, for any nonzero rotation angle ¢ and a given axis orientation, it is
always possible to choose a location of the axis of rotation such that any given base point
in the body will undergo a prescribed translation in a plane perpendicular to the axis of
rotation. Hence, all that remains is to give the base point the required translation parallel
to the axis of rotation. Thus we obtain Chasles’ Theorem: The most general displacement
of a rigid body is equivalent to a screw displacement consisting of a rotation about a fixed
axis plus a translation parallel to that axis.

Now suppose that a rigid body undergoes a general infinitesimal displacement during
the time interval Az. Then, in accordance with Chasles’ theorem, the motion in the limit as
At approaches zero can be considered as the superposition of an angular velocity w about
some axis plus a translational velocity v in a direction parallel to w. All points in the body
that lie on this axis have the same velocity v along the axis. This axis exists for all cases in
which w # 0 and is known as the instantaneous axis of rotation.

For the special case of planar motion, the velocity v is equal to zero; and the in-
stantaneous axis becomes the instantaneous center of rotation. The instantaneous axis
of rotation, or the instantaneous center for planar motion, can move relative to the
body and relative to inertial space. However, at the instant under consideration these
points in the rigid body have no velocity component normal to the instantaneous axis of
rotation.

Example 3.1 A solid cone of semivertex angle 30° rolls without slipping on the inside
surface of a conical cavity with a semivertex angle at O equal to 60° (Fig. 3.4). The cone
has an angular velocity w with a constant magnitude wp. We wish to determine the values
of the Euler angles, axis and angle variables, Euler parameters, and their rates of change
when the configuration is as shown in the figure.

Let us use Type II Euler angles. The three successive rotations about the Z, x, and z
axes, respectively, are ¢ = 0, 0 = 30°, and ¥ = 0. From (3.24), or directly by observation
of Fig. 3.4, we find that the rotation matrix is

o ©
N‘S‘ = O

(3.98)

[SIES
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cone y

30| 60°
30°

Figure 3.4.

The cone rotates about its line of contact. Therefore, the body-axis components of its
angular velocity w are

1 3

w, =0, wy = —=wo, w, = £a)() (3.99)
’ 2 2

Then, using (3.19), the Euler angle rates are

¢ = csc O (wx sinyr + w, cos ) = —wy
6 = wycosy —wysiny =0 (3.100)
W =wz—¢5c059=ﬁwo

Next, consider axis and angle variables, where ¢ is now the rotation angle about the
rotation axis a. Since the first and third Euler angle rotations were equal to zero, we see that
the required rotation is 30° about the x-axis. Hence,

a, =1, ay, =0, a, =0, ¢ = 30° (3.101)

This is in agreement with (3.27) and (3.28) which use values from the rotation matrix.
The values of the Euler parameters can now be obtained from (3.41). They are

€, =sin15°, €, =0, €, =0, n = cos 15° (3.102)

The corresponding Euler parameter rates are found from (3.80).

& = E(wzé,v —wye; +oxn) =0

1 —
éy — E(wxez — W€ J’-wyr)) = —% Sil’l450 = —2?5

1 (3.103)
éz = E((A)_‘fx - (L)xey + (Uzn) = % cos45° = %

1
N = —E(wxex + wy€ey +w€,) =0
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Now consider the rates of the axis and angle variables. From (3.65) we find that

p=a.-w=0 (3.104)
Next, recall from (3.71) that
1

2'1:—5 |:a><w+cot§a><(a><w)i| (3.105)
where, for this example,

3 1
axw=—wy (fj + k) (3.106)

2 2

1 3

cotgax(axw):—wcot% =2+ V3w <2j—‘2[k) (3.107)

Thus, we obtain

a=awyp [— %j + (1 + ?) ki| (3.108)

To find the components of 4 in the inertial frame, multiply by CT and obtain

 [1+43
=\

) wo(—J +K) (3.109)

The time derivative of a with respect to the rotating body axes is, from (3.72),

b, _ ] et ®
(a), E[axw coEax(axw)]

_ (1 +2ﬁ) wo(—j +K) (3.110)
or
a, =0, ay:_(1+2«/§) w0, .= <1+2‘/§> 0 G.111)

Notice that these components are equal to the corresponding components of a in the inertial
frame. This is explained by the fact that the axis a about which the rotation ¢ takes place is
fixed in both frames during the rotation, and these frames coincide initially.

3.2

Dyadic notation

Definition of a dyadic

Dyadics are used in vector equations to represent the second-order tensors that are often
expressed as 3 x 3 matrices. A dyad consists of a pair of vectors such as ab written in a
particular order. A dyadic is the sum of dyads.
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Each vector in 3-space may be expressed in terms of an orthogonal set of unit vectors. If
we choose the same set of unit vectors for a and b, we obtain

a=ae; +ae; + aszes

b= b1e1 +b2€2 +b3e3 (3]]2)
We can define the dyadic
33

A =ab= Z Z Ai_,-eiej (3113)

i=1 j=I

where A;; = a;b;. Thus A consists of the sum of nine terms, each containing a pair of unit
vectors.

Now let us define the conjugate dyadic by interchanging the vectors in each term. We
obtain

3
AT=)">"Aijeje (3.114)

i=1 j=1

A dyadic is symmetric if A = AT; it is skew-symmetric if A = —AT. An example of a
symmetric dyadic is the inertia dyadic.

I = Lodi + Lyij + Lok + Ly i+ Lyjj + 1,2k + Loki + L kj + I.kk (3.115)

The moments of inertia I, Iy, and I, are defined as follows:
L= [ o042y
1%
Iy = [ P +xH)dV (3.116)
v

I.= / p(x* + yHdV
14

where p is the mass density and dV is a volume element of the rigid body. The products of
inertia are defined with a minus sign, that is,

Ly =1, = —/ pxydV
’ v
I, =1, = —/ pxzdV (3.117)
v

I, =1, = f/ pyzdV
v

Dyadic operations

In general, the order of the dot product of a dyadic and a vector is important, that is,

A-b#b-A (3.118)
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for an arbitrary vector b. On the other hand, for a symmetric dyadic such as the inertia
dyadic I, we find that

lLw=w-I=H (3.119)

where w is an arbitrary angular velocity and H is the angular momentum about the origin of
the body-axis frame. Notice that the dot product of a vector and a dyadic results in a vector
having a different magnitude and direction, in general.

The cross product of a dyadic and a vector results in another dyadic. Again, the order is
important, that is,

Axb#bxA (3.120)

in general.
The defining equation for a unit dyadic is

U =ii+ jj + kk (3.121)
where one can use any orthogonal set of unit vectors. For an arbitrary vector b we see that
U.b=b-U=b>b (3.122)

A defining equation for the inertia dyadic of a rigid body is

I= / [(p-p)U— ppldm (3.123)

where p = xi + yj + zKk is the position vector of the mass element dm relative to the origin
of the body axes.

Consider next the time derivative of a dyadic. As an example, suppose a rigid body has
an angular velocity w. Its inertia dyadic is

=

i=1j

Lese; (3.124)

3
=1

where the unit vectors are mutually orthogonal and rotate with the body. Upon differentiation
with respect to time, we obtain

. 3 3 .

[=73") dijeie; + Lée; + Iei¢)) (3.125)

i=1 j=1

For a rigid body the moments and products of inertia are constant scalar quantities, so
jij =0. AlSO,

& =wxe (3.126)
€ =—€; xw (3.127)

Hence we see that

I=wxI-Ixw (3.128)
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As another example of the use of dyadic notation, one can write the rotation matrix C in
dyadic form. This rotation dyadic is

C = condi + coyij + e ik + ey i+ cyyji + ¢y i’k
+ o Ki+ ey Kj+ e Kk (3.129)
The first subscript and unit vector in each term refer to an axis of the new primed coordinate

system after rotation, while the second subscript and unit vector refer to an axis of the
original unprimed system. Then, corresponding to (3.1) and (3.4), we obtain

r=C-r (3.130)
and
r=CT.r (3.131)

In order to obtain the transformation equations relating the inertia dyadic of a rigid body
with respect to primed and unprimed reference frames, let us begin with (3.123) and note
that

p=Cl.p=p.C (3.132)
p-p=p-p (3.133)
u=C'.u.c (3.134)

where U’ is the unit dyadic expressed in terms of primed unit vectors. We obtain
I=C".I-C (3.135)
or, conversely,

I'=C-I-CT (3.136)

3.3

Basic rigid body dynamics

Kinetic energy

In accordance with Koenig’s theorem, the kinetic energy of a rigid body is equal to the sum
of (1) the kinetic energy due to the translational velocity of the center of mass and (2) the
kinetic energy due to rotation about the center of mass. Thus,

T =Ty + Tot (3.137)
where
1
Ty = 5mv3 (3.138)
1
T =~w-L-w (3.139)

2
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Figure 3.5.

Here v, is the velocity of the center of mass, I, is the inertia dyadic about the center of
mass, and w is the angular velocity of the rigid body.

Frequently it is convenient to write the kinetic energy of a rigid body in terms of the
velocity of a reference point in the body. Suppose that a point P is fixed in a rigid body
and moves with a velocity v. The position vector of the center of mass relative to P is p,.
(Fig. 3.5). Then, recalling (1.127), the kinetic energy of the rigid body is

1

1
T:Emv2+§w-l~w+mv-pc (3.140)

where the inertia dyadic I is taken about the reference point P.

Example 3.2 A comparison of methods for obtaining the kinetic energy of a system of
rigid bodies can be shown by considering the physical double pendulum of Fig. 3.6. Two
identical rigid bodies, supported by joints at A and B, move with planar motion. The bodies
each have mass m, length /, and moment of inertia /. about the center of mass.

In general, Koenig’s theorem applied to a system of N rigid bodies gives

1 N 1 N
T = Ezmivcz,i—i-EZW[-Ici-wi (3141)
i=1 i=1
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L s s

(a) (b)

Figure 3.6.

First, consider Fig. 3.6a where absolute angular displacements are used. Noting that

my=mp;=m (3.142)
li=1a=1 (3.143)
V4 =a*é?, v =1760% + a%03 4 2al6,6, cos(6r — 6)) (3.144)

we obtain the total kinetic energy
1 TR STt | 20 L
T = E(IC + ma”)07 + Eml 07+ E(IC + ma*©)05 + mal6 0, cos(6, — 61) (3.145)

Another approach is to invoke (3.140) for a system of N rigid bodies, namely,

1 N 1 N N
T=EZm,«V?—I—EZwi-Ii~wi+2m,-v,--pc,~ (3146)
i=1 i=1 i=1

where v; is the velocity of the reference point of the ith body. In this case, we take reference
points at A and B, respectively, for the two bodies. The velocities of the reference points
are

v =0, vy =16, (3.147)
and the moments of inertia about the reference points are

L=5L=1I1=1I.+md (3.148)
Noting that

P = W X Py (3.149)
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we obtain
_1 2 | 452 l 242 5 _
T = 21(9l +92) + 2ml 01 + mal® 0, cos(6, — 6;) (3.150)

This result agrees with that obtained earlier in (3.145) but the use of (3.146) is somewhat
more direct. Thus, it is sometimes advantageous to use a reference point which is not at the
center of mass.

The kinetic energy expression can be used to find the inertia coefficients. They are given

by
T (3.151)
mpjj = ———— .
Y 9g;04,
which results in
my=14+ml,  mpn=1I mp=my =malcos® — 6)) (3.152)

Here m; is equal to the moment of inertia about A due to the first body plus the mass of
the second body considered as a particle at B. Furthermore, m,; is the moment of inertia
of the second body about its reference point B.

Now let us consider the case illustrated in Fig. 3.6b in which 6, is measured relative to the
first body rather than having a fixed reference. With the aid of (3.146), the kinetic energy is
found to be

1 ., 1 5., 1 . o
T = 519% + Emﬂe% + 51(9‘ +62)* + malf (61 + 62) cos b,
1 o1 .
= 5(21 + ml* 4 2mal cos 6,)6% + E195 + (I 4+ mal cos 6,)6,6, (3.153)
Then (3.151) yields

myy = 21 + ml? + 2mal cos 6,, my =1, mip =myy =1 +malcos6, (3.154)

In this case, notice that m; is equal to the moment of inertia about A of the rigidly connected
bodies. Again, m»; is equal to the moment of inertia of the second body about B.

Vectorial dynamics, Euler equations
The translational equation of motion for a rigid body has the vector form
ma=F (3.155)

where a is the acceleration of the center of mass and F is the total force acting on the body,
including any constraint forces. For a given total force acting on the body, this equation has
the same form as if the total mass m were concentrated as a particle at the center of mass.

Most of our attention, however, will be given to the rotational motion of a rigid body. A
fruitful approach is to use the vector equation

H=M (3.156)
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which applies if the reference point for the angular momentum H and the total moment M
acting on the body is either (1) fixed or (2) at the center of mass. Let us choose a body-fixed
coordinate system and let the reference point be at the origin O. The angular momentum is

H=1 w (3.157)
or, in terms of body-axis components,
Hy = Lixwy + Iywy + 0,
Hy, = I o, + I,,o,+ 1,0, (3.158)
H, = Lo+ Iy0, + I 0,
Upon differentiation with respect to time, and referring to (3.128), we obtain
H=Il.w+l -w

=l w+(wxI-Ixw) w

=l wtwxl w (3.159)
where we note that
Ixw)-w=0 (3.160)
From (3.156) and (3.159) we obtain
lwtwxl-w=M (3.161)
Written in detail, we have the generalized Euler equations:
Loy + Ley(@0y — 0:0,) + Lo(@0: + 0x0,) + (I; — Loy, + 1y (0] — o?) = M,
L@y + 0y0;) + Loy + 1 (@, — 0,0,) + (Iix — L)oo, + I, (0 — 0}) = M,
L@y — 0yo;) + Ly(@y + 0:0,) + Lo, + (Iyy — Le)ogwy + Ly (0F — o)) = M,

(3.162)

These equations apply for an arbitrary orientation of the body axes relative to the rigid body.
Equations (3.161) or (3.162) can also be written in the matrix form

Io+olo=M (3.163)

where @ is given by (3.61) and represents the cross product of w.

Usually it is convenient to choose body axes which are also principal axes. Then the
products of inertia vanish and we obtain the familiar Euler equations:
Lo, + (I; — Iy))oy0, = M,
Iyyoy + Ly — I o0 = M, (3.164)
Lo, + (Iyy — L)oo, = M,

Here the reference point for H and M is the origin O of the body-fixed frame, and this

point is located at the center of mass or at an inertially fixed point. If the applied moments
are known, these nonlinear first-order differential equations can be integrated numerically
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to give the w components as functions of time. To obtain the orientation as a function of
time, the ws are substituted into the kinematic equations (3.16) or (3.19) or (3.80), and these
are integrated numerically to give Euler angles or Euler parameters as functions of time.
As an extension of this vectorial approach to the rotational dynamics of a rigid body, let
us consider the case of a reference point P which is fixed in the body, but it is neither at
the center of mass nor at a fixed point in space. The angular momentum with respect to
Pis
H,=1, w (3.165)
where I, is the inertia dyadic of the rigid body about P. The equation of motion corre-
sponding to (3.156) is

H, =M, — p, x mv, (3.166)

in agreement with (1.115) which was obtained for a system of particles. The last term of
(3.166) can be interpreted as the moment about P due to an inertia force —mv,, acting
through the center of mass, and due to the acceleration of the reference point. Thus we
obtain

I, wtwxl,-w+p. xmv,=M, (3.167)

This result may be regarded as an extension of Euler’s equation for the case of an accelerating
reference point.

In general, the angular momentum H,, about an arbitrary reference point P is equal to
the angular momentum H, about the center of mass plus the angular momentum due to the
translational velocity of the center of mass relative to the reference point. For this case in
which the reference point P is fixed in the rigid body, we have (see Fig. 3.5)

H,=H.+mp, x p. =H, +mp, x (W x p,.) (3.168)
Hence, we obtain
Ip cw=I-w+ mpzw - m(pc : w)p¢

=1 ~w+m(p?U—pcpc) cw (3.169)
Since w is arbitrary, we see that
I, =1 +m(p}U—p.p.) (3.170)
where, in terms of body-axis components,
Pe = XA+ yj+ zck (3.171)

In detail, the moments and products of inertia about P due to a translation of axes are

Lo = (Ie)e +m (2 +22)
Ly = (yy)e +m (2 +x7) (3.172)
;=) +m (xcz + yrz)
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and

Ly = (Iiy)e — mxcye

Li; = (Lip)e — MXcZe (3.173)
Iy, = (1)) — mycze

‘We see that a translation of axes away from the center of mass always increases the moments
of inertia, but the products of inertia may increase or decrease.

Ellipsoid of inertia

Consider the kinetic energy of a rigid body rotating about a fixed reference point. It is,
similar to (3.139),

1
T=swlw (3.174)

where I is the inertia dyadic about the reference point and w is the angular velocity vector.
An alternate expression for the kinetic energy due to rotation about a fixed reference point
is

1

T = 3 Iw? (3.175)

where the scalar [ is the moment of inertia about the axis of rotation and w is the magnitude
of the angular velocity. This is apparent from (3.174) for the case where w is directed along

one of the coordinate axes.
From (3.174) and (3.175) we obtain

1 1
—w-lw=-=- I (3.176)
2 2
or, dividing by the right-hand side,
p-I-p=1 3.177)
where

=2 (3.178)

We see that p has the same direction as w and a magnitude that is inversely proportional to
/T or the radius of gyration. Suppose we consider p to be a vector drawn from the origin
of the body-fixed frame to the point (x, y, z), that is,

p = xi+yj+zk (3.179)
Then, (3.177) takes the form
Loox? 4+ Ly y? + 1,27 + 2L xy + 2L xz 4+ 21, yz = 1 (3.180)

This is the equation of an ellipsoidal surface and is known as the ellipsoid of inertia.
The ellipsoid of inertia is fixed relative to the rigid body and the body-fixed frame. It is
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essentially a three-dimensional plot which gives the value of 1/+/T for any axis passing
through the origin of the xyz frame. The major axis is the axis having the minimum moment
of inertia. Similarly, the minor axis is the axis having the maximum moment of inertia; it
is perpendicular to the major axis. These two axes plus an orthogonal third axis constitute
the set of three principal axes corresponding to the principal moments of inertia. The
orientations of the three principal axes are such that all products of inertia are equal to zero.
This means that the inertial coupling terms associated with products of inertia dissappear
and, for example, the generalized Euler equations (3.162) simplify to the standard equations
of (3.164).

Suppose we are given a general inertia dyadic I and we wish to calculate the principal
moments of inertia of the body. If a rigid body is rotating about a principal axis, then its
angular velocity and angular momentum are parallel, that is

H=1lw=Ilw (3.181)

where the proportionality constant / on the right is a principal moment of inertia.
Equation (3.181) has the form of an eigenvalue problem. In terms of dyadics we have

(I-1U)-w=0 (3.182)

or, using matrix notation,

([xx - [) Ix_v Ixz Wy
Iy (yy = 1) Iy Wy | = [0]
I L, (U.—-D]|o (3.183)

We assume that w # 0, so the determinant of the coefficients must equal zero, that is,

(Ixx - I) [xy [xz
I, Iy = 1) I, =0
I« Iy ;= 1) (3.184)

This determinant yields a cubic equation in / known as the characteristic equation. Its three
real roots are the three principal moments of inertia.

For each root I the direction of the corresponding principal axis is found by solving
(3.183) for the ratios of the components of w. These axes are also the principal axes of the
inertia ellipsoid of the body.

Example 3.3 Consider a rigid body having an inertia matrix

28 —8 —4
I=|-8 28 —4|kgm?
—4 —4 24 (3.185)

with respect to a body-fixed xyz frame. We wish to solve for the principal moments of
inertia and the directions of the corresponding principal axes. The characteristic equation
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is obtained from (3.184). It is

8—-1) -8 —4
-8  (28—-1) -4 |=0
—4 -4 @-D (3.186)
or
I’ —801%+20321—-16128=0 (3.187)

The roots of this characteristic equation are the values of the principal moments of inertia.
In increasing magnitude, they are

I, = 16, I, =28, I; = 36 kg-m? (3.188)
The corresponding axis directions are obtained from (3.183), namely,

(28 — DNw, — 8wy — 4w, =0
—8w, + (28 — Nwy, — 4w, =0 (3.189)
—4w, — 4wy + (24 — Do, =0

All three equations must be satisfied, but usually any two equations are sufficient to solve
for the w ratios.

Assuming that no principal axis lies in the yz-plane, let us set w, = 1. Then, for I; = 16
we obtain w, = wy, = w, = 1. For I, = 28 the resultis w, = wy, = 1, @, = —2. The result
for I3y =36 is wy = 1, w, = —1, w, = 0. Now let us normalize each set of ws to give a
unit vector magnitude, resulting in a set of direction cosines for each principal axis. The
direction cosines can be combined to form the three rows of a rotation matrix C for rotation
from an original xyz frame to the principal x"y’z’ frame. A system of labeling for the primed
axes which requires the least rotation is obtained by placing the most positive terms on the
main diagonal of C, possibly by multiplying a row by —1. We obtain

1 1 1
Vi VA3
_L 1L 9
V2 2
FE v (3.190)
One can check that the principal moments of inertia are obtained from
I'=cIc” (3.191)

Also, to be sure of a right-handed principal coordinate system, one should check that the
determinant |C| = 1.

Modified Euler equations

Sometimes it is convenient to use a rotational equation having a form similar to (3.161)
but being different in that strict body axes are not used. In general, suppose that H and M
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are expressed in terms of unit vectors associated with a Cartesian frame having an angular
velocity w,. Then the rotational equation has the vector form

H), +w. xH=M (3.192)

where (H), is the time derivative of total angular momentum H , as viewed from the rotating
frame and assuming that the unit vectors fixed in this frame have time derivatives equal to
Zero.

An important application of this approach occurs in the case of an axially symmetric
rigid body. Let us assume that the x-axis of an xyz frame is the axis of symmetry, and the
reference point is chosen at the center of mass or at an inertially fixed point on the axis
of symmetry. Let /, be the moment of inertia about the symmetry axis, whereas I, is the
moment of inertia about any transverse axis at the reference point.

Now suppose that the body rotates about the axis of symmetry with an angular velocity
or spin rate s measured relative to the xyz frame. If we let the angular velocity of the xyz
frame be

we = o + o,j + ok (3.193)

we see that the angular momentum of the body is

H = L,(w, + )i+ Lw,j+ Lok (3.194)
Also,
H), = L(@x + )i+ Loy + Lok (3.195)

Then, substituting into (3.192), we obtain the modified Euler equations:

Ia(d).\' +S) = Iad) = Mx
Loy, — U, — L)w,w, + I,so, = M, (3.196)
Lo, + U, — L)wo,w, — I;sw, = M,

where the fotal spin €2, which is the total angular velocity about the symmetry axis, is
QL=w,+s (3.197)

Until now the relative spin s has been arbitrary. For example, if we set s = 0, the modified
Euler equations revert to ordinary Euler equations for an axially symmetric body. But we
can choose s in such a way that the kinematics of solving for the orientation of axially
symmetric body is relatively easy. Let us use type I Euler angles and let ¢y and 6 specify
the orientation of the xyz frame. The inertial XYZ frame is chosen so that the XY-plane is
horizontal and the Z-axis is positive downward. Since the third Euler angle ¢ does not
affect the orientation of the xyz frame, its y-axis remains horizontal. This implies that the
horizontal component of w, must lie along the y-axis, and we have the constraint equation
(see Fig. 3.7)

wy cos + w, sinf =0 (3.198)
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Figure 3.7.
or
wy = —w; tan 6 (3.199)

where we note that the xz-plane is vertical. The vertically downward component of w, is
¢, that is,

¥ = —w, sinf 4+ w, cos§ = w, secH (3.200)
Also, we have

0= wy (3.201)
p=5s=Q—w, =Q+w, tand (3.202)

Now let us eliminate w, and s from (3.196) and the modified Euler equations have the form

Lo = M, (3.203)
Loy + Lol tand + [,Qw, = M, (3.204)
Lo, — Loyo, tand — [,Qo, = M, (3.205)

These three first-order dynamical equations plus the three first-order kinematical equations
(3.200)—(3.202) can be integrated numerically to obtain the Euler angles as functions of
time. Thus, we have obtained relatively simple equations for the rotational motion of an
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axially-symmetric body. Note that the third terms in (3.204) and (3.205) are gyroscopic
coupling terms.

Another approach is to write the dynamical equations directly in terms of type I Euler
angles and their time derivatives. One can use

Q=¢—ysind (3.206)
w, =6 (3.207)
w, = cosh (3.208)

and then (3.203)—(3.205) take the form

I(¢p — ¥ sin@ — 6 cosf) = M, (3.209)
1,0 + ¥ sin 6 cos 0) + 1,4 (¢ — ¥ sin@) cos 6 = M, (3.210)
I,(Yr cos @ — 2460 sinf) — I,6(¢p —  sinf) = M, 3.211)

These three second-order dynamical equations are somewhat more complicated than those
obtained earlier in (3.203)—(3.205).

Finally, let us consider the rather common situation in which there is no applied moment
about the axis of symmetry, that is,

M,=0 (3.212)
Then there are only two first-order dynamical equations, namely,

Loy + Lo? tan + [,Qw, = M, (3.213)
Lo, — Lwyw, tan — 1,Qw, = M, (3.214)

where the total spin Q is constant. If M, and M are known as functions of (, 0, ),
these dynamic equations plus the kinematic equations (3.200) and (3.201) can be integrated
numerically to give the orientation of the axis of symmetry as a function of time.

Example 3.4 As an example of an axially symmetric body with no moment applied about
its axis of symmetry, consider the motion of a top with a fixed point under the action of
gravity (Fig. 3.8). The top has a constant total spin €2 and its center of mass lies at distance
[ from its fixed point O.

The differential equations of motion, obtained from (3.204) and (3.205), are

Loy + I,a)? tan6 + [,Qw, = —mglcos O (3.215)
Lo, — Lwyw tanf — [,Qw, =0 (3.216)

and we recall that
6= w, (3.217)

Let us consider the case of a top with a large spin €2 and assume that the axis of symmetry
remains nearly horizontal, that is, 6 is small. In addition, assume that w, and w, are small.
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Figure 3.8.

Then, neglecting higher-order terms, (3.215) and (3.216) take the linear forms

Loy + 1[,Qw, = —mgl
Lo, — 1,Qwy, =0

Now differentiate (3.219) with respect to time, obtaining

. I
Wy = o,
Y 19
and substitute into (3.218). The result is
I, +1,Qw, = 1
Iasz adeWz; = —mg
This differential equation has a solution of the general form
y mgl LA 1,2t 4 Bsi 1,2t
w, =% =— cos sin
N 1,22 I I;
Then, from (3.219) we find that
. 1, 1,92t
wy, =60 =—Asin + Bcos ——

t t

where the constants A and B are evaluated from initial conditions.

(3.218)
(3.219)

(3.220)

(3.221)

(3.222)

(3.223)

As a specific example, consider the case of cuspidal motion of a fast-spinning top or
gyroscope and assume that its symmetry axis is nearly horizontal. We have the initial
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conditions
wy(0) = w,(0) =0 (3.224)
and obtain the solutions
. mgl . 1,9t
w,=0=— sin (3.225)
1,Q 1,
. mgl 1,2t
=Y =— 1— —_— 3.226
w, =Y L9 < cos 7 ( )
Assuming the initial condition 8(0) = 0, (3.225) can be integrated to yield
I,mgl 1,2
0 =— e 1 —cos T (3.227)

We have assumed that 0 is small and 2 is large. More specifically, let us now assume
that Q2 >> I,mgl/I?. Then w, and w, will also be small, as we have assumed.

A plot of 0 versus v indicates that a point on the symmetry axis follows a cycloidal path
with upward-pointing cusps. The average precession rate is mgl//1,$2 and the frequency of
the sinusoidal nutational oscillation in 0 is 1,2/1,.

Example 3.5 Letus use Euler’s equations to solve for the rotational motion of arigid body
under the action of a constant applied moment relative to the body axes. Assume that the
principal moments of inertia are I, < %I).). < %Izz. There is a constant applied moment
M about the z-axis and we assume that the initial conditions and the magnitude of M, are
such that 0, >> (wy, w.).

The Euler equations in this instance are

Loy + (I, — Iyy)wywz =0 (3.228)
Lyoy — (I; — L)oo, =0 (3.229)
Lo, + (Iyy — Li)wywy = M, (3.230)

Since wy, and w, are small, (3.228) can be approximated by @&, = 0 or
Wy = Q (3.231)

where €2 is a constant. Then a differentiation of (3.229) with respect to time results in

. Izz - Ixx .
Wy = ——Quw, (3.232)
I,

where, from (3.230),

I, —1 M.
W, = -2 Quw, + —= (3.233)

I, i I
Thus we obtain
I, — L), — I I, — I,
oy + Ly UCE: )szv == oM, (3.234)
Iyl ’ Lyl
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The solution of this linear differential equation has the form

wy = Cicosit + Cpsinht + —————— (3.235)
’ (Iyy - xx)Q
where the natural frequency is
1,, — L. — 1.
o \/( w = Le)Uee = L) (3236)
Iy I
Then, from (3.229),
Iy .
w, = ———,
(I — L)
Iyyx .
= —————(Cycos At — Cy sinAt) (3.237)
(Izz - Ixx)Q
As a specific example, let us assume the initial conditions w,(0) = @,(0) = 0. Then
M,
Cil=———-—"7—, C,=0 (3.238)
(Iyy - Ixx)Q

and we obtain the solutions

M,
W, = ——* (1 —cosAt) (3.239)
’ (Iyy - IXX)Q
M, .
w, = —— sin At (3.240)
I A

iz

Since € and A are large, we see that w, and w, are small, in agreement with the earlier
assumption.

It is perhaps surprising that a constant applied moment about the z-axis produces an w,
which is periodic with average value zero rather than constantly increasing. A plot of w,
versus o, is elliptical with its center on the w, axis. Furthermore, notice from (3.236) that
if I, is the intermediate principal moment of inertia, then the solutions for w, and w, are
no longer sinusoidal and they do not remain small.

Lagrange’s equations

The various forms of Lagrange’s equations such as (2.34), (2.37) and (2.49) are all useful
in obtaining equations of motion for a system involving one or more rigid bodies. There are
restrictions, however, on the use of Lagrange’s equations.

The first restriction is that a complete set of ¢s and ¢s must be used in writing the energy
functions 7 and V. This means that the chosen set of generalized coordinates must be able
to specify the configuration of the system, thereby specifying the locations of all particles
and mass elements of the system.
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As an example, suppose we wish to use type I Euler angles as generalized coordinates in
the Lagrangian analysis of the rotational motion of an axially-symmetric body having no
applied moment about the axis of symmetry. The rotational kinetic energy can be written
in the form

_l 2 1 2 22
T =L@ + 51,6 + P cos’6) (3.241)

where the moments of inertia are taken about the center of mass and the total spin 2 is
constant. Let us apply Lagrange’s equation in the fundamental form

d (TN _oT _ o)
dr \ 9¢; dg; ’

where the gs are the Euler angles (v/, 6, ¢). If we assume that neither Q, nor Qg are
functions of ¢ or ¢, then it appears that the 1 and 6 equations can be solved separately,

treating €2 as a constant in the differentiations, and effectively reducing the number of
degrees of freedom to two.

This application of Lagrange’s equation would be incorrect, however, because the system
actually has three rotational degrees of freedom, but the third Euler angle ¢ has not entered
the analysis. Thus, we have not used a complete set of generalized coordinates. A correct
approach would be to substitute

Q=d¢ — 4 sind (3.243)

into (3.241) and obtain
_l L i )2 l 2, P22
T = 2Ia(¢> Y sinf)” + 2I,(9 + ¥~ cos” 6) (3.244)

The use of this kinetic energy function in Lagrange’s equation (3.242) leads to correct
equations of motion. An alternate approach would be to notice that ¢ is an ignorable
coordinate and use the Routhian method.

The second restriction on the use of Lagrange’s equation in a form such as (3.242) is
that true ¢s must be used in writing the kinetic energy T'(q, ¢, t), rather than using quasi-
velocities as velocity variables. A quasi-velocity u; is equal to a linear function of the gs
and has the form

uj:Z\pji(q7l)Qi+q’jt(Qst) G=1L....n (3.245)

i=1
where the right-hand side is not integrable.

A common example of quasi-velocities would be the body-axis components w,, @,, @, of
the angular velocity w of a rigid body. In terms of Euler angles, which are true coordinates,
we have
wy = ¢ — Ysind
w, = Y cosOsing + 6 cos ¢ (3.246)
. = Y cos@ cos ¢ — O sing
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and we see that the right-hand sides are not integrable. Assuming principal axes, the kinetic
energy due to rotation about the center of mass of a rigid body is

1 2 2 1 2
T = lLawy + s Loy + S 10; (3.247)

However, a substitution into Lagrange’s equation (3.242), treating the ws as ¢s, does not
result in correct equations of motion. Terms are missing. Thus, the correct Euler equations
of motion are not obtained by using Lagrange’s equation. It is possible, however, to expand
the Lagrange formulation to include the required terms. This is a topic to be discussed in
the next chapter.

Example 3.6 Let us obtain the differential equations for the rotational motion of a rigid
body, using type I Euler angles as generalized coordinates. We choose the center of mass as
the reference point and thereby decouple the translational and rotational motions. Assume
a principal axis system and arbitrary applied moments.

The rotational kinetic energy is found by substituting from (3.246) into (3.247) with the
result that

1 o 1 . .
T = EIm(qb — ¥ sind)? + 51},}@ cos 0 sin ¢ + 0 cos $)?
1 .
+ Elzz(w cos 0 cos ¢ — 6 sin p)? (3.248)

The generalized momenta are

T . y L
b= @ = [Lxy sin" 6 + (I sin” ¢ + I;; cos™ ¢) cos™ O]y
+[(Iyy — I;) cos O sing cos p10 — I sin6
aT ) .
Po= o5 = (Iyy — L)Y cos @ sin cos ¢ + (I cos® ¢ + I, sin® ¢)d (3.249)
T S
Py = % = I(¢ — ¥ sin6)

These equations have the matrix form
p=mq (3.250)
where the mass or inertia matrix is

[Ix sin® 0 + (1, sin” ¢ . _
+ 1. cos? ¢) cos? 0] (Iyy — I;)cosfsingcosp —I,sinf

m= (Iyy — I ;) cos 6 sin ¢ cos ¢ I, cos’¢p+ I, sin” ¢ 0

—I,sinf 0 Ly (3.251)

for the order (v, 6, ¢).
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The differential equations of rotational motion are obtained by using Lagrange’s equation
in the form

d (TN _oT _, 3252,
dr \ 9¢; dg; '

These equations of motion are

[£yy sin® @ + (I, sin® ¢ + I, cos® ¢p) cos” 01y + (I, — I..)6 cos @ sin ¢ cos ¢
— L $siné + 2[Ly, — (Iyy sin? ¢ + I cos® ¢)]46 sin 6 cos 0
+ 21y, — I.)Yr¢ cos® O sin cos ¢ + (I, — I,,)07 sin 0 sin ¢ cos ¢
+ [=Lex + (yy — I;)(cos? ¢ — sin® )| cos 6 = Qy

(Iyy — I.;)¥ cos 8 sin cos ¢ + (1, cos® ¢ + I, sin> ¢)d
— [ — Uy, sin? o+ 1, cos? ¢>)]1,/}2 sin 6 cos 6
+ [ox + (Iyy — I)(cos® ¢ — sin? )| cos O + 2(I,, — I,,)0¢singcosp = Qy
N . . (3.253)
— LY $in6 + Lo + (I, — Iyy)yr cos® 6 sin ¢ cos ¢
= [l + Uy, — IZZ)(cos2 ¢ — sin® @) W6 cos b

+ Uy - I..)6%sin¢ cos ¢ = 04

In accordance with the virtual work approach to finding generalized forces, we see that
a total applied moment M is associated with a virtual work

SW=M-ey sy +M-e 560 +M-e; 5¢ (3.254)
where es are unit vectors in the directions of the respective rotation axes (Fig. 3.2). Thus,
Oy =M ey, Qo =M-ep, 0s=M-ey (3.255)

The three second-order differential equations given in (3.253) are relatively complicated.
Furthermore, they must be solved for the individual accelerations v/, §, and ¢ before being
integrated numerically. This involves an inversion of the mass matrix m. By comparison,
the use of the three first-order Euler equations given in (3.164) to solve for w,, w,, and .,
followed by the three first-order kinematic equations of (3.16) to obtain the Euler angles v,
0, and ¢, appears to be much simpler.

The use of type II Euler angles and Lagrange’s equation would result in equally compli-
cated equations of motion.

Angular velocity coefficients

The state of motion of the ith rigid body can be expressed by giving the velocity v; of a
reference point P; fixed in the body and also giving its angular velocity w;. In terms of gs,
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the velocity v; can be written in the form

Vi =Y %i(q Dd; + Yiulg, ) (3.256)
j=1
asin (1.43). The s are called velocity coefficients and, in particular, v;; is a vector coefficient
representing the sensitivity of the reference point velocity v; to changes in ¢;.
In a similar manner, the angular velocity w; of the ith body can be expressed as

n
wi =Y Bi(g.1)q; + Bilg. 1) (3.257)
j=1
where the 3s are called angular velocity coefficients.
We see that
ov; (3.258)
Yij = 5> .
] 3qj
and
aw,-
B =— (3.259)
J 3(1]'

Furthermore, for the case of a scleronomic system, we find that all v;, and all 3;, are equal
to zero.

Now, let us consider virtual work as it applies to a rigid body. An arbitrary set of forces
acting on the ith body is dynamically equivalent to a total force F; acting at the reference
point plus a couple of moment M; which may be applied anywhere on the body. The virtual
work of this force system due to an arbitrary virtual displacement is

SW; =F; -6r; +M; - 86; (3.260)

where dr; is a small displacement of the reference point and §6; represents a small rotation
of the body. Now

n
or; = Z’Y{,/‘S‘Ij (3:261)
j=1
and
86; = Zgij(gqi (3.262)
j=1

Therefore, for the ith body,

n

SW,' = Z(Fl : '7,']' + Mi . ﬂij)aqj (3263)

j=1

For a system of N rigid bodies, the total virtual work is

N N n
SW =D "8W, =" (F -7, +M - B;)q, (3.264)
i=1

i=1 j=1
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This is of the form
SW = Z 0;8q; (3.265)
j=1

where the generalized force associated with ¢g; is

N
Q=) Fiv;+Mi-3) (G=1..n (3.266)
i=1

As an illustration of the meaning of the 3s in (3.266), consider a rigid body whose
orientation is given by three Euler angles, as in Example 3.6 on page 178. Referring to
(3.255), we see that

B = ey, B> = ey, 13 =€ (3.267)

where the es are unit vectors in the directions of the respective rotation axes. In general,
however, the angular velocity coefficients need not be of unit magnitude.

‘We have defined the velocity coefficients and angular velocity coefficients with respect to
true velocities (¢s), but one can also define these coefficients with respect to guasi-velocities.
Thus, when using quasi-velocities (us) as velocity variables, we write

BV,‘

= 3.268
Bwi
B =50, (3.269)

Furthermore, we find that

Vi = Yii(q, Duj +vi(q, 1) (3.270)

j=1

wi =Y Bylg, Hu;+ Big, 1) (3271)
j=1

The generalized force Q; associated with u; is given by (3.266) where the s and 3s are

obtained from (3.268) and (3.269).

If the velocity variables are a mixture of quasi-velocities and true velocities, one can use
quasi-velocity notation and identify some of the us with ¢s as a special case of (3.245).

Free rotational motion

The rotational motion of a rigid body is free if the system of applied forces results in a
zero moment about the reference point which is inertially fixed or at the center of mass.
Our approach to solving for the free rotational motion will be to use integrals of the motion
directly, rather than starting with second-order differential equations.

Let us represent the orientation of the body by type II Euler angles (Fig. 3.3). Since there
are no applied moments, the angular momentum is constant in magnitude and direction. Let
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us define the vertical direction as the direction of the H vector, that is, H can be considered
to lie along the positive Z-axis. Then, assuming that the xyz body axes are principal axes,
we see from the geometry that

H, = I,xw, = Hsinfsiny (3.272)
H, = I,,w, = Hsin6 cosyr (3.273)
H, = I,;0, = Hcos6 (3.274)

where H is a positive constant. Thus, we obtain

. . H
wy = ¢sinfsiny 4+ 6 cos Yy = = sin @ sin (3.275)

xx

. . H
wy, = ¢sinfcosy —Osiny = [—sine cos ¥ (3.276)
yy

cos 6 (3.277)

. . H
w, =¢cosd + Y = 7

2z

These three equations represent the integrals of the motion; that is, we can write three
independent functions of the ¢gs and ¢s which are equal to zero. Finally, solving (3.275)-
(3.277) for the type II Euler angle rates, we obtain

) 2
b=H sin” ¥ n cos” Y (3.278)
Ly I,

. 1 1 . .

0=H (1— — —) sin 6 sin iy cos ¥ (3.279)
xx vy

. 1 sin?y  cos?

v=H— - "—"— cosé (3.280)
I, Ly I,

Note that the precession rate ¢ is always positive, but the nutation rate 6 and the relative
spin ¥ may have either sign. If the z-axis is an axis of either maximum or minimum moment
of inertia, we find that 0 < 6 < 7 /2 for any physically realizable body. If I, is the minimum
moment of inertia, ¥ is positive; if I.. is maximum, then v is negative.

Axial symmetry

Now suppose that the body-fixed z-axis is a symmetry axis. Let

Ia=Iy=1, IL.=1I, (3.281)
First, we note from (3.279) that

=0 or 6 =-const (3.282)

From (3.278), the constant precession rate is

s=4 (3.283)
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The relative spin rate, from (3.280), is also constant, that is,

. 1 1
v =H (Z — 7:) cos 6 (3.284)
where
1,Q
=2 (3.285)
cos 6
and the total spin €2 is
Q=w, =dcos + (3.286)
which is constant. Thus, we find that
. 1,
= (1 _ I_) Q (3.287)
t

For the prolate case (I, < I;) we find that v is positive; whereas, for the oblate case
(I, > I,), V¥ is negative. Here we take the positive direction of the symmetry axis in this
free motion so that the total spin €2 is always positive or zero.

Notice that, since 0 is constant, the symmetry axis will sweep out a conical surface as it
precesses about the H vector which lies on the Z-axis. This is called a coning motion and
is typical of the free rotational motion of an axially-symmetric body.

The Poinsot method

The Poinsot method is a geometrical method of representing the free rotational motion of
a rigid body. It is exact and is based upon the conservation of angular momentum and of
kinetic energy.

Let us choose a set of principal axes at the center of mass as the xyz body-fixed frame.
Then, if 1, I, and 5 are the principal moments of inertia, (3.180) representing the ellipsoid
of inertia reduces to

Lx>+ Ly’ + L2 =1 (3.288)

The Poinsot construction (Fig. 3.9) pictures the free rotational motion of a rigid body
as the rolling of its ellipsoid of inertia on an invariable plane which is perpendicular to
the constant angular momentum vector H drawn from the fixed center O. To see how this
comes about, recall from (3.178) that the vector p from O to P is

_ v (3.289)

Also, from (3.176) we note that the rotational kinetic energy is

1 1
Trot = 7@ H= 5 Io* (3.290)
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invariable

plane
RE

ellipsoid
of inertia

Figure 3.9.

Thus, we find that the length OS is

-H w-H V2T,
P _ — Voimt (3.291)
H oH «/7 H
which is constant as P moves. This means that the point P moves in a plane that is
perpendicular to the angular momentum vector H and intersects it at S. This plane is fixed

in space and is known as the invariable plane.

Next, we need to show that the invariable plane is tangent to the inertia ellipsoid at P.
The ellipsoid has the form

F(x,v,2)=Lx*+ Ly’ + Lz =1 (3.292)

The direction of the normal to the ellipsoid at P is found by evaluating the gradient V F at
that point. Now
oF + aF n oF K
= — i I —
dax ay J 9z
=2Lxi+2hLyj+21zk (3.293)

VF

We see that V F is parallel to H since
H=lLwi+ ho,j+ Lok (3.294)
and

Wy iy lw,=X1Y12Z (3.295)
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that is, w and p have the same direction in space. We conclude that the invariable plane is
tangent to the inertia ellipsoid at P. The instantaneous axis of rotation passes through the
contact point P, so the ellipsoid of inertia rolls without slipping on the invariable plane.
Because w has a component normal to the invariable plane, there is also some pivoting
about P. Of course, the actual rigid body goes through the same rotational motions as the
ellipsoid of inertia.

It is interesting to consider the path of the contact point P on both the invariable plane
and the inertia ellipsoid. The path of P on the invariable plane is called the herpolhode. 1t
is not a closed curve, in general, as P moves continuously between two circles centered on
S and corresponding to extreme values of (6 — o). During successive intervals of 7/2 in
¥, P moves from tangency with one circle to tangency with the other.

The curve traced by P on the ellipsoid of inertia is called a polhode. For any rotation
not exactly about a principal axis, the polhode curves are closed and encircle either the
axis of minimum moment of inertia Ok or the axis of maximum moment of inertia On
(Fig. 3.10).

The polhode curves are formed by the intersection of two ellipsoids, namely, the inertia
ellipsoid and the momentum ellipsoid. The inertia ellipsoid relative to principal axes was
given by (3.288). To obtain the momentum ellipsoid we start with the expression for the
square of the angular momentum.

Lo} + Lo, + Bo! = H? (3.296)

Figure 3.10.
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However, from (3.289) and (3.290) we see that

w, = xoI = xm

wy = yo'T = yy/2Ty (3.297)
w, = zoNT = zm

Hence we obtain the momentum ellipsoid
2

X+ Ly + 32 = 21;“,1 =
where H and T}, are constants which are usually evaluated from the initial conditions.

The polhode curve for a given case of free rotational motion is determined by the values of
(x, v, z) satisfying the initial value of p as well as (3.288) and (3.298). It can be shown that
if D < I, assuming I} < I, < I3, the polhode encircles the axis Ok corresponding to the
minimum moment of inertia. If D > I,, the polhode encircles the axis On corresponding
to the maximum moment of inertia.

(3.298)

Now consider the stability of rotational motion about a principal axis. The polhodes in
the vicinity of k and n are tiny ellipses indicating stability, that is, a small displacement
of the axis of rotation relative to the body will remain small. On the other hand, polhodes
near m are hyperbolic in nature, indicating instability. The axis of rotation relative to the
body will suddenly flip over to nearly the opposite direction and then return back again,
only to repeat the cycle. Meanwhile the angular momentum vector H remains constant in
space. Thus the rotational motion of the body in space is quite irregular. In theory it takes
an infinite time for the point P to leave m but, practically speaking, there are enough small
disturbances that the instability of rotational motion about the intermediate axis Om is
immediately apparent.

The above analysis has assumed an ideal rigid body without internal losses. However,
an actual body will have structural damping with some energy loss due to slight elastic
deflections during the motion. As a result, there will be a decline in kinetic energy consistent
with the constant angular momentum. Finally, there will be a steady rotational motion about
the axis On corresponding to the maximum moment of inertia and minimum kinetic energy.
This explains why a spin-stabilized rigid body in space must rotate about its axis of maximum
moment of inertia.

Axial symmetry

Now assume an axially-symmetric rigid body is undergoing free rotational motion. In this
case the inertia ellipsoid is an ellipsoid of revolution and the polhodes are circles centered
on the axis of symmetry. First consider the case in which Ok of Fig. 3.10 is the axis of
symmetry and I, = I,, I, = I; = I, and I, < I,, that is, the axis of symmetry corresponds
to the minimum moment of inertia. The inertia ellipsoid is a prolate spheroid and, as it rolls
on the invariable plane, the w vector sweeps out a cone relative to the body and also a cone
in space. This is conveniently represented by a body cone rolling on the outside of a fixed
space cone (Fig. 3.11a). Notice that the symmetry axis Oz and the angular velocity vector
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space cone

“—body cone
1,> 1

(b)
Figure 3.11.

w lie on the same side of the angular momentum vector H. Also the precession rate ¢ is
smaller than .

If, on the other hand, the axis of symmetry corresponds to the maximum moment of
inertia, the inertia ellipsoid is an oblate spheroid and we can take Iy, =L =1,z =1,
with I, > I,. Again the polhodes are circles and, in this case, the axis of symmetry is On.
Because of the oblateness, the symmetry axis and the w vector lie on opposite sides of the
H vector. This leads to the rolling cone model shown in Fig. 3.11b in which the inside of
the body cone rolls on the outside of the fixed space cone. Usually the precession rate ¢
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is larger than w. In both the prolate and oblate cases the rolling cone model gives an exact
representation of the free rotational motion of an axially symmetric body.

From Fig. 3.11 we see that, for a given angular velocity w, the precession rate ¢ for the
prolate case is smaller than for the oblate case. Furthermore, notice that the relative spin
rate 1 is positive, that is, in the direction of the symmetry axis Oz for the prolate case but
Y is negative for an oblate body. This is in agreement with (3.287).

3.4

Impulsive motion

Planar rigid body motion

Let us begin with the relatively simple case of the planar impulsive response of a rigid
body. Suppose an impulse F is applied to a rigid body along one of its principal planes.
The response will be the same as if ¥ were applied to a lamina having the same mass m
and moment of inertia / about the center of mass C (Fig. 3.12).

Assume that the lamina is initially motionless. An impulse F is applied with a line of
action through B and perpendicular to the line A B that passes through the center of mass.
The principle of linear impulse and momentum is used to obtain the velocity v of the center

Figure 3.12.



189

Impulsive motion

of mass. It is
V= — (3.299)
m

Similarly, from the principle of angular impulse and momentum, we obtain the angular
velocity

bF
e
where [ is the moment of inertia about the center of mass.
Now consider the conditions on the lengths a and b such that point A is the instantaneous
center of rotation immediately after the impulse F is applied, that is, its velocity is zero.
This requires that

w

(3.300)

v—aw=0

or

F _ abF

m 1

or
1 2

ab=— =k; (3.301)
m

where k. is the radius of gyration about the center of mass.

If point A is fixed during the impulse, then there will be no impulsive reaction at A if the
values of a and b satisty (3.301). Under these conditions, the point B is known as the center
of percussion relative to A. Similarly, point A is the center of percussion relative to B.

Example 3.7 Let us solve for the height & at which a billiard ball must be struck by a
horizontal impulse in order that the response will be pure rolling with no tendency to slip
(Fig. 3.13).

>

7, ‘ %

Figure 3.13.
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Here we wish to find the location of the center of percussion B relative to the contact
point P. We see thata = r and [ = % mr?. From (3.301) we obtain

o2,
ab=—=7r (3.302)
m

sob = %randheighth:r—i—b: %r.

Constrained impulse response

Consider a system of N rigid bodies and assume that the kinetic energy has the form
T(q,q,t).In general,

T = Z[ mv + w, L w; +mv; ~p(,,~:| (3.303)

where v; is the velocity of the reference point P; of the ith body, and I; is the inertia dyadic
about that reference point (see Fig. 3.5). Assume that there are m nonholonomic constraints
of the form

> ajilg. g +aj(q. =0 (G=1,....m) (3.304)

and generalized impulses Q; are applied over an infinitesimal time interval Az. Then (2.323)
applies, that is,

> [Zml,(q, —dj0) = }&ul =0 (3.305)
i=1 | j

where ws are virtual velocities which satisfy the m instantaneous constraint equations of
the form

n

> ajidwi=0  (G=1.....m) (3.306)
i=1
The mass or inertia coefficients are
i) i, j=1 ) (3.307)

mii = ———— LJ=1L...,n .

! 04,04,
where the kinetic energy is written for the unconstrained system. Since there are (n — m)
independent sets of Sws in (3.305) which satisfy (3.306), and there are m constraint equations
from (3.304), the result is a total of n equations to solve for the values of the n ¢s immediately
after the time interval Ar.

An alternate approach which involves Lagrange multipliers is obtained by starting with
the basic equation

Api=) mijAgi=0;+C;  (i=1,....n) (3.308)
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where

Ci = iikaki (i=1..,n) (3.309)
k=1

is the ith generalized constraint impulse. This results in n equations of the form

imm,-—q,-o): Q,«+iikaki (i=1...n (3310)

= k=1

These n equations plus the m constraint equations form a total of (n 4+ m) equations from
which to solve for the n ¢s and m As.

Example 3.8 Two thin rods, each of mass m and length / are connected by a pin joint
at B (Fig. 3.14). They are falling with velocity vy in planar motion when end A strikes
the smooth floor at y = 0 inelastically. Assuming that 6; = 6, = 30° and 6, = 6, = 0 just
before impact, we wish to solve for the ¢s immediately after impact.

First method Let us use the Lagrange multiplier method, as given in (3.310). The gener-
alized coordinates, in order, are (x, y, 61, 6,). The initial velocities (¢ jos) are

X0 =0, Yo = —Uvo, 610 =0, 620 =0 (3.311)
The equation of constraintis y = 0 or y = 0, yielding

a; =0, ap =1, a;3 =0, aiy =0 (3.312)

V(,l
A —
L >, )

W

Figure 3.14.
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The mass coefficients m;; are found by first obtaining the kinetic energy expression for
the unconstrained system. For a system of N rigid bodies, the kinetic energy given by
(3.303) is

1 N 1 N N
T=22 mvits) wi-liw+d mvipa (3.313)
i=1 i=1 i=1

Let us choose A and B as reference points for the two rods. We see that

va=xi4+79j, v = —16;sin0)i+ (y+ 160, cos6))j (3.314)
1
I =15 =-ml? (3.315)
3
1. 1.,
Pe1 = 5101(— sin 6y i + cos 6, j), P2 = 5192(sin92 i+ cos6sj) (3.316)

Using (3.313), the kinetic energy is

P N T
T =m*+yH) + 5mlz@’f + gmﬁeg — Sl sin6y

3 . 1 . 1 .
+ Emlyel cosb + Emlxez sin6, + Emlyeg cos b,

1 .
+ Emlze)lez cos(6; + 6,) (3.317)
Using
T
i0q;
we obtain the mass matrix
2m 0 —3ml sin 6, Imlsin6,
0 2m %ml cos 0 %ml cos 6,
m=
—%ml sin 6, %ml cos 6, %ml2 %ml2 cos(8; + 6,)
imlsing,  imlcost, imi®cos(d) + 6>) tml? (3.319)

Note that all Q; equal zero, and the constraint requires that Ay = y — yo = vo. Then re-
calling that 6; = 6, = 30°, equation (3.310) yields the following four equations:

3 1 .
2mAL — ZmlAGy + SmlAGy =0 (3.320)
33 ) 3 .
2mug + T‘/—merl + %mmez =i (3.321)
3 33 4 1 .
—ZmlAx + imlvo + -miPA6; + ~mI*Ab, =0 (3.322)
4 4 3 4
1 3 1 1 .
ZmzAjc + %mzvo + Zml2A01 + 5mzer2 =0 (3.323)
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Here are four linear algebraic equations in Ax, Ab,, A, and J.. The solutions are

63 o 8143
A)‘szzfivo, A91=91=*7\/>@,
3 115 1 (3324
VAP L S )
2ERETS T = 230"

We see that the contact point A moves to the left, and both angles decrease, but 8, is 27
times larger than 6. From (3.309), we see that A is equal to the upward constraint impulse
applied to the system at the contact point A.

Second method Let us now apply the virtual velocity method of (3.305). We will need to
find n — m = 3 independent sets of §ws which satisfy the constraint equation

59 =0 (3.325)
For example, we can use
swi=(1,0,0,0), dw,=(0,0,1,0), 8ws=(0,0,0, 1) (3.326)

By applying (3.305), and recalling that Ay = vy, we obtain (3.320), (3.322), and (3.323).
These equations are solved with the result
Ax:—%vo, Ab, =—%%, Aézz—%? (3.327)
in agreement with (3.324).

This second method is, in effect, a method for taking linear combinations of the n equa-
tions of the form of (3.310) in such a manner that the is are eliminated. Thus, a reduced set
of equations is obtained from which one can solve for the final gs.

Quasi-velocities

In the discussion of the use of Lagrange’s equations in rigid body dynamics, it was mentioned
that quasi-velocities (us) as defined in (3.245) cannot be used in the expression for kinetic
energy. Rather, the kinetic energy, in general, must have the form 7'(q, ¢, t) where the ¢s
are true velocities in the sense that they are time derivatives of parameters which specify the
configuration of the system. On the other hand, the body-axis components w,, w, and @, are
quasi-velocities whose time integrals do not specify the orientation of a rigid body. Thus,
kinetic energy written as 7' (g, , t) cannot be used in Lagrange’s equation. This restriction,
however, does not apply to impulsive equations. Thus, (3.305) can be generalized to

i [Z mii(u; — ujo) — Q,} Sw; =0 (3.328)
i=1 | j=1

where there are m constraints of the form

> ajilg. ui +aj(g. =0  (G=1,....m) (3.329)

i=1
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and the dws satisfy
Zaﬁ(gwi =0 (3.330)
i=1

The us are quasi-velocities, in general, and the mass coefficients are

_ PT(g.u,0)

mij = Busou, @Gj=1,....n) (3.331)

Q; is an applied impulse associated with ;.
A Lagrange multiplier approach, similar to (3.310), results in equations of the form

n m
Api=) miju;—uj)=0i+ ) duay  (=1,....n) (3332)
j=1 k=1

These n equations plus the m constraint equations can be solved for the n us and m As.
A particularly simple case occurs if the us are independent. Then we obtain

Zm,-j(uj—ujo):Qi (i=],...,l’l) (3333)
Jj=1

As a specific example, consider the rotational motion of a rigid body about either its center
of mass or a fixed point. Its response to an applied angular impulse M, in terms of body-axis
components, is obtained from

3
D Ljw; —wjo)=M;  (i=1,2,3) (3.334)
j=1

Here the ws are quasi-velocities and m;; = I;.

Example 3.9 A rigid body is moving with general motion when suddenly its reference
point P (Fig. 3.5) is stopped and remains with zero velocity, although its rotational motion is
not impeded. We wish to find the angular velocity of the body immediately after application
of this impulsive constraint.

First method Let us choose a body-fixed xyz frame with its origin at the reference point
P, and (i, j, k) as unit vectors attached to this frame. The velocity of P is
v=uvd+v,j+vk (3.335)
and the angular velocity of the rigid body is

w=wd+w,j+wk (3.336)
The position vector of the center of mass relative to the reference point is

P =X+ yj+zk (3.337)
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and we see that

Pe =w X p. = (WyZe — WY + (WX — w0x20)j + (Wrye — wyx)K (3.338)
In general, the kinetic energy of a rigid body has the form
1 1
T = Emv2 + Ew I-w+mv-p, (3.339)

where I is the inertia dyadic about the reference point. For this example, we obtain

1 1
T=om (v +v}+0)) + 3 (Ix} + Lyo; + .02

+ 2oy + 2100, + 21).za)ywz) + mv(wyze — ©:Ye)

+mvy(wzxc - wxzc) + mva(wxyc - wyxc) (3340)

The equations of motion in terms of quasi-velocities are given by (3.328), namely,

Z |:Zmij(uj —ujo) — Qz:| dw; =0

i=1 | j=1

(3.341)

where each of the (n — m) independent sets of dws satisfies the instantaneous constraint
equations

n

D apswi =0 (G=1,....m) (3.342)
i=1

As quasi-velocities, let us choose (vy, vy, V., @y, ®,, ;) which are subject to the sud-
denly appearing constraint equations

up=v, =0 (3.343)
Uy =v, = 0 (3.344)
uz =v, =0 (3.345)
resulting in
ajg = dax =dazz = 1 (3346)
All the other as equal zero.
Consider the kinetic energy expression of (3.340). Using
i) i, j=1 ) (3.347)
m;; = ,]J=1...,n .
/ 8u,-8u_,- b
the resulting mass matrix is
m 0 0 0 mz.  —mye
0 m 0 —mz, 0 mx,
m— 0 0 m my. ——mx, 0
0 —mZ. myc Ixx Ixy Ixz
mz, 0 —mx, Iy, Iy, 1y,
—my, mx 0 I I~ I, (3.348)
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The initial conditions of the quasi-velocities are
ujo = (Vx0, Vy0, Vz0, @x0, ©y0, ©z0) (3.349)

and these velocities occur just before the reference point P undergoes inelastic impact with
a fixed point. At the time of impact there are constraint impulses acting on the system, but
all applied impulses (Qs) are equal to zero.

The instantaneous constraint equations, in accordance with (3.342), are

Suy = vy =0, Supy = vy =0, Suz =68v, =0 (3.350)
Three independent sets of ws which also satisfy the instantaneous constraints are
swy; = (0,0,0,1,0,0)

sws = (0,0,0,0, 1,0)
swsy = (0,0,0,0,0, 1) (3.351)

Finally, substituting into (3.341), we obtain the following three equations to be solved
for the values of the ws just after impact.

MZcVy0 — MYcVz0 + Ly (wr — wxo) + Ixy(wy - wy()) + L (w; —wy) =0 (3.352)
—MZeVy0 + MXV0 + Ly(@x — wy0) + Lyy(wy — wy0) + 1y (0, — w,0) =0 (3.353)
MY Vxo — MXVy0 + I (w0, — wyo) + Izy(wy - ‘UyO) + L (0 —w0) =0 (3.354)

where the /s are taken about the reference point P.

Second method Let us choose the fixed origin O as the final location of the reference
point P. There is conservation of angular momentum about O because the only impulse
applied to the rigid body acts through that point.

First, we need to find the angular momentum about O in terms of the angular momentum
about P. From Fig. 3.5 we see that, in general,

Hy=I - w+m,+p.) x @, + p.) (3.355)
where 1. is the inertia dyadic about the center of mass. The angular momentum about P is
Hy=l-w=1L -w+mp, xp, (3.356)
Hence, we find that

Ho =H, +mr, x t, + mr, x p. +mp, X I, (3.357)

This equation would be valid even if the point O were moving since the definition of angular
momentum involves relative velocities.

For this example, the point O is fixed and, at the time of impact, r, = 0. Just before
impact,

I, = vyl + vy0j + v0k (3.358)
w = wyol + wy0j + w0k (3.359)
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Thus, the angular momentum about O at this time, as given by (3.357), is
Hy = [l w0 + IxywyO + L,wyo +m(ycvo — ZcUyO)]i
+[Iyxwx0 + IyywyO + IyszO + m(ZcUxo - xcvzo>]j
+[szwx0 + IzywyO + Izza)zo + m(xcvyO - yrv,\'O)]k (3360)
Immediately after impact, we have i, = 0, so we obtain
Hy=1 w=(U,o+ Lo, + I o) + (o, + 1o, + I, 0,)j
+ (sza)x + Izywy + Izzwz)k (3361)

Now we use conservation of angular momentum to obtain the following three component
equations expressing the final value minus the initial value of Hy.

Ixx(wx - wx()) + Ix_v(wy - (,0)-0) + Ixz(wz - wz()) + m(zzrvy() - yL'Uz(J) =0 (3362)
Iyx(wx — wyxo) + Iyy(wy - a)yO) + Iyz(wz — w0) + Mm(Xcv0 — ZcVx0) = 0 (3.363)
sz(wx - wa) + Izy(wy - wyO) + Izz(wz - sz) + m(ycvxo - XCUyO) =0 (3364)

inagreement with (3.352)—(3.354). Thus, we see that the conservation of angular momentum
approach is rather direct in this case.

Input-output methods

For the general case in which the motion of a mechanical system is expressed in terms of
quasi-velocities, we found that

Api=Y midu;=0i+C  (i=1,....n) (3.365)
j=1
where the Qs are applied impulses and the Csare constraint impulses which can be expressed
in the Lagrange multiplier form

m

Ci=Y da (3.366)
k=1

All impulses occur at the same instant.

A comparison of (3.365) with (3.308) shows that equations of the same form apply
whether we use ¢s or us as velocity variables. Furthermore, the constraints may be holo-
nomic or nonholonomic and, in either case, it is always possible to find a set of independent
us. Thus, the impulsive equations of motion tend to be much simpler than the full dynamical
equations for a given system. For example, there are no elastic force terms and no terms
resulting from centripetal or Coriolis accelerations.

Let us consider a system in which the gs and ¢s may be constrained, but the us are
independent. Then the Cs vanish and we obtain

Api=)Y mihuj=0; (i=1,...n) (3.367)
j=1
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The mass coefficients m;;(q, t) are constant during the application of impulses. They form
a mass matrix m which is positive definite and symmetric.
One can solve for the Aus in (3.367) and obtain

n
Auj=>"Y;0i (j=1,....n) (3.368)
i=1

where the matrix Y = m~! is symmetric and positive definite.

Equations (3.367) and (3.368) have the same linear form as the equations of an electrical
circuit. Hence, one can consider input—output relationships. The Qs might be taken as
input impulses whereas the Aus are output responses. The m matrix represents an inertial
resistance to changes in velocity. Proportional increases in magnitudes of the m;; coefficients
result in smaller Aus for given Os. On the other hand, the Y matrix of (3.368) has an inverse
effect and acts as an admittance matrix for impulsive inputs.

A system characteristic of considerable practical importance is the input or driving-point
mass at a given location. This is the effective mass which an input impulse Q; experiences
when all other input impulses are set equal to zero. In the usual case in which u; represents
a linear velocity, the corresponding input mass has the units of mass. But if u; represents an
angular velocity, then the associated input mass is actually a moment of inertia and Q; is
an impulsive moment or couple. In any event, we find that the input or driving-point mass
for an impulsive input at u; is
=21 (3.369)

Au i Y,"
Note that, in general, this is not equal to m;;.

For the common case in which a linear impulse F is applied at a point P, the Au; in
(3.369) is the velocity change at P in the direction of F.

Let us consider a system with n degrees of freedom and n us. Choose u; as the input and
u, as the output. Then, in accordance with (3.368) and Fig. 3.15a, we obtain

Auy = Y1101+ Y120, (3.370)
Aty = Y2101 + Y00 (3.371)
0, 0,
U @———>| Y [€—eo U
(a)
0, v 0, 03 0y

U @———|

(b)
Figure 3.15.
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and we note that the entire Y matrix is #n x n. The input mass at u; for Q2 =0is
1
mp = — (3.372)
Y

Now let us consider a second primed system with an input «), and an output u. For this
system, we have
Auy =Y}, 0% + V)5 0% (3.373)
Auly = Y5, 0, + Y3, 04 (3.374)

Finally, let us connect the two systems in accordance with the constraint equation
Auy = Auy (3.375)

as shown in Fig. 3.15b. Then the impulse O, is actually due to the constraint and is not
imposed from outside the system. Furthermore, due to Newton’s law of action and reaction,
we have

0, =-0; (3.376)

Equating the right-hand sides of (3.371) and (3.373), and setting QQ equal to zero,
we obtain

Y2101+ Y002 = ¥5,05 = —Y3, 00

or
A Y2| A
O=——-70 (3.377)

Then, using (3.370), we have

Y12Yo ) A
Yo+Y5,) !

Since the Y matrix is symmetric, the input or driving-point mass for the combined system

AM] = (Y]] - (3378)

18

) Yso + Y}
m =2 2t ln (3.379)
Auy Yiu(Yr +Y5,) = Y5

In general, the self-admittances Y, Y2, and Y, are positive and Y}, is nonzero. Hence,
the input mass at u, is increased, in general, by connecting a second system. The exceptions
are that m is unchanged if Y;, = 0, or if the input mass of the second system is zero, that
is, Yy, is infinite.

Notice that the effect of connecting the second system is to attach its input mass

1
My = — 3.380
my Y2,2 ( )

at u,. This results in an impulse Q5 acting on the first system, where

0y = —0)) =~y Auy = — (3.381)

/
Y22



200

Kinematics and dynamics of a rigid body

Then, upon substituting into (3.370) and (3.371), we can solve for Au; in agreement with
(3.378) and obtain m; as before.

The energy input to an initially motionless system due to a single impulse Q; at u; is
equal to the work

14
W= EQ;’AMI‘ (3.382)
where, from (3.369),
Au; = % (3.383)
m;

Thus, we obtain

2
2
W= % = —m; Au? (3.384)
2m,- 2

This, by the principle of work and kinetic energy, must equal the total kinetic energy of the
system. Hence, we can find the kinetic energy without explicitly solving for all the Aus if
we use the concept of input mass. Note that the work done by an impulse on an initially
motionless system is always positive or zero.

More generally, the work done by a single impulse Q; on a moving system is

N 1 R )2
W = Qi (uio+ =Au; | = Qiuio + % (3.385)
2 2m,-

Again, the work is equal to O; multiplied by the average velocity at ;. In this case, however,
the work may be positive or negative, depending on the value of u;(, the velocity just before
the impulse.

Aninteresting consequence of the symmetry of the Y matrix is the reciprocity of impulsive
responses. Thus, the response Au; due to a unit impulse 0; is equal to the response Au;
due to a unit impulse Qj, in accordance with (3.368) and ¥;; = Y;.

Example 3.10 Two rods, each of mass m and length /, are connected by a pin joint at
B (Fig. 3.16). When the system is in a straight configuration, a transverse impulse £ is
applied at A. We wish to solve for the responses Auj, Auy, Aus, as well as the driving-point
mass at u;.

| i
A(C m

g

Figure 3.16.

P
X
B
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First method First consider the rod A B separately. The velocity of its center of mass is

1
Vel = 5(”1 + uz) (3.386)

and its angular velocity is

1
o = 7(”2 —uy) (3.387)

Hence, its kinetic energy is
m

3 (u] + u3 + uyuz) (3.388)

T—ﬁ(u +M)2+ﬂ(u —up)? =
=gl tu gl = )" =

With the aid of (3.331), namely,

i) (3.389)
m;; = .
/ Bu,- Buj
we obtain the mass matrix
m m
m=|3 © (3.390)
m m
6 3
The inverse matrix is
4 =2
Y_m!l=|™ m 3.391
" 2 4 (3.391)
m m

These m and Y matrices apply to rods AB and BC individually.
If we now connect the two rods, the driving-point mass at u; is given by (3.379)

F 2. 8 2
= = 2 > :m( ):—m (3.392)
Au1 2Y11Y22—Y12 32—-4 7
Furthermore,
Fy 7F
Auyp = - =1 (3.393)
my 2m

Let us return to the basic equation
n N
Zm;jAu_,‘ =Q; (3.394)
j=1
and apply it to rod A B in the combined system. We obtain

m m A
gAM] + EAMZ = F] (3395)
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Knowing Au;, we find that

Auy = ——L (3.396)

In addition, for rod AB,
Or="Auy+ " Auy = LF (3.397)
2= uj 3 Uy = el .

where 0, is actually the constraint impulse applied to rod AB at B.
Finally, for rod BC, noting the law of action and reaction at B, we have

" Aur+ A 0 g (3.398)

_— u _— u = — = —— .

3 A2+ oAU 2 il

from which we obtain
£

Auy = — (3.399)
2m

This result is in agreement with the second motion equation for rod BC, namely,

" Aur+ L Aus =0 (3.400)

6 3

Second method Let us consider the complete system from the beginning. Referring to
(3.388) and adding over the two rods, the kinetic energy of the system is

m m
T = E (u%—i—u%—i—uluz) + E (u%+u§+u2u3)
m
= 3 (u% + ZM% + u% +uius + u2u3) (3.401)

Then, using (3.389), the mass matrix is

momo
3 6
m 2m m
m= J— P —
6 3 6
m m
0 5 3 (3.402)
and, upon inversion,
7 1 1
2m m 2m
y-|_ L+t 2 _1
m m m
1 1 7
2m m 2m (3.403)
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Now we can use the general equation

Auj =3 Y0 (3.404)
i=1

and note that

Oi=F, 0,=0:=0 (3.405)

Here 0, is equal to zero because no external impulse is applied at B in the u, direction.
The constraint impulses at B are internal to the complete system.
From the first column of Y and (3.404), we obtain

7F, F F
Auj = —, Ay = ——, Auz = — (3.406)
2m m 2m
in agreement with our previous results.
The second method appears to be simpler, but it involves the inversion of a larger ma-
trix. The second method avoids calculating constraint impulses, but they are thereby not
directly available. Thus, the choice of method depends upon the nature of the desired

results.

Example 3.11 As an example of reciprocity, let us consider the angular impulse response
of arigid body. Let xyz be a principal axis system at the center of mass of the body. Suppose
an angular impulse M is applied about an arbitrary 1-axis which passes through the center
of mass. We wish to find the change Aw, in the angular velocity component about a second
arbitrary 2-axis through the center of mass.

Let (c1x, c1y, 1) be the direction cosines of the positive 1-axis relative to the xyz frame.
Similarly, let (¢, 2y, ¢2;) specify the direction of the positive 2-axis. The response com-
ponents in the body-fixed Cartesian frame are

Aw, = L Aoy=——, Aw, = (3.407)

Now take the component of w in the direction of the positive 2-axis. We obtain

ClxCox CiyCay | CizC27 \ o
Aw; = e Awy + CzyAw_v 4+ Aw, = ( A +—

M (3.408)
Ly Iyy I,

This is the angular velocity about the 2-axis due to an angular impulse #/ about the 1-axis.

If, on the other hand, we wish to find the response Aw; about the 1-axis due to an angular
impulse M about the 2-axis, we merely interchange the 1 and 2 subscripts in (3.407) and
(3.408). But this leaves the right-hand side of (3.408) unchanged. Hence,

Aw, = Awn (3.409)
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Yo Yo

—_
_—

m, | m, |

Figure 3.17.

and we confirm the reciprocity relation for the responses to angular impulses about two
arbitrary axes through the center of mass of a rigid body.

Example 3.12 A system consists of four rods, each of mass m and length /, which are
connected by pin joints, as shown in Fig. 3.17. The system is motionless until ends A and
E are suddenly given equal vertical velocities vg. We wish to find the resulting angular
velocities of the rods.

First, notice that the system is symmetrical about a vertical line through C. Thus, we can
consider only rods AB and BC which are the left half of the system. From the symmetry,
any motion of point C must be vertical and any interaction impulse at C must be horizontal.
The velocities of points A and B are

Va4 = voj (3.410)
Vp = 1011 + Uoj (3411)

The kinetic energy of ABC is

T =Tap + Tpc (3.412)
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where, using (3.339), we find that

1 2 1 242
Tap = ~mv + —mi?6] (3.413)
2 6
Toe = m (02 +1262) + L6z + ™ 6,46, + vo) (3.414)
2 0 1 6 2 2\/5 .
Thus,
2 1. 2. miv.
T = mod + ~mi6% + —ml*62 + 6,6, + 4, (3.415)

3 6 22 242

The half-system has only one degree of freedom because of the constraint that the hori-
zontal velocity at C is equal to zero. The holonomic constraint equation is

. |
10+ —=10,=0

V2
or
0, = —v/20, (3.416)
Hence, the kinetic energy is
1 . 1 .
T = EmzZe% - Emzvoe1 + mv3 (3.417)
Note that Q. equals zero and use (3.367) to obtain
oT . 1
Ap) =p1 = —— =ml*0; — —mlvy =0 3.418
P1 = p1 30, 1= 5mlvo ( )
which results in
b= Yo (3.419)

w T
By symmetry, rods DE and C D move as mirror images of AB and BC, respectively.

It is interesting to note that by setting 37 /36, equal to zero in (3.418) we apply a
stationarity condition on T with respect to changes in the value of §;. Actually, the kinetic
energy is a minimum consistent with the prescribed velocity vy, in accordance with Kelvin’s
theorem.

In general, Kelvin’s theorem states that if a system, initially at rest, is suddenly set into
motion by prescribed velocities at some of its points, the actual kinetic energy of the resulting
motion is a minimum compared to other kinematically possible motions.
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3.6

Problems

3.1.

3.2.

3.3.

3.4.

Let XYZbe aninertially-fixed frame and let xyz be the body-fixed frame of a rigid body.
Suppose the initial orientation of the body is given by the axis and angle variables
a=1I1=1iand¢ = 60°. (a) Assuming thata = 0.1]J and ¢ = 0, find the initial angular
velocity w of the body, expressed in inertial and in body-fixed components. (b) Find
the initial values of C and C.

Obtain the rotational equations of motion for a general rigid body, assuming principal
axes and using type II Euler angles as generalized coordinates.

Two spheres, each of mass m, radius r, and moment of inertia / undergo impact, as
shown. Just before impact sphere 1 has a velocity vy at 45° from the x-axis. Sphere
2 is initially motionless and neither sphere is rotating. (a) Assuming smooth spheres
and a coefficient of restitution e, solve for the velocities v; and v; of the two spheres
just after impact. (b) Repeat for the case in which there is a coefficient of friction
1 between the spheres, as well as a coefficient of restitution e. Also solve for the
resulting angular velocities w; and w;.

y

Yo

Figure P 3.3.

An axially-symmetric rocket has constant axial and transverse moments of inertia with
1, = 51,. Initially the rocket is rotating about the symmetry axis (z-axis) at €2 rad/s.
Due to a small thrust misalignment, a constant body-fixed moment M, is applied to
the rocket, where M, << I, Q2. (a) Assume the initial conditions w, (0) = wy(0) =0
and solve for w, and w, as functions of time. (b) At what time does the symmetry
axis first return to its original orientation?
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3.5.

3.6.

Use type 1 Euler angles to analyze the free rotational motion of a rigid body. (a)
Obtain equations for tﬁ 0, ¢ in terms of ¥, 0, ¢, assuming that the H vector points
upward in the direction of the negative Z-axis. (b) What do these equations reduce
to if the rigid body is symmetrical about its x-axis?

Two slabs, each of mass m( can translate on rollers, as shown. The rollers are uniform
cylinders, each of mass m and radius r, and they roll without slipping. The applied
force F is constant. (a) Obtain the differential equations of motion, using (x;, x2) as
generalized coordinates. (b) Suppose the system starts from rest with x;(0) = x,(0) =
0. Assuming that my = 2m, solve for x, when x; = 1. (c) Solve for the horizontal
forces applied to the upper and lower faces of the lower slab.

.
>WI :

_— X

K

v
-
@3

——— )

my

V3
_—
3

Figure P 3.6.

3.7.

3.8.

A rigid body of mass m has principal moments of inertia I, = 3ma?, I, =
4ma?, I, = Sma® about its center of mass. Initially the velocity of the center of mass
is zero and the angular velocity components are w,(0) = wy, ®,(0) = w,(0) =0.
Suddenly a point P at x = y = z = a is fixed, although there is free rotation about
P. Find (a) the values of w,, wy, w. immediately after impact; (b) the final kinetic
energy.

The center of mass of a thin circular disk of radius r, and with central moments of
inertia I, and /,, moves with constant speed around a circular path of radius R. The
plane of the disk is inclined at a constant angle 6 from the vertical. Solve for the
required precession rate V.
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disk —

Figure P 3.8.

3.9. A thin rod of mass m and length [ slides and rotates on a fixed frictionless horizontal
cylinder of radius r. (a) Use (x, 6) as coordinates and obtain the differential equations
of motion. (b) Assume the initial conditions x(0) = %l, %(0)=0,0(0)=0,6(0)=0

and show that the rod will lose contact with the cylinder when cos § = %(ré2 +2x6).

Figure P 3.9.

3.10. An axially symmetric rigid body of mass m has axial and transverse moments of
inertia /, and I;, where /, is taken about the fixed point O. The xyz coordinate system
has its origin at O and the x-axis is the axis of symmetry. The z-axis remains horizontal
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and the xy-plane is vertical. (a) Find the 6 and ¢ differential equations of motion. (b)
Assume the initial conditions 6(0) = 60°, 6(0) = $(0) = 0, w,(0) = L and solve for
the minimum value of 6 during the motion. Assume that 12Q? = 2/,mgl.

Figure P 3.10.

3.11.

3.12.

A rigid body with xyz principal body axes is suspended by a massless gimbal system
associated with type I Euler angles. The outer gimbal can rotate freely about the
vertical -axis. Assume that the inner gimbal is locked relative to the outer gimbal,
and the Euler angle 6 is constant. A motor drives the rigid body relative to the inner
gimbal and produces a constant moment Q4 about the x-axis. Assume axial symmetry,
thatis, Iy, = I, I, = I.; = I,. (a) Write the differential equations of motion. (b)
Show that the vertical angular momentum is constant, even though Q4 has a vertical
component. Explain.

A dumbbell consists of particles A and B, each of mass m, connected by a massless
rigid rod of length / (Fig. P 3.12). It can slide without friction on a fixed spherical
depression of radius » under the influence of gravity. The configuration of the system
is given by the type II Euler angles (¢, 6, 1), where v is the angle between the rod
AB and the vertical plane which includes the center O and the center of mass. Note
that the center of mass of the dumbbell moves on a sphere of radius R = ,/r% — il 2,
Obtain the equations of motion using the Lagrangian method.
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Figure P 3.12.

3.13. Arod of mass m and length [ is in general planar motion when it has inelastic impact
with a smooth fixed peg P at a distance a from the center. The initial conditions just
before impact are x (0) = %o, ¥(0) = yo, w(0) = wy. Solve for the velocity components
(%, y) of the center of mass as well as the angular velocity o just after impact.

Yo
@0

TN

.P m E——

B|—

Figure P 3.13.

3.14. The angles (0, ¢) describe the orientation of a uniform rod of mass m and length
[ which is spinning with one end in contact with a smooth floor (Fig. P 3.14). (a)
Use the Routhian method to obtain a differential equation of the form 9@, 6) = 0.
(b) Assume the initial conditions 6(0) = 45°, #(0) = 0, $(0) = wy and solve for the
initial value of the floor reaction N.
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Figure P 3.14.

3.15.

3.16.

An axially-symmetric top with mass m, and with axial and transverse moments of
inertia /, and I, respectively, about the center of mass has a total spin rate €2 about its
symmetry axis. Its center of mass is located at a distance / from its point O which can
slide without friction on a horizontal floor. (a) Use type I Euler angles as coordinates
and the modified Euler equations to obtain the 6 and v equations of motion. (b) Let
I, = ml?/12, I, = mI*/6, and Q2 = 72g/1. Assume that the top is initially vertical
and is disturbed slightly. Solve for 6, in the motion which follows. (c) What is the
precession rate l// when 6 = Oyin?

Two thin disks, each of mass m and radius r, are connected by a thin rigid axle of
mass m and length L, and roll without slipping on the horizontal x y-plane. (a) Using
(v, ¢) as velocity variables, find the kinetic energy and the mass matrix. (b) If the
system is initially at rest, solve for v and ¢ due to a transverse horizontal impulse F
which is applied to the axle at a distance ¢ from its center.

z)

Figure P 3.16.
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3.17. Arod of mass m and length / is dropping vertically with speed vy and angular velocity
wp, when end A hits a smooth floor inelastically at y = 0. Solve for the values of x
and § immediately after impact, as well as the constraint impulse.

Figure P 3.17.

3.18. A uniform rod of mass m and length [ is at rest with 6 = 45° and end B touching
a smooth plane surface. Then a transverse impulse £ is applied at end A. (a) Solve
for u; and u, = 6 immediately after the impulse. (b) Find the value of the constraint
impulse €. End B remains in contact with the plane.

A(
m |
0 ¢
£
45°
Figure P 3.18.

3.19. A dumbbell is released from the position shown in Fig. P 3.19 and slides without
friction down a circular track of radius R. Assume that the dumbbell length/ << R
and keep terms to first order in //R. Find the angular velocity of the dumbbell when:
(a) particle 1 leaves the track; (b) particle 2 leaves the track.
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Figure P 3.19.

3.20. A thin disk of mass m and radius r is spinning at @y = +/g/r about a vertical diameter
on a frictionless floor. Then it is disturbed slightly. (a) Find the maximum value of the
angle 6 between the plane of the disk and the vertical in the motion which follows.
(b) What is the minimum value of wy for stability of the initial motion?

3.21. A thinhorizontal rectangular plate is translating downward (into page) with a velocity
vo when its corner A is suddenly stopped at a fixed point. Assuming the rigid plate
can rotate freely about A, solve for its angular velocity w and the velocity v, of its
center immediately after impact.

y
1 1
24 24
A
1
5b
Ce
1
5b
o x

Figure P 3.21.
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3.22. A dumbbell is composed of two smooth spheres, each of mass m, radius r, and central
moment of inertia I, = %mrz. They are connected by a rigid massless rod of length
L. Just before perfectly elastic impact the dumbbell has a longitudinal velocity vy at
an angle 45° relative to the floor. (a) Solve for the velocities of the two spheres just
after impact. (b) What is the angular impulse applied to sphere 1 about its center? (c)

Solve for the shear impulse normal to the rod.

Figure P 3.22.

3.23. A system consists of three rods, each of mass m and length /, which are connected by
joints at B and C. The system is initially motionless with 6; = 03 = 45° and 6, =0
when the velocities v; and v, are suddenly applied, as shown. Solve for the resulting
immediate values of 6;, 6, and 65.

Figure P 3.23.

3.24. A uniform rod of mass m and length / has a fixed spherical joint at end B (Fig. P 3.24).
End C rests against a vertical wall having a friction coefficient w. The rod can rotate
with a constant angle o about a horizontal axis A B which is perpendicular to the wall.
(a) Obtain the differential equation for the position angle 6. (b) Assume =0, o« =
30° with the initial conditions 6(0) = 0, #(0) = 0. The rod is disturbed slightly
in the positive 6 direction. Solve for the angle 6 at which the rod leaves the wall.
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N

Figure P 3.24.

3.25. End B of a uniform rod of mass m and length [ is initially at rest and then is hit
by an impulse F at an angle o from the transverse direction, as shown. (a) Find the
resulting velocity at B and the driving-point mass 772 associated with K. (b) Show that
the kinetic energy is T = ;- F2.

m

4(

1

Figure P 3.25.

3.26. Find the input mass at A for the directions u; and u, (Fig. P 3.26). There is a pin joint
at B connecting the two rods.
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us

NC
i
m
up
lt] /
—>C )
A m B
Figure P 3.26.

3.27. Two rods, each of mass m and length / are connected by a joint at B and move in a
horizontal plane. A knife-edge constraint requires that any motion at A be perpen-
dicular to the rod. Choose (x, y, 81, 6») as generalized coordinates and obtain three
second-order differential equations of motion by using Jourdain’s principle.

~

Figure P 3.27.
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4 Equations of motion: differential approach

In the previous chapters, we have considered relatively familiar methods of obtaining the
differential equations of motion for a mechanical system. In this chapter, we shall introduce
a number of other methods, partly in order to give the student a broader view of dynamics,
and partly to present some practical and efficient approaches to obtaining the differential
equations of motion. The results presented here are applicable to holonomic and nonholo-
nomic systems alike, but the emphasis will be on nonholonomic systems because greater
insight is needed in finding applicable theoretical approaches for these systems. As we pro-
ceed, we will show the advantages of using quasi-velocities in the analysis of nonholonomic
systems.

4.1 Quasi-coordinates and quasi-velocities

Transformation equations

It is often possible to simplify the analysis of dynamical systems by using quasi-velocities
(us) rather than gs as velocity variables. An example is the use of Euler’s equations for
the rotational motion of a rigid body. Here the velocity variables are the body-axis com-
ponents of the angular velocity w rather than Euler angle rates. The w components are
quasi-velocities, whereas the Euler angle rates are true ¢s whose time integrals result in
generalized coordinates. As we showed in Chapter 3, the Euler equations are simpler than
the corresponding Lagrange equations written in terms of Euler angles and Euler angle
rates.

The transformation equations relating the us and ¢s can be obtained by starting with the
differential form

do; =Y Wii(qg.t)dg;i + Vg, )dt  (j=1,....n) @1
i=1

i=

where the §s are called quasi-coordinates and d6; = u;dt oru; = 6 ;. In general, the right-
hand expressions in (4.1) are not integrable; if they were integrable, the 6s would be true
generalized coordinates.
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If (4.1) is divided by dt, it has the form
uj =) Vlg, g+ V(g 0) (G=1....n) 4.2)
i=1
as in (3.245). We assume that these n equations can be solved for the gs, resulting in
n
Gi =Y Pylg,Ouj+ Culg, )  (=1,....n) (4.3)
j=1
Notice that for this unconstrained case, there are the same number of us and ¢s. For
example, the rotational dynamics of a rigid body might have w,, ®,, @, as us and the Euler
angles v, 6, ¢ as gs. The dynamical equations would be written in terms of s and then the
gs would be generated by integrating (4.3) which are kinematic equations.
Constraints

Now let us impose m nonholonomic constraints of the linear form

n
> ajiq. g +ajlg.)=0  (j=1,....m) (4.4)
i=1
as in (1.15). This will be accomplished by changing the notation and setting the last m us
in (4.2) equal to zero. Thus, we can write

wj =Y Wig. 04 +¥i(g.t)  (G=1,....n—m) 4.5)
i=1

Vii(g,)g; +V¥ji(q,1) =0 (j=n—m+1,....n) (4.6)

n
u; =

i=1
The first (n — m) us are independent quasi-velocities, while the last m us are set equal to
zero to enforce the m nonholonomic constraints.

As before, we assume that the (n x n) ¥ matrix is invertible and we can solve for the ¢s
in the form

(Ji:zq)ij(q,t)uj+q)it(q;l) @i=1,...,n) 4.7)
=

The upper limit on the summation is (n — m) because the last m us are equal to zero. Note
that the (n x n) matrix ® is

d=yu"! (4.8)

Furthermore,

Dy =—Y 0¥, (i=1,....n) (4.9)
=1

If there are any holonomic constraints, we have
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$i(q, 1) =0 (4.10)
and (4.6) applies, where
_0 oy 9

=% YT
Using the notation of (4.5) and (4.6), virtual displacements are constrained in accordance
with

(4.11)

n

(59]-:Z‘I’ji(q,f)5(1i=0 (j=n—m+1,...,n) 4.12)

i=1

In velocity space, we have
Z\p,,»(q,t)aw,:o (j=n—m+1,...,n) (4.13)
i=1

implying that any virtual velocity §w lies in the common intersection of the constraint planes
in velocity space.

4.2

Maggi’s equation

Derivation of Maggi’s equation

Consider a mechanical system whose configuration is described by n ¢s and which has m
nonholonomic constraints with the linear form of (4.6). One approach to the problem of
obtaining differential equations of motion is to use Lagrange’s equation in the multiplier
form of (2.49), namely,

d (oT oT -
E(a_q)_a_qi_Qi +j:’;n+lxjwj,- (i=1....n) (4.14)
These n second-order equations plus the m first-order constraint equations comprise a
total of (n + m) equations to solve for the n gs and m As as functions of time. Frequently,
however, one is not interested in the A solutions, and would prefer a method which eliminates
the As from the beginning. The use of Maggi’s equation is one such method.
Let us begin with Lagrange’s principle, that is,

~[d ( oT ) aT
— (= ___Ql.]gqiz() (4.15)
; [df 94, g,
where the §gs satisfy the virtual constraints of (4.12) and we note that the kinetic energy

T(q, q,t) is written for the unconstrained system. The virtual displacements of quasi-
coordinates and true coordinates are related by

80, =Y Wi(q.08q;  (j=1.....n) (4.16)

i=1
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or, upon inversion,

n—m

8qi =Y ®ij(g.080; (i=1,....n) 4.17)
j=1

where, from (4.12), the last m 86 are equal to zero.
Now substitute this expression for §g; into (4.15). We obtain

"[d (9T 9T
Sl )= — 0|60, =0 (4.18)
dr \9q; 9gi

1 i=1

n—

3

J

The first (n — m) 860s are independent so each coefficient must equal zero. The result is
Maggi’s equation (1896).

[ 4 (oT o1 P 3 D =1 4.19
;[E(E)—%)_B_ql] i_j—;Qi ij (G=1,...,n—m) (4.19)

The term on the right represents the generalized applied force associated with the quasi-
coordinate §60;. The set of Maggi equations are (n — m) second-order differential equations
in(q, ¢, ¢, t). In addition, there are m equations of constraint, making a total of n equations
to solve for the n gs as functions of time.

The W;; coefficients are not unique but are chosen in such a way that the first (n — m)
80s are independent and are consistent with the constraints. In the resulting ® matrix, each
column represents the amplitude ratios of an independent set of §gs which could be used
in Lagrange’s principle, equation (4.15). Maggi’s equation uses the first (n — m) columns
of ® to obtain the (n — m) differential equations of motion.

Example 4.1 Two particles, each of mass m, are connected by a massless rod of length /
(Fig.4.1). There is a knife-edge constraint at particle 1 which prevents a velocity component
perpendicular to the rod at that point. We wish to use Maggi’s equation to find the differential
equations of motion.

y

N 2

1
m

é (x,»)

¢

Figure 4.1.
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Let (x, y, ¢) be chosen as generalized coordinates. As quasi-velocities (us) let us take

Uy =v==xcos¢ + ysing (4.20)
Uy = ¢ 4.21)
uz = —xsin¢ +ycos¢ =0 (4.22)

where u3 = 0 is the nonholonomic constraint equation and (i1, u,) are independent. Thus,
we obtain the coefficient matrix

cos¢p sing O
v = 0 0 1
—sing cos¢ O (4.23)
for the unconstrained system. The inverse matrix is
cos¢p 0 —sing
®=0!'=|sing 0 coso
0 1 0 (4.24)
We shall use Maggi’s equation, (4.19), in the form

i[d(w) BT]‘P 0 (=12 (4.25)
- N - T ij = =1, .
i=1 dt aql aqt

because all Qs are equal to zero. The unconstrained kinetic energy is obtained by using
(3.140). It is

T=m <x2+ 2+ %1%;52 —lid sin¢+zy'¢'>cos¢) (4.26)
We find that

d (9T _ 2% — I si 1¢? aT—o 4.27
E(g)_m(x— ¢sing — [¢p~ cos @), i (4.27)
d (0T _ . . Tt T _

o <@> = m(2j + I$ cos ¢ — [$* sin p), % =0 (4.28)
d (0T 2 e . . L

o (%) =m(l"¢p — [¥sing +[jcosp — lx¢pcos¢p — [y¢sing) (4.29)
aT . L

% = m(—Ilx¢pcos¢p — [y¢ sin @) (4.30)

The first equation of motion, using Maggi’s equation and involving (4.27), (4.28) and the
first column of the ® matrix, is

m(2i — I sin g — 1¢h* cos ¢) cos d + m(2§ + I cos ¢ — I sinp) sinp = 0
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or
m(2i cos ¢ + 2y sing — 1¢p*) =0 (4.31)
The second equation of motion, involving the second column of the ® matrix, is

4 <£> _ar = m(*¢ — li sinp + [§ cos ) = 0 (4.32)
dt \ 0¢ ¢

In addition, (4.22), the constraint equation, can be differentiated with respect to time to
yield,

¥sing — jcosd + xdcosd + ydsing =0 (4.33)

In equations (4.31)—(4.33) we have three equations linear in the gs. Thus, we can solve for
¥, ¥, ¢ which are then integrated numerically to obtain the response as a function of time.

Example 4.2 Now consider a more complex problem, the rolling motion of a disk on
a horizontal plane. Suppose that the classical Euler angles (¢, 6, ¥) are used to specify
the orientation of a disk of mass m and radius r, whose contact point C has Cartesian
coordinates (x, y), (Fig. 4.2).

Let us choose the independent us to be the Euler angle rates. Thus,

u=¢, w=0, uz=4y (4.34)

z

y

Figure 4.2
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The constraint equations, which enforce no slipping at the contact point, are

usg=x+rjcosg =0 (4.35)
us=y+rijsing =0 (4.36)

Maggi’s equation is

Xn: d (9T _ 3T, Xn:ch (=1 ) (4.37)
— - — i = i D;i =L ...,n—m .
£ dr \ 94 g ij £ iYij J

where, in this case, the only nonzero Q is
Q, = —mgr cos 6 (4.38)
The coefficients in (4.34)—(4.36) result in

1 0 0 0

0
0 1 0 00
=0 0 1 00
0 0 rcos¢p 1 O

LO O rsing O 1 | (4.39)

for the order (43, 0, w X, ¥). The inverse matrix is

10 0 0 0
01 0 0 0
=0'=|0 0 1 0 0
0 0 —rcos¢p 1 O

L0 O —rsing 0 1 (4.40)

In terms of the Cartesian unit vectors |, j, k, the velocity of the center of the unconstrained
disk is

V= (X —r¢cos¢cosf + rf sin ¢ sin )i

+(y —résingcosd — r6 cos ¢ sin@)j + ré cosd k (4.41)
The angular velocity is
w = (P cos + y)ey + Oey + psinb e, (4.42)

In accordance with Koenig’s theorem, the kinetic energy is

T—1 2+1 1 (4.43)
—2mv 2w w K
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where the axial and transverse moments of inertia are

L, L >
I, = zmr°, I, = —mr (4.44)
about the center of the disk. Thus, the total unconstrained kinetic energy is

12, 2 1 20 2 5 a4, L 50
T = Em(x +y )—i—gmr ¢“(1 4+ 5cos 9)+§mr 0 +Zmr ¥

1 - . .
+ Emrzdn/f cos @ — mrxg cos ¢ cos O + mrx0 sin ¢ sin 6
—mry¢ sin¢g cosd — mryb cos ¢ sin 6 (4.45)

Next, let us apply the Lagrangian operator with respect to each of the generalized coor-
dinates. We obtain

d (0T\ 0T 1 . 1 .
7 (%)—% = Zmrqu(l +5co0s20) + Emrzw cos 6
—mrX cos ¢ cos@ — mry sin ¢ cos O

5 . 1 -
- Emr2¢0 sinf cos 6 — Emrzelff sin® (4.46)
d (dT\ dT 5 2% 4 mri sin ¢ sin 0  cos ¢ sin 0
— = )-==- sing sin6 — cos ¢ sin
i Y Y 4mr mrx S1 mry 1
5 . 1 .
+ Zmrzcbz sin® cos 6 + zmr%w sin@ (4.47)
d (0T orT 1 o1 . 1 L
- <@>7W = Emrzw + Emr2¢> cos 6 — Emr2¢9 sin 6 (4.48)
d (9T\ dT . § cos ¢ cos
— =)= — coS ¢ cos
ar\ox ) ax T
+mrésingsind + mr¢52 sin ¢ cos 6
+mré?sin¢ cos 6 + 2mrdé cos ¢ sin 6 (4.49)
d (9T\ dT . §sing cos6
— | — )]—— =mj — mrpsin¢ cos
ai\ay ) oy =™
—mrécos ¢ sin® — mrg? cos ¢ cos 0
— mré? cos ¢ cos O + 2mrd6 sin ¢ sin @ (4.50)

A substitution into (4.37), using the first three columns of the ® matrix, yields the Maggi
equations. The ¢ equation is

1 " 1 .
Zmrztﬁ(l +5cos?0) + Emrzw cos @ — mri cos ¢ cos O

5 .. 1 ..
—mrysin¢ cos 6 — 5mrzd)e) sinf cos 6 — Emrzew sinf =0 4.51)
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The 0 equation is
5 5 N N .
Zmr 0 + mrisin¢g sind — mry cos ¢ sinf
5 . 1 .
+ ‘—‘mr2¢)2 sinf cos 6 + Emr2¢1ﬁ sinf = —mgr cos 6 (4.52)
The ¥ equation is

1 L3 5 ..
Emrzw + Emr2¢ cosf — Emr2¢>9 sin® — mr(% cos ¢ + jsing) =0 (4.53)

There are two additional equations obtained by differentiating the constraint equations
(4.35) and (4.36) with respect to time.

¥ +rycosg —rdysing =0 (4.54)
J+rsing +réycosgp =0 (4.55)

In (4.51)—(4.55) we have five differential equations which are linear in the gs. They can
be solved for the §s and then integrated to yield the motion as given by ¢, 6, ¥, x and y as
functions of time.

A simplification can be made if we solve (4.54) for X and (4.55) for j, and then substitute
into the Maggi equations. In (4.51) we find that

—mr cos (¥ cos¢ + jsing) = mrzl,Z} cos6 (4.56)

and the ¢ equation reduces to

l 2% 2 E 2.7
4mr ¢(1 4+ S5cos”0) + 2mr Y cosf

5 .. 1 ..
- Emr2¢9 sinf cos 6 — Emr29¢ sinf =0 4.57)
Similarly,

mr sin (¥ sin¢ — ¥ cos ¢) = mrdyr sin @ (4.58)

and the 6 equation becomes

5 .05 5. 30,

Zmr 0+ Zmr ¢“ sinf cos 6 + Emr ¢y sind = —mgr cos (4.59)
Finally, from (4.53) and (4.56), we find that the ¥ equation is

3, 3 4. 5 5.

Emr v+ Emr ¢cosh — Emr $0sinf =0 (4.60)

In (4.57), (4.59), and (4.60) we have reduced the original set of five differential equations
to three dynamical equations in the Euler angles. This is a minimum set for this system.
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I

4.3 The Boltzmann-Hamel equation

We have seen that the Lagrangian approach does not produce correct equations of motion
if the kinetic energy is expressed in terms of quasi-velocities rather than true velocities.
The question arises whether we can add terms to Lagrange’s equation to produce correct
equations in this more general case. The answer is yes, but at the cost of some additional
complications.

Derivation

Let us consider an unconstrained system whose kinetic energy is expressed in the form
T(q, 4, 1), that is, using true velocities (¢s). We know that the fundamental form of La-
grange’s equation applies, namely,

d (9T 8T o
dt( )——:Q,« (i=1....n 4.61)

‘We wish to introduce quasi-velocities (u#s) in place of the ¢s. To accomplish this aim, let
us first assume scleronomic transformation equations of the form

n

wj=y Wilqgi  (G=1,....n) (4.62)
i=1

or, conversely,

Gi=Yy ®ijlqu; G=1,....n (4.63)
j=1

The kinetic energy will be the same in value, whether expressed in terms of ¢s or us, but
will be different in form. So let us write

T*(q,u,t)=T(q,q,1) (4.64)

where T* is the kinetic energy expressed in terms of quasi-velocities.
First, let us consider

OT™* du; =\ 9T*
— ., 4.65
Bq, Zau] 94, ;Buj /! (465)
Thus, we obtain
d (oT ~ d T
—|— = v — i 4.66
m(%) Zm( )’+,118~mq (460

Then, using (4.63),

d (0T " d "IN 0T O
W Jl 4.67
M< ) ZM< ) - o oq @67

j=1 k=1 I=1
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Furthermore, we see that
oT  9T* Xn:BT*Bu,- T 2”: " AT* Oy |
dg;  q; 3Mj dqi  dqi == Ou; 0qi
aT* aT* v
= Z ik @k,u, (468)
Bq, oo D uy 9

Thus, starting with Lagrange’s equation (4.61), and using (4.67) and (4.68), we obtain
" d <8T> BT* & aT* (E)\I’ji B\Iljk>

— | i + — Dpu; = Q; (4.69)
_;dz ;) IZ:;,Z duj \ dq g
where Q; is the generalized applied force associated with g;.

Next, multiply (4.69) by ®;, and sum over i. Now
D Wby, =5, (4.70)
i=1
since ® = ¥~ and § jr 18 the Kronecker delta. Thus we obtain the result that
d (BT*) oT* - oT* (S\IJJ-,- a\pjk)
— d; + - — ) O Diu; = O
dt \ ou, ; qi ;JZ;; duj \ g ag;
r=1,...,n) 471
where
Q*:Xn:Q.aqi :ig»qm 4.72)
r g 1 aur P 13 r .

is the generalized applied force associated with the quasi-velocity u,.

Equation (4.71) is the basic result, giving the n differential equations of motion in terms
of quasi-velocities. For convenience, however, we shall introduce notation which will give
it a simpler appearance. First, we define the Hamel coefficients

i ov; o
vig) = —vi = ZZ( £ ”‘) Dy D;, 4.73)

oo\ 94

Let us use the notation

OT*  $NOT*dgi N~ OT* 9g; o~ 0T
=3 N N, (4.74)
89r i=1 aqt aer —1 aqt aur 1 aqt

Finally, for convenience, let us drop the asterisks, but assume that 7' = T'(q, u, t). Then
(4.71) has the form

d oT n n
dt( ) ZZ_VN u = r=1,...,n) (4.75)
j=11=1

uj
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This is the Boltzmann—Hamel equation, published in 1904, for systems described in terms
of quasi-velocities, and assuming independent gs and us. Notice that the added term, com-
pared to Lagrange’s equation, actually involves a quadruple summation, implying increased
complexity. On the other hand, if the us are true velocities, then (4.62) is integrable for all
J and thus all the yré parameters vanish. Then (4.75) reduces to Lagrange’s equation with
the 6s representing true coordinates.

Now consider a scleronomic system with m nonholonomic constraints. The last m us
are chosen such that the constraints are applied by setting these m us equal to zero,
that is,

wj=y Wiq)gi=0 (j=n-—m+1,..n) (4.76)
i=1

Equation (4.75) is still valid, except that there are now only (n — m) independent us, cor-
responding to the (n — m) degrees of freedom. Thus, we have

d oT oT n.on—m oT )
— — _ =0, = 1’ s, — 477
dt <8ur) 89, + ; /ZI: au] Yyt Q (r n m) ( )

In addition to these (n — m) first-order dynamical equations, there are n first-order kine-
matical equations of the form

Gi=Yy ®ilqu; (=1,....n) (4.78)
j=1

Thus, there are a total of (2n — m) first-order differential equations to solve for the n gs and
the (n — m) nonzero us.

This is a minimal set of equations. One should note that the kinetic energy 7(q, u, t)
must be written for the full, unconstrained set of n us. All n partial derivatives of the form
0T /0u; must be calculated. After this has been completed, the last m us can be set equal
to zero.

A generalization of the Boltzmann—Hamel equation can be obtained for systems in which
the equations for the us have the rheonomic form
uj = Wii(g, 1) qi + Vg, 1) (G=1,...,n—m) (4.79)

i=1
u; = Vii(g,)gi + ¥ (g, 1) =0 (j=n—m+1,....n) (4.80)
i=1

Again, the last m equations represent nonholonomic constraints, in general. In addition, we
have

n—m

Gi =Y ®ylg.u;+ dilg.t)  G=1,....n) (4.81)
j=1
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A derivation of the dynamical equations for this more general case, using procedures
similar to those employed in obtaining (4.71), results in

n.n_n_n-m . )
;t ( ) ZZZZ u; (8\1/_,, - w) Oy @iy

izl j=1 k=1 I=1 dqx dgi
n n n a\IJ, 3\pk
¥ (G- ey,
Zl,zlkzl uj \ gk 94
LGN AT [V 0w,
— )% =0: =1,....,n— 4.82
P ()= e=tnem 482

Let us use the notation

i ov; ov
vi(q.0 =~y = ZZ( L ’k)d>kl<1>,~, (4.83)

oo\ 9k
n I, oW IV,
7. ’>—ZZ< - fk)<1>k,q>,r+z( i ’_’><I>f,- (484
i=1 k=1 qi

Then (4.82) takes the form

d (0T oT A
aﬁﬁ‘£+224w~+2—m =1, m—m)
r o (4.85)

where T = T(q, u, t) is the unconstrained kinetic energy and Q, is the generalized applied
force associated with u,. Additionally, recall that we use the notation

0T T
80r i=1 8%

o, (4.86)

Equation (4.85) is the generalized form of the Boltzmann—Hamel equation. It represents
a minimum set of (n — m) first-order dynamical equations in which the velocity variables
are quasi-velocities. This allows all the us in the final equations to be independent and
consistent with the nonholonomic constraints on the ¢s.

Note that 07 /0u; appears several times in (4.85). Its physical significance is that it
represents the generalized momentum associated with u ;.

oT & .

Pi= g, = Y mji(g, Dui +aj(g. ) G=1,...,n) (4.87)

i=1

Thus, all the generalized momenta can enter the equations of motion, including those for
suppressed us, that is, for j =n —m + 1, ..., n. Furthermore, note that the first term of
(4.85) is the source of all the i terms in the equations of motion. The equations are linear
in the #s and have inertia coefficients given by

0°T
Buiauj

mij =mj =

(4.88)
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Example 4.3 Let us derive the Euler equations of rotational motion for a rigid body using
the Boltzmann—Hamel equation. Here we have an unconstrained system described in terms
of body-axis angular velocity components which are quasi-velocities.

Assume an xyz principal axis system at the center of mass. Choose type I Euler angles
(¥, 6, ¢) as gs. The quasi-velocities are

U =w, = —ysinh +¢
Uy = wy = Y cossing + 6 cos ¢ (4.89)
Uz = w, = 9 cosf cos p — 6 sin¢
This results in a coefficient matrix
—sin6 0 1
¥ = | cosfsing cos¢p O
cosfcos¢p —sing 0 (4.90)
and the inverse matrix
0 secOsing secHcos@
®=0"'=1|0 cos ¢ —sin¢g
1 tanfsing tan6 cos¢ 4.91)

Let us use the scleronomic form of the Boltzmann—Hamel equation for unconstrained
systems, namely,

n

d (0T oT & T
Z(W)‘ae*ZZW%uFQr (r=1....n (4.92)

j=11=1 J

where the Qs are moments about the body axes.
The rotational kinetic energy is

1
T =3 (lae] + Iyoy + Lz07) (4.93)
and thus we obtain
aT oT oT

=lnwy, S—=Iw, —=ILo 4.94
dwy xo doy @y dw, @ (4.94)

In the process of evaluating the yrj; coefficients, let us employ the notation

i ov,; 0V
Ci/k _ Ji J
GLT: agi

Then, from (4.73), we find that

n n
v = Z Z Ci ®ir i (4.95)

i=1 k=1
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or, using matrix notation,
I=8TC'®
’7 =

For the order (¥, 8, ¢), and with j = 1, we find that

0 —cosf 0
C'=| cosb 0 0
0 0 0

For j = 2, we have

0 —sinfsing cosfcos ¢
= sin 0 sin ¢ 0 —sing
—cosfcos¢ sin ¢ 0
For j =3,
i 0 —sinfcos¢p —cosOsing
C3 = | sinfcos¢ 0 —cos¢
| cos 0 sin ¢ cos ¢ 0
Then, upon performing the matrix multiplications, we obtain
[0 0 0]
A'=10 0 1
L0 —1 0
[0 0 —17]
~=10 0 0
|1 0 0 |
[0 1 0]
3 _
¥v={-1 0 0
L 0 0 0]

(4.96)

(4.97)

(4.98)

(4.99)

(4.100)

(4.101)

(4.102)

In yrjé, r is the row and / is the column. Notice that the v matrices are skew-symmetric, and

the resulting coupling is gyroscopic in nature.
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Now, recalling (4.94), we can evaluate the matrix

0 I 0, —Iyyw,
2 aT
E —_— =| —I,0, 0 I oy
u
j=1 ’
Lyow, —I,w; 0 (4.103)

Then, upon substituting into (4.92), we obtain

Ly, + (I, — Iy))oy0, = M,

Lyooy + (L = L)oo = M,y (4.104)
L., + (I, — L)ooy, = M,

These are the Euler rotational equations for a rigid body. Thus, a relatively complicated

derivation has a rather simple result.

Example 4.4 Consider again the nonholonomic system shown in Fig. 4.1, consisting of a
dumbbell with a knife-edge constraint at one of its particles. As quasi-velocities, we choose

Uy =v==xcos¢+ ysing (4.105)
Uy = ¢ (4.106)
uz = —xsing + ycos¢p =0 (4.107)

The last equation is the constraint equation. Notice that the first two us can vary indepen-
dently without violating the constraint.
The kinetic energy of the unconstrained system in terms of quasi-velocities is

1 1
T = Em (u% + u%) + Em [u% + (u3 + luz)z]

1
=m (u% + u% + Elzu% + lu2u3) (4.108)

The Boltzmann—Hamel equation for a nonholonomic scleronomic system has the general
form

d oT n n—m
dt ( ) ZZ_VN“Z r=1....,n—m) (4.109)

=1 1=1 °%J

Assuming an order (x, y, ¢) for the gs, the coefficient matrix for (4.105)—(4.107) is
cos¢p sing O
v = 0 0 1
—sing cos¢p O (4.110)
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Its inverse is
cos¢p 0 —sing
=0 !'=|sing 0 cos¢

0 1 0
4.111)
In order to evaluate the y,jl' coefficients, let us again use the notation
) )
o=t - L 4.112)
9qx 9gi
Then
v = C} @i Oy (4.113)
i=1 k=1
or, in matrix notation,
v =dTC/'® (4.114)
From (4.112), we see that C> = 0 because (4.106) is integrable. Also,
M0 0 —sin¢
c'= 0 0 cos ¢
| sing —cos¢p 0 (4.115)
[ o 0 —cos¢
C = 0 0 —sing
_cosd) sin ¢ 0 @.116)
The s are obtained from (4.114). After the matrix multiplications, we obtain
[0 0 07
’yl = 0 0 —1
L0 1 0 | “4.117)
=0 (4.118)
[0 -1 0]
=11 0 0
0 0 O

L . (4.119)
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I
Using the kinetic energy expression of (4.108), we obtain
aT aT 5 aT
— = 2mu, — =m(l"uy + lus), — =mQusz + luy) (4.120)
ouy oun ous
Now we can apply the constraint by setting u3 = 0. Then
0 —mlu, 0
oT .
Z —~) = | mlu, 0 —2mu,
=1 O
0 2mu 0 (4.121)
For this example, all Qs equal zero.
Finally, the Boltzmann—Hamel equation (4.109) is used to obtain the two differential
equations of motion. They are
2mit; —mlui =0 or 2miv—mld> =0 (4.122)
ml%i, + mluju, =0 or mi’¢ +mlvd =0 (4.123)
Referring to (4.109), we see that the indices r and [/ each take values from 1 to (n — m).
Thus, only the first (n — m) columns of the ® matrix enter into the equations of motion,
and, similarly, only the first (n — m) rows and columns of the ~/ matrices are involved.
We have emphasized that the unconstrained kinetic energy is used in the Boltzmann—
Hamel equation. The constraints are applied after the differentiations by setting the last m us
equal to zero. It turns out, however, that the first two terms of the Boltzmann—Hamel equation
are unchanged if the constrained kinetic energy is used in obtaining the (n —m) equations.
In other words, for these terms, the order of differentiation and the application of constraints
does not matter, but for the remaining terms, the unconstrained kinetic energy must be used.
I
4.4 The general dynamical equation

In our study of methods for obtaining the differential equations describing the motions of
nonholonomical systems, we have considered the multiplier form of Lagrange’s equation,
as well as the Maggi and Boltzmann—Hamel equations. All of these classical methods have
their shortcomings.

Ideally, we would like to be able to use quasi-velocities (us) as velocity variables, and
obtain a minimum set of (n — m) first-order dynamical equations for a system with n ¢s and
m independent nonholonomic constraints. In addition, there are n first-order kinematical
equations, of the form of (4.81). Thus, ideally we would have (2n — m) first-order differ-
ential equations to solve for the n gs and (n — m) us as functions of time. Furthermore, the
procedures should not be overly complicated.

The Lagrangian approach results in a full set of n second-order dynamical equations plus
the m equations of constraint. Furthermore, the kinetic energy cannot be expressed in terms
of quasi-velocities, so us are not present in the equations of motion. This lack of flexibility
frequently means that the equations of motion are more complicated than necessary.
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The Maggi equations lead to a reduced set of (n — m) second-order dynamical equations
compared to the Lagrangian approach, but quasi-velocities do not appear in these equations.
In addition, m differentiated constraint equations are needed, making a total of n second-
order differential equations to be solved for the n gs as functions of time.

On the other hand, the Boltzmann—Hamel equation produces a minimum set of (n — m)
first-order dynamical equations which are written in terms of quasi-velocities. Thus, the
final equations have the ideal form. The procedure suffers, however, because the kinetic
energy must be written for the unconstrained system having n degrees of freedom rather
than the constrained system with (n — m) degrees of freedom, and in addition, the basic
equation with its multiple summations is complicated.

In the remaining portion of this chapter, we shall introduce several additional methods
of obtaining the dynamical equations of motion, and will look into their computational
efficiency, as illustrated by example problems.

D’Alembert’s principle

Let us begin with the Lagrangian form of d’ Alembert’s principle for a system of N particles,
as given by (2.5).

N
Z(Fi —m;t;) - ér; =0 (4.124)
i=1

Here r; is the position vector of the ith particle and F; is the applied force acting
on that particle. The virtual displacement dr; is consistent with the m instantaneous
constraints.

Let us assume that the particle velocities are given in terms of (n — m) independent
quasi-velocities in accordance with

n—m

vi= Y vig. Ouj+viulg.)  G=1,....N) (4.125)

=
where the ~vs are velocity coefficients. The virtual displacement §r; is

n—m

;=Y (g, )80, (4.126)
j=1

where 6; is a quasi-coordinate and u; = 6 ;. Then (4.124) becomes

N
(F,‘ — m,-\",-) . fyij(SGj =0 (4]27)
j=1 i=l

n—

3

The virtual work of the applied forces is

N n—m
5W=2Fi-8r,-=ZIQj86j (4.128)
i= Jj=
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I
S0, using (4.126), we find that the generalized applied force corresponding to u; or 6; is
N
Q;i=> Fivyy; (=1...n—m (4.129)
i=1
The corresponding generalized inertia force is
N
Qr==>"mvi-v; (G=1...n—m) (4.130)
i=1
Then (4.127) can be written in the form
(Q; + Qj)é@_,- =0 (4.131)
j=1
Since the 86 are independent for j = 1, ..., n — m, we obtain
0, +0;=0 G=1...,n—m) (4.132)
These (n — m) equations, written in terms of us and is, are sometimes known as Kane's
equations.
For our purposes, we can write
N
domiviev;=0;  (j=1l....n—m) (4.133)
i=1
We shall call this the general dynamical equation for a system of particles. As we have seen,
it derives directly from d’ Alembert’s principle. It consists of a minimum set of (n — m) first-
order differential equations in the us, since v;, in general, will be a function of (¢, u, i, t)
and is linear in the us. In addition, there are n first-order kinematical equations of the form
gi= ) Pij(q,Du;j+ du(q,t) (G=1,...,n) (4.134)
Jj=1
Thus, there are a total of (2n — m) first-order equations to solve for the n gs and (n — m) us
as functions of time. Notice that the constraint equations do not enter explicitly, but rather
implicitly through the choice of independent us. Furthermore, one does not need to solve
for the constraint forces.
Rigid body equations

Equation (4.133) can be generalized for the case of a system of N rigid bodies (Fig. 4.3).
Suppose that the ith rigid body has a reference point P;, fixed in the body, a mass m;, and
an inertia dyadic I; about P;. The applied forces acting on the ith body are equivalent to
a force F; acting at P;, plus a couple of moment M;. In terms of quasi-velocities, we can
write the velocity of the reference point P; as

n—m

Vi= Y %ii(q. Ouj +vilq. 1) (4.135)
j=1
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Figure 4.3.
The angular velocity of the ith body is
wi =Y Bilq. Ou; + Bi(g. 1) (4.136)
Jj=1

where the 3s are angular velocity coefficients. The generalized force associated with
Uu; is

N
Qi =Y B -v;+M;-B)) (j=1....n—m) (4.137)
i=1

Note that constraint forces do not enter into Q; if the (n — m) us are independent.
The differential equations of motion are obtained from (4.131) where, for this system of
rigid bodies, the generalized inertia force is

N
Qi =) (B -v;+M;-B) (i=1,....,n—m) (4.138)
i=1

The inertia force for the ith body is equal to the negative of the mass times the acceleration
of the center of mass, that is,

F'=-—m(;+ps) (G=1,....N) (4.139)
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The inertial moment about P; is equal to the negative of the left-hand side of (3.167).
M?:—(I,ww,-—l—w,-><I,-~w,-+m,-pa~><vi) (i=1,...,N) (4140)

Recall that (3.167) is essentially Euler’s equation for rotation about an accelerating reference
point.

D’ Alembert’s principle, written in the form of (4.131), is valid for this system of rigid
bodies, so with the aid of (4.138)—(4.140) we obtain
N

[mi (Vi + Pei) - vi; + di - i
=1 i=1 n—m

+wi x L wi +mipy x Vi) B;180; =Y Q80 (4.141)

i=1

j=

n—

3

~
Il

where the §6s satisfy any instantaneous constraints on the us. In general, however, we
assume that the (n — m) 80s are independent, so each coefficient of 66; must equal zero.
Thus, we obtain

N
Z[mi(‘?i +Pei) v+ i wi twi x L wi +mipg x Vi) - Byl = Q; (4.142)
i=1

(G=1,....,.n—m)

where 7y;; is the velocity coefficient for the reference point P; and 3;; is the angular velocity
coefficient associated with w;. This is the general dynamical equation for a system of rigid
bodies. It represents a minimum set of (n — m) first-order dynamical equations of the general
form

m(g,t)u+ f(g,t) = Q (4.143)

In addition, there are n first-order kinematical equations given by (4.134). Thus, there are
a total of (2n — m) first-order differential equations to solve for the n gs and (n — m) us as
functions of time.

An alternate form of the general dynamical equation is

N
Sy + @+ mipy x V) Bl=0;  (j=1....n—m) (4.144)

i=1

where, in (4.142), the linear momentum rate of the ith body is
p;=mi(Vi+p;) (@E=1,...,N) (4.145)

and its angular momentum rate about P; is

H,:I,w,—i—w,xllwl (l=1,,N) (4146)
In (4.146), we assume that the inertia dyadic I; is written in terms of body-fixed unit vectors.
However, (4.144) is generally valid, so the vectors may be written in terms of any suitable
set of unit vectors. For example, if the body is axially symmetric, it is usually advantageous
to choose a reference frame other than body axes.
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X

Figure 4.4.

Example 4.5 We can illustrate the use of (4.144) by considering the motion of a top with a
fixed point O (Fig. 4.4). Let us use the type II Euler angles ¢ and 6 to specify the orientation
of the xyz reference frame and its corresponding unit vectors i, j, k.

For quasi-velocities, let us choose

uy = ¢, Uy = 9, us = Q (4147)

where the first two are actually the time derivatives of true coordinates, and €2 is the total
angular velocity about the axis of symmetry z. The angular velocity of the xyz reference
frame is

w, =6i+ ¢sinf j+ ¢cosh k (4.148)
whereas the angular velocity of the body is

w=0i+ ¢sind j+ Qk (4.149)
The angular velocity of the body relative to the xyz frame is the Euler angle rate 1, that is,
Q= ¢cosh + (4.150)

All the ;; velocity coefficients are zero because the reference point O is fixed. The Bs
are

w w

ow . .
ﬁ11=a—¢=51n9J’ B = Y R ’613:8—921{ (4.151)

The angular momentum about O is

H = Lo+ Lo)j+ Lok =10i+ Lsing j+ I,Qk (4.152)
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The xyz frame rotates at w, so

i=w.xi=¢coshj—¢sind k

j=we xj=—¢cosb i+ 6k (4.153)
k=w.xk=d¢sin0i—0j

Thus, we find that

H = (I,§ — I,¢*sin0 cos 0 + I,Q¢ sinH)i

+ (I;¢sin@ + 21,0 cos 0 — 1,90)j + 1,Qk (4.154)
The Qs are
01=0s=0, Q2=0Qg=mglsing, Q3=0q=0 (4.155)

The general dynamical equation in the form of (4.144) is used to obtain, first, the ¢
equation from the j component of H.

L, $sin® 0 + 21,0 sin @ cos § — 1,920 sinf = 0 (4.156)
Assuming that sin6 # 0, we can divide by sin 6 to obtain

I,$sin6 + 2I,¢6 cos§ — I,Q60 =0 (4.157)
Similarly, the 6 equation is

1,0 — I,¢*sin0 cos 0 + 1,92 sin® = mgl sin 6 (4.158)
Finally, the €2 equation is

L,R2=0 (4.159)

indicating that €2 is constant in the previous two equations of motion.

The motion of the xyz reference frame has physical significance. The precession rate
of the top is ¢ and its nutation rate is 6. The rotation rate of the top relative to the xyz
frame is the third Euler angle rate v, given by (4.150). However, because we chose the
quasi-velocity €2 rather than v as u3, the final equations of motion turned out to be simpler
in form than if we had used the Lagrangian approach with ¢s as velocity variables. Thus,
the flexibility in the choice of us can often lead to a simplified analysis.

Example 4.6 Let us apply the general dynamical equation to the problem of the motion
of a thin uniform disk rolling on a horizontal plane (Fig. 4.2). We shall use the general form

N
Z[pi"y;'j""(Hi""mipgiXvi)'ﬂij]zgj G=1,....n—m) (4.160)
im1

Choose the reference point of the disk at its center, implying that p; = 0. Type II Euler
angles specify the orientation of the disk. Its angular velocity is

w = éee + wqeq + Qev, (416])
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where w; = ¢ sin and where ey, e,, €, are mutually orthogonal unit vectors. Noting that
ey remains horizontal, we find that the angular velocity of the unit vectors is ¢ + 0 or

we = P(sin6 e; + cos O ey) + Oey
= 699 + wqeq + wy coth €y (4.162)

Assuming no slipping, the velocity of the center of mass is
v =—rQey + riey (4.163)

Let the independent us be

Ml :6.7 M2=wd, u3=Q (4164)
The ~ys are

av av av
711=£=re¢,, ’712=@=0’ T3 =55 =T (4.165)

From (4.161), the 3s are
ow ow ow

= — = ey, = — =ey, =—=e 4.166
ﬂu 36 0 512 dwy d ﬂ13 PYe) v ( )

The translational momentum of the disk is
p = mv = —mrQey + mrey (4.167)
Its moments of inertia are
1—1 2 1—1 2 (4.168)
= 2mr R = 4mr .
and the angular momentum about the center is

| I, .,

H= Zmr feg + Zmr wgeq + Emr Qey (4.169)

In order to find p and H, we need first to evaluate the time derivatives of the unit vectors.
€ = w. X &g = wy coteg — wgey
61 = we X g = —wy cotbey + Oey (4.170)
&y = w, X &y = wgey — ey
Then we obtain

p= mr[(—Q + éwd)eg - (02 + Qw,y coth)e, + (9 + Qa)d)ew] “.171)
2
H= % [(6 — ] cotf + 2Qwy)ey + (g + Oy cot® — 2Q0)e, + 282y | (4.172)

The generalized applied forces are

01 = —mgrcosf, 0,=0, 03=0 (4.173)
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Then, using (4.160), the 6 equation is

5 5.1 55 3,

Zmr 60— Zmr wy cotd + Emr wyS2 = —mgr cos 6 4.174)
Similarly, the w, equation is

1 1 . 1 .

Zmrzd)d + Zmrzewd cotf — Emrzesz =0 (4.175)

and the Q2 equation is
3 . .
Emr2s2 —mr?fw; =0 (4.176)

Equations (4.174)—(4.176) are a minimum set of first-order dynamical equations in the
us. They are identical with the equations obtained by the Boltzmann—Hamel method, but
here they are found by a much simpler procedure. Notice that the constraint equations do
not enter explicitly.

The coefficients of the us in the dynamical equations are functions of 6 only; and 6 can be
generated by integrating u#; with respect to time. So, one can obtain 6 as a function of time
by integrating four first-order equations. However, to obtain the complete configuration as
a function of time, we need a total of five first-order kinematical equations for the ¢s. First,
we see from (4.162) that wy; = ¢ sin6 or

$=—2 4.177)
sin O

Also,

6 = u (4.178)

and

Y =Q—¢cosd = —uycotd + u3 (4.179)

Finally, the contact point C moves with a speed 7y having the components
X = —rycos¢ = ru, cos ¢ cotd — ruz cos ¢ (4.180)
y = —rising = ru, sing cotd — rus sin ¢ (4.181)

These five kinematical equations plus the three dynamical equations completely determine
the motion of the disk.
For scleronomic systems such as this, the kinematical equations have the matrix form

q=®u (4.182)
where @ = ¥~! and where W is the coefficient matrix in

u=yvq (4.183)
For this example, we have

u =0 (4.184)
Uy = ¢siné (4.185)
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Uz = —dcos + (4.186)
ug=rycosg+i=0 (4.187)
us = rysing +j =0 (4.188)

where the last two equations are the nonholonomic constraint equations, representing the
nonslip condition at the contact point C.

Example 4.7 As an example of a more complex nonholonomic system, consider the
motion of an unsymmetrical top with a hemispherical base, which rolls without slipping on
a horizontal plane (Fig. 4.5). Let us use the general dynamical equation in the form

N
Z[mi(vi +Pci) vy + L wi +wi XL wi +mipy X Vi) - ﬂij] =0;
i=1
(G=1,...,n—m) (4.189)

Choose the reference point O at the center of mass, implying that p,; = 0. The xyz body
axes are principal axes at the center of mass. The orientation of the body is given by type
II Euler angles (¢, 6, ). These three Euler angles plus the inertial location (X, Y) of the
contact point on the horizontal plane constitute the five gs.

As independent us, let us choose the quasi-velocities

(4.190)

Z

up = wy, Uy = wy, Uz = w;
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where the angular velocity of the body is

w=wd+o0,j+wk (4.191)
The nonholonomic constraint equations, indicating no slip at the contact point, are

uy = —rfsing 4 rircosgsind + X =0 (4.192)
us =récosd +rysingsind +Y =0 (4.193)

where ¢ is the angle between the positive X-axis and the € vector.
‘We wish to find the velocity of the reference point O. It is

V=wX(r+I[k)=w X [rsin@siny i+ rsindcosy j+ (r cosd +1)K]
= [(rcosf + 1) wy — rw;sinf cos Y]i+ [—(rcosd + 1) w,
+rw,sin@siny]j+ (roy sinf cos ¥ — rw, sinf siny) k (4.194)

The velocity coefficients are

9
Y= BV = —(rcosf® +1)j+rsinfcosy k
Wy
av . . .
Yo =—=(rcosf +1)i—rsinfsiny k (4.195)
dw,
av . . . . .
Y3 = ” = —rsinfcosy i+ rsinfsiny j

Similarly, the angular velocity coefficients are

511 = - =1, ,312 = :j: /313 =—=Kk (4.196)

dw,

dwy

We wish to find Vv and, in the process, we note that

i=wj— ok, j=—w.i+ ok, k = w,i — w,j (4.197)

The Euler angle rates are

¢ = cscO (wy siny + w, cos ¥) (4.198)
6 = w, cos Y — wy sinyr (4.199)
¥ = —w, cotd siny — w, coté cos ¥ + w, (4.200)

Then a differentiation of (4.194) results in

v=[(rcosd + 1), —ri.sinf cos ¥ + lw,w.]i
+[=(rcosf + ) w, +ra.sinfsiny +lo,w.]j
+ [rd)x sinf cos ¢ — rw, sinf sinyr — l(w)zc + wf)] k (4.201)

after the cancellation of numerous terms.
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In the evaluation of strictly rotational terms, we find that

L -wi+w xIi-w; = [0, + (I; — I))o,w,]i
+[Lyyoy + (Ler — L) w01 + zz00; + (Iyy — L) oco, 1K (4.202)

Furthermore, the gravitational moment about the 6 axis is

My = mglsin@ (4.203)
Hence, we obtain

Q) = mglsin6 cos ¥, Q) = —mglsinf siny, 03;=0 (4.204)

which are the generalized forces corresponding to w,, w,, and ,, respectively.
Now, we are ready to find the dynamical equations by substituting into (4.189). The w,
equation is
[Lyx +mr?sin® 6 cos® v+ m(rcosf + D@y — mrzzby sin® 0 sin W cosyr
—mr(rcosf +1)w,sin@siny + [I.; — I, — ml(rcos + )] w,w,
—mrl (w% + wi) sin 6 cos ¢ = mgl sin 6 cos ¥ (4.205)

Similarly, the w, equation is

— mr2@, sin’ 0 sin Ycosy + 1y, + mr? sin® 0 sin? Y + m(r cos6 + l)z]ci)y

—mr(rcosf + Da, sinf cos ¥ + [Ly — I, + ml(rcos6 + )] w,w,
+mrl (o} + w}) sin6 sinyr = —mgl sin 6 sin ¥ (4.206)

The w, equation is

—mr(rcos® + 1)@, sin@ sinyy — mr(r cosf + 1) @, sin 6 cos ¥
+ (I, +mr?sin? 0) a, + (I, — 1) w0, — mrlw,w, sin @ cos ¥
+mrlwyw, sinf siny =0 (4.207)

Equations (4.205)—(4.207) are the three dynamical equations. In addition, we have three
kinematical equations for the Euler angle rates given by (4.198)—(4.200). These six equations
can be solved for (w,, w,, @, ¢, 0, ¥) as functions of time. If one desires to solve for the
path of the contact point, one can write the constraint equations in the form

X =r6sing — ry cos ¢ sin@ (4.208)
Y = —rfcos¢ — riysingsin (4.209)

These equations are integrated to obtain X (¢) and Y (¢).

In this example, we have shown how the general dynamical equation can be applied using
quasi-velocities to obtain a minimum set of differential equations describing the motion of
arelatively complex nonholonomic system. This was accomplished without solving for the
constraint forces.
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4.5

A fundamental equation

System of particles

Let us consider a system of N particles that are described by d’ Alembert’s principle in the
form

N
> (F —mivi) - ori =0 (4.210)
i=1

where r; is the inertial position vector of the ith particle, v; = I;, and F; is the applied force
acting on that particle. The §rs are consistent with any constraints.

Now suppose we express the configuration of the system by using n gs with m linear
nonholonomic equations of constraint. The particle velocities are given in terms of (n — m)
independent quasi-velocities, that is,

n—m
Vi = Z'yij(q, Huj+v;,(q,1) (4.211)
j=1
and we find that
n—m
8t =Y ~ii(q. 180 (4.212)
j=1

where 0; is a quasi-coordinate associated with u ;. The corresponding generalized force is

N
Q;i=> Fivy; (=1...n=m (4.213)
i=1

so (4.210) takes the form

n—m N
> (Qj = miv; .7,,) 86, =0 (4.214)

j=1 i=1

The §0s are independent, so we obtain

N
domivioy;=0;  (j=1l...n—m) (4.215)
i=1

in agreement with (4.133).

Next, consider the constrained kinetic energy, written in terms of independent quasi-
velocities.

1 N
T(q,u,t)= EZmivi -y (4.216)
i=1
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where v; = v;(q, u, t). We find that

ﬁ: i ﬁ: =1 ) (4.217)
= mivi - j=1,....n—m .

Bu] ‘= Bu] = o Y

Then

d (dT yNooo .

or

N
Zmivi.yij_ (am,) val Y G=1l...n—m) (4.219)
i=1

Finally, from (4.215) and (4.219) we obtain

<au,) Z"”’ V=0 U=L..n—m (4.220)

This is a fundamental dynamical equation for a system of particles. It results in (n — m)
first-order dynamical equations which are supplemented by the n first-order kinematical
equations for the ¢s. These (2n — m) equations are solved for the (n — m) us and n gs as
functions of time.

Notice that the dynamical equations are identical to those obtained by the Boltzmann—
Hamel equation but the procedure here is far simpler. Furthermore, the kinetic energy
T(q, u, t) is written for the constrained rather than the unconstrained system.

of rigid bodies

Let us generalize the results for a system of N particles to a system of N rigid bodies. Let
us choose the reference point for each rigid body at the center of mass. Then in accordance
with Koenig’s theorem, the kinetic energy is

| &

T(q,u,0) =5 0miVei Vei + @i Ly - wi) (4.221)
i=1

where v,; is the velocity of the center of mass of the ith body and I, is its inertia dyadic

about the center of mass. The (n — m) us are independent.

We see that
T ,
o _le(m;vci vitwi LBy (G=Ll....n—m) (4.222)
P
where
AL (4.223)
7""_314,«’ ij_auj '
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Hence, we obtain

d (8T SN :
ar \ou, = ;[mchi ij L - wi +wi x Ly - wi) - Byl

N
) mivei Ayt wi L By)  (G=1....n—m) (4.224)

i=1

Now recall the general dynamical equation for center-of-mass reference points, that is, for
p.; = 0. From (4.142), we have

N
Smivei vy + Q@i+ wi x Ly w) - Bl=0;  (j=1....n—m) (4.225)
i=1

Finally, from (4.224) and (4.225), we obtain

d (dT al ,
E<3M1> Z(m Vei * ’7,] +wl' ci ﬂz/)_Qj (]:1,...,n7m) (4226)
This is a fundamental equation for a system of rigid bodies. Using the kinetic energy
T(q,u,t) for the constrained system, it results in a minimum set of (n — m) first-order
dynamical equations.

An alternate form of (4.226) is

di (”) Z(p, Ay +He B)=0; (G=1l...n—m) (4.227)
t \Ou;
where p; is the linear momentum of the ith body and H,; is its angular momentum about
its center of mass. This form of the equation is more flexible in that the angular momentum
may be expressed in terms of arbitrary unit vectors rather than being tied to the body-fixed
unit vectors of the inertia dyadic. This is particularly useful in the dynamic analysis of
axially symmetric bodies.

If we compare (4.227) with the Boltzmann—Hamel equation, as given by (4.82), we find
that

N n
S A +H B =Y g—;%
i=1 i

i=1

n n n—m 8‘1’1 8‘1’
—zzzz%(@— L) @0

im1 j=1 k=1 I=1 9
I, o
23N (G- ) e
i=1 j=1 k= 13”/ gk 3gi
I AW,
—ZZ L _ "), r=1,....,n—m) (4.228)
Buj at g

i=1 j=1

where T'(q, u, t) is written for the unconstrained system. Since the differential equations
of motion produced by the two methods are identical, we conclude that the fundamental
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Figure 4.6.

equation (4.226) or (4.227) is more efficient than the Boltzmann—Hamel equation in this
general case.

Example 4.8 Letus consider once again the motion of a dumbbell (Fig. 4.6) as it moves on
the horizontal xy-plane. There is a knife-edge constraint acting on a particle whose location
is (x, y). Let the generalized coordinates be (x, y, ¢) and choose

Uy =v==xcos¢+ ysing (4.229)
Uy = ¢ (4.230)
uz = —xsin¢ + ycos¢ =0 (4.231)

The first two us are independent and define the motion, while u3 represents the constraint
function which is set equal to zero, indicating no slipping perpendicular to the knife edge.
We shall use the fundamental equation in the form applying to a system of particles.

d (dT N
— (=)= mivi-4;=0; (G=L...n—m) (4.232)
dt Buj =1 J

The constrained kinetic energy is

2, Looo 2 Lo
T = muj + Eml u; = mv- + Eml ¢ (4.233)
since the particle velocities are

v, = ve,, v, = ve; + e, (4.234)
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The corresponding velocity coefficients are

3V1 3V1
Y=g = ’le=a—¢-=0
vy vy
Ta=go=6  Tn= % =le, (4.235)

The unit vectors rotate in the xy-plane with an angular velocity ¢, so

11 = de, Y12=0

Yo =de,  Ap = —lde (4.236)
There are no applied forces for motion in the xy-plane, so
01 =0, 0,=0 (4.237)

Now we can use (4.232) to obtain the u; or v equation of motion. It is
2mv — [mve, - (pe,) + m(ve, + Ige,) - (de,)] =0
or
2mv — mlg*> =0 (4.238)
In a similar manner, one obtains the u, equation, namely,
mi*$ + mlvg =0 (4.239)
These equations of motion are the same as were obtained in Example 4.4, on page 232,

by using the Boltzmann—Hamel equation. Here, however, their derivation is more direct.

Example 4.9 Consider the rolling disk problem of Example 4.6 on page 240. Let us use
the fundamental equation in the form given by (4.227), namely,

d (9T ul , . .
E(Wj)_;(pi"Yij'i'Hvi'ﬂij):Qj (G=1....n—m) (4.240)

As in Fig. 4.2, let us choose the Euler angles (¢, 6, ¥) as gs and let the independent us be

u =6, Uy = wg = ¢psiné, Uz =Q=¢cos6 + 4.241)
The velocity of the center of the disk is

v = —rQey + rie, (4.242)

and the angular velocity is

w = Oeg + wgeq + Qey (4.243)
The moments of inertia about the center are

L, L,
I, = -mr°, I; = —mr (4.244)

2 4
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Thus, we find that the constrained kinetic energy is

1 . 1 1 .
T = im(}’zQz +r26%) + ZerQ2 + gmr2 (92 + a)lzi)

= gmrzéz + émrza)g + %mrzﬂz (4.245)
The velocity coefficients are
av av ov
Y=g =rey ’le=m=oﬁ Y3 =55 = e (4.246)
and the angular velocity coefficients are
B = 2—: =e, PBp= s—; =e, PBp= g_g =ey (4.247)

The ey, €4, ey unit vector triad rotates due to ¢> and 0, resulting in an angular velocity

we = 0ey + (sind e; + cos O ey)
= ey + wgeq + wgcot ey (4.248)

where we notice that w; = ¢ sin 6. Thus, we find that

€ = w. X € = wycoth e; — wgey (4.249)
€1 =w. X &g = —wycotl ey + Oey (4.250)
¢y = w, X &y = wgeg — Oey (4.251)

Now we can evaluate

Y11 = réy =rog —rieg (4.252)
Y12=0 (4.253)
Y13 = —rég = —rwycotb e; +rwgey (4.254)

and we note that
Biu=¢, Bn=¢t, PBi=¢ (4.255)
The linear momentum is
p=mv=—mrQey+ mréew (4.256)
and the angular momentum about the center of mass is
H,. = Lfey + Lwgey + 1,y
I, | 1,
= Zmr Oeg + Zmr wgeq + Emr Qey, (4.257)

The generalized applied forces due to gravity, obtained by using potential energy or virtual
work, are

01 = —mgrcosf, 0,=0, 03=0 (4.258)
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Now we are prepared to use (4.240) to obtain the differential equations of motion. The 6
equation is

2

. 3 1
“mr?d + Zmrlw.Q — Zmr wﬁ cotd = —mgrcosf (4.259)

4 2

Similarly, the w, equation is
I I, I .

—mr<wg + -mr-6wycotd — —mr-60Q2 =0 (4.260)
4 4 2

The 2 equation is

3 ) )
Emrzfl —mr?fw; =0 (4.261)

These equations are identical with (4.174)—(4.176) obtained earlier by the general dy-
namical equation. Both methods involve about the same amount of effort.

Volterra’s equation

It is of some interest to note that Volterra’s equation for a system of particles, pub-
lished in 1898, is equivalent to a special case of the fundamental equation in the form

of (4.220).

Consider a system of N particles whose configuration is given by the 3N inertial Cartesian
coordinates (xy, ..., x3x). Suppose there are m constraint equations which are linear in the
Xs. Choose v = 3N — m independent us which are related to the xs by the scleronomic
equations

v
=) 0(u,  (=1,....3N) (4.262)

The kinetic energy of the constrained system is

3N v
T(x,u) = % > omik} = ! Z > Zm @ D ugity (4.263)
i=1

llkl)

Volterra’s equation for this system of N particles is

N AT
<3u> ZZ - uku,fza—x[@k:Qs (s=1,...,v) (4.264)

where

3N 3N

szqk <1>,-s kyr,s=1,...,v) (4.265)

i=1 j=

We note that

3 g 9
=) miki = m; Do —— uyu, (4.266)
ax; — ax; ‘ dx;
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Hence, in (4.264), the term

3N 3N v v

3N
_Z— ==y Zm,fb,k d>/5uku,— ZZb”uku, (4.267)
=1

i=1 I=1 k=1 r=1 =1 r=1

and the Volterra equation can be written in the simpler form

d
o (au ) Zstruku, = s=1,...,v) (4.268)

or

d oT 3N 3N v v 8<I>,-S
a o) - ZZZZm;@iijQ_,,<uku, =0, (s=1,...,v) (4.269)

We wish to express this result using vector notation. The velocity of the first particle is

Z Z D ure; (4.270)

i=1 k=

where e}, e,, e; are inertially-fixed orthogonal unit vectors. The velocity coefficients for the
first particle are

9 3
N aZi:; O (e (s=1,....) 4.271)
Hence,
3 3N v
3D,
Al = 222 o, Oue; (s=1,...,v) 4.272)
i=1 j=1r=

For the first particle, noting that m; = m, = ms3, we have

myvi Ay, = ZZZZ’"% S, (s=1,...,0) 4.273)

i=1 j=1 k=1 r=1

Finally, sum (4.273) over all N particles. Then using (4.269), we see that Volterra’s
equation in vector form is

d (3T &
E(au )—Zm,v,.mS:Qs (s=1,....v) (4.274)
s =1

But this is just the fundamental dynamical equation for a system of particles.

We conclude that Volterra’s equation is a special case of the fundamental equation for
a scleronomic system of particles, a case in which Cartesian coordinates are used as gs.
When Volterra’s equation was published, the concept of quasi-velocities was unknown,
so the us were regarded as ¢s. Equation (4.274), however, is more general and can be
used with rheonomic systems that are described using n generalized coordinates with m
nonholonomic constraints. The v = n — m quasi-velocities are independent and the kinetic
energy is written for the constrained system.
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4.6

Equations of motion: differential approach

The Gibbs—Appell equation

System of particles

Let us consider a system of N particles whose configuration is specified by n gs. The particle
velocities for a system with m nonholonomic constraints are given by (n — m) independent
us. Thus, the absolute velocity of the ith particle is

n—m

Vi =Z’y,~j(q,z)uj+'y,~,(q,t) (i=1,...,N) (4.275)
j=1

and the constrained kinetic energy is

1 N
T(q,u,t)= 3 § m;v? (4.276)
i=1

The absolute particle accelerations, obtained by differentiating (4.275), are

n—m

Vi= Y (v A Agu) + 5, G=1,....N) (4.277)

j=1
where the s are linear functions of the us due to the equations

n—m

Ge=Y Ouu+ Oy  (k=1,...,n) (4.278)
=1

Thus, we see that the acceleration V; is linear in the its and quadratic in the us.
Now let us introduce the Gibbs—Appell function

1 N
S(q u,it, ) = 5 > omiv; (4.279)
i=1

which is obtained by substituting v; from (4.277) for v; in the kinetic energy expression of
(4.276). We see that

I W
N v =Y miviyy G=1ieon—m) (4.280)

But, from the general dynamical equation (4.133), we have

N

Y omivioy;=0;  (GG=1,...n—m) (4.281)
i=1

Finally, from (4.280) and (4.281) we obtain

aS

— =0; (G=1...,n—m) (4.282)
al/tj
which is the Gibbs—Appell equation for a system of particles. This equation was discovered
by Gibbs in 1879 and was studied in detail by Appell in an 1899 publication. It provides a
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minimal set of dynamical equations which are applicable to systems with quasi-velocities
and nonholonomic constraints.

To emphasize an important point, recall that the Gibbs—Appell function is obtained by
substituting v; for v; in the kinetic energy expression, where Vv; is the absolute acceleration
of the ith particle. One cannot in general, obtain S by writing 7' (g, ¢, t) and then substituting
gs for ¢s. Furthermore, since (4.282) involves differentiations with respect to the is, any
terms in S(q, u, i, t) which do not contain izs can be omitted.

Example 4.10 Let us return to the dumbbell problem of Fig. 4.6. As independent quasi-
velocities consistent with the knife-edge constraint we choose

Uy =v, Uy = (4.283)
The particle velocities are

v, = ve,, Vo = ve; + e, (4.284)
and the corresponding accelerations are

Vi = ve; + vde, (4.285)
Vo = (0 — I$D)e, + (I¢ + vd)e, (4.286)

The resulting Gibbs—Appell function is
1 1 . . . .
S = gm (Vi +¥3) = omlo® + 0207 + (0 — 16 + (1§ + vg)’] (4.287)
The generalized applied forces are
01 =0, 0,=0 (4.288)

Now we can apply (4.282) and obtain the following equations of motion:
as  dS

— = — =m0 —1¢>) =2mv —mld*> =0 (4.289)
Bul ov

s aS ) . . .

— = —= =mld¢ + vd) = ml’¢ + mlvd =0 (4.290)
iy 9

It is apparent that, for this problem, the Gibbs—Appell method is quite efficient in pro-
ducing the differential equations of motion.

System of rigid bodies

Now let us generalize the Gibbs—Appell function to give correct equations of motion for a
system of N rigid bodies when (4.282) is used. Let v; be the velocity of the reference point
of the ith body, and let I; be the inertia dyadic about this reference point. The total kinetic
energy is

1 N 1 N N
T=22 mvits) wiliwi+d mvipa (4.291)
i=l1 i=1 i=1
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A Gibbs—Appell function which yields correct equations of motion for this system of
rigid bodies is

| N N
S(g,u,u,t)= 2 Zmiviz + Z |:§wi i wi tw x (G -w;) - wz} + Zmi"’i “ Pei
i=1 i=1 i=1
(4.292)
where

Pei = Wi X P +wi X (Wi X pg;) (4.293)

and we note that I; is symmetric. In the evaluation of 9S/d1i;, only terms involving V;, w;,
or p; need be considered. Recall that

8\",- aV,'

= = .. 4.294
81‘4,- al/tj ’YU ( )
a(.i)i Bwl-

= =03.. 4.295
81’4, Buj /811 ( )
Also,

ow; .
Vi- Sn. CPei = Pei X Vi - Bij (4.296)

uj

Then, from (4.282) and (4.292), we obtain

s XN S ~
Yol Zmi(vi + Pei) - Vij + Z[Ii cwi+wp X (- w) +mipy xvil-By; =0,
i i=1
(G=1,...,n—m) (4.297)

which is the general dynamical equation for a system of rigid bodies. It results in (n — m)
first-order dynamical equations.

If one takes the reference point of each rigid body at its center of mass, then p; = 0 and
the Gibbs—Appell function becomes

1< SN
S = 3 Zmi"’? + Z |:§wl e @i Fwi X L - wi) - wi] (4.298)
i=1 i=1

where I; is the inertia dyadic about the center of mass. An equivalent form is
1 .
S==Y (miVi +He @ +wi x H - @;) (4.299)

2 i=1

where H,; is the angular momentum of the ith body about its center of mass.

Example 4.11 Consider the rolling disk problem of Fig. 4.2. We again choose the inde-
pendent quasi-velocities

uy = é, Uy = wyq, uz = Q (4300)
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The angular velocity of the disk is

w = 989 —+ wqeq + Qev,

and the angular velocity of the ese e, unit vector triad is equal to ¢ + 8 or

W, = 969 + wye; + wg cotd ey
and we note that ey remains horizontal. Thus, we find that

€ = w. X €y = wycoth e; — wgey
€ =W, X e = —wycoto ey + éew

&y = wqey — ey

and

W= (0 — wjcoth + wsQ) e + (Wa + wy cotd — IQ) ey + ey,
The velocity of the center of the disk is

v =—rQey +rie,

and the corresponding acceleration is

V= (—rQ+rbwy)es — (rogQcotd + ré>)eq + (ré + rogQ) ey

Hence, we see that

V2 = (rQ — rbwa)? + rwg2cot + r6?)? + (ré + rw Q)?

The disk has moments of inertia

1, = %mrz, I, = imr2

Thus, the angular momentum about the center is

1 . 1 1
H, = Zmrzeeg + Zmrzwded + EerQew

Upon differentiating with respect to time, we find that
. 1 "
H = Zmr2 [(6 — w]coth +2w,Q) €s

+ (g + éwd cotf — ZQQ)ed + ZQew]

In addition,

1 .
wxH, = Zmrz(wdﬁeg — 6Qey)

(4.301)

(4.302)

(4.303)
(4.304)
(4.305)

(4.306)

(4.307)

(4.308)

(4.309)

(4.310)

4311)

(4.312)

(4.313)
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Now we can use (4.299) to obtain the Gibbs—Appell function. If we omit terms not
containing #s, it is
L oty 2 g 2
§ = Zmril(Q = Owg)” + (0 + 0a)’]

1 .
+ gmr2 [(6 - w?cotd + 2049) (6 — w?cotd + waR)
+ (@4 + Owy cotd — 20Q) (g + By cotd — 6K)]
I 5., 1 5 .
+ Zmr Q7+ gmr (wq20 — 0Qaivy) (4.314)
The generalized applied forces are

Q) = —mgrcosf, (=0, Q3=0 4.315)

The differential equations of motion are obtained from

N
—=0; (=123 (4.316)
Buj

The 6 equation is

S N 1 ..
— = mrt0 + wQ) + gmr2 (29 — Za)f, cotf + 4wdQ)

a6
= émrzé — lmrzcu2 cotf + imrza) Q=- cos 6 (4.317)
T4 4" M= e '
The w, equation is
BN 1 . .
— = “mr¥ (@ + bwg cotd —209) =0 (4.318)
aa)d 4

Finally, the 2 equation is

as 3 . .
— = Zmr*Q —mr*bw, =0 (4.319)
02 2

These three dynamical equations constitute a minimum set for this system. The effort
required in their derivation is about the same as for the general dynamical equation.

Principle of least constraint

The principle of least constraint was discovered by Gauss in 1829, and thereby preceded
the Gibbs—Appell equations, to which it is related, by half a century. The principle of least
constraint is an algebraic minimization principle which leads to the differential equations
of motion. Briefly, it states that a certain function of the constraint forces is minimized by
the actual motion, as compared with other motions which, at any given time, have the same
configuration and velocities, but have small variations in the accelerations.

Consider a system of N particles whose configuration is given by 3N Cartesian coordi-
nates relative to an inertial frame. Suppose there are m equations of constraint, holonomic
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or nonholonomic, which can be written in the form

3N
Y apx i +ax,)=0  (GG=1,....m) (4.320)

k=1

Newton’s law, applied to individual particles, results in
miX = Fr + Ry (k=1,...,3N) (4.321)

where Fj is an applied force component and R; is the corresponding constraint force
component. From (4.321),

Fy
Rk = Mmy <xk — —) (4322)
my
Now define the function
13N Rz 2
C= 3 kz ka <xk ) (4.323)

which represents the weighted sum of the squares of the constraint force magnitudes. The
principle of least constraint states that C is minimized with respect to variations in the Xs
by the actual motion at each instant of time. It is assumed that the Xs and §is satisfy the
constraints.

Thus, noting that Fy, is not varied, we obtain

5C = ka ( Fp — —) Sy =0 (4.324)

where
Yapsi =0 (j=1,....m (4.325)

The constraints are incorporated into the analysis by using Lagrange multipliers. Multiply
(4.325) by A; and sum over j. Then, upon adding this result to (4.324), we obtain

3N m
> (mk)'ék —Fe+ Y hja ,-k) 8% =0 (4.326)

k=1 j=1

where the §X's are now regarded as independent. Hence, each coefficient must be zero, or
mik = Fe— Y hjag  (k=1,...,3N) (4.327)

These are the equations of motion in terms of Cartesian coordinates.
Now let us broaden the analysis by transforming to quasi-velocities and generalized
coordinates. Write (4.323) in the form

1 3N 3N 3N F2
==Y mE =Y P+ Yy o (4.328)
2= =1 = 2mi
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The Gibbs—Appell function is, from (4.279),
L

S==Y mig (4.329)
24

Then, noting that F} is not varied, we can write

3N
C=S- Fiy+ const (4.330)
k=1

The transformation equations are

xe=xi(g.t)  (k=1,...,3N) (4.331)
i =g u. ) (k=1,...,3N) (4.332)

and therefore

n—m

Py
B= Y ki 4 flgur)  (k=1,....3N) (4.333)
=t
where the (n — m) us are independent and consistent with any constraints on the xs. Note
that Xy, is a linear function of the us, and ¥ is a linear function of the its. Also, the generalized
force associated with u; is
3N
Q.i:ZFk_ G=1,....n—m) (4.334)
k=1

Then we obtain
n—m 3N

C(q.uit,t) = S(q,u,it,t) = Y Qyitj — ¥ Fifi + const (4.335)
j=1 k=1

Now consider a variation §C due to small variations in the #s, with the ¢gs and us held
fixed.

n—m 3S n—m

sc=Yy" 50 = >0 (4.336)
j=t %% j=1

Thus, for a stationary value of C, we have
n—m BS

sc=3 (ﬁ - Qj) duj =0 (4.337)
j=1 N

for arbitrary é#s. This requires that each coefficient be zero, and we obtain

S .

— =0; (G=1,...,n—m) (4.338)

Buj

Thus, the principle of least constraint applied to a system of particles results in the Gibbs—
Appell equation.
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It has been shown that the Gibbs—Appell equation follows from the requirement that C be
stationary with respect to variations of the #s. That this stationary point is also a minimum
can be shown by using (4.323) to evaluate

a’C mp i=j
0%;0%;

0 i#j (4.339)
The corresponding matrix is positive definite, that is,

3N 3N 82C
2e=3% (am) 5585, > 0 (4340)
L J

i=1 j=1

and the value zero occurs only when all the §Xs are zero. Since the second variation of C is
a positive-definite function of the §is, the stationary point is also a minimum.

4.7

Constraints and energy rates

Ideal and conservative constraints

Consider a dynamical system having m constraints of the general nonholonomic form
filg,q,.)=0  (=1,....,m) (4.341)

This general form includes the usual nonholonomic constraints which are linear in the
velocities, that is,

Zaji(Qst)Qi+ajt(q,t)=o (G=1,....,m) (4.342)
i=1

Furthermore, holonomic constraints of the form

9i(q,t)=0 G=1,...,m) (4.343)
can be expressed in the linear form of (4.342) after differentiation with respect to time.

; . N3¢ 09 .
¢j(q,q,z)=;a—qiq,-+7=0 G=1,....m) (4.344)
Of course, this linear form is integrable.

Let us define an ideal constraint as a workless kinematic constraint which may be either
scleronomic or rheonomic. By workless, we mean that no work is done by the constraint
forces in an arbitrary reversible virtual displacement that is consistent with the instantaneous
constraints. For example, an ideal constraint might be a frictionless surface on which sliding
occurs, or it might involve rolling contact without slipping. Another example is a knife-edge
constraint with no frictional resistance for motion along the knife edge, but with no slipping
allowed perpendicular to it.
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Let C; be the generalized ideal constraint force corresponding to the jth constraint. The
virtual work of C; in an arbitrary virtual displacement consistent with the instantaneous
constraints is

SW=C;-8q=) Cidg;=0 (j=1,....m) (4.345)
i=1

where, for the general nonholonomic case,

Z%sq,:o G=1,...,m) (4.346)

im1 94

Assuming the usual case of nonholonomic constraints which are linear in the ¢s, we have

> aji(q.08g: =0  (j=1,....m) (4.347)

i=1

If the constraints are holonomic, the §¢gs satisfy

n 9 ¢/_ )
Y Hsgi=0  (=1...m (4.348)
— 3%
i=1

Equation (4.345) states that the ideal constraint force vector C; and an allowable virtual
displacement §q are orthogonal in n-dimensional configuration space. A comparison of
(4.345) and (4.348) shows that C; and d¢;/dg; are proportional for any given j, so C; is
directed normal to the constraint surface; that is, in the direction of the gradient of ¢;(q, 1)
in g-space. Similarly, a comparison of (4.345) and (4.346) indicates that C; is directed
normal to the constraint surface in velocity space.

A virtual velocity §w is subject to instantaneous constraint equations of the form

n

a.

W0 G=1,....m) (4.349)
i=1 aql
or
> ajdwi=0  (=1,....m) (4.350)
i=1

A comparison of (4.346) and (4.349) or (4.347) and (4.350) shows that the permitted
directions of éq and 6w are the same, namely, in the tangent plane at the operating point P
in velocity space (Fig. 4.7). The direction of an ideal constraint force C; is perpendicular to
this tangent plane. Note that, for a holonomic constraint, the tangent plane at the operating
point in configuration space has the same orientation as the corresponding constraint plane
in velocity space.

Now let us define a conservative constraint to be an ideal constraint which meets the
additional condition that

C,-q=0 4.351)

that is, the generalized constraint force C; does no work in any possible actual motion of
the system. We found earlier from (4.345) and (4.346) that the components C;; and df;/94;
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4,
C
dw
P P 5@.d.0=0
q
\ q1
Figure 4.7.
are proportional. Hence,
n a .
> g =0 (4.352)

= 94

This is just the condition that f;(q, ¢, t) is a homogeneous function of the gs. In other words,
if a generalized velocity q satisfies the constraint, then that velocity multiplied by an arbitrary
scalar constant will also satisfy the constraint. This implies that the corresponding constraint
surface in velocity space can be generated by sweeping a straight line passing through the
origin. It is clear that the common case of a plane passing through the origin is included, but
other possibilities exist, such as, for example, a conical surface with its vertex at the origin.

The homogeneity condition for a conservative constraint requires that a;; be zero for
the common case of a linear nonholonomic constraint, that is, it must be catastatic. For
a holonomic constraint to be conservative, it must be scleronomic. Thus, coefficients of
the form a;;(g, t) are acceptable in the nonholonomic case, but any holonomic constraint
function must be of the form ¢;(g).

It is possible that a constraint which does not meet the homogeneity condition for a set of
generalized coordinates may be homogeneous in form or may disappear entirely for another
choice of generalized coordinates. Thus, whether a constraint is classed as conservative or
not may depend upon the choice of coordinates.

Conservative system

A conservative system can be defined as a dynamical system for which an energy integral
can be found. As an example, let us consider a dynamical system having m nonholonomic
constraints of the general form

filg.g.)=0 (G =1...,m) (4.353)
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Assume that the system can be described by Lagrange’s equation in the form

d (0L oL . Of)

(=)= = AL i=1,..., 4.354

di <34i> aq; Z 19gi ¢ " ( )
Now let us use the same procedure that we employed previously in (2.149)—(2.155). The

result in this more general case is

. . . . n m a 3 8L
E=T2—T0+V=ZZA_,-8—Z;Q,-—¥ (4.355)

i=1 j=1
where the As are usually nonzero and not easily evaluated. The first term on the right
will be zero, however, if f;(g, ¢, t) is a homogeneous function of the ¢s, that is, if each
constraint is conservative. The term d L /dt will equal zero if neither 7 nor V is an explicit
function of time.
In summary, a system having holonomic or nonholonomic constraints will be conservative
if it meets the following conditions:

1. The standard form of Lagrange’s equation, as given by (4.354), applies.
2. All constraints are conservative.
3. The Lagrangian function L = T — V is not an explicit function of time.

These are sufficient conditions for a conservative system. Note that the conserved integral
of the motion

E(q.9)=T-To+V (4.356)

is equal in value to the Hamiltonian function H (g, p).

Work and energy rates

Consider a system of N rigid bodies. The forces acting on the ith body are equivalent to
a force F; acting at a reference point P; plus a couple M;. Let v; be the velocity of point
P;, fixed in the ith body, and let w; be the angular velocity of the body. Assume linear
nonholonomic constraints.

From the principle of work and kinetic energy, and summing over the N bodies,

N
T=W=) (F vi+M w) (4.357)
i=1
where F; and M; may include constraint forces as well as applied forces.
Now let us assume that a portion of F; and M; arise from a potential energy function
V(q, 1), but the remaining primed quantities F; and M do not. Thus, we have

LAV _

F,=F, — i=1,...,N) (4.358)
31‘,‘
av

M,-:M;—W (i=1,...,N) (4.359)

where r; is the position vector of P; and w; = d@;/dt. In terms of Euler angles, we use the
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notation
v aVv +8V +8V (4.360)
—=—e —eyg+ —e .
30 ay Va0 0 8 ?
w = yre, + Oey + de, (4.361)
A similar notation is used for 3V /dr. From (4.357)—(4.359), we obtain
N N
. av A%
T = F-vi + M - w;) — — Vit — - w; 4.362
But,
N
BV A%
— 4.363
z:: (8r, 00; ) + ot ( )
Hence, we find that the rate of change of the total energy is
T+vV XN:(F/ +M, )+av (4.364)
= i Vi i Wi - .
1 1 3t

i=1
Note that constraint forces are included in F; and M;, but forces derived from potential
energy are not included.

Now let us consider a system whose motion is described in terms of independent quasi-
velocities. Assume a system of N rigid bodies and start with the general dynamical equation
in the form

N

D Imivi oy + Q@i+ wi x Li-w) - Bl =0Q;  (j=1,....n—m) (4365
i=1
where the center of mass is chosen as the reference point for each body.

Multiplying (4.365) by u; and summing over j, we obtain

n— n—m

N
DO tmivi g+ (L wi x L wi) - Bujl =Y Qu; (4.366)

1 j=1

3

i=1j

Recall that ;; = dv; /du; and B;; = dw;/du;. The kinetic energy is

1 & 1 &
=3 > mivivi+ 5 Y wiLiwi (4.367)
i=1 i=1

Then, using Euler’s theorem on homogeneous functions, we see that

nmaT N n—m ) ;
Z Z;<mv, u]+w,~IC,--87wjuj>

N n—m

ZZ(’" Vi 71]u/+wl‘ ci IBU /)
i=1 j=
=2+ T (4.368)

where T is quadratic and T; is linear in the us.



266

Equations of motion: differential approach

Now let us differentiate (4.368) with respect to time and recall that

Z Yijuj = Vi —Yi (4.369)
i=1

n—m

Y By =wi - B, @370)
j=1

‘We obtain

n—,

3

(mivi - yjuj+wi Lo - ijuj):| =20+ T

4
di

J’_

MZ
1M

:

—m

Mz

[mivi - yijuj + Qe - wi +wi X L - wi) - Bu;]

J

[mivi - (v — ;) +wi - L - (@ — Bi)] (4.371)

-

1
Differentiating (4.367) with respect to time, we obtain
. N . . .
T=Y (mvi Vitw Li-o)=Th+T+T (4.372)
i=1
where we note that
w; Ly -w; =0 (4.373)

Next, subtract (4.372) from (4.371). The result is
N n—m

h—-T = ZZ[WU"’,‘ it Qe @i +wi X L - wi) - Bu]
i=1 j=1

N
=Y i Ay + wi L - Bi) (4.374)

Then, using (4.366), we obtain

n—m

N N
T—To=Y Quj—Y mvi -y, —» wiLi B (4.375)
j=1 i=1 i=1

Let us assume that a portion of Q; is obtained from a potential function V(q, t). Thus,
we can write

"\ 9V dgy L9V
Qj:Q;_Z_f:Q;_Za_¢k_, (4.376)
k= J k 9k
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where Q;- is that portion which is not obtainable from a potential energy function. Also
note that

n—m

Gi =Y Dju;+ by 4.377)
j=1

and therefore

. vV KBV "9V
v L ou;+ Y Ly, 4.378)
dt ; =1 94« ; g

Finally, adding (4.375) and (4.378), and using (4.376), we obtain

n—m

E=T—-To+V= ZQu, BV+Z

— Zmivi “Yir — Zwi L '6” (4.379)
i=1 i=1

This is the general energy rate equation for a system of rigid bodies. An alternate
form is

n—m oV 3‘/ N ) N .
E=T-Th+V= ZQu, +Z Q=Y P A — Y Hei - By
i=1 i=1
(4.380)
where
p; = m;V; (4.381)
Hci = Ici Wi (4382)

and we use a center of mass reference point on each body.

The meaning of these energy rate equations can be clarified by noting that -;, represents
the velocity of the ith reference point when all the us are set equal to zero. Similarly, 3;, is
equal to the angular velocity of the ith body if all us equal zero. Additionally, note that @y,
is equal to the value of ¢; when all the us are set equal to zero.

Another approach to energy rate calculations is to begin with the Boltzmann—Hamel
equation in the general form of (4.85)

d [T\ < 0T n nm gp
I - _d)'r R
di (3”> ;3% ’ +;1=1 au,”” ’+Z Vr

(r=1,....n—m) (4383

Multiply by u, and sum over r, using (4.376). The result is

n—m n VlmaT n n—mn—m
3P C EED ) BECLIIED B) Bp DEREITS
i=1 r=1 4i j=11=1 r=1 uj

n n—m n o n—m

DRI N TS D I L 4384

j=1r=1 J tlrll
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Using Euler’s theorem, as in (4.368), we find that

d (R T = d [oT = oT . .

— —u, | = — | — ) u, —u, =21, + T 4.385
di (;814,”) ;dz(au,)” +;au,“ 2+ (4385

Now

n—m 9

aT T . .
—Z i Z St oo =T+ Ti+ T (4.386)

so, from (4.385) and (4.386), we obtain

= d [oT . . "\ oT oT
a4 L =T — T — G+ — 4.387
;dt (814,)” 2 0+;aqiq +8t ( )
Furthermore, we see that
. "9V aV
V= —q; + — 4.388
2 it (4.388)
and
n—m
D ity = gi — Py (4.389)

From (4.387) and (4.388), we see that

oT "\ 9L oL
T —To+V= r— —q; — — 4.390
SO WACA IR N 30

where L(g,u,t) = T(q,u,t) — V(q, t). Because of the skew symmetry of yré with respect
to r and /, we note that

n—mn—m

Do Vi =0 (4.391)

I=1 r=1
Then, from (4.384) and (4.389), we obtain

DI C EE MLED BECIUELRED S
Z (= u, (g —

Z dar \ou, qi — Di; <
Finally, using (4.390) and (4.392), we have the energy rate expression

E:TQ—T0+V:§Q;Mr—%— " inzr:n—y,u, (4.393)
r=1 i=1

j=1r=

n—m
—y, Uy (4.392)
1

r=

Let us compare the energy rate equations (4.380) and (4.393). For a general system of N
rigid bodies, we have the corresponding terms

n n—m

Z(p, Ay +He - Bi) = —d>k, +3 3 —y, (4.304)

i=1 11)1-1
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where

&) TTh ) vy Y,
W=22 1( " ’)d>k,d>,,+2( - -/’)% (4.395)

i=1 aq}x aql

It appears that, in the general nonholonomic case, the left-hand side of (4.394) is easier to
evaluate that is its right-hand side. Thus, (4.380) is more direct than (4.393) in the general
case.

From (4.380), we see that sufficient conditions for a conservative system, implying a
constant value of E, are:

1. Q’j =0 for all j, that is, all the generalized forces Q; are derivable from a potential
energy function of the form V(g).
2. The functions ®y;, p; - ¥;,, and H,; - B;, are all continuously equal to zero.

Example 4.12 A particle of mass m can slide on a wire in the form of a circle of radius r
which rotates about a vertical diameter with a variable angular velocity 2(¢) (Fig. 4.8). We
wish to determine the energy rate E.

This is arheonomic holonomic system with one generalized coordinate and no constraints.
Lagrange’s equation applies and (4.355) reduces to

. aL
E=T—To+V = - (4.396)

Q) lg

€y

Figure 4.8.
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We see that

1 .
T = 5mr2(92 + ©%sin%6) (4.397)
V = mgr cos 6 (4.398)

Thus, we obtain

) aT .
E= = —mr’QQsin’ 6 (4.399)

For the particular case in which 2 is constant, we see that E = 7, — Ty + V has a constant
value and the system is conservative. The total energy 7 + V is not constant, however,
because there is a torque about the vertical axis that is required to keep the angular velocity
2 constant even though 6 is varying.

If we use the Boltzmann—Hamel approach, as given in (4.393), the same result occurs.
Here we can take u; = 6 and note that both ®;, and y,j vanish.

Finally, if we use the general energy rate expression in (4.379), we find that it reduces to

E =—mv, -4, (4.400)
where

vi =rfeg +rQsind ey (4.401)
Y1, =r2sinf ey (4.402)
Now

¢ = x ey =—Qsinb e, — Qcosb ey (4.403)
SO

1, = —rQ*sin?0 e, — rQ?sinf cos 6 ey + r(S2sind + Q6 cos H)es (4.404)

Thus, (4.400) results in
E = —mr’QQsin® 0 (4.405)

in agreement with our earlier results.
One can check the energy rate by first noting that

T = mr66 (4.406)
Ty = mr*Q26 sin6 cos 6 + mr’Q<Q sin® 6 (4.407)
V = —mgr6 sinf (4.408)

The equation of motion, obtained from Lagrange’s equation, is
mr26 — mr*Q? sin6 cos 0 — mgrsin® = 0 (4.409)
Substitute the expression for mr2§ from (4.409) into (4.406). Then we find that

E=T—Ty+V =—-mr’QQsin’6 (4.410)



27
—

Constraints and energy rates

Figure 4.9.
which checks with (4.405).

Example 4.13 A rheonomic nonholonomic system consists of two particles, each of mass
m which are connected by a massless rod of length /, as shown in Fig. 4.9. Particle 1 has
a nonholonomic constraint in the form of a knife-edge which rotates at a constant rate 2
relative to the rod. Let us choose (x, y, ¢) as gs, and let

Uy =v, Ur, = ¢) 4.411)

where v is a quasi-velocity. We wish to find the differential equations of motion and to
evaluate the energy rate E.

First, the differential equations of motion are obtained from the fundamental equation
for a system of particles, namely,

d (oT l
— | — —2 Vi =0 4.412
dt(auj) ,-=1mv iy =0 ( )

Assume that the x y-plane is horizontal. The only constraint force is perpendicular to the knife
edge and does no work in an arbitrary virtual displacement. Therefore, each generalized
applied force Q; is zero. The velocities of the two particles are

v, = ve,, vy = (v + I sin Qt)e, + I cos Q1 e, (4.413)

Thus, the constrained kinetic energy is
1 1 . .
T = 5m (Vvi+v3) = Em(zu2 + 12¢* + 2lvd sin Q1) (4.414)

The velocity coefficients are
8V,‘

= 4.415
. (4.415)

Yij
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resulting in
Y1 = €, Yo =0, Yo1 = €, Y2 = I(sin Q2 €, 4 cos Q1 e,) (4.416)

Also, we note that the «y;, coefficients are equal to zero.
A differentiation of (4.416) with respect to time results in

Y2=0, A =% =@+ Re,, Ay =Ild(—cos Q e + sin Q2 e,) (4.417)

where we note that e, and e, rotate counterclockwise with an angular velocity (¢ + ).
The u; equation is obtained by first evaluating

d (0T N .
7 <8_> = 2mv + ml¢ sin Qt + mlQ¢ cos Qt (4.418)
v

In addition, we find that

m(vi -4y + V2 - a1) = mld(d + Q) cos Qt (4.419)
Then, using (4.412), the first equation of motion is

2mv + mld sin Qt — mig? cos 2t =0 (4.420)

In a similar manner, we obtain

d (0T 9 o
— = ml~¢ + mlv sin Qt + mlQv cos Qt

dr \ 3¢ (4.421)
m(vy - 1p + V2 - ¥0) = —mlve cos Qt (4.422)
The second equation of motion is

mi*¢ + mlo sin Qf + mlv(p + Q) cos 2 =0 (4.423)

These two equations of motion constitute a minimum set for this system which has two
degrees of freedom.

Equation (4.420) can be interpreted as stating that the rate of change of linear momentum
in the direction of the knife edge is equal to zero. The second equation of motion, (4.423),
states that, if particle 1 is chosen as a noninertial reference point, the rate of change of
angular momentum is equal to the inertial moment due to the acceleration of particle 1.
Thus, it is convenient to think in terms of an accelerating but nonrotating reference frame
in this instance.

The energy rate £ for a system of N particles can be written in the form

= AV LAV N ,
E=3"0Quu+—+) —Qu— Y mvi -7, (4.424)
—1 3t i 9 i=1

in accordance with (4.379). We find that Q;, V, &y, and =y;, are all equal to zero, so E=0.
Thus, the energy function E, which in this case is the total kinetic energy, is constant during
the motion.

This is an example of a system for which the kinetic energy is an explicit function of
time and yet it is conservative.
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Second method 1f the Lagrangian method is used, we have three differential equations
of motion involving Lagrange multipliers. Also, there is the nonholonomic constraint
equation

—k sin(¢ + Q1) + y cos(¢p + Q1) =0 (4.425)

which states that the velocity of particle 1 normal to the knife edge is zero.
The kinetic energy of the unconstrained system is

1 ) .
T = 5m[zx2 + 2% 4+ 12¢% + 2l¢(—x sing + y cos ¢)] (4.426)

We note that 7' is not an explicit function of time, and we can take the potential energy
function V equal to zero; hence dL/d¢t = 0. Furthermore, the nonholonomic constraint
is homogeneous and linear in the ¢s, and is therefore conservative. Thus, the sufficient
conditions for a conservative system are satisfied, implying, in this case, that the total
kinetic energy is a constant of the motion.

Third method Let us use the Boltzmann—Hamel approach. The equations for a complete
set of three us in terms of ¢s are

u; = v = xcos(¢p + Q)+ ysin(g + Q1) (4.427)
Uy = ¢ (4.428)
uz = —xsin(¢p + Q) + y cos(¢ + Q) (4.429)

The nonholonomic constraint is applied by setting u3 equal to zero.
The unconstrained kinetic energy is

1
T=m [u% + 512145 + 3 + lua(uy sin Q1 + uj cos szz)] (4.430)

and the general Boltzmann—Hamel equation (4.85) reduces to

d (dT 3 aT 39T
a ot 9 i =1,2 4.431
7 (au) +3) e, T ; PG (r ) (4.431)

j=11=1

In evaluating y,/; and ¥/, we note that the W;; coefficients are explicit functions of time, in
general, but all the W;; coefficients vanish, as well as the ®y,.

After a rather lengthy calculation, the equations of motion found earlier in (4.420) and
(4.423) are obtained. The Boltzmann—Hamel energy rate expression in (4.393) reduces for
this example to

, T & 0T
E=_-2 _ 22 yiu, 4.432
PR DD vl (4.432)
j=1 1 J
We find that
aT

o= miQue cos Qu (4.433)
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and
3

28T .
> o Vi = —miQué cos Q1 (4.434)
1r=19%%Jj

J

Hence, £ = 0 and E = T is a constant of the motion even though T is an explicit function
of time. Note that the kinetic energy is a homogeneous quadratic function of the us.
Comparing the three methods which were presented for analyzing this rheonomic non-
holonomic system, the first method using the fundamental dynamical equation for a system
of particles would seem to be preferable. It provides a minimum set of equations of motion
without Lagrange multipliers. Furthermore, the energy rate is found to be zero by inspection.

Summary of differential methods

In the study of differential methods in the dynamics of systems of particles or rigid bod-
ies, it is well to begin with Newton’s law of motion. Angular momentum methods can
also be employed, resulting in Euler’s equations for the rotational motion of rigid bod-
ies. These elementary approaches frequently require the introduction of constraint forces
and moments as additional variables in the dynamical equations, thereby complicating the
analysis.

Lagrange’s equations, when applied to holonomic systems with independent gs, result
in a minimum set of equations of motion without the necessity of solving for constraint
forces. In other words, although one set of gs may be subject to holonomic constraints,
another set of gs can be found which are independent and are consistent with the previous
constraints. No generalized constraint forces enter into the Lagrange equations of motion
for this system.

On the other hand, if there are nonholonomic constraints, then more gs are required than
the number of degrees of freedom. The use of the Lagrangian procedure involves Lagrange
multipliers which are associated with generalized constraint forces. If there are n gs and m
constraint equations, one obtains n second-order dynamical equations in addition to the m
constraint equations.

The use of Maggi’s equation eliminates the Lagrange multipliers and results in (n — m)
second-order equations of motion plus the m constraint equations. The Lagrange and Maggi
methods have the disadvantages, however, that the kinetic energy cannot be written in terms
of quasi-velocities, and must be written for the unconstrained system.

In the efficient representation of dynamical systems, it is desirable to obtain a minimal
set of (n — m) first-order differential equations of motion. This is possible in the general
nonholonomic case if one uses independent quasi-velocities as velocity variables. The
remaining four differential methods discussed in this chapter all result in a minimal set of
dynamical equations. The use of the Boltzmann—Hamel equation is the most complicated of
these methods and requires that the kinetic energy be written for the unconstrained system
having n degrees of freedom. The other three methods allow one to assume a constrained
system with (n — m) degrees of freedom from the beginning.
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Energy rate expressions can be obtained in several forms, depending upon the type of
dynamical equations used in their derivation. Each of these expressions can be used to obtain
a set of sufficient conditions for a conservative system, that is, a system having a constant
energy function E. In the usual case, E = T, — Ty + V rather than the total energy 7 + V.

If the equations of motion for a given system are being integrated numerically, the energy
rate E can be used as a check on the calculations. This is accomplished by integrating £
separately with respect to time, and comparing the change in the energy E with that obtained
from the integrated solutions to the equations of motion.

A note on quasi-velocities

We have defined quasi-velocities (#s) in accordance with the equations

n
wj =Y Wiq.0qi +¥ilg.)  G=1,....n) (4.435)
i=1
where the right-hand sides are not integrable, in general. Moreover, we assumed that these
equations can be solved for the ¢s, resulting in

n
Gi =Y ®ij(q.Ouj+ Pulq.)  (=1,....n) (4.436)
j=1

Thus, we have assumed that the us and ¢s are related linearly. If there are m linear non-
holonomic constraints, these are represented by setting the last m us equal to zero. The
remaining (n — m) us are independent.

Furthermore, we have expressed velocities and angular velocities in accordance with the
linear relations

Vi =D %@ 0+ i D) (4.437)
j=1

wi = Bilq. Du;j + Bi(q. 1) (4.438)
j=1

and we note that the «ys and 3s can be used in writing the differential equations of motion.

It is possible, however, to define the us in a way such that, in general, the ¢s are nonlinear
functions of the us. For a system with n gs and m independent nonholonomic constraints, one
can define the (n — m) independent us as a set of parameters which specify the operating
point in velocity space, that is, g-space. This operating point must lie on each of the m
constraint surfaces in velocity space, and therefore on their common intersection.

We need to find expressions for the «s and Bs in writing the equations of motion,
but the linear equations (4.437) and (4.438) are no longer valid for the more general us.
Nevertheless, we can use

avilq, u, 1)
vilqu, 1) = 0D (4.439)
; Buj
owi(q,u,t)
Bilq.u.ny= LD (4.440)

Buj
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A given set of us may not have uniform dimensions, and so the question now arises
concerning how the corresponding Qs are to be found. One can use virtual work or, in this
case, virtual power to evaluate the Qs. For example, if a system of N particles has a force

F; applied to the ith particle (i = 1, ..., N), then, using virtual velocities,

N n—m

D Fisvi=Y Qjéu; (4.441)

i=1 i=1

where
n—m avl n—m

svi=>" au,‘S”f = v,du; (4.442)
j=1 J j=1

Then, since the dus are independent, we obtain
N

Q=Y Fivy; (=L...n—m (4.443)
i=1

Example 4.14 Consider the simple case of a particle of mass m which has a force F
applied to it. Let us choose (v, 6, ¢) as us to represent the velocity vector v of the particle
in three-dimensional velocity space (Fig. 4.10).

This is similar to the use of spherical coordinates to designate a position in ordinary
3-space. The unit vectors e,, €y, €5 form an orthogonal triad with e, = e, x €. In place of
(4.436) we have the equations

X = vsinfcos ¢ (4.444)
y = vsinf sin¢ (4.445)
z=wvcosf (4.446)
z
e,
€y
€y
6 “ [
|
o
| v
4 |
|
l

X

Figure 4.10.
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which are nonlinear in the us. Conversely, we find that

up=v=yi24+y2+z2

1 Z

Vi 422

U, = 6 = cos™

us3 :¢:tan_1x¥

which are nonlinear and replace (4.435).

First method Let us use the general dynamical equation in the form

N
Zmivi Yij =0
i=1

The velocity is

v =ve,(0, ¢)

and the velocity coefficients, obtained by using (4.439), are

de, de, .
=€, =V—_—— = Vey, =v— =wvsinb e
Y1 Y12 29 0 Y13 0 ®

Note that the «ys can be functions of the us in contrast to (4.437).
The particle acceleration is

v = ve, + vé, = Ve, + viey + vdsinb e,

and the force F, in terms of its components, is

F = F,e, + Fyey + Fye,

Hence, using (4.443), we find that

O =F, 0, = Fyv, Q3 = Fyvsin®
Finally, using (4.450), the v equation is

mv = F,

Similarly, the 8 equation is

mv6 = Fyv

or

mvl = F,

The ¢ equation is

mv*¢sin® 6 = Fyvsing

(4.447)
(4.448)

(4.449)

(4.450)

(4.451)

(4.452)

(4.453)

(4.454)

(4.455)

(4.456)

(4.457)
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or
mvg sin = F, (4.458)

Actually, knowing v, these equations of motion could have been obtained directly by
applying Newton’s law in the three orthogonal directions.

Second method Let us consider the Gibbs—Appell equation
— =0; (4.459)

where, in this case,

L oo 1 3\2 i i )2
S = Emv = zm[v + (v0)” + (v sin0)7] (4.460)
The v equation of motion is
as
EE
The 6 equation is

EN 2
— =mv0 = Fyv 4.462
28 ) ( )

or

mvl = F, (4.463)

mv = F, (4.461)

The ¢ equation is

a8 L) .

8—¢. =mv-¢sin°0 = Fyvsinf (4.464)
or

mvdsing = F, (4.465)

We see that the Gibbs—Appell method is quite direct when applied to this example.

4.9

Bibliography

Desloge, E. A. Classical Mechanics, Vol. 2. New York: John Wiley and Sons, 1982.

Greenwood, D. T. Principles of Dynamics, 2nd edn. Englewood Cliffs, NJ: Prentice-Hall, 1988.

Kane, T. R. and Levinson, D. A. Dynamics: Theory and Applications. New York: McGraw-Hill, 1985.

Neimark, Ju. I. and Fufaev, N. A. Dynamics of Nonholonomic Systems. Translations of Mathematical
Monographs, Vol. 33. Providence, RI: American Mathematical Society, 1972.

Papastavridis, J. G. Analytical Mechanics. Oxford: Oxford University Press, 2002.

Pars, L. A. A Treatise on Analytical Dynamics. London: William Heinemann, 1965.



279 Problems
I

410 Problems

4.1.

4.2,

4.3.

Suppose we wish to analyze the unsymmetrical top of Example 4.7, using Maggi’s
equation. Referring to Fig. 4.5 on page 243, let the generalized coordinates be
(¢,0, V¥, X,Y) where ¢ is the angle between the positive X-axis and the 6 vector.
Let the independent us be u; = ¢, uy = 6, and u3 = V. (a) Obtain the unconstrained
kinetic energy T'(q, ¢) and the potential energy V(g). (b) Write the constraint equa-
tions. (c) Find Q; and ®;; fori =1,...,5and j = 1,2, 3.

Two particles, each of mass m, are connected by a massless rod of length /. They can
move on a horizontal turntable which rotates at a constant rate 2. There is a knife-edge
constraint at particle 1 which allows no velocity relative to the turntable in a direction
normal to the knife edge. Use (7, 0, ¢) as gs and (v,, ¢) as independent us, where v,
is the speed of particle 1 relative to the turntable. (a) Find the differential equations of
motion. (b) Evaluate the energy rate £.

6 Ql\
0

Figure P 4.2.

A sphere of mass m, radius r, and central moment of inertia / rolls without slipping in
a fixed horizontal cylinder (Fig. P 4.3). Choose (w;, w2, w3) as quasi-velocities, where
w is the angular velocity of the sphere. Use the Gibbs—Appell equation to obtain the
differential equations of motion.
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Figure P 4.3.

4.4. A sphere of radius r, mass m, and central moment of inertia / can roll without slipping
on a wedge of mass m and wedge angle «. The XY Z frame is inertial with the Z-axis
vertical. The xyz frame is fixed in the wedge; the xy-plane forms the slanted surface
on which the contact point C moves. The wedge can slide on the horizontal XY -plane
without friction, but in the Y-direction only. Its speed in this direction is v. There is
no rotation of the wedge. (a) Use the general dynamical equation or the Gibbs—Appell
equation to find the differential equations of motion. Let the sphere be body 1 with the
reference point at its center. The wedge is body 2. Choose (wy, wy, @, v) as us, where
w is the angular velocity of the sphere. (b) If the contact point C is located at (x, y)
relative to the wedge, write the kinematic equations for X and y.

Figure P 4.4.

4.5. Consider a sphere of mass m, radius r, and central moment of inertia / which rolls
without slipping on the inside surface of a fixed vertical cylinder of radius R (Fig. P4.5).
(a) Choose the angular velocity components (w, , wg, @;) as quasi-velocities and obtain
the differential equations of motion. (b) Show that the vertical motion of the sphere is
sinusoidal.
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x

Figure P 4.5.

4.6. An axially-symmetric top with a spherical point moves without slipping on a horizontal
plane. The xy-plane remains horizontal and there is no rotation of the xyz frame about
its vertical z-axis. Classical Euler angles (¢, 6, ¥) are used to specify the orientation of
the top. The orthogonal e;e;e; unit vector triad has e; along the symmetry axis and e;3
remains horizontal. The center of mass C is located at a distance [ from P, the center of
the spherical point. The top has mass m and moments of inertia /, about the symmetry
axis and [, about a transverse axis through P. Choose angular velocity components
(w1, w2, w3) of the top as quasi-velocities and obtain the differential equations of
motion by using the general dynamical equation.

Figure P 4.6.
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4.7.

A uniform sphere of radius r, mass m, and central moment of inertia / rolls without
slipping on the vertical xz-plane which rotates about the fixed z-axis at a constant
rate 2 > 0. The sphere has a center C at (x, y, z) and P is the contact point. Choose
the components (w,, ®,, ®;) of the angular velocity w of the sphere as independent
quasi-velocities. (a) Find the differential equations of motion by using the fundamental
dynamical equation. (b) Assume the initial conditions x(0) = xo > 0, x(0) = vp > 0,
y(0) =r, 3(0) = 0, z(0) = 2o, 2(0) = 0, wy(0) = 0. Show that the vertical velocity z
is a sinusoidal function of time. (¢) What is the minimum value of v, that will ensure
that the sphere will remain in contact with the xz-plane?

sphere
o
(.32
X
Figure P 4.7. Figure P 4.8.
4.8. A thin uniform disk of mass m and radius r rolls without slipping on the horizontal

4.9.

xy-plane. A particle of mass my is attached at a distance / from its center. Choose the
classical Euler angles (¢, 0, ¥) as ¢s and let the us be (6, wy, Q). Consider the disk
and particle as separate bodies and take the reference point of the disk at its center.
Use the general dynamical equation to obtain the equations of motion.

A two-wheeled cart consists of body 1 of mass m( and moment of inertia /. about its
center of mass C, plus wheels 2 and 3, each a thin uniform disk of mass m and radius r.
The wheels roll without slipping, and the body slides without friction on the horizontal
XY-plane. The center of mass C of the body is at a distance / from P, where P is the
midpoint of the rigidly attached axle of length 2b. Obtain the differential equations of
motion using (v, §) as quasi-velocities, where v is the speed of P in the direction of
the x-axis.
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Figure P 4.9.

4.10. A uniform sphere of mass m, radius r, and central moment of inertia / rolls without
slipping on the inside surface of a cone that has a vertical axis and a vertex angle
. Let ¢ be the angular velocity of the center C about the vertical axis, and let w
be the angular velocity of the sphere. Use the components (@i, w>, w3) as quasi-
velocities and obtain the differential equations of motion. To simplify the algebra,
use the notation b = r/(R sina — r cos «) which is ratio of r to the distance of the
center C from the vertical axis.

Figure P 4.10.

4.11. The system of three particles (Fig. P 4.11) approximates the dynamical characteristics
of a cart with castered wheels. Particle 1 with its knife edge represents the rear wheels.
Particle 3 with its knife edge represents the front wheels that have an offset /. There is
ajointat particle 2. The force F is constant in magnitude and is directed longitudinally
along e;. Use (v, #) as quasi-velocities and obtain the differential equations of motion.
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Figure P 4.11.

4.12. A sphere of mass m, radius r, and central moment of inertia / rolls on the horizontal
xy-plane which has a system of concentric knife edges embedded in it. At the contact
point (R, ) between the sphere and the horizontal plane, there is no slipping in the
radial direction, but slipping can occur without friction in the e, direction. (a) Obtain
the differential equations of motion using (vy, w,, wy, ®;) as quasi-velocities, where
v is the velocity of the center of the sphere and w is its angular velocity. (b) Find
the angular momentum about the origin O and show that it is conserved. (c) Assume
thatm =1,r =1,and I = % in a consistent set of units. If the initial conditions are
R(0) = 10,60(0) = 0, v9(0) = 1 and w(0) = 0, solve for the final values of 0, vy, w,,
and wy.

o

Figure P 4.12.
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4.13.

Figure P 4.13.

4.14.

4.15.

A dumbbell consists of two particles, each of mass m, connected by a massless rod of
length /. It moves on a smooth spherical depression of radius r. The configuration of
the system is given by the generalized coordinates («, 6, ¢), where 6 > 0 and where
the positive ¢ vector is in the e; direction. Let ¢ = 0 when the rod is horizontal. The
unit vectors e; and e3 lie in the plane of triangle O12. The center of mass C moves
on a sphere of radius R = (+*> — }1%)!/2. A knife-edge constraint allows no velocity
component of particle 1 in the e; direction. Choose (v, w3) as independent us, where
v is the velocity component of C in the e, direction and wj is the e3 component of the
angular velocity w of O12. (a) Find the differential equations of motion. (b) Obtain
the kinematic expressions for ¢, 6, and ¢ as functions of the ¢s and us.

z

Figure P 4.14.

The point P of an axially symmetric top moves with a constant angular velocity wg
around a horizontal circular path of radius r. At time ¢ = 0, the line O P has the
direction of the positive X-axis. The frame XY Z is nonrotating and translates with
P. Use type II Euler angles as gs and (¢, §, ) as us, where  is the total angular
velocity about the symmetry axis. (a) Find the differential equations of motion. (b)
Obtain the energy rate E as a function of (¢, u, t), assuming that the kinetic energy
is calculated relative to the XY Z frame. (c) Find the possible steady precession
rates, that is, ¢ = wy with the top leaning outward at a constant angle 6, and with
¢ — wot = /2. Assume that Q? is sufficiently large to ensure stability.

A rectangular block of mass m has a massless axle and wheels attached along its base,
and can roll without slipping on the horizontal XY -plane (Fig. P 4.15). The origin O
of the xyz body-fixed principal axis system is the reference point at the midpoint of
the axle. The y-axis is horizontal and the x-axis makes an angle 6 with the horizontal
plane. Choose (X, Y, ¢, 0) as generalized coordinates and (v, ¢, 6) as us. (a) Obtain
the differential equations of motion. (b) Find the kinematic equations for X and?Y.
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Figure P 4.15.

4.16. A uniform sphere of mass m, radius r, and central moment of inertia / rolls without
slipping on a fixed sphere of radius R. Let the coordinates (¢, 6) specify the location
of the center C and choose (w;, w2, w3) as quasi-velocities, where w is the angular
velocity of the sphere. (a) Obtain the differential equations of motion. (b) Show that
the motion of the line OC is similar to that of the symmetry axis of a top with a fixed
point.

Figure P 4.16.



287
—

Problems

4.17.

4.18.

o

A particle of mass m moves relative to a fixed Cartesian xyz frame under the action
of a constant force F, that is directed parallel to the positive x-axis. There is a
nonholonomic constraint of the form

t—kyi2+92=0

where k is a positive constant. Note that k = tan 8 where § is the constant angle of the
velocity vector v above the horizontal xy-plane. Let (x, y, z) denote the position of
the particle and choose (v, ¢) as us, where v = (x> + y% + z%)!/? and tan ¢ = y/x.
Obtain the differential equations of motion.

A uniform sphere of mass m, radius r, and central moment of inertia / rolls without
slipping on a horizontal turntable which rotates at a constant rate 2 about its center
O. The xyz frame is inertial and the coordinates of the center C of the sphere are
(x,y,7). Let w be the angular velocity of the sphere and choose (wy, wy, w;) as
quasi-velocities. (a) Obtain the differential equations of motion. (b) Assuming general
initial conditions x(0) = x¢, y(0) = yo, X(0) = Xy, y(0) = yo, show that the path of
C is circular by solving for x(¢) and y(#). (c) Show that the horizontal component of
the angular momentum about O is constant.

(*x,»)

Figure P 4.18.

4.19. A uniform sphere of mass m, radius r, and central moment of inertia / rolls without

slipping on a fixed wavy surface described by

h 2wy
z=—|1—-cos —
2 L

where h/L << 1 (Fig. P 4.19). (a) Choose the angular velocity components
(wy, wy, w;) of the sphere as quasi-velocities and use the general dynamical equation
to obtain the differential equations of motion. Retain terms to first order in the small
parameter .2/ L. (b) Give the kinematic differential equation for y.
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Figure P 4.19.

4.20. A thin uniform disk of mass m and radius r moves on a frictionless horizontal plane.
Choose type I Euler angles (¢, 6, ) as generalized coordinates. The us are (6, wy, 2)
where 2 is the total angular velocity about the symmetry axis and w, is the angular
velocity about a diameter through the contact point. (a) Obtain the differential equa-
tions of motion. (b) Consider the case of motion with small positive 6, positive w,,
and let Q = —+/2g/r. Solve for w, and the precession rate ¢.

4

Qy T é /

g

Figure P 4.20.
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Equations of motion: integral approach

Integral principles and, in particular, Hamilton’s principle, have long occupied a prominent
position in analytical mechanics. Hamilton’s principle, first announced in 1834, presents
a variational principle as the basis for the dynamical description of a holonomic system.
This approach tends to view the motion as a whole and involves a search for the path in
configuration space which yields a stationary value for a certain integral. As a result, one
obtains the differential equations of motion.

The requirement of stationarity does not apply to nonholonomic systems. Nevertheless,
one can use integral methods to obtain the equations of motion for nonholonomic systems.
Here we use the integral of the variation rather than the variation of the integral. In this
chapter, we shall discuss the derivation and application of these methods, particularly with
respect to nonholonomic systems.

5.1

Hamilton’s principle

Holonomic system

Consider a dynamical system whose motion satisfies Lagrange’s principle, namely,

" d (0T aT
| (5) g~ @Jpa=0 o0

i=1

There are n generalized coordinates and the d¢s satisfy the instantaneous constraints. The
kinetic energy T'(q, g, t) is written for the unconstrained system, and is assumed to have
at least two continuous derivatives in each of its arguments. Q; is the generalized applied
force associated with g;.

Now integrate (5.1) with respect to time over the fixed interval ¢, to #,. Using integration
by parts, we find that

5}
b d (3T D\ 0T d ", 3T
— | — ) 8qidt = — —(8qg;)dt —48q; 5.2
/ﬂ Zdt( )q, / Zaq,«dz(q’) +[Zaq,~ q,} (5.2)
i=1 1 n

aq[ i=l i=1
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Figure 5.1.

Hence, we obtain

b

ol I\ 9T " 9T d 1 9T .
§—3,-+§ ——5,-+§ ,-5,-dt—_§—5,» 5.3
/[1[ q ,.=,3qidt(q) ’_=1Q q} [ 3%41] (5-3)

= 94i

The 8¢s satisfy the m instantaneous constraint equations

n

> ajilg. 08¢ =0 (j=1,....m) (5.4)

i=1

and are assumed to equal zero at the fixed end points #; and #,. Thus, the right-hand side of
(5.3) vanishes.

The actual and varied paths in extended configuration space are shown in Fig. 5.1. The
8qs are contemporaneous variations, that is, they take place with time held fixed. Note that,
for a given actual path, the varied path is specified by the 8¢s which satisfy (5.4).

Let us assume that the ¢s and ¢s are continuous functions of time along the actual and
varied paths. Then we can write

%(5%—):5% i=1....n (5.5

The transposition of d and § operators will be discussed later in the chapter.
Referring again to (5.3), note that

" aT " oT
ST = —4q; —38q; 5.6
;aq,« ‘”;aq,- gi (5.6)
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and the virtual work is
W= 0iq (5.7)
i=1
Thus, we obtain
/h(ST—i—SW)dt =0 (5.8)
n

This important result applies to the same wide variety of dynamical systems as does
Lagrange’s principle as given by (5.1). We shall return to this equation when we consider
nonholonomic systems.

Now let us assume that all the applied forces are associated with a potential energy
function V (g, t). Then 6W = —§V and we can write (5.8) in the form

15}
f SLdt =0 (5.9)
1

where the Lagrangian function L(gq, ¢,t) =T — V. Assuming a holonomic system, the
operations of integration and variation can be interchanged. Thus, we obtain

5]
a/ Ldt =0 (5.10)
n

which is the usual form of Hamilton’s principle.
The variation of the integral in (5.10) implies that the actual and varied paths satisfy the
m constraint equations of the form

Y qilg. g +aplg, =0 (G=1,...,m) (5.11)
i=1

where these expressions are integrable in this holonomic case. On the other hand, the integral
of the variation, as in (5.9), implies that the §¢s in the expression for § L must satisfy the
instantaneous constraints of (5.4). For holonomic systems, the varied paths satisfy both the
actual and instantaneous constraint equations. The solutions of (5.10) have the property of
stationarity; whereas the solutions of (5.9) may or may not have this property, depending
on the nature of the constraints.

Now let us restate Hamilton’s principle, as it applies to holonomic systems, as follows:
The actual path in configuration space followed by a holonomic dynamical system between
the fixed times t| and t, is such that the integral

15}
I=/ Ldt (5.12)
1

is stationary with respect to path variations which vanish at the end-points.

To reiterate, the primary assumptions in the derivation of Hamilton’s principle are that:
(1) the variations §q; satisfy the instantaneous constraint equations; (2) the end-points are
fixed in configuration space and time; and (3) all the applied forces are derivable from a
potential energy function V (g, t). Note that the system need not be conservative.
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An alternate approach to obtaining the equations of motion for a holonomic system is to
begin with Hamilton’s principle as a stationarity principle. With this as a starting point, and
using the same assumptions as before, we can derive Lagrange’s principle. To see how this
develops, let us begin with

n 2 P~ (Il aL
5/ Ldt = / SLdt = / Z (—Sqi + —.Bq',-) dt =0 (5.13)
f 1 noimp g, 94,

Then, using (5.5) and integrating by parts, we obtain
/’Zi[d(8L> 3L}8 dt i[aLS ]t2 0 (5.14)
w = Ldir \ogi)  dgqi] " —~dq; ],

If the §¢s are unconstrained, and therefore arbitrary, each coefficient must equal zero,
yielding

d (oL oL
- - =0 i=1,..., 5.15
T <Bq,-) o7 @i n) (5.15)

which is Lagrange’s equation. This is also the Euler—Lagrange equation of the calculus of
variations.

On the other hand, if the §¢s are constrained by (5.4), then the integrand must equal zero
at each instant of time since the limits #; and #, are arbitrary. Thus, we obtain Lagrange’s
principle, namely,

i[d (BL) 8L]8q . 516
——)-— ;= .
o dt \ 9¢; ag;

for this case where all the generalized applied forces are obtained from the potential energy
Vig. D).

Nonholonomic system

Although stationarity, as expressed in Hamilton’s principle, is central to the dynamical
theory of holonomic systems, it does not apply to nonholonomic systems. To see how this
comes about, let us consider a nonholonomic system and require that each varied path must
satisfy the actual constraint equations of the general form

filg. ¢, =0 (j=1,....m) (617

These constraints are enforced by invoking the multiplier rule. The multiplier rule states
that the constrained stationary values of the integral of (5.12) are found by considering the
free variations of

5]
1=/ Adt (5.18)
n
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where A(q, ¢, i, t) is the augmented Lagrangian function which is formed by adjoining
the constraint functions to the Lagrangian function by using Lagrange multipliers. Thus,

m
A=L(q.4.0+ Y 1;fi(g.4.0 (5.19)
Jj=1
where the Lagrange multipliers (4 (¢) are treated as additional variables to be determined.
The stationarity of the free variations of the integral of (5.18) results in the Euler-Lagrange
equations

d [0A A

—(=)-==0 (G=1,....n (5.20)
dt \ 9¢; ag;

oA . .

87:]3‘((],q,1‘):0 (G=1,...,m) (5.21)
i

Note that (5.21) merely restates the constraint equations.
Now let us apply (5.20) to a nonholonomic system in which the constraint functions are
linear in the ¢s. Thus, the constraint equations have the familiar form

n

£i(@, 4.0 = ajq,ndi +ap(g,H=0 (G=1,....m (5.22)

i=1

Then, using (5.19) and (5.20), we obtain

d <3L> aL = d
—— == e+
dt 3(,], ;dl‘ =1 =
o daj  daji\ |
=D i+ Mj(aj_ *31>qk
j=1 1 k=1 qi qdk

Ba,, Baﬁ .
_ =1,..., 5.23
+le (8% o ) (i n) (5.23)

n m

odjy . da;
O R I
qi =

9gi

M=

=7

m

J

These are the Euler-Lagrange equations for finding the solution path leading to a sta-
tionary value of the integral / of (5.12), where both the actual and varied paths satisfy the
constraints given by (5.22). Comparing (5.23) with the known form of Lagrange’s equation
for this nonholonomic system, namely,

d (0L £
a (oL =>"x i=1,..., 5.24
dt (3%) 3% =1 st (l n) ( )

we see that, in general, the equations are different. We conclude that the requirement of
stationarity leads to incorrect dynamical equations for the general case of nonholonomic
constraints. Conversely, the solution path of a nonholonomic system will not, in general,
result in a stationary value of the integral in (5.12).

On the other hand, if we equate —ft; with X ; and set

8&_,‘[( _ aaji —0 and aa/l _ 8&_,‘[ -0 l,k = 11 B (525)
aq; gk g dt j=1...,m
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which are the exactness conditions, then the system is holonomic and (5.23) reduces to the
correct equation (5.24).
The correct equations of motion of a nonholonomic system can be obtained from

n
/ SLdt =0 (5.26)
h

which may be considered to be the nonholonomic form of Hamilton’s principle. It is not a
stationarity principle, however, and thereby differs fundamentally from its usual holonomic
form given in (5.10). Equation (5.26) assumes that: (1) the actual and varied paths are
continuous functions of time and their difference §q satisfies the instantaneous constraint
equations; (2) the d¢gs equal zero at the fixed end-points #; and #,; and (3) all the applied
forces arise from a potential energy function V (g, t).

More generally, when the applied forces do not arise from a potential energy function,
one can use

o)
/ 6T +8W)dt =0 (5.27)
n
where the virtual work is
n
SW =" 0i8q; (5.28)
i=1

and the d¢s satisfy (5.4). As we found in the derivation of (5.8), this result is essentially an
integrated form of Lagrange’s principle, (5.1).

Example 5.1 A flat rigid body of mass m moves in the horizontal xy-plane (Fig. 5.2).
There is a knife-edge constraint at the reference point P, about which the moment of inertia

Z

[~
(x, )

o

Figure 5.2.
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is I,. Assuming the center of mass is located at a distance / from P, and using (x, y, ¢) as
generalized coordinates, let us find the differential equations of motion.
We can take V = 0, so Hamilton’s principle has the nonholonomic form

15}
f 5Tdt =0 (5.29)
1
The unconstrained kinetic energy is, from (3.146),
Lo, o, 1 L .
T = Em(x +y9)+ Elpq& + mlp(—x sin ¢ + y cos @) (5.30)

and we obtain

8T = mxdx + mysy + I,$8¢ — ml¢ sin¢ 8% + mld cos p 8y
+ml(—xsing + y cos $)8¢p + mlp(—x cos ¢ — y sin )¢ (5.31)

Noting that
=2 =2 o 4
ox = T (8x), sy = 7 6y, 3¢ = o (6¢) (5.32)
we find that
. . d . . d
8T = (mx — ml¢ sin ¢)E(5x) ~+ (my + ml¢ cos qﬁ)E((Sy)
+ ([,,d) — mlX sin¢ + mly cos ¢)dd_t(6¢) — mlg(x cos ¢ + ysinp)s¢ (5.33)

Now integrate by parts, noting that the §¢s equal zero at the end-points. We obtain
& bl d ; d ;
/ §Tdt = —[ —(mx — mlpsinp)éx + —(my + ml¢p cos ¢)Sy
N N dt dt
d . . .
+ E(Ipq&—mlx sin ¢ + mly cos ¢)
+ mig(x cos ¢ + y sin ) } 8¢ } dt =0 (5.34)

The end-points #; and ¢, are arbitrary, so the integrand must be zero continuously. Thus, we
obtain

(mi — mlg sing — mlp* cos $)8x + (m¥ + mlgp cos ¢ — mlp?* sin $)8y
+ (I, — ml¥ sing + mly cos $)dp =0 (5.35)

which is essentially Lagrange’s principle of (5.1).
The nonholonomic constraint equation is

Xsing —ycos¢p =0 (5.36)
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I
which states that the velocity of point P perpendicular to the knife edge is zero. The
corresponding instantaneous constraint equation is
sing dx —cos¢ 8y =0 (5.37)
We can choose two independent sets of (§x, 8y, 8¢p) which satisfy (5.37). Let us choose
virtual displacements proportional to (cos ¢, sin¢, 0) and (0, 0, 1). Then, from (5.35) we
obtain the following two differential equations of motion:
mi cos¢ +mysing —mlp> =0 (5.38)
I, —mlising +miycosp =0 (5.39)
Alternatively, we could have noted that
8y =tan¢ éx (5.40)
and then considered dx and 8¢ to be independent.

We need a third differential equation which is obtained by differentiating (5.36) with
respect to time.
¥sing — ycosg + xpcosg + ypsing =0 (5.41)
Equations (5.38), (5.39), and (5.41) are linear in the §s and can be solved for X, ¥, and o,
which are integrated to obtain the motion as a function of time.

The approach used in this example has yielded three second-order equations, namely,
two dynamical equations and one kinematical equation. Notice that s have been used as
velocity variables in the kinetic energy function; quasi-velocities should be avoided because
equations similar to (5.32) will not apply.

I
5.2 Transpositional relations

Now let us examine the kinematical effects due to the nonintegrability of the quasi-velocity
expressions and constraint equations often associated with nonholonomic systems. As be-
fore, we shall ultimately be concerned with time integrals of variational expressions, al-
though the transpositional relations under consideration here are differential in nature.
Hence, we will actually study the kinematics of differential paths in configuration space.

The d and 5 operators

Let us begin with the differential form

d9; = Wi(g.t)dg; + V(g 0)dt  (j=1,....n) (5.42)
i=1

In general, the differential form is not integrable, so 6; is a quasi-coordinate. The operator

d, as in dg;, represents an infinitesimal change in the variable ¢; which occurs during the
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infinitesimal time interval d¢. If one divides (5.42) by dt, the result is

wj=y Wiq. 04 +Vilg. )  G=1.....n (5.43)
which, again, is not integrable, in general. Here the quasi-velocity u; = d0; /dt.
The variational equation corresponding to (5.42) is

aej:Z\pﬁ(q,z)aq,. G=1,...,n) (5.44)
i=1

The operator § in §g; represents an infinitesimal change in g; which is assumed to occur
with time held fixed.

Now let us consider the operations § and d taken in sequence. Taking the total differential
of (5.44), we obtain

dse; _ZZ Wi k8q,+2 ”dzs +Zw,,d5q, (5.45)

i=1 k=1 i=1

Similarly, taking the first variation of (5.42), and changing the summing index, we obtain

n

8do; =

dqidq; + Z Wi dtaq, + Z W;;8dg; (5.46)

i=1 k=

where 6t = 0 and ddt = 0 since the variations are contemporaneous.
Next, subtract (5.46) from (5.45). The result is the important transpositional relation

L vy 0w,
ds0;—5do; _ZZ< ~ ’k)qua +Z( — - {’)dtsq,-

i=1 k=1 aqk aql

+ ) Wi(dsqi —8dgr) (G =1.....n) (5.47)
i=1
The differential form of (5.42) is linear in the infinitesimal quantities dg; and dt, but we
notice that (5.47) is of second degree in these small quantities. Assuming the nonintegrability
of (5.42) and (5.44), the coefficients of dqx8q; and dtdq; in (5.47) are generally nonzero.
To simplify the notation, we can let

d oW, AW ENE
F‘ZZ( s - ’k)quSquZ( 3;* Jt>d18%'

i=1 k=1 8qk 3%
G=1,....n) (5.48)

Then we obtain

ds0; — 5do; = F; + Y W;i(dsq; —8dg)  (j=1.....n) (5.49)
i=1

where F; # 0, in general.
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There are two principal choices which we can make concerning transpositional relations,
namely, (1) déq; — 8dq; = 0 and d§6; — 8d6; # 0, or (2) dé6; — éd6; = 0 and dbq; —
ddq; # 0. For a system with independent gs, we usually choose ddg; — ddg; = 0 since this
is consistent with a continuous varied path when integral methods are used.

Further transpositional relations can be obtained by first recalling from (4.3) that

dg; =) ®ij(q,)d0; + Dii(qg,1)dt (i =1,...,n) (5.50)
j=1

and thus

8gi =Yy ®ij(q.080; (i=1,....n) (5.51)

j=1

Multiply (5.49) by ®,; and sum over j. Thus, we obtain

déq, —édg, = — iCD,-ij + Xn:¢,j(d39j —8d0;) r=1,...,n) (5.52)
j=1 j=1

where we recall that

i b,V =06, (5.53)

and §,; is the Kronecker delta. In detail, we find that

dsq, — 8dq, = — Zn: Xn:i: ,; (a\y,i - %> dqiég;

i=1 j=1 k=1 gk 94
7 & av;; I0Y;

—ZZ‘D”< L ”)dtqu,-
= = Jat qu

+3 0 ,(ds6; —8d6)  (r=1,....m) (5.54)
=1

Using (5.48), (5.50), and (5.51), we can write F; in terms of the Hamel coefficients. We

see that
ov; oV &
F = Z Z Z ( 3 i Jk) ;,80, Z D dO; + Dy dt
i=1 k=1 r=1 \ %9k =1
v, 0w .
+Zl:2;< Jji /f>d)l-,dt89r (G=1,...,n) (5.55)
or

n n
Fj="%"y,d0,0, +Zy,’dt89 G=1,....n) (5.56)

=1 r=1
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where
AW, AWy,
v = Z;( aqi - )d)qu)ir (5.57)
" AV, oW, k) 0w 0,
yi— i OV g0 ( i 9 )cbl-,- (5.:58)
- 1;( g “ Z a Ay

Then we can express (5.52) in the form

dsq, — 8dg, = Z > Z ®,;yd6,56, — Z Z @y, d156,

j=11=1 r=1 j=1r=

+Z<I>S,-(d80_,- —8d0;))  (s=1,...,n) (5.59)
=1
The basic transpositional equations such as (5.47), (5.54), and (5.59) are written for an
unconstrained system. The application of constraints, however, will be shown to be quite
simple.

Nonholonomic constraints

Consider a system with n generalized coordinates and m nonholonomic constraints which
are linear in the ¢s. We can represent these constraints by setting to zero the last m equations
of (5.42) or (5.43). Thus, we have

d6; = > W;i(q. 0dg; + V(g 0dt (G =1.....n—m) (5.60)
i=1

df; = " Wiq. 0dgi + Wji(q. )dt =0 (j=n—m+1,....n) (5.61)

or, in terms of quasi-velocities,

wj=y Wig, 04 +Yu(g, ) (G=1,....,n—m) (5.62)

i=1
wj =Y Wilq.04i +¥j(q.0=0 (j=n-m+1,....n (5.63)
i=1

The m constraints are given by (5.63). Note that the first (n — m) us given by (5.62) are
independent. Thus, as velocity variables, we can use the (n — m) us rather than n constrained
gs.

Inasimilar fashion, using (5.44), we can write the variational equations for the constrained
system.

80, =Y Wilg.08¢;  (j=1.....n—m) (5.64)

n
591':2‘1"]1(%1)5%' =0 (j=n—m+1,...,n) (5.65)
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The m virtual or instantaneous constraint equations are given by (5.65).
With the application of the constraints, we see that

dso; =0, 8do; =0 (J=n—-m+1,...,n) (5.66)

50 (5.49) becomes

n
dso; —8d0; = Fj + Y W(dsq; —8dg)  (j=1,....n—m) (5.67)

i=1
and (5.52) reduces to

n—m

dsq, —ddq, ==Y O F+ Y ©,(ds0; —8d0;))  (r=1,....n) (5.68)
i=1 j

j=I1

The theorem of Frobenius

If the expressions for F; given in (5.48) are all equal to zero for an unconstrained system,
then the exactness conditions apply for the n differential forms of (5.42). These exactness
conditions are sufficient for the integrability of the differential forms, implying that the s
are true generalized coordinates rather than quasi-coordinates.

A question arises concerning the necessary and sufficient conditions for the integrabil-
ity of the differential forms if there are constraints. This is answered by the Theorem of
Frobenius: A system of differential equations such as (5.42) is completely integrable to
yield0; = 0;(q,t) for j =1,...,nifand only if F; = 0 for all dq; and 8q; satisfying the
constraints. Recall that F; is given by (5.48).

As an example, consider a constraint which is represented by the differential form

do = a(x,y,z)dx +b(x,y,z)dy +c(x,y,2)dz =0 (5.69)
Also,
80 = a(x,y,z)0x +b(x,y,2)8y +c(x,y,2)8z=0 (5.70)

This constraint is integrable, that is, holonomic if F; = 0 or, in detail, if

da b b  Odc
— — — | (dyéx —dx8y)+ | — — — ) (dz8y — dydz)
dy  0x dz  dy
dc  da
+|— ——)(dxdz—dz6x) =0 (5.71)
dx 0z
where, from (5.69) and (5.70),
1 1
dz = ——(adx + bdy), 8z = ——(adx + bsy) (5.72)
c c

Upon making these substitutions and simplifying, we obtain

da 8b+a ab  oc +b dc  da (dys dxSy) = 0 (5.73)
— 4= - = | = -= x —dx8y) = .
dy 9x ¢ \dz 9y c \dx 0z Y Y
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where dx, 8x, dy, §y are independent. Hence, we find that

ab 9 a a ad ab
a2 Y pp (2 (22 29 (5.74)
az Ay ax 0z dy  Ox

This is the necessary and sufficient condition for the integrability of (5.69).

Geometrical considerations

First, let us consider an unconstrained system described in terms of n quasi-velocities which
are given by (5.43). We wish to compare points on an actual path in n-dimensional g-space
with the corresponding points on a varied path. This can be visualized by considering a
small quadrilateral ABC D, as shown in Fig. 5.3a. The infinitesimal vector dq occurs on
the actual path during a small time interval dz. The variation dq is an infinitesimal vector
drawn from a point on the actual path to a corresponding point (at the same time) on the
varied path. Thus, the operator d refers to differences that occur along a solution path with
the passage of time; whereas, 6 refers to differences in going from the actual path to a varied
path with time held constant.

For this unconstrained case, the small quadrilateral ABCD is closed. We see that the
vector displacements ABC and ADC are equal. Thus

dq+38q+déq=8q+dq+3dq (5.75)
and
dsq = 3dq (5.76)

In terms of components,
déq; —8dq; =0 i=1,...,n) (5.77)

This result applies to a holonomic system for which all F; = 0. On the other hand, even for
an unconstrained or holonomic system, if (5.77) applies, then (5.49) shows that for each
F; # 0 due to the presence of quasi-velocities, there is a corresponding transpositional term

dso; — 5d0; #0 (5.78)
dq+odq '
D da+odq ¢ varied D C
/—*—\»\‘

actual

A path
(b)

Figure 5.3.
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Now let us consider the more general case in which there are m nonholonomic constraints
that are applied to the system by setting the last m differential forms equal to zero. Thus,
we assume that

do; =0, 80; =0 (j=n—m+1,...,n) (5.79)

as in (5.61) and (5.65). Since the virtual constraint applies at B and the actual constraint
applies at D in Fig. 5.3b, we see that

dég; =0,  8do;=0 (j=n—-m+1,...,n) (5.80)
and therefore
dét; —d0; =0 (G=n—m+1,...,n) (5.81)

Assuming that F; # 0 for j =n—m+1,...,n, we see from (5.49) that at least m of
the déq; — 6dg; are nonzero, implying that

dsq — 8dq 0 (5.82)

Thus, the quadrilateral in Fig. 5.3b does not close, and the vector in n-space directed from
C’ to C is equal to ddq — 8dq. This lack of closure indicates that, even at the differential
level, there is path dependence due to the nonintegrability of the nonholonomic constraints.
For example, if there is one nonholonomic constraint, it is kinematically possible to obtain
closure for all but one of the component ¢s. However, the remaining ddq; — ddq; must
be nonzero, resulting in nonclosure in n-space. Similarly, if there are m nonholonomic
constraints, then at least m of the ddq; — 8dq; must be nonzero.

For a nominal point A on the actual path, it is important to understand how the W ;;(q, t)
and Wj(q, t) coefficients are evaluated when applying the constraints at points B and D.
At A we have the constraint equations

D Widgi +Wpdt =0 (j=n-m+1,....n) (5.83)

i=1

D Wisgi=0 (j=n—m+1,....n) (5.84)
i=1

where the W;; and W, coefficients are evaluated at A. At B we have

SN oW j;
I g +

W) =W,
( jl)B jl+ aqk q ot

dt (5.85)
k=1

where the terms on the right are again evaluated at A. Thus, for the virtual constraint at B,
we obtain
n

"W, IV,
> [‘I’ﬁ + S dak+ =2 dt} (8q; +d8g;) =0 (5.86)
=1 94k

i=l1
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and, keeping terms to second order, there remains

Z\Il/ﬁq,—i—zll-’j,d(Sq,—l—ZZ ”quaq,+2 "dt8l=0

i=1 k=1

(J_n—m+1,...,n) (5.87)
Similarly, at D the coefficients are
" W
V)p =¥ =5, 5.88
(W00 ,H;aq[ q (5.88)
(“I}_]'[)D = ¥ (5.89)

Hence, the actual constraint equation at D requires that

> w30

k

Jjt

} (dgi + 8dqy) + [ ,} dt =0 (5.90)

and, omitting third-order terms, we obtain

Z W dgi + Z Wsdg+ Y Z o Wdt + Z i disg =0

=1 k= = 9
(j_n—m+1,4..,n) (5.91)

Now subtract (5.91) from (5.87) and recall the constraint equations at A, namely, (5.83)
and (5.84). The result is

Z Widsg; —5dg) + 33 (w” - aq’”) daidar

pr i AN

Wy AV
+Z< Vi ﬁ>d,8ql_0 (G=n—m+1,....n (5.92)

This is identical to the basic equation (5.47) for the case of m nonholonomic constraints
with

déf; —8do; =0 (j=n—-m+1,...,n) (5.93)

We have presented a derivation which emphasizes the assumptions concerning the values
of the coefficients at points B and D which are slightly displaced from the nominal reference
point A. Note, however, that ultimately all calculations involve values at A; and this applies
as well to calculations of F;.

As aresult of the lack of closure of the differential quadrilaterals if there are nonholonomic
constraints, it is not possible to find a continuous varied path which simultaneously satisfies
the actual constraints and the virtual or instantaneous constraints. One must choose one or
the other. If one chooses the stationarity principle in which the varied paths are required
to satisfy the actual constraints but not the virtual constraints, then incorrect equations of
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motion result, as we found earlier. On the other hand, if the varied paths satisfy the virtual
constraints but not the actual constraints, the variational process produces correct equations

of motion, as we found in the discussion of Hamilton’s principle.

The Boltzmann-Hamel equation, transpositional form

Derivation

The general form of the Boltzmann-Hamel equation, as given in (4.85), is

d aT n n—m
i ()~ 7 D i+ g =

j=11=1

(5.94)

where T(q, u, t) is the unconstrained kinetic energy and Q, is the generalized applied
force associated with u,.. The (n — m) us are independent and u, = 6§, where 6, is a quasi-

coordinate.
Multiply (5.94) by §6,dt and sum over r. We obtain

g (9T T
£ ar \ou, )~ 96,

NS0T oT .
+ Z Z |:Z Wyrldelser + ﬁjy,/dtw,} =0

j=1r=1 [i=1 J

Now recall that with the application of the m constraints,
do, =0, 86,=0 (l=n—m+1,...,n)

and thus, from (5.56),

n—mn—m n—m

vd0i80, + > yidiso,  (j=1,....n)

I=1 r=1 r=1

Hence, we find that

N~[d [T oT " 9T
—— )= = —-0,|86.dt —F; =0

;[dl (814,) 39, Q:| +12:]:8M] /

Let us assume that

dse; —8d6; =0 (G=1,....n—m)

(5.95)

(5.96)

(5.97)

(5.98)

(5.99)

so that this transpositional expression is now equal to zero for all j. Then, from (5.49), we

obtain

— ) Wji(dsg; — dg;)

i=1

(5.100)
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Finally, dividing by dt, we can write (5.98) in the form

"mrd (9T T 9T [d
4 20,86 - | Lsgy -4 | =0 5.101
Z[dl(&u,) 26, Q] Zzauj y [dt(q) q} 10D

=1 i=1 j=1

This is the transpositional form of the Boltzmann—Hamel equation. The (n — m) equations
of motion are obtained by writing the transpositional expressions in terms of the §0s and
then setting the coefficient of each 86, equal to zero. This approach results in the same
equations of motion as (5.94) but is somewhat simpler to apply.

Example 5.2 A dumbbell consists of two particles, each of mass m, connected by a
massless rod of length /. There is a knife-edge constraint at particle 1 (Fig. 5.4). We wish
to find the equations of motion as the system moves in the horizontal xy-plane.

Let us use (5.101). The generalized coordinates are (x, y, ¢) and the us are

U =v=2xcos¢+ ysing
U = ¢ (5.102)
Uz =w = —xsin¢ + ycos¢ =0

where the last equation is the nonholonomic constraint equation. The coefficient matrix is

cos¢p sing O
v = 0 0 1
—sing cos¢p O (5.103)

As quasi-coordinates, let us choose s and 7, where § = v and /7 = w. The angle ¢ is a
true coordinate.

Figure 5.4.
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In evaluating the transpositional terms we note that, for the unconstrained system,

X =vcos¢ — wsing
y =vsin¢g + wcos¢

SO

8x = cos¢ 8s —sin¢ &n
8y = sin¢g §s +cos¢ &y

From (5.99), we see that

d d . d

—(8s) = dv, —(8¢) = 49, —@n) =24

dt(s) v dz(¢) ¢ dt(n) w

Then

d .. . .

E(Sx) =cos¢ v —¢sing s —sing Sw — ¢pcos ¢ 67
8x = cos¢ dv —vsing §¢ —sing Sw — wcos @ §¢

Now apply the actual and virtual constraint equations resulting in

w =0, sw =0, on=20

and we obtain

d .

E(&c) — 80X = sing(vép — Pds)

In a similar manner, we find that

d .
E(Sy) =sin¢ §v + ¢pcose Ss
8y = sin¢g v + vcos¢ ¢

and thus

d . .

E(Sy) — 8y = cos p(pds — vé¢p)
Notice from (5.108) that

d .

—(8¢p) —8¢p =0

dt( ¢) — 8¢

Then, with the aid of (5.103), we find that
Zq}]z |: (8‘]1 61]1] =0
for j = 1and j = 2. For j = 3, we obtain
n d .
PR [E(aq» - aq,-] = (sin’ ¢ + cos” ¢)($ds — v3)
i=1

= ¢ds — vé¢p

(5.104)
(5.105)

(5.106)
(5.107)

(5.108)

(5.109)
(5.110)

(5.111)

(5.112)

(5.113)
(5.114)

(5.115)

(5.116)

(5.117)

(5.118)



307

The central equation

The unconstrained kinetic energy is
1 . .
T =m@ + w?) + 5m12¢2 + midw (5.119)

Furthermore, all the Qs are equal to zero. Now we can substitute into the general equation
(5.101), resulting in

2mids + mi*pse — mld(pds — vég) =0 (5.120)
The v equation of motion, obtained by setting the coefficient of §s equal to zero, is

2mv — mld> =0 (5.121)
Similarly, the coefficient of 8¢ is

mi?¢ + mlvg =0 (5.122)

yielding the second equation of motion. A comparison shows that this approach is somewhat
less complicated than the usual Boltzmann—Hamel method.

5.4

The central equation

Derivation

Consider a system of N particles. Let us begin with d’ Alembert’s principle in the form

N

D (F; —miE;) o1 =0 (5.123)
i=1

where r; is the position vector of the ith particle and F; is the applied force acting on it.
The virtual displacements dr; satisfy the instantaneous (virtual) constraints.
We can write the kinematic identity

d( or;) =i - r; + d(é)
—- Vi -or;) =1T; - OF; — V; - —(0F;
dt dt

N Vi-V; d
=i or 46 ( S ) v [E(Sri) - 6v,~] (5.124)
where the particle velocity v; = I;. Now let
N
8P =Y myv; - or; (5.125)
i=1
N v ‘v.
5T = ;m,-a ( : ) (5.126)
al d
sD = i - | —@r) — 8v; 5.127
;m v [dt( i) v} ( )

N
SW =) F; or (5.128)
i=1
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From (5.123)—(5.128), we obtain the central equation of Heun and Hamel:

d
T(6P) = 8T +8W +5D (5.129)

Explicit form

The central equation has the same general validity as d’ Alembert’s principle from which it
was derived. The principal assumption is that the érs satisfy the virtual constraints. There
is a need, however, to put the central equation in a more convenient, usable form.

First, let us transform to generalized coordinates. In terms of velocity coefficients, we

have
Vi= Y Y@ Dd+vulg.)  G=1,....N) (5.130)
k=1
n
or; = Yir(g, 1) dqx i=1,...,N) (5.131)

k=1

Thus, we find that

d - d ahakall ekall
2 sr) = s 8 i 5.132
1) ;mkdt< qk>+;; 7g, It q/+; 5, da (5.132)
and

n . n n a'-Yl . n 8’)’1
8Vi= ) vubdi+ ) ) —aqida+ ) —Loq (5.133)

k=1 == = O
But

_ Bv,- _ 31‘,’ _ 81',' (5 134)

Yik = FYR = aqk, Yit = 91 .

S0 we obtain

Sya _ O v Py O v (5.135)
g Oqdq g or  9tdq  Oq

fori =1,...,Nandk,l =1,...,n. Thus, from (5.132)—(5.135), we find that

d n d )

T (r) =5, = ;mk [quk) - sqk] (5.136)

The kinetic energy is

1 N
T = 5 Zm,vi - Vi (5137)
i=1
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where the ith particle velocity v; is given by (5.130). Thus, for the unconstrained kinetic
energy T'(q, ¢, t), we obtain

Y - v =
= miv; - — = mivi -7, (5.138)
3Gk ; 3G ; ik
Then, from (5.127), (5.136), and (5.138), we find that
" 9T [d
8§D = — | —(8qx) — 8¢ 5.139
; 90 [dt( ) qk] (5.139)

Let us consider the general case where the unconstrained kinetic energy is written in
terms of quasi-velocities, that is, let T = T*(q, u, t). Then

19T "L 9T*
ST* = 8q; Su; 5.140
; " q +; ou, uj ( )
where
Sqi =y ®;;80; (5.141)
j=1
d d
sy = o)) - [E(sej) - 514,.] (5.142)
Thus,
" TaT* aT* d z
ST* = Z [wae, a——(s ,)] [ (86,) — Su,] (5.143)
j=1 J j=1

where we use the notation

aT™ BT*
= Z

Bq,
The virtual work of the applied forces is

SW =Y 0,50, (5.145)
j=1
where Q, is the applied generalized force associated with u, or §6,.
Now let us integrate the central equation with respect to time over the fixed interval ¢
to t,. The system follows the actual path in g-space; and the d¢s, which equal zero at the
end-points, satisfy the virtual constraints.

15) d
[ [E(SP)—BT*—SW—zSD] dt =0 (5.146)
1
First consider

t d N B
—(P)dt = SP’Z— iV; - Or; =0 5.147
/,,d;( )dt = [8 P! [;mv r,} (5.147)

n
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where we note that §r; = 0 at the end-points. Next, consider the integral of §7*. We note
that, upon integrating the second term of (5.143) by parts, we obtain

n
b\ AT* d LT bl d [(9T*
—(80;)dt = —380;| — — 86,dt 5.148
/,l Zaujdz( ) [Zauj f} /,l ;m(au,) ©-148)
n -

Jj=1 j=1

where the 50s equal zero at the end-points. Thus, we find that

& oT*\ AT g MK
8T*dr = 86, dt — —(80;) — bu,; | dt
[roma=- [ 2[a Go) w550 [ -]

(5.149)

Now we can write (5.146) in the form
f " [d [oT* BT*
— 86, — (86
[ Bl G) - o] 5 [ -o0]

—Z { (8g:) Sqi] }dtzO (5.150)
9q;

The end times #; and #, are arbitrary, so the integrand must equal zero continuously, resulting

in the general equation

"\[d (dT* aT* [ d
3 [E ( » ) Q,] 86, + Z [5(59_,-) - 6u_,-j|
r=1 r

d g j—
—Z %, [g@%) —(Sq,-] =0 (5.151)

Up to this point, no assumptions have been made concerning the transpositional terms in
(5.151). But now let us assume that

d
E(SGj)—(Sujzo (G=1...,n) (5.152)

Furthermore, let us apply the m virtual constraints by letting §6, =0 for r =
n—m+1,...,n. The remaining (n —m) 80s are independent. Then we obtain
the explicit form of the central equation:

n—m d BT* aT* n aT d
at “ae, @00 T Loy |4 P 04| =0 5.153
;[dt<au,) 96, Q] Zaq,-[dt(q) q] (5.153)

i=1

Notice that this result is similar to (5.101), the transpositional form of the Boltzmann—
Hamel equation.

The (n — m) differential equations of motion are obtained by writing the last term of
(5.153) as a function of the §6s, and then setting the coefficient of each 86, in (5.153)
equal to zero. As mentioned earlier, the kinetic energy 7*(q, u, t) may be written for the
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constrained system, that is, the order of differentiation and the application of constraints
makes no difference in this case. But the kinetic energy 7'(¢q, ¢, t) must be written for the
unconstrained system.

The Boltzmann—Hamel equation can be derived from the general result given in (5.151).
Let us begin by first noting that
o7 Y aT*\I/ i=1 ) (5.154)

— = — i=1,....n .
0q; = ou;
and then recalling from (5.47) that
d = d s [0V 0V
—(860;) — 6u; — v |:_(5‘Ii) - 5q'i:| = ( L )QkSQi
dt ; dt ==\ gk aq;

SNA) ST L O .
— — —— ) 3q; =1,..., 5.155

+;(at Bq,»)q' (j n) (5.155)

Moreover,
n
Gu=) O+ by (k=1,....n) (5.156)
=1
n

8q; = Z D, 56, i=1,...,n) (5.157)

Then (5.151) takes the form

= d (oT* N AT (W AW,
S[4GE) 5o SEET (0

i=1 =1 k=1 Ak g
- N OTF (0w Y,
@ Dy | @i, —L L), |86, =0 (5158
X (121: il + kt) +;; ouj ( ot dg; ( )
Now apply the instantaneous constraints by setting 66, =0 for r =n—m+1,...,n.

The remaining (n — m) 66s are independent so each coefficient must equal zero. Thus we
obtain

d [9T* AT & IV, AV,
- =) oy,
dt( ) ZZ Z du (qu g, ) wr

i=1 j=1 k=1 I=1

EEET ()0

i1 j=1 k=1 3G 3
- qur = Ur = 17"'3 - 5.159
+Zzau./< o 8q,-> o n—m) (5.159)

i=1 j=1
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This is a detailed form of the Boltzmann—Hamel equation, as in (4.82). Here the derivation
involves an integral method using the central equation. We note from (5.155) that, in spite
of transpositional terms in the integral expressed in (5.150), the varied path is actually
determined by 8¢s or §6s which satisfy the virtual constraints.

Example 5.3 A thin uniform disk of mass m and radius r rolls without slipping on the
horizontal xy-plane (Fig. 5.5). Let us find the differential equations of motion, using the
explicit central equation, namely,

AT d [oT* aT* " 9T [ d
S|4 0086, - | Sagn — 84| =0 5.160
[dr<aur> 00, Q] 9d: [dz”” q] ©-160)

r=1 i=1

As generalized coordinates, let us choose (¢, 6, ¥, x, y) where (¢, 6, ¥) are Euler angles
and where (x, y) is the location of the contact point C. The independent us are (wy, 0, Q).
There are two additional us that are set equal to zero to represent the nonholonomic con-
straints. Thus, we have

Ui = wyg = ¢siné (5.161)
U, =06 (5.162)
Uz = Q= ¢cosh + (5.163)
ug=rycosg+x=0 (5.164)
us=rysing +y=0 (5.165)
z
y
7] .
¢ w,
f
YN//v
0
¢ r

* () — €

Figure 5.5.
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The two constraint equations state that there is no slipping at the contact point C. With this
assumption, the contact point moves with a speed v on the xy-plane. The rotations ¢ and
6 occur about C and do not cause it to move.

The constrained kinetic energy T*(q, u) is equal to the sum of the translational and
rotational portions. We obtain

1 . 1 (mr? 1 (mr? .
T* = Zmr02 + Q)+ = Q24 2 g2
@45 () H g () i+ o)
1 5 3
= gmrzu% + gmrzug + Zmrzug (5.166)
where we note that the moments of inertia about the center are
L, L,
I, = —mr-, I, = -mr (5.167)
2 4

The unconstrained kinetic energy T'(q, ¢) is more complicated. Again we sum the trans-
lational and rotational parts, obtaining

T = %m[(x — rgcosgcost + rfsingsind)® + (y — résing cos @ — ré cos ¢ sin 6)>
+r26%cos’ 0] + émrz(zﬁz sin? 6 + 62) + %mrz(qs cos 6 + )’
= %mrzzﬁz(l +5cos?0) + %mrzéz + imrzlffz + %m()&2 + yz)
+ %mrzdn/) €08 @ — mr¢x cos ¢ cos @ + mrdx sin ¢ sin @
—mr¢y sing cosd — mrdy cos ¢ sin (5.168)

We wish to express the last term of (5.160) in terms of us and §6s. If (5.161)—(5.165) are
solved for the gs, the result is

¢ = uycsch (5.169)
6 =u (5.170)
Y= —ujcotd + u3 (5.171)
X =rujcos¢cotd —ruzcos o + uy (5.172)
y =ruysing cotld —ruzsing + us (5.173)

where uy = us = 0. Similarly,

8¢ = csch 86, (5.174)
80 = 66, (5.175)
8¢ = —coth 86, + 663 (5.176)
Sx =rcos¢coth 66, —rcos ¢ 803 (5.177)

8y =rsin¢gcotf 80, — rsing 503 (5.178)



314

Equations of motion: integral approach

In addition we assume that, for all j,

d

E(aej)—(suj =0 (5.179)
Then we find that

d .

E(qu) — 8¢ = csch cotO(u186, — ur80;) (5.180)
oT _ 1.2 s'n9+3 213 cos 0 (5.181)
— = —MmMruj St —mr-u .

ag 4 2"

and therefore

oT | d b¢) — 8¢ ! 2 cotO(uy + 6us cot0)(u, 80 864) (5.182)
—_— | = — = —mr u u u — U .

o | at 1 1 3 10602 200]

Since (5.162) is integrable and (5.179) applies, we obtain

d .
EW) —-860=0 (5.183)
Similarly, we find that

ﬂ [i(w) - 81&] = —1mr2u3 csc? 0186, — u286;) (5.184)
oy | dt 2

and

oT [ d . 5 . 2 2
Ty E(Sx) —8x | =mr-(uysing cos ¢ csc — uz cos™ ¢ csc™ 0)(u86, — u80;)
+mr?(uy sin® ¢ — us sin ¢ cos ¢ csc 0)(u1 805 — u380;) (5.185)

Furthermore,

oT [ d . 2 . .2 2
55 E(Sy) — 8y | =—mr~(uysin¢g cos ¢ cscO + us sin~ ¢ csc™ 0)(u186, — u86;)

y
+mr*(uy cos® ¢ + uz sin ¢ cos ¢ csc 0) (1803 — u386,) (5.186)

Adding (5.182)—(5.186), we obtain

5 d 1 3
> | - Ga) = 8¢i | = mr* ( Surcotd — Sus ) (w186, — ua86y)
. ji Ldt ! 4 2
+mr2u2(u1593 — u386)
2(_1 cotf + ! 860
= mr ——uiu —Uuru
4 142 ) 2u3 1
1 3
+mr? (Zu% cotf — §u1u3> 86,

+mriu us86; (5.187)
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Referring to (5.166), we have

" [d (0T* aT*
>[4 o]
dt \ du, 20,

r=1

1 5 3
= Zmrzulsel + (Zmrzl,'tz + mgr cos 9) 86, + Emr2u3593 (5.188)
where

0, =0, 0, = —mgrcosé, 03;=0 (5.189)

Finally, using the explicit form of the central equation, we obtain the equations of motion.
The u; equation, found by setting the coefficient of §6, equal to zero, is

L. L, L 5

—mr-uy + —mr-ujuy cotd — —mr-uruz =0 (5.190)
4 4 2

Similarly, the u, equation is

5 1 3

Zmrzuz — Zmrzu% cotd + Emrzulug, = —mgr cosf (5.191)
The u3 equation is

3

Emrzu3 —mriujuy =0 (5.192)

Using the original notation for angular velocity components, we can write the equations
of motion as follows:

I, o, .

Zmr wq + Zmr w46 cotf — Emr 02 =0 (5.193)
5 545 L 55 3,

Zmr 60— Zmr wy cotd + Emr w2 = —mgr cos 6 (5.194)
30, y

Emr Q—mr-wsd =0 (5.195)

These equations are identical with (4.259)—(4.261) obtained earlier.

5.5  Suslov’s principle

Dependent and independent coordinates

Thus far, we have assumed that the linear nonholonomic constraint equations have the form
Y ajilq, Ddi+ailg, =0 (G=1,....m) (5.196)
i=1

This form has the characteristic that all the gs are treated equally. Now let us change
the viewpoint and arbitrarily designate m of the ¢gs as dependent; whereas, the remaining
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(n — m) gs are termed independent. Equation (5.196) can be solved for the dependent ¢ ps
in terms of the independent ¢;s. We obtain m nonholonomic constraint equations written
in the form

Gp= Bpi(q.041 + Bpi(g.t) (D=n—m+1,....n) (5.197)
=1

or, more briefly,

dp=¢p(g.41.t) (D=n-m+1,....n) (5.198)

Suslov’s principle

Let us begin with the general nonholonomic form of Hamilton’s principle, namely,
)
/ 0T +6W)dt =0 (5.199)
t

where each varied path satisfies the virtual constraints, and the §gs are equal to zero at the
end-points in extended g-space (Fig. 5.1).

Now introduce the constrained kinetic energy T°(g, ¢;, t) which is obtained from the
unconstrained kinetic energy 7'(q, ¢, t) by substituting for the ¢ ps using the constraint equa-
tions (5.197). For any realizable motion, the energies T° and T are equal. Their variations
8T? and 8T are not equal, however. To see how this comes about, consider

" 9T " T
5T=§ —8¢q; § —8q; 5.200
25, q,+[=| N q ( )

For a given varied path, we can take

d
E(&h) —34¢; =0 G=1,...,n) (5.201)
and therefore we obtain that, in (5.199),
oT
8T = —8 8q; 5.202
Z Z % d,( %) (5.202)

For the constrained system, however, we know that at least m of the transpositional expres-
sions of (5.201) must be nonzero. Let us assume that

d

E((Sq,)—&j, =0 I=1,...,n—m) (5.203)
d
E(qu)f(SqD;éO (D=n—-m+1,...,n) (5.204)
where

¢D n—m
8p =8¢p = Z —8q, (5.205)
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Then we see that

" 9T AT d u aT
8T = § —8q; § — 2 — 8 5.206
i=1 aql e + I=1 aql dt( ql) + D=n—m+1 3 .D aw ( )

A comparison of (5.202) and (5.206) results in

& oT [ d
ST =68T° + Z — [—(quD) - SqD] (5.207)
Denm1 040 Ldt
Now substitute the expression for 7 from (5.207) into (5.199) which is Hamilton’s
principle. The result is

r - aT [ d
/{3T°+5W+ > f[zwqm—a@]}m:o (5.208)
1

D=n—m+1 an

This is Suslov’s principle.
The virtual work is

SW =) 0Qidq; = Z Q01841 + Z 0p8qp (5.209)
i=1

D=n—m+1

where the Qs are generalized applied forces for the case of unconstrained §¢gs. We actually
have constrained d¢gs, however, with

n—m

Sqp =) Boidqs (5.210)
I=1

Hence, the virtual work becomes

n—m

W = Z 0/8q1 + Z Z OpBprdq; (5.211)
I=1 D=n—m+1
or
sW =" 0%q (5.212)
=1
where the generalized applied force associated with g; in the constrained system is
Q)=0/+ Y, QpBpy U=1,....n—m) (5.213)
D=n—m+1
Equations of motion

To obtain the differential equations of motion from Suslov’s principle, first let us write

n—m 8T n 8T0 n—m 0 d
ST = —8q; + —308qp + ——(8q1) (5.214)
; dq1 D:;Hl dap ; 94, dt
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where we have used (5.203). Now integrate §7° with respect to time, using integration by
parts on the last term and noting that 8q; vanishes at ¢; and #,. Upon multiplying by —1 and
recalling (5.210), the integral of (5.208) can be written in the form

N E= (3T°) aTO nogT0 .
N )|+t —Bpr | = 07| dq;
/n {;[dt 84 9q1 D:nX_;nH 94p !

< aT [ d

- D [—(&w) - an] } di =0 (5.215)
D=n—m+1 an dt

The transpositional term can be written as a homogeneous linear expression in the §g;s

which are independent. Hence, the integrand must vanish for all ¢, resulting in the explicit

Sform of Suslov’s principle:

< d(8T°> aTo 1970 0
N )|+ —Bp1 | — 0 | éq:
;[dt 84 dqr D:;m dqp '

n
- ;q—TD [%(sqm - aqn} =0 (5.216)

D=n—m+1

The equations of motion are obtained by expressing the last term in terms of 8¢ s and then
equating to zero the coefficient of each §g; . This results in (n — m) second-order differential
equations. There are also m kinematical constraint equations, giving a total of n equations
to solve for the n gs.

Comparing this result with the explicit central equation, (5.153), we see that the Suslov
equation has the advantage that the last summation is over the m dependent ¢s only rather
than over the complete set of n. On the other hand, Suslov’s equation has the possible
disadvantage that it does not allow quasi-velocities to be used.

Example 5.4 As an example of the application of Suslov’s equation (5.216), consider
the motion of a dumbbell with a knife-edge constraint sliding on the horizontal xy-plane
(Fig. 5.6). As generalized coordinates, let us choose (¢, x, y), where (¢, x) are considered
independent and y is dependent.

The nonholonomic constraint equation is

gp =y =4Xxtan¢ (5.217)
and the corresponding virtual constraint is
8qp = 8y = dxtan¢ (5.218)

The unconstrained kinetic energy, from (1.127), is

T =m( + )+ %mﬂq&z + ml(—3 sing + y cos p) (5.219)



319
—

Suslov’s principle

Figure 5.6.

The constrained kinetic energy, upon substitution from (5.217), is
T° = m(1 + tan® ¢)x> + %mlzqﬁz =mi’sec’ ¢ + %mlzqﬁz

We see that

%(Sy) — 8y = sec® ¢ (§x — 46¢)

where we note from (5.203) that

%(éx) —6x =0

Then, using (5.217), we obtain

oT [ d . . ; 2 .
87)'2 E(«Sy) — &8y | = (2mx tan ¢ 4+ ml¢ cos @) sec” ¢ (pdx — X5¢)

Differentiation of the constrained kinetic energy yields

aTo aT® 371"
—— =2mi’sec’ ptan o, —=—=0
¢ ax ay

aT° 5 aTe .

— =ml“¢, —— = 2mx sec” ¢

¢ ax

Also,

04 =0, 0°=0

Finally, a substitution in Suslov’s equation, (5.216), results in

(m%¢ + mldi sec )8 + (2mi + 2mex tan d — mip? cos ) sec® ¢ Sx = 0

(5.220)

(5.221)

(5.222)

(5.223)

(5.224)

(5.225)

(5.226)

(5.227)
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The virtual displacements 8¢ and x are arbitrary and sec? ¢ is not equal to zero, so each
coefficient must equal zero. Thus, we obtain the equations of motion

mi*p + migi secp =0 (5.228)
2mx 4 2méx tan g — ml* cos¢p =0 (5.229)

Note that x sec ¢ is equal to the longitudinal velocity component of the particles, that is,
the velocity along the rod.

These equations of motion agree with (4.31) and (4.32) of Example 4.1 on page 220,
obtained using Maggi’s equation, if one substitutes the differentiated constraint equation,
namely

j = ¥ tan¢ + ¢ sec’ ¢ (5.230)

Example5.5 A uniform disk of mass m and radius r rolls without slipping on the horizontal
xy-plane (Fig. 5.7). We wish to obtain the equations of motion using the Suslov equation,
(5.216).

y

0

/ é

' v

¢ v/

X r
m

(x, ) C

Figure 5.7.

The configuration of the system is given by the location of the contact point C and the
Euler angles. Thus, we can choose (¢, 0, ¥, x, y) as generalized coordinates, with the first
three as independent ¢, s and the last two as dependent g ps. The constraint equations of the
form gp = ¢p(q, 41) are

X =—rycos¢ (5.231)
y=—rysing (5.232)
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and the corresponding virtual displacements are

§x = —rcos¢ Sy (5.233)
8y = —rsin¢ 8y (5.234)

The unconstrained kinetic energy is equal to that due to the translation of the center of
mass, plus that due to rotation about the center of mass. Thus, we obtain

1 .
T = im[(x cos¢ + ysing — ré cos6)?

+(—xsing + ycos¢ — r6 sin0)? + 262 cos? 0]
1 . . 1 . .

+ gmrz(qb2 sin?6 + 6%) + Zmr2(¢> cosd + y)?

1 . 5 . 1 . 1

= gmr2¢>2(1 +5cos?0) + gmrzéz + Zmr21//2 + Em()é2 + yz)

1 . .

+ imrz(mb cos@ — mr¢ cos6(x cos¢p + ysing)

+mrf sin@(x sing — y cos @) (5.235)

The constrained kinetic energy, obtained by substituting the constraint equations for X and
y into (5.235), is

1 . 5 o 3 .. 3 ...
T = gmrzd)z(l +5c0s20) + gerGZ + Zmr%/ﬂ + Emr2¢1// cos 0 (5.236)

This assumes that there is no slipping at the contact point C.
The generalized applied forces for the constrained system are

0'=o, 05 = —mgr cos¥, 0%=0 (5.237)

In accordance with (5.203), we have

d . d . d .

—(¢) — 8¢ =0, —(80)—80 =0, —@Y)—=38y¥ =0 5.238
dt(¢) ¢ dz( ) dt(l//) 4 ( )
Then, differentiation of (5.231) and (5.233) results in

d . .

E(Sx) — 8x = rsing(¢pdy — o) (5.239)
Similarly,

d . . .

E(Sy) — 8y = —rcosp(pSy — ) (5.240)
Furthermore,

oT

Fri mx — mr¢ cos ¢ cos 0 + mro sin ¢ sin @
X

= —mr¢ cos ¢ cosf + mrl sin ¢ sin — mrir cos ¢ (5.241)
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and

oT ;. ; . -

3 = —mr¢ sing cos @ — mrf cos ¢ sinf — mry sin g
y

Hence, we find that

oT

— i(&x) — 8% |+ or i(a ) =8y | = mr?0sin0(dsy — r8¢)
0% | dr oy Lar ) T T ‘
To obtain the ¢ equation of motion, we first evaluate

d (dT° T’ 1 25145 26)—1—3 2 cosh
—|— ) — =-mr cos —mr-yr cos
dt \ 3¢ blo} 4 2
5 ... 30,
- Emr ¢0 sinf cos — Emr 0 sin 6
Then, using Suslov’s equation, the coefficient of §¢ is the ¢ equation:
1 .. 3 . 5 .
Zmrztﬁ(l +5cos?0) + Emrzw cos 6 — Emr2¢9 sin 6 cos 6
|
— Emr 0 sinf =0
Next, we obtain

d (8T°\ T® 5 .S 47 5in 0 cosd 4+ Smriy sind
— | — )| — = —-mr —mr sm o Ccos —mr s
dr \ 96 30 4 4 2

and the 6 equation is

S s 4 Smrtgsi s st =

4mr 0+ 4mr ¢~ sinf cos 6 + 2mr ¢ sin = —mgr cos 6
Finally,

d (aT°\ 98T 3 ,. 3 ,. 3,
— | — ) ——=mr'vv+ -mr°¢cosf — —mr-¢6 sin6
dt \ 9y AV 2 2

and the v equation is

3 . 3 . 5 .
zmrzl,l/ + Emrzqﬁ cosf — Emr2¢9 sinf =0

(5.242)

(5.243)

(5.244)

(5.245)

(5.246)

(5.247)

(5.248)

(5.249)

These equations of motion are equivalent to those obtained in Example 4.2 on page 222

using Maggi’s equation, but the Suslov approach is simpler and more direct.

5.6

Summary of integral methods

A review of integral methods in the analysis of nonholonomic systems must begin with

Hamilton’s principle, namely,

5]
/ (6T 4+ 8W)dt =0
n

(5.250)
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Here the kinetic energy 7(q, ¢, t) is unconstrained and

" 39T " T d
8T = —48q; — —(8q; 5.251
;aq,q+;aqid[<w (5.251)
since we assume that
d
—(8g;) —8G; =0 5.252
dt( qi) — 8¢ ( )

Furthermore, the varied path determined by the §¢s satisfies the virtual constraints of (5.4)
but does not satisfy, in general, the actual constraints of (5.11).

Hamilton’s principle leads to equations of motion of the form given by Lagrange’s prin-
ciple or Maggi’s equation.

The other integral methods can be derived directly from Hamilton’s principle. For exam-
ple, if the kinetic energy in terms of quasi-velocities is 7*(g, u, t) and we use the substitution

ST = 8T* + Z [ 8gi) — q,] (5.253)

in (5.250), the result after integration by parts reduces to the explicit form of the central
equation, (5.153).
On the other hand, if we designate the gs as either independent or dependent, and write
the constrained kinetic energy T%(g, ¢;, 1), then the substitution
& aT [ d
8T =8T° + — | —=(8qp) — 84 5.254
> = [dtwa) qD] (5.254)

D=n—m+1 3(1D

in (5.250) results in the explicit form of Suslov’s principle, (5.216). Here we assume that
d
E((Sq,)—&h =0 I=1,...,n—m) (5.255)

All these methods utilize varied paths, determined by the 8¢s, which satisty the virtual
constraints but not the actual constraints. Furthermore, for a given system and varied path,
the integrals used in the various methods will all be equal to §P at any given time ¢,
where f; < t < t,. Thus, differing notation and variables are being used to express the same
basic integral of Hamilton’s principle. The differing approaches, however, can result in one
method being easier than another, depending upon the particular system being analyzed.
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58

Problems
5.1. Consider the nonholonomic form of Hamilton’s principle, as given by (5.27). Show
that the integral
t
/ (8T + 8W)dt
n
where t; <t < tp, is equal to § P of the central equation (5.129).
5.2. (a) Show that, for a system of N particles,
9T
5P=Y" 5.5
j=1 9%
where T*(q, u,t) is the unconstrained kinetic energy written in terms of quasi-
velocities. (b) Starting with the central equation in the form of (5.129), and without
using the fixed end-points and integration by parts of the integral method, derive
(5.151) and the explicit form of the central equation.
5.3. A nonholonomic system has m constraints that are expressed in the dependent form

ZZBki(q)q'i (k=n—m+1,...,n)
Assuming that the independent gs satisfy
d(S )—8¢;=0 (=1 )
—(0¢gi) —oq; = i=1,....n—m
a q q

show that, for the dependent gs,

n—mn—m

d X k.
E(SQk)—(SQk:ZZﬁi/qj(Sqi k=n—m+1,...,n)

where
0B 0By; " 0By 0By;
ﬂlkj _ OBk kj + <—lelj _ _/qui>
aq aql I=n—m+1 aql aql
A substitution of this result into the Suslov equation (5.216) results in Voronets’
equation:
w (i) (Gt X Sam) X X gsa=a
- - - q i q =Y
dr \ 94, i T S 0 7
where

Q=0+ Y OBy (=1...n—m

k=n—m+1
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5.4.

5.5.

5.6.

Consider the rotational motion of a rigid body using (w,, ®,, ®;) as quasi-velocities,
where xyz is a body-fixed principal axis system at the center of mass. (a) Use classical
Euler angles as ¢gs and show that

d
77 80x) — 80y = w:86 — w,50;

and similarly for the y and z components. (b) Use the central equation in the general
form of (5.151) to derive the Euler equations of rotational motion. Assume that
d/dt (8q;) — 8q; = 0 for each of the Euler angles.

A pair of wheels, each considered to be a thin uniform disk of mass m and radius
r, are connected by a massless axle of length L. They roll without slipping on the
xy-plane which is inclined at an angle « from the horizontal. The independent us are
(v, ¢) where v is the speed of the center of mass, and ¢ is the angular velocity of the
axle. The gs are (x, y, ¢, V1, ¥2). (a) Use the explicit form of the central equation
to obtain the differential equations of motion. (b) Assume the initial conditions are
v(0) = vy, $(0) = 0, H(0) = wy. Solve for & and y as functions of time and find their
average values.

Figure P 5.5.

A dumbbell consists of two particles, each of mass m, connected by a massless rod of
length/ (Fig. P 5.6). Particle 1 has aknife-edge constraint oriented perpendicular to the
rod. A constant force F = Fi is applied at particle 2. (a) Use (x, y, ¢) as generalized
coordinates and obtain the differential equations of motion from the explicit form of
Suslov’s principle. Let x be the dependent coordinate. (b) Show that the speed v of
particle 1 is constant. (c) Show that the angle ¢ obeys a differential equation of the
same form as for a simple pendulum, even though particle 1 is moving.
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Figure P 5.6.

5.7. Consider a holonomic system with n gs and m constraints of the form
gp = ®plgs, 1)

where/ =1,...,n—mand D =n —m+ 1, ..., n. Show that, for this system, the
explicit form of Suslov’s principle reduces to the fundamental form of Lagrange’s
equation.

5.8. Two dumbbells, each having a massless rod of length /, are connected by a joint to
form particle 3 of mass 2m. The system moves on the horizontal xy-plane. Particles 1
and 2 have knife-edge constraints requiring that the quasi-velocities u3 and u4 equal
zero. Let the gs be (x, y, ¥, ¢); the independent quasi-velocities are (4, uz). Use the
explicit form of the central equation to obtain the differential equations of motion.

u

I
\ 3
2m

Figure P 5.8.
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5.9.

5.10.

Consider again the system of Problem 5.8. Choose (x, y) as dependent gs and (V/, ¢) as
independent gs. (a) Find the unconstrained kinetic energy 7' (¢, ¢) and the constrained
kinetic energy T°(g, ¢ ). (b) Use the explicit form of Suslov’s principle to obtain the
differential equations of motion.

A disk of mass 2m, radius r, and central moment of inertia / has a knife-edge
constraint at its center C. A particle of mass m is connected by a massless rod of
length / to a point P on the circumference by means of a joint. The system moves
on the horizontal xy-plane. Using (0, ¢, x, y) as ¢gs and (v, 0, di) as us, obtain the
differential equations of motion by means of the explicit central equation.

Figure P 5.10.

5.11.

A thin uniform disk of mass m and radius r is constrained to remain vertical as
it rolls on the horizontal xy-plane (Fig. P 5.11). A series of knife edges are em-
bedded in the xy-plane and are aligned parallel to the x-axis. As a result, the
contact point P on the disk cannot slip in the y direction, but can slide with-
out friction in the x direction. Let 6 be the angle between the plane of the disk
and the vertical yz-plane. Choose (0, ¥, x,y) as gs and ©, I/Ix) as indepen-
dent ¢s, where ¢ is the rotation rate about the axis of symmetry. (a) Use the
explicit form of Suslov’s principle to obtain the differential equations of mo-
tion. (b) Assume the initial conditions 6(0) = 0, 8(0) = 6y, ¥ (0) = Yo, #(0) =
Xo. Find the minimum and maximum values of v and of the speed v of the
center C.
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Figure P 5.11.

5.12. Two rods, each of mass m and length /, are connected by a joint at B and move in the
horizontal xy-plane. A knife-edge constraint at A permits no velocity component w
along the rod at A but allows a perpendicular component v. Choose (6, 6,, x, y) as
gs and (81, 62, v, w) as us. Obtain the differential equations of motion by using the
transpositional form of the Boltzmann—Hamel equation.

Figure P 5.12.
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6.1

Introduction to numerical methods

Digital computers are used extensively in the analysis of dynamical systems. The equations
describing the motion of a system are partly dynamic and partly kinematic in nature. In either
case, they take the form of ordinary differential equations which are nonlinear, in general.
These differential equations are usually written with time as the independent variable, and
time is assumed to vary in a continuous manner from some initial value, frequently zero, to
a final value.

In any representation using digital computers, the time can assume only a finite number of
discrete values. The differential equations of the system are replaced by difference equations.
The solutions of these difference equations are not the same, in general, as the solutions
of the corresponding differential equations at the given discrete times, thereby introducing
computational errors. More importantly, if parameters such as step size are not properly
chosen, a given numerical procedure may produce an apparent unstable response for a
system that is actually stable.

In this chapter, we shall begin with a brief discussion of the interpolation and extrapolation
of digital data. Then we will proceed with a discussion of various algorithms for the numer-
ical integration of ordinary differential equations. The errors arising from these numerical
procedures will be discussed, and questions of numerical stability will be considered.

Another important consideration in the numerical analysis of dynamical systems lies in
the proper representation of geometrical constraints. Even if the physical system is stable,
there may be numerical instabilities resulting from the method of applying constraints. We
shall discuss methods of representing constraints and will analyze their stability.

Finally, a topic of great interest is that of error detection and correction. One approach
is to use integrals of the motion, that is, functions whose values remain constant during the
motion. Examples are the energy or angular momentum functions associated with certain
systems. Any deviations from the expected values of these functions serve as indicators of
errors and are the starting point for possible corrections. These possibilities will be discussed.

Interpolation

Polynomial approximations

Consider a function of time f(¢) whose values are given at the (n + 1) distinct points
to, t1, ..., ty. It is always possible to find an interpolating polynomial of degree n which
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passes exactly through these (n + 1) points. Let us choose
P,(t) =ap+ait +--- +a,t" (6.1)

as the approximating polynomial to y = f(¢) and let

yi = ft) (6.2)
We can determine the (n + 1) coefficients a,, ai, .. ., a, from the (n + 1) equations
n
vi=Y auf  (=0.1...n (6.3)
k=0
which are linear in the as. For distinct times 7y, t1, ..., t,, a solution for the as is always

possible because the determinant of their coefficients is always nonzero. Thus, we can obtain
the interpolating polynomial P, ().

Lagrange’s interpolation formula

An alternative form of the same interpolating polynomial can be obtained by first using the
notation

L) =@ —t0)t —t)- (¢ = ;i) —tig1) (0 — 1) (6.4)

We note that the factor (+ — #;) is omitted. Now define a sampling polynomial

I1;(7)

8i(t) = i =0,1,..., 6.5
() ) (@ n) (6.5)
which is a polynomial of degree n in ¢. It has the property that it is equal to zero at all
the sampling times fo, #1, . . . except at #; where its value is one. It is apparent, then, that a
polynomial of degree n which passes through the (n 4 1) discrete points is
n n l_[l(t)

P,(t) = 0 () = i 6.6

() ;y ®) ;yni(m (6.6)

This is the Lagrange interpolation formula.
An estimate of the error in P,(¢) can be expressed as a polynomial of degree (n 4 1) in ¢.

Moreover, we know that the error is zero at the (n + 1) points #o, f1, . . ., #,. So let us assume
that
YOy = P@)+Ct —to)t —t1) - (1 — 1) (6.7)

where C is a constant to be determined. Now let us differentiate this equation (n + 1) times
with respect to 7. The terms arising from P,(¢) will disappear completely, and we need to
consider only the term Ct"*! since the others will vanish upon differentiation. With the aid
of the mean value theorem, we can write

YHDE) =+ DIC  (tg <& <1y) (6.8)
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where y*1 is the (n 4 1)th time derivative of y(¢). Thus, from (6.7) and (6.8), we obtain

_ (t*to)(t*tl)"'(tftn) (n+1)
y(®) = P,(t) + EER Y (6.9)

The second term on the right represents the error R, (¢), that is,

=)t —t) (= t)
R = s ) (6.10)

It should be noted that the error in the polynomial approximation does not necessarily
decrease with increasing n. This is particularly true when the sample times #, . .., , are
equally spaced and the evaluation occurs at a time ¢ near the limits of the overall interval
[to, 2,]. The problem arises for functions such as tant, Int, and 1/(1 + 1)* whose Taylor
series each have a finite radius of convergence. Although there is an exact match of P,(z)
and y(¢) at the (n + 1) discrete points, there is no restriction on the derivatives at these
points. Thus, for polynomials of relatively high degree, it is possible for large errors to
occur between sample times. This is known as the Runge phenomenon. On the other hand,
functions such as sin¢ and ¢’, whose Taylor series representations have no convergence
problems, will not be subject to these large errors.

Divided difference

Consider the polynomial P,(¢) passing through the (n + 1) points (y;, ;) where i =
0, 1, ..., n. Define the divided difference

Yb — Ya
[ta, th] = [1p, 1] = (6.11)
L
Similarly, a second-order divided difference is
Iy, te] — llas 1
[ty 1] = Lrted Lo ] (6.12)

Ie —1q
Again, the order of the arguments makes no difference. More generally, for the (n + 1)
times t, .. ., t,, the nth-order divided difference, written in terms of (n — 1)th-order divided
differences, is

ti oty oty — [tos ths ooy tye
[to,tl,...,t,l]:[l 2 1= 1 1 (6.13)

Iy —1Io

Divided differences can be used in expressing the interpolating polynomial P,(t). Con-
sider Newton’s interpolation formula:

P, (t) = yo + (t — to){[to, t1]1 + (¢ — t)[ [0, t1, 2] + (t — t2)([to, t1, 12, 3] +-- )]} (6.14)

where the expression is continued until [7, #1, . . ., #,] appears.
The coefficients to be used in Newton’s interpolation formula can be computed with
the aid of a divided difference table. For example, consider the case of four sample times
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to, 11, o, and t3. The corresponding divided difference table is
To Yo
[t0, 11]
1 n [t0, 1, 12]
[t1, 2] [t0, 11, 12, 13]
t » [t1, 12, 15]
[12, 3]
3 Y3
As anumerical example, consider the function y = log,, t and assume unit time intervals.
t log;y ¢ [ -] [ ] [0l
1 0.00000
0.30103
2 0.30103 —0.06247
0.17609 0.01230
3 0.47712 —0.02558
0.12494
4 0.60206

The cubic curve passing through the four given points is found by using Newton’s interpo-
lation formula with the numerical coefficients obtained from the first entry of each column.
Thus, we obtain

P3(t) = 04 (r — 1){0.30103 4 (¢t — 2)[—0.06247 + (r — 3)(0.01230)]}
For the case t = 2.5, for example, the interpolation result is
P3(2.5) = 1.5{0.30103 + 0.5[—0.06247 — 0.5(0.01230)]} = 0.40008

The actual value is log;, 2.5 = 0.39794.
An alternate form of Newton’s interpolation formula is

P, (1) = yo + (t — to)lto, 1] + (¢t — to)(t — t)lto, 11, 12]
+o (@ —t0) -t = tiDlto, -5 1] (6.15)

This leads to an error or remainder term of the form
Ry(t) =@t —1t0)---(t — t)lto, 1, .o, Iy, 1] (6.16)

which is obtained by considering ¢ to be an additional data point and writing the next
term, recalling that there would be zero error at time ¢ if the additional term R,(¢) is
included. Comparing this result with (6.10), and assuming that ¢ is an interior point, we find
that

y"hE)

fo,t, ..., Iy, 1| =
[0 1 n ] (}’l+1)'

(o < %_ <ty) (6.17)
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Now eliminate ¢ and obtain

y"(§)

n!

[to, ..., ta] = (to <& <ty) (6.18)

For the case n = 0, (6.17) reduces to

Y@ =y
t_

[t0,1] = o y&  (<é<n (6.19)

which is the mean value theorem.

Forward and backward differences

Let us consider differences associated with a uniform time interval At = h. The forward
difference operator A which operates on a function of time f(¢) is given by

Af(t) = f(t+h)— f@) (6.20)
or
Afu = faox1 — fa (6.21)

The forward difference operator has the property of linearity, that is,
Alaf(t) + bg(t)l = aAf +bAg (6.22)
where a and b are constants. Furthermore, for a product of two functions of time,
ALf(D)gW] = fr +h)gt +h) — f(D)g®) (6.23)
or
A(fugn) = fut18n+1 = fn&n

= fut18n+1 = Sus18n + Suv18n — fugn

= fil+l Agn + &n Afn
= g1 Afn + [u&n (6.24)

where the last equality is obtained by symmetry. For a quotient, we have

n nA n nA n
A (L) _ $nu = [l 6.25)
8n 8n8n+1
The second forward difference is
A2 fo = AAS) = (fagz = far) = (fa1 = )
= for2 = 2fur1 + fu (6.26)
In a similar manner, we find that
A fo = MDA fo) = furs = 3fara + 31 — fo (6.27)
A fy = fara— 4 s+ 6fura — 4 fur1 + [ (6.28)

and so on.
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If f(¢) is a polynomial in ¢, then each forward difference operation reduces its degree by
one. For example, suppose that

f@O =ant +ay 1 t" M+ 4 ag (6.29)
Then

Af =anlt+mY ="+

=ayNhtV '+ ... (6.30)
A’ f =ayN(N — D2V 2 4 ... (6.31)
A f =ayN(N —1)---(N —k+ DV F ... (6.32)

Hence, we find that

AN f =ayNImY (6.33)
and
ANl =0 (6.34)

Forward differences are related to the corresponding derivatives with respect to time at
the middle of the sampling range in ¢. For example,

Afn fn+1 fn ~ v

= T (635)
Azfn fn — zfn + fn .

= +2 = +l A Yot (6.36)

which can be regarded as central difference approximations to the time derivatives at the
given points. More generally, we find that

Ay dif

il (tn + kh) (6.37)
and in addition,
AX £,

hf =fOE (<& <ty +kh) (6.38)

k
As an example, suppose that
f@) = a3t + art® + ait + ao (6.39)
Then,
Af(@) = ft+h)— f()
= a3(3ht* + 3h*t 4+ h®) + ay(2ht + h*) + arh (6.40)

On the other hand,

F@) = 3azt* + 2axt + a (6.41)
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and
. 1 1 1
hf (z + Eh) = 3azh <t2 +ht + Zh2> + 2a3h (: + §h> +aih (6.42)

Upon comparing the right-hand sides of (6.40) and (6.42), we see that they differ only in
terms of order /3.

From (6.21) and (6.26), we find that forward differences involve present and future data,
but one may also define a difference operator which uses present and past data. This is the
backward difference operator V. Its defining equation is

V@) = f@t)— ft—h) (6.43)

or

Vfu=fa— fai (6.44)

In addition, we find that

Vo= fo = 2fuc1 + fu2 (6.45)

Vo= fo=3fi1+3fia— fus (6.46)

Vifo=fo—dfuii +6fi2—4fus+ faa (6.47)

and

ka” ~ df (zn - lkh) (6.48)
hk dtk 2

In applying the interpolating polynomial P,(¢) we have assumed that the time ¢ lies in the
interval [fp, #,,]. On the other hand, we can use the same polynomial P,(¢) in the process of
extrapolation to estimate values of f(¢) for times outside the given interval. If 7 is slightly
greater than 7, for example, then (6.17) becomes

y("‘*'])@)
n+ 1!

More explicitly, if we assume a uniform time interval /, and set r = f,,,.1, then we find from
(6.16), that the error is equal to the remainder term

[to, t1, ... by, t] = (to <& <t) (6.49)

(n+1)
Roct = (s = 10+ — )78}
- hn+1y(n+l)(é;‘) (th < & < tyt1) (6.50)

This is the error in extrapolating to the (n + 1)th step, using the data of the previous n steps,
including the initial value yy.

6.2 Numerical integration

In the study of dynamical systems we consider, in general, ordinary differential equa-
tions with time as the independent variable. If one uses Lagrangian methods, the resulting
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second-order equations of motion are nonlinear, in general, but are always linear in the ¢s.
Usually each second-order differential equation is converted to two first-order equations
before numerical integration takes place, resulting in the solution for the dependent vari-
ables as functions of time. Numerical integration is accomplished by first converting the
differential equations to difference equations. These equations are then solved at discrete
instants of time. The solutions of the difference equations ideally should be the same as
the solutions of the differential equations evaluated at the discrete times. Now let us con-
sider some of the numerical procedures or algorithms used in the integration of ordinary
differential equations. The errors associated with these methods will be evaluated.

Euler’s method

Let us begin with a single first-order differential equation

Choose a step size At = h and assume that the initial condition y(#y) = yj is given. The nu-
merical solution for y(t) att = 11, tp, f3, . . . is obtained by repeating the following sequence
of calculations:

1) Yu = Snstn) (6.52)
(2) Yn+1 = Yn + hyn (653)
forn =0, 1, 2, .... Note that the result of the first calculation is used in the second, and the

result of the second calculation is used in the next repetition of step (1).
Next, let us consider the second-order differential equation

y=r0.y.0 (6.54)
This equation is replaced by the two first-order equations

y=v (6.55)
b= f(y,v,1) (6.56)

with the given initial conditions yy and vo. The Euler integration method for this case
consists of the following procedure:

(1 v, = f(ynv Un, In) (6.57)
(@) Yu+1 =Y + hv, (6.58)
(3) Uptl = Up + hv, (659)

which is repeated at each time step.

More generally, if a system is described by a set of N coupled first-order equations in
N state variables, then equations similar to (6.52) and (6.53) are used in sequence for each
of the state variables at each time step. These computed variables are then used as initial
values for the next step.
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Truncation errors

Numerical integration involves the use of known data at time #,, and possibly at previous
times, along with the given differential equations, to estimate the values of the variables at
time f,+1 = t, + h. This is an extrapolation process. If one can represent the true solution
of a differential equation in the neighborhood of time 7, by a Taylor series about #,, then the
algorithm is a representation of the truncated series, that is, its first few terms. The error
due to using a limited number of terms is called the truncation error, and is expressed by
giving the first omitted term or first error term. The truncation error is a function of step
size h, and it approaches zero as & goes to zero.

To illustrate the nature of a truncation error, let us consider a single first-order differential
equation such as (6.51), and assume that it is integrated numerically by the Euler method. We
need to distinguish between the true or exact value y, att = t,4; and the corresponding
computed value y;, . Suppose, for example, that the initial condition is y(#)) = yo and
the corresponding exact solution of the differential equation is y(z), as shown in Fig. 6.1.
Other slightly different initial conditions would result in corresponding roughly parallel
solution curves, as shown in the figure. The computed solution y*(¢), however, suffers a
truncation error at each step which, in effect, transfers it to an adjacent solution curve. Thus,
as shown in Fig. 6.1 in exaggerated form, the truncation error can continue to accumulate.
The truncation error for a single step is called the local truncation error. On the other hand,
the accumulated error over a given time interval is known as the global truncation error.

Consider the use of Euler’s method in the integration of the single first-order equation

¥ = f0.0) (©:60)

Assuming that there is no error in the value y, at time #,, the computed value at time 7,1 is

Vil = Y+ hn (6.61)

y

computer
solution y*(f)

exact
Yo solution y (7)

f 4 t t 1y t

Figure 6.1.
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y
/ Ype1 (true value)
local truncation
error
Vn
%41 (computed
value)
In 1 t
Figure 6.2.
where
Y= fns tn) (6.62)
as shown in Fig. 6.2. To obtain the truncation error, consider a Taylor series about the time
I,
2 3
Yn+1 :yn"_hyn'}'ayn"‘;yn"‘ (663)
The local truncation error can be approximated by the first error term, that is
hZ
En+l = Yn+1 — y::_H = 5}}}1 (664)
More accurately, using the mean value theorem, the local truncation error is
h2
Eyp1 = Ey(c‘?) (th < & < tyy1) (6.65)
for the Euler integration method.
Since the number of steps per unit time is inversely proportional to the step size &, and
assuming additive truncation errors, the corresponding global truncation error is
Ejv h
== 2IE =000 (<& <ty) (6.66)
Because the global truncation error is of order %, the Euler method is called a first-order
method.
Roundoff errors

In addition to the truncation errors which are due to the numerical integration algorithm,
there are other errors which are due to the finite number of digits that are used in the
computations. These are called roundoff errors. A typical situation where roundoff errors
can become important occurs when the calculations involve the small difference of large
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numbers, in a relative sense. By subtracting the nearly equal numbers, one can lose many
significant digits. Furthermore, roundoff errors become relatively more important if the
truncation errors are drastically reduced by using a very small step size.

To illustrate the nature of roundoff errors, suppose we are given y = ¢’ and we desire
to calculate y,y; — y, for the case #, = 10 and &2 = 0.001. If one uses a calculator which
employs ten decimal digits, the result is

2000 _ (10 = 22048.50328 — 22026.46579
= 22.03749

We notice that, although the numbers to be subtracted are given to ten significant digits, the
result has only seven significant digits, and there is some doubt concerning the accuracy
of the last digit. In order to avoid errors due to the small difference of large numbers, one
should attempt to recast the problem in a form in which the difference is obtained directly,
possibly through a change of variables. For example, in the above problem, we notice that

Yus1 — Yn = (" — De" (6.67)

and we can use a truncated series for the exponential function to obtain

1 1
h 2 3
—1l=h+-h R
e + + +

1 1
=107+ 3 X 107% + g X 107 = 1.000500167 x 1073

Then

Vsl — Yp = 1.000500167 x 22.02646579 = 22.03748270

This result is accurate to the full ten digits. The improved accuracy is due to the replacement
of a difference by a product involving a convergent series.

Another example in which roundoff errors can become significant occurs in dynamical
problems using Euler angles as generalized coordinates, where these coordinate values are
near a singular point. For type I Euler angles, this singular orientation occurs for the attitude
angle 0 near &£ /2. Suppose, for example, that these Euler angles are used in writing the
dynamical equations of a rigid body. A basic physical variable in the rotational dynamics
is the angular velocity component w,, where

Wy = ¢ — 1 sinf (6.68)

For the values of @ near + 77/2, the variables ¢ and 1 may be very large and almost equal,
with w, a relatively small quantity. Thus, we have the small difference of large quantities
entering the equations of motion, and resulting in significant roundoff errors. At the same
time it also may be necessary to use a small step size 4 in order to keep the truncation
errors under control. Perhaps the best strategy under these conditions is to avoid the use
of Euler angles altogether in the dynamical equations. Another approach such as Euler’s
rotational equations could be used for the dynamics, with the orientation being specified
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in the kinematical equations by using four Euler parameters, which have no singularity
problems.

Trapezoidal method

Consider the first-order equation

y= .0 (6.69)

The trapezoidal integration algorithm is

1
Y41 = Yn + Eh(yrwl + ) (6.70)
where
Yn+1 = F(Vnt1s tas1) (6.71)

This is an implicit method because y, | appears on both sides of the equation. Usually
this implies that an iterative method of solution must be used. For example, one might start
with a first estimate of y, | and use (6.71) to obtain a first estimate of y,,; thatis substituted
into (6.70) to obtain a second estimate of y, ;. This procedure is repeated until successive
estimates of y, are sufficiently close, assuming that the iterative process converges. These
values are then used as initial data for the next step.

The values of y,;1 and y,; obtained by this iterative process are not, in general, equal
to the true values. Let us use the notation y; , and y,_, for these computed values, where,
in accordance with the trapezoidal algorithm,

1. .
y:+1 =Yn+ Eh(y:Jrl + yn) (672)
Here, y, and y, are assumed to be known. Now let us use a Taylor series to obtain
h? ..

Vet N It = Yu Hhiu A =Vt (6.73)
with the result that

h? ..
Yaet = VnHhin+ = Yu Yt (6.74)
The Taylor series for the true value y,; is

h? ..
yn+1=yn+hyn+?yn+€yn+"' (675)
Hence, the local truncation error is

..

En+| = Yn+1 — y::+1 = _Eyn (676)

which is of the order /3. The global truncation error is O(/?), so the trapezoidal integration
algorithm is a second-order method.
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Modified Euler method

Now let us combine the two methods we have introduced up to this point. Let us consider
a first-order system

§=f0.0 77

with y(f9) = yo. The modified Euler method, or Heun’s method, is a two-pass method, that
is, the dynamical equation (6.77) is evaluated twice for each step. It consists of the Euler
algorithm as a predictor followed by the trapezoidal algorithm as a corrector for each step.
The method is self-starting because it requires no data for times previous to the nominal
time #,,. It is considered to be an explicit method because there are no iterations, even though
the trapezoidal algorithm is used once per step, and we have classed the iterated trapezoidal
algorithm as implicit.
For given y, and 1,, the modified Euler method uses the following procedure

1) yn= f(yna ) (6.78)

@) Fur1 =yn+hya (6.79)

B Vw1 = f st tagt) (6.80)
1.

@ Y1 =y + Eh(y"+l + ) (6.81)

We see that, in (6.79), the Euler method is used to obtain a first estimate or predicted value
of y,+1, indicated by a tilde (~). This ¥, is used in (6.80) to obtain an estimated value of
Yn+1, Which is then used in the trapezoidal formula of (6.81) to obtain the computed value
Va+1 to be used in the following time step. This is the corrected value.

Now let us find an expression for the truncation error of the modified Euler method. We
begin by recalling from (6.64) that the local truncation error due to the use of the Euler
method in calculating ¥, is

1
Ynt1 — Vnt1 = Ehzyn (682)

This error will result in a corresponding error in ¥, , |, as compared with the true value ¥, 1.
Assuming small errors, we find that

5)11+1 = Ynt1 + Fnt1 — Yn+1)fy,/+| (6.83)

where we use the notation f,
computed value

(0f/0Y)n+1- Then, using (6.81)—(6.83), we obtain the

4 —
+1

1 1 P
Vet = Yn F ShCngr + ) = Zhif,,ﬂy,, (6.84)

By using Taylor expansions for y,; and y,., we find that

1 | B
Y+ Eh().)n+l + yn) = Yut+1+ Eh:;yn (685)
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Finally, we obtain the local truncation error

1 .
Epnt1 = Ynt1 — y::-H = _Ehg)(yn - 3fnyn) (6.86)

where we have substituted f;, for f,_ | since they differ by O(h).

We notice that, although the order of the local truncation error of the Euler predictor is
O(h?) whereas that of the trapezoidal corrector is O(h?), this apparent mismatch does not
result in a significant loss of accuracy. As an example, consider the linear first-order system
described by

Y=y (6.87)

where A is a constant. Then § = A2y, ¥ = A%y, etc., and f’ = 3f/dy = A. The local trun-
cation error of the modified Euler method is

I BV P
En+| - 12h (yn 3fnyn) - 6h A Yn (688)

If we compare this error with that given by (6.76), we see that this error is twice as large
as the error for the fully iterated and converged trapezoidal method. The global truncation
error of the modified Euler method is %h2)»3y,1 for this system. Because it is of order 42, it
is classified as a second-order method.

Runge-Kutta methods

The Runge—Kutta integration algorithms are characterized by being explicit, self-starting,
multiple-pass methods. Consider first the second-order Runge—Kutta (RK-2) method. When
applied to the general first-order system of (6.77), the RK-2 procedure is as follows:

D) In = fnstn) (6.89)
@) V1=t %hy'n (6.90)
3 Furt = F(Fusts tasr) 6.91)
@) w1 =yn Yy (6.92)

Notice that step (2) uses the Euler method to estimate the value of y at 7, I This estimate
hn 1 is substituted into the differential equation to obtain an estimate y, 1 of the midpoint
velocity. In step (4), this estimate is used as an approximation of the average velocity in the
calculation of y, 4.

The local truncation error can be shown to be

1
Ensi = 52h° G+ 31,50 (6.93)
For the linear first-order system given by (6.87) the local truncation error for RK-2 is

1
Enii = 2h*Ay, (6.94)

This is equal to the truncation error for the modified Euler method.
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Now let us consider the widely-used fourth-order Runge—Kutta (RK-4) method. Again
assume a general first-order system. The procedure for the RK-4 method is as follows:

) Yu = FOnr 1) (6.95)
@ Fury =yt %hy'” (6.96)
) Furt = F(Furss turt) (6.97)
@ V1=t %WH% (6.98)
) Furt = FFarsotars) (6.99)
©) Fur1 =Yn+h,p (6.100)
D o1 = fGurts tag1) (6.101)
@) yur1 =yt éh()}n + 2)3,,+% + 2):""4,% + Fni1) (6.102)

This is an explicit, self-starting, four-pass method with a global truncation error of O (h*).
The first three steps of the procedure are identical with those of the RK-2 method. Then
two more passes are added in order to improve the accuracy without requiring more initial
data at each time step.

A general analysis of the truncation error of the RK-4 method is rather complicated, but
for the case of a linear system described by y = Ay of (6.87), it can be shown that the local
truncation error is

(Ah)
Eni1 = Yog1 = Yy = 20 (6.103)

Bashforth predictors

Predictor algorithms are explicit algorithms which can be used individually or can be
coupled with correctors to form an explicit predictor—corrector combination. In general,
Adams-Bashforth (AB) predictors are not self-starting because they use past data which
is not available at the initial time. Hence, some self-starting method such as RK-4 is often
used for the first few time steps before switching to the chosen predictor algorithm.

In order to obtain the various Adams—Bashforth predictors, one can first recall the defi-
nition of a backward difference, as given by (6.44),

Vyn =Yn — Yn-1 (6]04)

Higher-order backward differences are defined by a repeated application of this operator,
with the results given in (6.45)—(6.47). It can be shown that

1 5 3 251
n = Vn h .n _v.n _vz.n _VS.n —V4.n 6.105
Ynt1 = Yn + (y+2y+12 y+8 y+720 Yn + ( )



344

Introduction to numerical methods

where

Vn = Yn — Yn-1 (6.106)
V250 = Y = 291 + Yu2 (6.107)
V3 = Y = 3Vno1 + 3302 — Yuo3 (6.108)
V4 = Yu — 4Vt + 63n—2 — 4Yu_3 + Vs (6.109)

The various Adams—Bashforth predictors are obtained by truncating the series of (6.105)
at corresponding points. For example, the AB-1 algorithm is identical to the Euler method
and uses only the first two terms. Thus, we take

Yat1 = Yn + Yy (6.110)
and obtain the first-order term, or local truncation error, from the next term in (6.105),

namely,

h h
EVy‘n = E(y‘n = Yu-1) (6.111)

Now expand y,_; in a Taylor series about #, and obtain

Epp =

Yn—1=Yn —h¥n+--- (6.112)
Then, from (6.111) and (6.112), we obtain the first error term for the AB-1 algorithm.

1
Epsi = Sh*5, (6.113)

In a similar manner, we can obtain other Adams—Bashforth predictor algorithms and the
corresponding first error terms. They can be summarized as follows:

AB-2
301 .
Ynt1 = Yn + 5hyn — Shyu-i (6.114)
2 2
5 L.
En = _hg n 6.115
=1 y ( )
AB-3
ho .. . .
Y1 = Yn + E(Z3yn —16Y,-1 + 5Yu-2) (6.116)
3
Enpq = §h4yf;” (6.117)
AB-4
ho . . . .
Ynt1 = Yn + ﬁ(SS)’n —=59y,-1+37yu—2 —9Vn-3) (6.118)
251
Enpiq = %h5yf15) (6.119)

The global truncation errors are equal to £,/ h in each case. Notice that data from more
steps in the past are required by the higher-order methods.
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Adams—Moulton correctors

The Adams—Moulton (AM) algorithms differ from the predictor algorithms by being im-
plicit, that is, variables at time #,; appear on both sides of the integration algorithm. The
derivation of AM algorithms begins with the backward difference expression

. 1_ . I_,. I _5. 19 _,.
Yn+1 = Yn +h\ Ynr1 — _vyn-H ==V = =5V — 5= Vi

2 12 24 720

(6.120)
where
Y1 = FOnt1s lnt1) (6.121)
and
VYnt1 = Yus1 — Y (6.122)
VZ)I)nJrl = Vut1 — 290 + Yn-1 (6.123)
V2 ¥ni1 = nst = 39n + 391 — Y2 (6.124)
Vit = Yt — 430 + 63u-1 — 4Vu2 + V-3 (6.125)

Using procedures similar to those used in deriving the AB algorithms, the following
Adams—Moulton corrector algorithms, and the corresponding first error terms, can be ob-
tained.

AM-2 (Trapezoidal)

h
Y+l = Yo + E(y'm + yn) (6.126)
h ..
Eyp1 = _Eyn (6.127)
AM-3
h .. . .
Y41 = Yn + E(SynJrl +8Yu — Yn-1) (6.128)
h4
Enpi==5.3" (6.129)
AM-4
h . . . .
Y1 = Yn + ﬂ(g)’nﬂ + 199, = S5¥p—1+ Yu-2) (6.130)
19
Ep = _%;ﬁy’(f) (6.131)

The first error terms of the AM algorithms are observed to be considerably smaller than
the errors for the corresponding AB algorithms. One reason for the greater accuracy of the
AM algorithms is that they are implicit, and the values of y,; are those which are achieved
after the convergence of the iteration process.
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Truncation errors of predictor—corrector methods

We shall consider Adams—Bashforth predictors followed by Adams—Moulton correctors,
but with only a single pass of the corrector algorithm per step, that is, without iteration.
This leads to truncation errors of the same order in £ as the corrector, but generally with a
larger coefficient.

Let us begin with AB-1, AM-2 or the modified Euler method. This algorithm has been
analyzed previously, and the local truncation error, or first error term, is

3

E(yn =319 (6.132)

as in (6.86).
Next consider the AB-2, AM-3 predictor—corrector algorithm. The AB-2 predictor results
in an estimated value of y,.; which is

Epp1=—

3 h
~n = Yn 7h'n_7'n7 6.133
Yt = Yu 5hIn = 2 In- ( )

The first error term of this expression is

5 ..
Ynt1 — Fnt1 = Eng1 = Ehm (6.134)

Now apply perturbation theory at time f,; to the system differential equation

§=Fn (139

with the result that

’}T]nJrl = y"+l + (fn,+1)(5)n+l - y»H»l)

5
= Vi1 — Efﬁf;yn (6.136)

The AM-3 algorithm gives a computed value

* h - . .
Yng1 = In + E(Syn+l +8yn - ynfl)

h . . . 25 4 e
= YI1+E(5yn+l +8yn _ynfl)_ mh fnyn (6137)
But from (6.128) and (6.129),
h . C g
Yn+1 = Yn + 5(5)’»“ + 8)’n - ynfl) - ﬂyn (6138)

Thus, we find that the local truncation error for the AB-2, AM-3 predictor—corrector algo-
rithm is

h4

6y® — 2517y, 6.139

p— * p—
En+l =Vn+l = Ypp1 =
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For the particular case of the linear system y = Ay, where A is a constant, the local truncation
error is
Enir = i)'y, (6.140)
144
If one analyzes the AB-3, AM-3 combination, the truncation error is the same as for the
corrector AM-3 alone, namely,

4

h
Epi1 = ——yW 6.141
+1 220 ( )

Here, however, no iteration is involved.
For the case of a linear system, this results in

1
Epp1 = ——(Oh)y, 6.142
+1 24( )y ( )

Thus, we find that raising the order of the predictor from AB-2 to AB-3 does not change the
order of the truncation error, but it may reduce the magnitude of the numerical coefficient.
Finally, for the AB-3, AM-4 predictor—corrector combination, it can be shown that the
local truncation error is
5

Epoj = —
ntl 2880

(705> — 405 £, yP) (6.143)

n

Special integration algorithms

If the differential equations are of a particular form, it may be possible to use an integration
algorithm which is especially suitable. For example, suppose that the acceleration is not a
function of velocity, that is, it has the form

y=f0 (6.144)

Let us look for an integration algorithm which applies directly to this second-order differ-
ential equation rather than to the equivalent set of two first-order equations. Let us begin
with the approximations

. ~ Yn+1 = Yn . ~ Yn = Yn—1
N e e (6.145)
Then we obtain the basic central difference equation
TS R IS |
Jn = = = O = 2 ) (6.146)
and the following central difference algorithm:
Yn+1 = 2Yn = Yn—1+ hzyn (6.147)
A substitution of the Taylor series for y,_; results in the computed value

h2 h3 h4
Vgt = VuHhin+ S+ Vo = Sy (6.148)

2 6 24
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A comparison of this computed value with the Taylor series for y,;; yields the local
truncation error
h4
Enil = Ynt1 — Yoy = Ey,‘j‘) (6.149)
The global truncation error is o(h?).
Next, consider the midpoint method as it applies to the system of (6.144). Let us use the
implicit algorithm

n+1 +

Vit = u +hf (le =5 tn+%) (6.150)
h . .

Ynt1 = Yn + E(yn-H + Yn) (6.151)

We see that the acceleration ¥, , 1 is obtained by using the midpoint approximation

1
yn+§ = E(yrH»l + yn) (6152)
in (6.144).
Let us use the notation
0
k(ysf)E——f (6.153)
dy
and assume that & is slowly varying over any time step & so k, = k,;. Then
. . af Yn+1 = Yn . k
Ynty = I + (g) ( 2 =Vn— E(ynJrl = Yn) (6.154)
Thus, (6.150) becomes
. . . hk
Ynt1 = Yn +h¥p — 7(}’n+1 L)) (6.155)
A substitution of this expression for y,; into (6.151) yields the computed value
h? 3k
Vg1 = Y +hy, + 75@1 - ?()"nﬂ + yn)
ko Rk

= Yn +hyn+7yn—Ty,l+~- (6.156)

where we note that y,;; =~ y,. A comparison of this result with the Taylor series
h? h3...

yn+1=yn+h).’n+?yn+€yn+"' (6.157)

indicates that the local truncation error is

ho
Eny1 = yu1 — )’::+| = E(zyn + 3ky,) (6.158)

The midpoint method, also known as the midpoint rule, has the advantages of being
numerically stable and, for certain formulations, can also preserve angular momentum.
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6.3

Numerical stability

Numerical stability

One of the recurring problems in the numerical analysis of physical systems is that the
numerical results may show an instability which is not present in the physical system. The
stability of a numerical method depends on the step size 4 and on the stability characteristics
of the physical system. Other factors may influence the stability, including the numerical
methods used in representing constraints. In this section, we will consider the numerical
stability characteristics of various integration algorithms.

Euler integration

Consider first the relatively simple case of a single first-order differential equation

y=r0n (6.159)
The Euler algorithm is
Yn+l = Yn +hyn (6.160)

The numerical stability is analyzed by the perturbation equation

8Yn1 = 8yn + hf, 8y (6.161)
where we use the notation
a
fi= ‘—f(yn, ) (6.162)
dy

We consider (6.161) as a difference equation in §y and assume that f, varies slowly enough
that it can be assumed to be constant. Let

af
ay -
where A is a real constant. Then (6.161) becomes

A (6.163)

8Ypt1 — (1 +Ah)8y, =0 (6.164)
Now assume a solution of the form

8y, = Ap" (6.165)

where A is a constant and p is the ratio 8y, +1/8y,. From (6.164) and (6.165) we obtain

(p—1—=2h)Ap" =0 (6.166)

We seek nonzero values of p in order to avoid trivial zero solutions for §y. Thus, we obtain

p=1+4+xrh (6.167)

The necessary condition for numerical stability is that |p| < 1. The step size & is assumed
to be positive, and we see that —2 < Ah < 0 for numerical stability.
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Now let us consider the more general case of a system of m first-order differential
equations which are to be integrated using the Euler method. We have

The corresponding perturbation equations are

afi .
syi_z fayk Zg,kSyk (i=1,....,m) (6.169)

where g;;x = df; /0y, is assumed to be varying slowly enough to be considered constant
in the perturbation equations and the corresponding difference equations. Let us assume
solutions for 8y of the form e*'. Then, for a single mode involving one value of A,

d B

E(Sy,-):éy,v = A8y; (i=1,...,m) (6.170)
From (6.169) and (6.170), upon setting the determinant of the coefficients of the §ys equal
to zero, we obtain the characteristic equation
det[(gik — Adi) =0 (6.171)

where §;; is the Kronecker delta. There are m eigenvalues (As) which are real or occur in
complex conjugate pairs. The perturbation equations of the physical system are stable if all
the As lie in the left half of the complex plane, that is, if they have negative real parts.

The Euler algorithm, when applied to the perturbation equations (6.170), results in dif-
ference equations of the form

8Yitn+1) = 8Yin + Ah8yin = (1 4+ Ah)8y;y (i=1,...,m) (6.172)

where the first subscript indicates the state variable and the second subscript refers to the
time. This is consistent with (6.164) obtained earlier.
Let us assume solutions to (6.172) of the form

8yin = Aip" (6.173)
Then, we obtain

Aip"t = (1 4+ Ah)A; p" (6.174)
For each eigenvalue A ;, we have

pj=14+A;h (G=1,...,m) (6.175)
The necessary condition for stability is

lpjl <1 G=1....,m) (6.176)

This result can be expressed conveniently as a plot of the stable region on the complex
plane, as shown in Fig. 6.3. If A is real, then A# must lie in the range [—2, 0] for numerical
stability. On the other hand, if A is imaginary, as it would be for an undamped second-order
system, then the Euler integration method is at least somewhat unstable, no matter how
small the step size.
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Ah-plane
Y
-2 =Il
stable
Figure 6.3.

Trapezoidal method

Let us consider the first-order system

¥ =100 17

The trapezoidal algorithm is

h
Y1 = Yn + 5(5’n+1 + Yn) (6.178)

Since y,; is a function of y, 1, this is an implicit method and uses iteration.
The perturbation equation corresponding to (6.177) is

)
5y = —fay = A8y (6.179)
ay

where we assume that A can be considered to be constant. The trapezoidal algorithm applied
to the perturbation equation results in

Ah AR
(1 — ?) Syn-H - (1 + 7) 6yn =0 (6180)

Assume solutions of the form
Sy, = Ap" (6.181)

and substitute into (6.180). After dividing by Ap”, the characteristic equation is

(1—%),)— <1+%) =0 (6.182)
or

1+%
p=—7" (6.183)



352 Introduction to numerical methods
I

Notice that X is the real eigenvalue for the linearized perturbation equation, while p is the
corresponding stability parameter for the difference equation. There is numerical stability
if |p| < 1, and this will occur if the physical perturbations are stable, that is, if A < 0.

For the more general case where y in (6.177) is an m-vector, the m As and the corre-
sponding m ps are complex in general. Nevertheless, as was shown for the case of Euler
integration, the equation relating A and p still applies. Thus, (6.183) is valid for each eigen-
value A and the corresponding p. If A = a + ib, for example, then

ah bh
2 72

We see that |p| < 1 fora < 0. In other words, if the physical system is stable and all its roots
are in the left half-plane, then the numerical representation using the trapezoidal method is
also stable for any step size &.

Runge—Kutta methods
Consider a first-order system whose perturbation equation has the form
8y = Ady (6.185)

where A is a constant. Referring to the RK-2 algorithm given by (6.89)—(6.92), we find that
8Vup1 =y + %AhSy,, (6.186)
8Vl = Adyn + %Athy,, (6.187)
8yn+1 = 8yn + Ahdy, + %(kh)ZSyn

= [1 + Ak + %(Ah)z] Syn (6.188)
Now assume a solution of the form
8y, = Ap" (6.189)
Upon substituting into (6.188) and dividing by Ap”", we obtain
p=14+r+ %(Ah)z (6.190)

For this system with X real, the value of p is never negative, and p = 1 for A\h = 0, —2.
Thus, there is numerical stability for p < 1 or for =2 < Ah < 0.

Now consider the more general case in which 8y is an m-vector, as in (6.170). Equation
(6.190) still applies in this case, but the As and the corresponding ps may be complex. In
order to obtain the stability in the the complex Ah-plane, we take |p| = 1 and let

o =¢? (6.191)
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Figure 6.4.

Then we solve for Ak as ¢ is varied. For example, suppose we assume
A =a+ib (6.192)

and substitute into (6.190). By equating real and imaginary parts separately, we obtain the
following equations for a and b:

a:—li(cos¢—%+,/§—cos¢> (6.193)

_sin¢
Ta+1

(6.194)

The results are plotted in Fig. 6.4. For convenience, only the upper half of the complex
plane is shown. Note that the stability boundary for RK-2 is symmetric about the real axis
and also about the line ¢ = —1. The maximum value of b is +/3.

The stability boundary for the RK-4 algorithm is found by using a similar procedure. In
this case, we find that, in general,

1 1 1
=14 rh+ (M) + —(Ah)* + — () 6.195
o + +2()+6()+24() ( )
and, for a point on the stability boundary,

p=¢?=cosp+ising (6.196)
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It can be shown that, for real values of A%, there is numerical stability for —2.7853 < Ah < 0.
Furthermore, for an imaginary value of A%, as might occur in the analysis of an undamped
second-order system, the stability boundary occurs at Ah = = i2+/2. From Fig. 6.4 it can
be seen that the RK-4 algorithm has a considerably larger region of numerical stability than
RK-2.

Midpoint method

Consider the second-order system

y=r0.n (6.197)

The implicit algorithm applied to this system is

h
Y1 = Yn + E(YnJrl + Yn) (6.198)
where
+
).}n+1 :yn+h.f (M%stn-%—%) (6199)

We see that y, appears on both sides of the equation, implying an iterated solution.
The numerical stability is analyzed by considering the perturbation equations

h

8Yn+1 = 8yn + 3 OYn+1+8yn) (6.200)
a 1 1

8Ynt1 =08yn +h (—f> (—Syn+1 + —Byn> (6.201)
ay n+% 2 2

Let us use the notation

a

—f = —k (6.202)

dy

and assume that & varies slowly enough to be considered constant in the stability analysis.
Then (6.201) becomes

hk
8Ynt1 =08Vn — 7(5)7;1+1 + 8yn) (6.203)

Now consider y and y as separate variables in the difference equations, and assume the
solutions

Sy, = Ap" (6.204)
8y, = Bp" (6.205)
A substitution into (6.200) and (6.203) yields

h
(p=DAP" = Z(p+1)Bp" =0 (6.206)

hk
(p+ D= Ap" +(p — DBp" =0 (6.207)
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Divide each equation by p" and set the determinant of the coefficients of A and B equal to
zero. The resulting characteristic equation is

h’k h’k h’k
<1+T>p2+<772>p+1+7=0 (6.208)

Assuming that k is positive, we obtain

1

L
=(1+%) (——ﬂ:zh«/_) (6.209)

Thus,

27\ 2 27\ 2
Ipl? (1+¥) [(1—};—]‘) +h2k}=1 (6.210)

We see that this iterative midpoint method is numerically stable for all 4 and positive k.

In addition to the numerical stability, one should also consider the convergence properties
of the iteration procedure. This procedure consists of evaluating v, and y, alternately,
using (6.198) and (6.199), meanwhile keeping constant y, and y,. We wish to determine
whether perturbations of y,; will grow or diminish in amplitude in successive iterations.
From (6.200) and (6.201) we obtain

%k h’k
1
8yU*D = hsy, — Tay;fjl (1 7 >8yn (6.211)
where 8y, and 8y, are set equal to zero. The superscript (j) or (j + 1) refers to the iteration
number. We see that

D )
|8yn+1 } < |8yn]+1
if 0 < h'/k < 2. Previously, we assumed that k is positive. If k is negative, the midpoint
method is numerically unstable for all positive values of step size .
‘We conclude, then, that the convergence of the iteration procedure is critical in determin-
ing the range of / for overall numerical stability of the midpoint method.

Extraneous roots

When one uses higher-order algorithms such as Adams—Bashforth or Adams—Moulton, the
characteristic equation associated with the difference equations is of higher degree than
the characteristic equation obtained from the linearized differential equations describing
perturbations of the system. Thus, in addition to the roots approximating the true values,
there are additional extraneous roots introduced in the numerical solution. These extraneous
roots arise because the algorithms include values of the variables previous to time ¢,.

As a simple example, consider the AB-2 algorithm, namely,

3 1
Y+l = Yn + Ehyn - Ehynfl (62]2)
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Suppose we apply this algorithm to the first-order equation

y=2Ay (6.213)
where X is a constant. Assuming solutions of the form

yu = Ap" (6.214)

the characteristic equation associated with (6.212) is

3 1
02— (1 + 5Ah> o+ th =0 (6.215)
Assuming that Ah is real, the AB-2 algorithm is numerically stable for —1 < Ah < 0.
As a specific example, let A\h = —0.1. The corresponding characteristic equation is
0? —0.850 —0.05=0 (6.216)

and the roots are p; » = 0.9052, —0.0552. If the numerical procedure were exact, then we
should have p = e* = 0.9048. Thus, we see that the root —0.0552 is extraneous.

As another example, let Az = —1 which is on the boundary of the stable region. The
characteristic roots in this case are p = 0.5, —1. The root —1 is on the stability boundary
and is extraneous. Thus, it is the extraneous root which causes numerical instability for
more negative values of Ah.

In general, the number of extraneous roots is determined by the number of time increments
in the past at which data are used in the algorithm. For example, the AB-3 algorithm involves
Vn—2. This results in two extraneous roots for each variable, assuming first-order differential
equations.

For multiple-pass algorithms such as the various predictor—corrector methods, the algo-
rithm as a whole determines the number of extraneous roots. For example, the AB-3, AM-4
combination involves y,_, and will introduce two extraneous roots per variable.

6.4

Frequency response methods

Transfer functions

Consider a linear time-invariant system which has a sinusoidal input. The steady-state
output will be sinusoidal with the same frequency as the input but, in general, with a
different amplitude and phase. If one uses complex notation, the amplitude and phase of
the output relative to the input are expressed by the transfer function

Gliw) = Me'® (6.217)

where M (w) is the relative amplitude and ¢(w) is the relative phase.

The system under consideration may be originally linear or may be a linearized system
which is represented by a set of perturbation equations. The data resulting from a numerical
integration of the linear equations can be considered to be samples taken from a continuous
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output, albeit an output slightly in error compared to the true output. The transfer function
relating this computed output to the same sinusoidal input is of the form

G (iw) = M*e'?” (6.218)

where M* and ¢* are functions of w. Our problem is to find the relationship of G*(iw) to
G (iw) for some combination of linear equations and integration algorithm.

Asasimple example, consider a pure integrator with a unit sinusoidal input. Its differential
equation can be written in the complex form

y=e® (6.219)
Let us use the Euler integration algorithm and the discrete time

t, = nh (6.220)
We obtain the difference equation

Va1 = Yo+ he' " (6.221)
The steady-state solution of this equation has the form

Vo = G*(iw)e' ™ (6.222)

where G*(iw) is complex, in general. This solution is sinusoidal and of the same frequency
as the input, but G*(iw) allows for a different amplitude and phase at the output y,,.
If (6.222) is substituted into (6.221), we obtain

(eia)h(n+l) _ eiwnh)G*(iw) — heiwnh

or
h
G'iw) = ——— (6.223)
elh —1

Compare this result with that for the integrator of (6.219) where
1
Gliw) = — (6.224)
iw

We see that one can obtain G*(iw) from G(iw) by replacing iw with (/" — 1)/ h. This
substitution is valid for any transfer function G (iw) if Euler integration is used.

In general, if one knows the transfer operator G(s), where s is the Laplacian variable,
then one obtains G(iw) by the substitution s = iw. G*(iw) is obtained by letting s =
(e“" — 1)/ h for the case of Euler integration.

As a second example, suppose we again consider an integrator with a sinusoidal input,
as given by (6.219), and use the RK-2 algorithm. The resulting difference equation is

Yui1 = yn + e/t (6.225)
Assume steady-state solutions of the form given by (6.222). We obtain

(eiwh(nJrl) _ eiwhn)G* — heiwh(nJr%) (6226)
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which leads to

h h
G (iw) = — ____ 6.227
() = o — o=l = 2 sin(wh2) (6.227)

We note that as the step size & approaches zero, G*(iw) approaches G(iw), as given by
(6.224).

It is important to realize that, for multiple-pass algorithms such as RK-2, one can no
longer obtain G*(iw) by making the appropriate substituting for s in G(s). The form
of G*(iw) is complicated by the presence of intermediate variables in making extra
passes.

Example 6.1 Consider a second-order system described by the differential equation
V4 26wy +wpy = f(1) (6.228)

where w, is the undamped natural frequency and ¢ is the damping ratio. Assuming that all
initial conditions are zero, the Laplace transform of this equation is

(s> +2¢wys + )Y (s) = F(s) (6.229)

This leads to
_Y(s) 1

G(s) = = 6.230
() F(s) s*42Cw,s + w? ( )

For a sinusoidal input,

f(t) =coswt (6.231)

the steady-state response is found by letting s = iw in (6.230) and obtaining the transfer

function
1
1 w?

Gliw) = pr s o — ” (6.232)
1- (—) +i2¢ (—)
wy, wy

Now consider a specific numerical example with w, = 1, @ = 0.95, ¢ = 0.5, and obtain

1
G=—__
0.0975 +i0.95

where the latter form gives the amplitude and the phase angle in radians relative to the
sinusoidal input.

Suppose we solve this problem using Euler integration with a step size & = 0.01. If we
replace iw by (¢! — 1)/ h in (6.232), we obtain

= 1.047131/£ — 1.468523

h2

G*(iw) = — :
() = o Z 1P 4 2 k(@ — 1) + o2

(6.233)
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This results in the numerical value
1
G* = - = 1.0570852£ — 1.472291
0.093035 +i0.941412

We see that the steady-state amplitude of the numerical solution is about one percent too
large. The numerical phase lag is more accurate but is also slightly large.

Example 6.2 Now consider a first-order system which is analyzed using the RK-2 al-
gorithm. We desire the steady-state response to a unit sinusoidal input. The differential
equation is

y = Ay + coswt (6.234)

In complex form we have

y = Ay + e (6.235)
The RK-2 algorithm results in
Yn = Ayn + €M (6.236)
Vupt =Yt %hy‘n (6.237)
Fupt = AFppp €M) (6.238)
Yntl = Yn + h§n+§
= (1 +ah+ (Ag)z) Yot ,\T;ﬂ ot pefeh(n+3) (6.239)

The steady-state numerical solution has the form
yu = G¥(iw)e' ™" (6.240)
A substitution of this solution into (6.239) yields the transfer function

h (1 + %efiwh/Z)

G*(iw) = 6.241

(i) eioh/2 — (14 rh + %)eﬂmh/z ( )
or

h+ M2 cos @b — 22 gip @b
G'iw) = z 2 2 2 (6.242)
—Ah (14 2) cos 2+ (2+Ah + W’) ) sin 2
The corresponding transfer function for the actual system with continuous time is
1

Gliw)= ——— 6.243

(i) = ——— (6.243)
Note that G* approaches G as the step size i approaches zero.

Let us consider a numerical example with A = —1, @ = 1 and & = 0.01. With these

values, the RK-2 algorithm yields
G* =0.707104£ — 0.785390
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The result for continuous time is
G =0.707107£ — 0.785398

We see that the sinusoidal response using RK-2 is slightly small both in amplitude and in
phase lag compared to the true values.

Free sinusoidal response

Case 1

The effects of truncation errors are most readily apparent in the numerical analysis of
systems having neutral stability. For these systems, any change in damping due to the
integration algorithm appears as a sinusoidal oscillation which is growing or shrinking in
amplitude.

As an illustrative example, consider a linear second-order system described by

y4+wiy=0 (6.244)

where wy is the natural frequency in radians per second. If we assume a solution of the form
¢"', the corresponding characteristic equation is

s+l =0 (6.245)
which has the roots

S12 = + ia)() (6246)

Let us analyze the free unforced response of this system by using the Euler integration
algorithm. First, we write (6.244) in the form of two first-order equations, namely,

y=v (6.247)
b= —wiy (6.248)

The corresponding difference equations are

Yn+1 = Yn + hv, (6.249)
Un1 = Uy — hagyy (6.250)

Assume the solutions
Yo = Ap", v, = Bp" (6.251)
and substitute into the difference equations. We obtain

(p—Dp"A—hp"B =0 (6.252)
haip" A+ (p —1)p"B =0 (6.253)
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After dividing these equations by p”, the characteristic equation that results is obtained
from the determinant of the coefficients, namely,

(o =1 +hwi=0 (6.254)
with the roots
P12 = 1+ ia)()h (6255)

Choose the positive sign in accordance with the usual convention that p rotates in the
counterclockwise sense in the complex plane. Use the notation

p=Me?®=Msp (6.256)

where

M= J1+&2h2, ¢ =tan"(woh) (6.257)

Since M > 1 for all nonzero values of the step size &, we see that the numerical solution is
unstable for this case of Euler integration.

In general, the numerical solution can be considered to be composed of samples taken
at every time step from a solution of the form " where we now allow the response to be
damped. Thus, the corresponding characteristic equation has the form

s+ 2w+l =0 (6.258)
with the roots

S12 = —Cw Tiwy,y/1 =82 (6.259)

where w, is the undamped natural frequency and ¢ is the damping ratio of the numerical
solution. Now p and s are related by the equation

p=e (6.260)
Equivalently, we can write
M = e—tonh (6.261)

¢ = w,hy/1 -2 (6.262)

where we assume that 0 < ¢ < 1. If p is known, that is, if M and ¢ are given, then w, and
¢ can be obtained from the following equations:

1
Wy = Z,/lnz M + ¢? (6.263)

—InM —InM
=" n (6.264)

o i M+ g2
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Now let us analyze the same problem using the RK-2 algorithm. The resulting difference
equations are

a)(z)h2

Yap1 = |1-— 7 ) + hv, (6.265)
2h2

Upy1 = (1 - %2 ) Up — &3hy, (6.266)

Again we assume the solution forms of (6.251) and obtain

2h2

|:p _ (1 - on)] P"A — hp"B =0 (6.267)
2h2

wRhp" A + [p - (1 - ‘”02 )] p"B =0 (6.268)
The resulting characteristic equation is

25,2\ 12
|:p - (1 - ‘”"2 )] +w2ht =0 (6.269)
with the roots

2h2
pr2=1- 2% 4 iwoh (6.270)

Thus, we obtain

1

M=|pl=,1+ ngh“ (6.271)
—1 a)Oh
¢=tan"' | —F—— (6.272)
1-— Ew(z)hz

The values of w, and ¢ for the numerical solution are obtained from (6.263) and (6.264).
Since M > 1, the numerical solution is slightly unstable for the usual small values
of w()h.

Next, let us use the AB-3 algorithm. In this case, the difference equations are
h
Y+t = Yn + 15 (2300 = 1601 + 5v5-2) (6.273)

2h
@
Unt1 = Up — 6(23);" - 16)’»171 + 5%72) (6.274)
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If we assume the solutions y, = Ap" and v, = Bp", we find that the characteristic equation
is

h 2
oo -1+ {%(23,02 —16p + 5)} =0 (6.275)

This equation has six roots even though the characteristic equation of the actual system
has only two roots. Thus, there are four extraneous roots. These extra roots arise from the
fact that the AB-3 algorithm requires data from two previous steps for each of the two
variables. In the usual case, the four extraneous roots will be stable, and the remaining two
roots will approximate e*” for s = =+ iaw.

Finally, let us consider the RK-4 algorithm being applied to this problem. The resulting
difference equations are

P LA L WY PRI (6.276)
= - — ’ — v .
Yn+1 2 2% Yn 6 n

wih? wih? wtht
— <_wgh + 06 >y,, + (1 - 02 + 204 )vn (6.277)

The corresponding characteristic equation is

2h2 4h4 2 3h3 2
(p—1+w°2 —w§4 ) +<woh—w°6 ) -0 (6.278)

and the resulting roots are

2h2 4h4 3h3
proa=1— woz n “24 +i (a)oh _% ) (6.279)

In polar form, we obtain

07,6 2752
M=\/1_“’32<1—“’g’ ) (6.280)

24woh — 4awih?
=tan~' 0 6.281
¢ =t (24 — 120202 + wgh4> (©¢.281)

Numerical comparisons

In order to obtain a better grasp of the relative accuracies of the various integration algo-
rithms, consider a specific numerical example in which wy = 1 rad/s and 2 = 0.1 s. In this
case, the theoretical value of p is

p =% =0.995004165 + i0.099833417 (6.282)
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Table 6.1. A comparison of errors

Method  O(h) M—-1 ¢ —0.1 MQ2m)
Euler 1 0.004988 —0.0003313 1.3684

RK-2 2 0.00001250 0.0001662 1.0007844
AB-3 3 —0.00003727 0.000003959 0.997661
RK-4 4 —0.00000000694  —0.00000008304  0.999999566

or
M = 1.0, ¢ =0.1rad (6.283)

The errors in amplitude and phase are shown in Table 6.1. It is interesting to note that
the methods with odd orders of accuracy in & tend to be more accurate in phase, while the
methods of even order in / are relatively more accurate in amplitude. On an absolute basis,
the RK-4 method is quite accurate in both amplitude and phase.

The last column represents the amplitude of the computed solution after one complete
cycle of the oscillation, consisting of approximately 63 time steps. We see that the Euler
solution has increased in amplitude by about 37%, while the amplitude of the RK-4 solution
has an error of less than one part in a million in the analysis of this neutrally stable system.

6.5

Kinematic constraints

An important consideration in the numerical analysis of dynamical systems lies in the proper
representation of kinematical constraints. Even if the physical system is stable, there may
be numerical instabilities resulting from the method of applying constraints. In this section,
we shall present methods of representing constraints and will analyze their stability.

Baumgarte’s method for holonomic constraints

Let us consider first a dynamical system which is subject to m holonomic constraints of the
form

$i(q.0)=0  (j=1,....,m) (6.284)

Suppose there are n second-order dynamical equations written in the fundamental La-
grangian form

d (0T aT <
AN 0T NN 0gd ) G=1.... 6.285
o <8q’,-) 50 ; iaji+ Qilg, ¢, 1) (i n) ( )
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where the As are Lagrange multipliers, the Qs are generalized applied forces, and where
99,
g,

At this point there are n dynamical equations which are linear in the n §s and the m As.
We need m additional equations to solve for the variables. These additional equations can
be obtained by differentiating the constraint equations twice with respect to time. First,

aji(q. 1) = (6.286)

¢y =Y aji(q, i +aj(q, 1) (6.287)
i=1
where
a .
aj(q.1) = % (6.288)

Then ¢ ; has the form

¢3i=Zaji(q,t)éi+Gj(q,q’,t) G=L....m) (6.289)
i=1

If these expressions for ¢ ; are set equal to zero then, with the aid of (6.285), one can
solve for the §i(q, ¢, t) and A (g, 4, t). The n §; expressions can be integrated numerically
for given initial conditions, thereby obtaining ¢; and ¢; as functions of time.

The problem with this approach is that the resulting numerical solutions will be unstable
even though the physical system may actually be stable. This instability arises from the fact
that, in effect, each constraint equation in the differentiated form

$;=0  (G=1,...,m) (6.290)

is also being integrated twice with respect to time. This equation has a repeated zero
characteristic root and is therefore unstable.

In order to stabilize the numerical representation of holonomic constraints, Baumgarte
proposed that (6.290) be changed to

bjtadg;+ps; =0 (G=1,....m (6.291)

where o and 8 are suitably chosen constants whose values may depend on the step size 4.
This allows the roots of the corresponding characteristic equation to be shifted to the left
half-plane where the constraint response can be heavily damped.

In detail, the Baumgarte procedure for a system having holonomic constraints is as
follows:

1 Write the differential equations using Lagrange multipliers

(Y 0T S a0+ 0ged ) =1 (6.292)
N )= iaji(q, i(q, 4, i=1,....n .
di\ag;) ~ag -

2 Solve these n equations for the n §s

Gi = 4i(g, 4,2, 1) i=1,...,n) (6.293)
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3 Define the stabilizing function U;
Uj=—adjlq.4.0) = Boj(q.0)  (j=1,....m) (6.294)
where ¢ ; is given by (6.287).
4 Stabilize each constraint by setting
$;=Uj(q.¢.) (G=1,....m) (6.295)

or, using (6.289),

n

> ai@. 06 +Gia, 4,0 =Uj(@, 4,00 (G=1,...,m) (6.296)
i=1

5 Substitute the §; expressions from (6.293) into (6.296) and solve these m equations for
the m As
hi=2ilg. .0 (G=1..m) (6.297)
6 Substitute from (6.297) back into (6.293), obtaining dynamical equations of the form

Gi = Gi(q. 4, 1) i=1....,n (6.298)

These n second-order equations are integrated numerically, usually by converting them
to 2n first-order equations.

Satisfactory constraint damping can be achieved by setting

2 ! 6.299
o = E, B= ﬁ (. )
This corresponds to critical damping of the constraint error ¢; which may be nonzero. The
constraint errors are driven primarily by truncation errors associated with the numerical
integration algorithm. Hence, they will not disappear entirely, even with the stabilization
procedure.

The numerical stability of a particular constraint function ¢(g) can be analyzed by con-
sidering the integration algorithm to be applied directly to the Baumgarte equation

$+ad+pp=0 (6.300)

This assumes that the physical system is stable and the step size & is small enough that the
higher-order terms may be neglected in any Taylor expansion.

As a simple example, the Euler integration algorithm results in
Gus1 = u + 6.301)
¢/1+l = (b‘n + h¢n =1~ O!h)é,, - ﬂh¢n (6302)

These difference equations have solutions with the forms

by = Ap" (6.303)
5, = Bp" (6.304)
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Upon the substitution of these solutions into (6.301) and (6.302), we obtain
"' = pMA—hp"B =0 (6.305)
Bhp" A + (p"t! — p" + ahp™)B =0 (6.306)

After dividing each equation by p”" and setting the determinant of the coefficients equal to
zero, we obtain the characteristic equation

P2+ (ah —2)p + (1 —ah + Bh?) =0 (6.307)

If we take o proportional to 1/ 4 and S proportional to 1/ k2, the roots of the characteristic
equation are independent of the step size. This means that the numerical stability of the
solution for the constraint function ¢(g) is also independent of the step size. As an example,
suppose we choose « = 2/ h and 8 = 1/h?. Then the characteristic equation (6.307) has a
double zero root, indicating a “deadbeat” response. This means that, in theory, the constraint
error ¢ should go to zero in one step, provided that the initial conditions (at n = 0) are
in accordance with the A/B ratio of the corresponding eigenvector. For arbitrary initial
conditions and the given values of « and B, the error will go to zero in two steps, in
theory. In the actual case, however, the constraint error does not go to zero because of new
disturbances at each step due to truncation and roundoff errors.

Example 6.3 A particle of mass m moves on a frictionless rigid wire in the form of a
horizontal circle of radius R (Fig. 6.5). The equation of constraint in terms of Cartesian
coordinates is

(x,y)=yx2+y? =R =0 (6.308)
Thus, we obtain
¢ X ¢ y
= =L == 6.309
a x T—i—yz dayy ay ,7x2+y2 ( )

m
— (%, )

Figure 6.5.
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The kinetic energy is

1
T = Em(x2 +y%) (6.310)

s0 (6.292) results in the following dynamical equations:

. Ax
mi = —— (6.311)
/xZ + y2
A
my = —2 (6.312)
/XZ + y2
Next, differentiate the constraint function with respect to time,
. 1
¢ = ———(xx+yy) (6.313)
/x2 + y2
A second differentiation with respect to time results in
- xx+yy+x2+y'2—;(xx+yy')2 =U (6.314)
Vx4 y? x?+y?
in accordance with (6.295). In this instance, from (6.294) we have
o
Uz—iz(xx—i-yy)—ﬁ(\/xz—«—yz—R) (6.315)

Vxz 4y
Now substitute the expressions for ¥ and y from (6.311) and (6.312) into (6.314) and solve
for 1. /m. We obtain
A =y —yi)?
—=—ax+U 6.316
m (x2 + y2)3/2 + ( )
Finally, substitute this result back into (6.311) and (6.312) to obtain the following dynamical
equations:

. —x(xy — yx)? T 6317)
X = .

(x2 + y2)? Vx2 4+ y?
L oYy —yi)? y

(6.318)

+ U
(x2 4+ y2)? /X2 + y2

These equations can be replaced by an equivalent set of four first-order equations, namely,

&=, (6.319)
y=u, (6.320)
b= — o (xvy — Y0 U 6.321)
74377 NEESS
. y 2 y
by = — (v, — Y0, + U 6.322
R rerue (PR e s (6322)
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where, from (6.315),

U:—w—ﬂ( /X252 —R) (6.323)
/x2 + y2
These equations are integrated numerically.
An explanation of the dynamical equations (6.317) and (6.318) can be obtained by trans-
forming to polar coordinates using

r=+x2+y2 (6.324)

0 =tan' 2 (6.325)
X

Then we find that

w=0= % (6.326)

For the case of no constraint stabilization (U = 0), the magnitudes of X and y are equal to
the corresponding components of the centripetal acceleration rw”. Also, it can be shown
from the dynamical equations that

4 2 =0 6.327
E(rw)— (6.327)

Thus, the angular momentum about the origin is conserved.

Baumgarte’s method for nonholonomic constraints

For systems with nonholonomic constraints of the form
8= Za_/i(t],f)q'i-l-ajz(q,t):o (G=1....m (6.328)
i=1

one can use Lagrange’s equations in the form of (6.285). More generally, if the nonholo-
nomic constraints have the form

gig,4,t)=0 (G=1,...,m) (6.329)
where g; is not necessarily linear in the ¢s, we can write Lagrange’s equation as follows:
d (oT oT . dgj

— =)= Aj—= i(g,q,t i=1,..., 6.330
dl(aq) P > i5g Q@40 G n) (6.330)

Jj=1
Note that (6.330) reduces to (6.285) for the usual case in which the nonholonomic constraint
equations have the linear form of (6.328).

The Baumgarte method for nonholonomic constraints is similar to the holonomic case,
except that the nonholonomic constraint function g;(g, ¢, ) replaces ¢ (g, ¢, t). In detail,
the procedure is as follows:

1 Write the differential equations of motion using (6.330). Solve for the n §s

Gi = q4i(q. 4, A, 1) i=1,...,n) (6.331)
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2 Define the stabilizing function U;

t
Uj=—agj(q,q,1) —ﬂ/ gjdt G=1,...,m) (6.332)
0

As before, o and B are constants which depend on the step size.
3 Differentiate each constraint function g;(g, ¢, t) once with respect to time and set the
resulting function equal to the corresponding U;

8i(g,q4,4,t)=U; (G=1,...,m) (6.333)
4 Substitute the §; expressions from (6.331) into (6.333) and solve for the m As

Aj=xj(q,q,U,1) G=1,...,m) (6.334)
5 Substitute these A expressions back into (6.331) and obtain the final dynamical equations

di = gi(qg, 4, U, 1) i=1,...,n) (6.335)

The Us are given by (6.332). Usually the dynamical equations are written as 2n first-order
equations.

In general, o should be chosen to be inversely proportional to /2, and 8 should be inversely
proportional to h2. Acceptable accuracy can be obtained with 8 set equal to zero. For
improved accuracy, however, one should choose S to be nonzero at the cost of an additional
numerical integration for each constraint.

Example 6.4 Letus apply the Baumgarte method to a nonholonomic system whose dynam-
ics have been analyzed previously. In these instances, however, the question of numerical
stability was not considered.

The system consists of two particles, each of mass m, which are connected by a massless
rod of length /, and which move on the horizontal xy-plane. There is a knife-edge constraint
at particle 1, as shown in Fig. 6.6, resulting in a nonholonomic constraint of the form

8(q,q4) = —xsing + ycos¢ =0 (6.336)

This equation states that the velocity component of particle 1 in a direction normal to the
rod is always zero.
Let us use Lagrange’s equation in the form

d (8T T <~ og,
4 (3T _ 9T _ <\~ — 1. 6.337
a (8%) DM n) (6337)

The generalized coordinates are (x, y, ¢) and the kinetic energy, assuming no constraints,
is

1, .
T =m@G?+ %) + Eml%2 + mlg(—x sinp + y cos p) (6.338)
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Figure 6.6.

Then, using (6.337), the three dynamical equations are

2mi — mlg sing — mlg* cos p = —A sin
2my + ml cos ¢ — mld? sing = A cos ¢
mi’¢ — mli sing + mly cosp = 0

These equations can be solved for the §s; the result is

R T Ao
X = =l¢p cos¢p — —sing
2 m

Lo, A
—l¢“sing + —cos¢
2 m

. A

$=-=

ml

$

(6.339)
(6.340)
(6.341)

(6.342)
(6.343)

(6.344)

In order to stabilize the nonholonomic constraint, we differentiate the constraint function

once with respect to time, and then we set

t
g—i-otg—i-ﬂ/ gdt =0
0
Thus, we obtain

g =—Xsing + ycosp — p(kcosp + ysing) = U

(6.345)

(6.346)
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where
t

U=—-ag— /3/ gdt (6.347)
0

Typically, we choose « = 1/h and 8 = 1/ h?.
Now substitute for X and ¥ from (6.342) and (6.343) into (6.346). Solve for A and obtain

L =m(ipcosp + ydsing + U) (6.348)

Finally, substitute this expression for A into (6.342)—(6.344). We obtain the following
second-order dynamical equations:

X = %lq'&z cos ¢ — ¢ sinp(k cosp + ysing) — Using (6.349)
y = %1452 sing + ¢ cos p(x cos ¢ + y sing) + U cos ¢ (6.350)
b= —?(;‘ccosqﬁ—i—ysinq))—% (6.351)

These equations are integrated numerically. For the unstabilized case (U = 0), it can be
shown that (6.349)—(6.351) are equivalent to (4.31)—(4.33) which were obtained earlier by
using Maggi’s equations. One can conclude that the differentiated constraint equation (4.33)
would result in numerical instability unless there is stabilization by some method such as
that of Baumgarte.

One-step method for holonomic constraints

Although the Baumgarte method works quite well in stabilizing kinematic constraints, one
can improve the accuracy of constraint representations by using a one-step method. The
improvement is particularly noticeable when there is more than one constraint. When the
Baumgarte method is used, for example, there is the possibility that the terms added to
stabilize a given constraint may actually increase the error of a second constraint. Thus,
there is an interaction of corrective efforts.

The goal of the one-step method is to completely eliminate the constraint errors at the
end of each time step, insofar as the constraint linearizations are valid. In practice, this
means that if relatively small truncation and roundoft errors occur with each step, then the
constraint accuracy will be excellent. Another consideration is that the corrections should
be made in a direction in configuration space such that the dynamical response of the system
will not be altered appreciably.

The procedure for the one-step method begins in a manner similar to the Baumgarte
method. The equations of motion are written with the aid of Lagrange multipliers, and
then are solved for the accelerations ¢;(q, ¢, X, t), where i = 1, ..., n. The m holonomic
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constraint functions are differentiated twice with respect to time, with the result
<}5j(q,q',c']',t)=0 G=1,...,m) (6.352)

Then the ¢ expressions obtained from the dynamical equations are substituted into (6.352).
These m equations are solved for the m Lagrange multipliers A;(q, ¢, t) which are then
substituted back into the § expressions. At this point,we have n dynamical equations without
As, namely,

Gi =dqi(q.q,1)  (G=1,....n) (6.353)

These equations are identical with (6.335) of the Baumgarte method, except that all the U's
have been set equal to zero. The n equations are integrated numerically and, at each time
step, a one-step error correction takes place.

In order to explain the geometric aspects of the one-step error correction method, let us
consider first the case of a single holonomic constraint

¢(q,1) =0 (6.354)

This constraint can be represented as a surface in configuration space (g-space). The con-
figuration point P, whose position is given by the n-vector q, must move on the constraint
surface if the constraint equation (6.354) is satisfied exactly. But, in general, the value of
the constraint function ¢ will not be exactly zero at the end of each step. It needs to be
corrected to zero. To accomplish this, first find the gradient vector

3¢ 3¢ ]T

Vop=|—,...,

(6.355)

where the axes are orthogonal in n-space. In an effort to minimize the effect of the constraint
correction on other aspects of the solution such as periods or damping, let us arbitrarily
choose a correction vector Aq of minimum length. Assuming a small constraint error, this
implies that the correction should be made in a direction normal to the constraint surface
in n-space, that is, in the direction of the gradient V¢. So let us choose
a
Ag; _c® i=1,...,n (6.356)
0qi
where C is a constant whose value is found from the condition that the correction should
exactly cancel the constraint errors. Thus, we require that

n 2

Vo -Aq=C)_ (gj) =—¢ (6.357)
i=1 B

and we obtain

ce— % (6.358)

()

= \9qi
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GV

LV

(b)
Figure 6.7.
Then we use (6.356) to find the correction components
a9

~(5g)¢
Agi=—07 =10 (6.359)

i (%)

= \ 94

These corrections are applied at the end of each time step. If a multiple-pass algorithm is
used, it is still preferable to make the correction once per step rather than once per pass.
Now let us generalize the results to the case of m holonomic constraints of the form

(g, 1) =0 (G=1,...,m) (6.360)

The solution vector q(#) must move in the (n — m)-dimensional space formed by the com-
mon intersection of the m constraint surfaces. This is visualized most easily for the case of
two constraints in a three-dimensional space, as shown in Fig. 6.7. Here the operating point
P does not lie in either constraint surface, although it should lie on their line of intersection
O O’ if the constraints are to be satisfied exactly.

The correction vector Aq = PC is chosen to be orthogonal to O O’ and is expressed as
a linear combination of the gradient vectors V¢; and V¢,, having the directions PA and
P B, respectively. Thus,

Aq=Ci1Vg + Ve, (6.361)

as shown in Fig. 6.7b. Here we have assumed that the constraint errors ¢; and ¢, are
small at P, and the constraint surfaces in this vicinity can be approximated by planes. The
coefficients C; and C, are found from the condition that the constraint errors are removed
completely, that is,

Vo1 - Aq = Ci(V$1)* + C2Vy - Vo = — ¢, (6.362)
Vér - Aq = C 1V - Voo + Co(Vr) = —¢ho (6.363)
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After solving for C; and C5, the actual Ag corrections are found from (6.361).

9 0
Agi = 20 4 0,39 (6.364)
g1 2941
9
Agp = 201 4 6, 0% (6.365)
g2 g2
9 X
Ags = clﬂ + 0,0 (6.366)
343

Now let us generalize by assuming there are n gs and m holonomic constraints. The
correction vector Aq is written as a linear combination of the constraint gradient vectors.
It has the form

Aq=) CiVy (6.367)
k=1
In terms of scalar components, we have

m

9
Agi = ECszk Gi=1,...,n) (6.368)
k=1

i

The Ags are chosen such that

Ve, Aq=—¢; (=1.....m) (6.369)
or, in detail,

n m a . a

Y20y =t m) (6.370)
o 949 g

These m equations are solved for the m Cs that are then substituted into (6.368) to obtain
the individual Ag; corrections that are added to the corresponding gs.

The procedure will usually result in very small constraint errors at the end of each time
step, provided that the linearization assumptions are valid. A problem remains, however.
It arises because although the ¢ functions are all approximately equal to zero, the corre-
sponding constraint error rates (¢s) are not necessarily zero, and may actually increase in
magnitude as the integration proceeds. To avoid this possible difficulty, let us use a similar
one-step procedure to correct the velocities in a manner such that all the ¢s go to zero. In
other words, the correction Aq in velocity space is formed of a linear combination of the
gradient vectors of the individual ¢ functions.

Let us begin by noting that the gradient in velocity space of ¢, (g,q,t)is

. . o7
09 8¢j]
91" 0qn

Vé; = [ (6.371)
Choose the velocity vector correction Aq of the form

m

Aq=)_ KiVr (6.372)
k=1
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where the values of the K's are such that

Vé; Aq=—¢; G=1,...,m) (6.373)
‘We note that qﬁj(q, g, t) is linear in the ¢s, so
dp;  3¢;

i _ 99 (6.374)
aqg;  0gi
Hence, we can write (6.372) and (6.373) more explicitly as

i a

Agi = k; K, a‘;" (i=1,...,n) (6.375)
where the K's are obtained by solving

n m 8 . 8 .
ZZKka‘f’fai”E—@ G=1,...,m) (6.376)
i=1 k=1 qi 94

Notice that the coefficients of the K's in (6.376) are identical with the coefficients of the
Cs found earlier in (6.370). Thus, the solution for the K's is relatively easy. Knowing the
values of the K's, one obtains the velocity corrections from (6.375).

To summarize, the one-step method proceeds by first obtaining the dynamical equations
in the form of (6.353), that is, after eliminating the Lagrange multipliers and solving for
the individual accelerations (¢§s) as functions of (g, ¢, t). These equations are integrated
numerically. At the end of each time step, the one-step corrections are made, first the Ag;s
using (6.368) and then the Ag;s using (6.375). If the initial errors in the ¢;s or ¢5js are
unusually large due to the use of a large step-size, the one-step corrections can be repeated
to yield negligibly small final constraint errors.

Example 6.5 A particle massm = 1 moves ina uniform gravitational field. Itis constrained
to follow the elliptical line of intersection of a cone and a plane, as shown in Fig. 6.8. The
equation of the cone is

1
1 =x*+y* — Zzz =0 (6.377)
and that of the plane is
pr=x+y+z—1=0 (6.378)
The equations of motion can be obtained from Lagrange’s equation in the form
d (dL\ L <
— <—) -— = Ajaj; i=1,2,73) (6.379)
dt aq,- 8q,' =
where
Loy o,
L:T—Vzi(x +y +2°)— gz (6.380)
o0 ;
a; = 99, (6.381)

9gi
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Figure 6.8.

The As are Lagrange multipliers and g is the acceleration of gravity. The resulting equations
of motion are

X =2x 1 + X (6.382)

y =2y + 22 (6.383)
1

i=-g- EZM + A2 (6.384)

Now differentiate the constraint equations twice with respect to time. We obtain

¢ =2xx +2yy — %zz (6.385)
br=i+y+z (6.386)
1 = 2xk 4+ 2yy — %zz + 252 4 2y% — %zz (6.387)
$r=x+y+z (6.388)

Consider first Baumgarte’s method and set
$;=U; (G=12 (6.389)
where we take

Uj=—-ad;—B¢; (j=12) (6.390)
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This results in the equations

1 1
2% 4+ 2yy — Ezi =22 —2y* + 522 + U, (6.391)
i+y+i=0U, (6.392)

Now substitute from (6.382)—(6.384) for the ¢s into (6.391) and (6.392). After collecting
terms in the As, we obtain

4x% 4 4?2 12 A 2 2 _l = 252 —2y? 1'2_1
y+4z 1+ 2x + 2y 22, Ay = —2X y+2z 2gz—l—U1
(6.393)

1
<2x +2y — Ez) M43 =g+ U, (6.394)

At each time step these equations are solved for the numerical values of 1| and A, that are
then substituted into (6.382)—(6.384) to obtain the values of X, ¥, and Z. These accelerations
are integrated numerically to obtain the motion of the particle. If we choose &« = 2/h and
B = 1/ h?, the constraints will be stabilized in accordance with the Baumgarte method. The
magnitude of the constraint errors will depend upon the step size & and the choice of the
integration algorithm.

As a comparison, let us now use the one-step method to enforce the constraints. The anal-
ysis proceeds as before except that U; = U, = 0 in obtaining the acceleration components
which are integrated numerically for one step. The one-step corrections are found using

Aq=C Vg + CVe, (6.395)
where

Aq = Axi+ Ayj+ Azk (6.396)
Vo =2xi+2yj— %zk (6.397)
Vo, =i+j+k (6.398)

and (i, j, k) are the Cartesian unit vectors. The Cs are found from the equations

Vo1 - Aq = Ci(V$1)* + C2Vgy - Vb = —¢ (6.399)
V¢ - AqQ = CiVei - Vo + Co(Vn)’ = =2 (6.400)
where

(Véi)* =4x* +4y> + izz (6.401)
V-V =2x +2y — %z (6.402)
(Vo> =3 (6.403)

Notice that these coefficients are identical to the coefficients of the As found earlier in (6.393)
and (6.394). This occurs because both the correction vector Aq and the total constraint force
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vector are expressed in terms of the same nonorthogonal components whose directions lie
along the normals to the constraint surfaces.
The Ags, found by using (6.395), are

Ax =2xCi + C, (6.404)
Ay =2yC + C, (6.405)
1
Az=——2C1+C (6.406)
The velocity corrections are obtained by solving first for the K's, using the equations
5 , 1, 1 .
4x° + 4y + 7° K+ ([2x+2y— 3¢ K, =—¢; (6.407)
1 .
<2x + 2y — §Z> K| +3K, = —¢» (6.408)
Then the K's are substituted into (6.372). The results are
Ax =2xK, + K> (6.409)
Ay =2yK, + K, (6.410)
1
Az = _EZKI + K> (6.411)

A comparison of the numerical results obtained by using the Baumgarte method or the
one-step method of representing holonomic constraints shows that the one-step method is
much more accurate, although either method may be acceptable for a relatively small step
size. On the other hand, the two methods show about the same accuracy with respect to
the time response, as measured by the period. Time errors are determined primarily by
truncation errors associated with the integration algorithm.

One-step method for nonholonomic constraints

The procedure for applying the one-step method to systems with nonholonomic constraints
begins in the same way as with the Baumgarte method, except that the Us are set equal to
zero. Thus, assuming m nonholonomic constraints of the form

8ilg.¢.)=0 (G=1....m) (6.412)
one can write the dynamical equations as in (6.330), namely,

d (dT oT N, 0gj

— =)= Aj—= i(g,q,t i=1,..., 6.413
dt(Bq',-) g 4 jaq.l_+Q(q g, 1) G n) ( )

j=1
Next, differentiate the constraint functions with respect to time, obtaining
£i(q,4,4,t)=0 (G=1,....,m) (6.414)

One can solve the n equations of (6.413) for the n ¢s as functions of (g, ¢, A, t) and these
expressions are then substituted into (6.414), obtaining m equations which are linear in the
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As. After solving these equations for A;(q, ¢,t), (j = 1,..., m), we substitute back into
the § expressions to obtain the final dynamical equations of the form

§i = Gi(q.4,1)  (G=1,...,n) (6.415)

At this point, we should explain that another method such as Maggi’s equation plus (6.414)
might be used in obtaining (6.415).

The n second-order dynamical equations can be converted to 2n first-order equations
which are integrated numerically. At the end of each step, we wish to apply a one-step
correction to the solution. The fact that the system is nonholonomic results in an impor-
tant difference in the correction strategy, as compared to the holonomic case. Due to the
nonintegrable nature of the constraints, there is no direct way of detecting errors in the
configuration, that is, the gs. On the other hand, for any given configuration, velocity errors
result in a separation of the solution point from the constraint surface in velocity space.
These errors can be detected and corrections made to the ¢s. Another reason for this ap-
proach is the fact that, at least for holonomic systems, errors in the d}s tend to be much
larger than configuration errors as measured by the ¢s. In other words, the errors in the gs
tend to be larger than errors in the ¢s due to the smoothing effect of the integration process.
Our approach, then, will be to make one-step corrections in a manner similar to the velocity
corrections for holonomic constraints.

First, we require that the velocity correction vector be a linear combination of the indi-
vidual constraint gradient vectors in velocity space.

) o 0g .
Aq,—:le:Kka—q’lf (i=1,...,n) (6.416)

Next, the corrections must exactly cancel the constraint errors, that is,

Do Adi=—g  (=1...m) (6:417)
i=r 94i

or

n m ag ag )

YKot =g (G=1...m) (6.418)
i=1 k=1 qi 0qi

These m equations are solved for the m K's and then the velocity corrections are made
using (6.416).

Example 6.6 Let us consider once again a nonholonomic system consisting of a dumb-
bell sliding on a horizontal plane and constrained by a knife edge at one of the particles
(Fig. 6.6). The nonholonomic constraint equation is

g1(q,4) = —%ksing + ycos¢ =0 (6.419)
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which states that the transverse velocity at particle 1 is equal to zero. Following the procedure
of Example 6.4 on page 370 for the case in which U = 0, we obtain the dynamical equations:

= %lqﬁz cos ¢ — ¢ sin ¢(x cos ¢ + y sin @) (6.420)
y = %lqﬂz sin¢ + ¢ cos ¢(& cos ¢ + y sin @) (6.421)
¢ =- ?(x cos ¢ + ysing) (6.422)

The equations are integrated numerically. At the end of each time step, the nonholonomic
constraint function g; is evaluated. From (6.418), we find that

K (sin® ¢ + cos® ¢) = —g; (6.423)
or
K =—g (6.424)

Then, from (6.416), the one-step velocity corrections are

Ax = —g;sin¢ (6.425)
Ay = gicos¢ (6.426)
Ap =0 (6.427)

Thus, at the end of each time step in the numerical integration, the value of the nonholonomic
constraint function is approximately zero.

A comparison of constraint enforcement methods

If the given holonomic and nonholonomic examples are analyzed numerically for typi-
cal cases, some observations and conclusions can be made. For the holonomic system of
Example 6.5 on page 376, the results are much more accurate for the one-step method than
for the Baumgarte method. This is particularly true of the velocities and amounts to about
two additional decimal digits of accurate data for the same step size, using the RK-2 algo-
rithm. The configuration accuracy is also much superior for the one-step method, although
both methods show satisfactory accuracy for a relatively small step size. A comparison of
computing times shows that the one-step method requires about one-third more time for the
same step size.

If one compares the Baumgarte and one-step methods, as they are applied to nonholo-
nomic systems such as Example 6.6 on page 380, the one-step method again provides
superior accuracy. Both methods, however, exhibit some loss of accuracy for nonholo-
nomic constraints. This arises because there is no direct way of detecting configuration
errors for nonholonomic systems as the computation proceeds.

A comparison of the solution accuracies of the two methods with respect to time shows
roughly the same accuracy. This occurs because time accuracy is not closely related to con-
figuration accuracy. Rather, the time aspect of the computations, as indicated by the period
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of the motion, for example, is strongly influenced by the choice of the integration algorithm
and the step size. The truncation errors are the most important factor. For conservative
systems such as we have been studying, the overall accuracy can be improved by making
further corrections based on energy errors. These errors tend to appear as velocity errors
whose magnitudes increase with time. This affects the periods and other important charac-
teristics of the motion. The use of energy methods in improving computational accuracy
will be considered in Section 6.6.

Euler parameter constraints

The four Euler parameters (e, €,, €., n) were introduced in Section 3.1 as generalized
coordinates to represent the orientation of a rigid body relative to some frame, usually an
inertial frame. Since a rigid body has only three rotational degrees of freedom, there must
be an equation of constraint relating the Euler parameters. It is the holonomic constraint

Plex. €y, €M =€+, +e.+n°—1=0 (6.428)

In accordance with (3.80), the Euler parameters are generated by the numerical integration
of four first-order kinematical equations, namely,

@:g%g—%g+@m (6.429)
& = %(wxsz — W € + wyn) (6.430)
€ = %(wyex — wy€y + ;1) (6.431)
0= —%(wxex + wy€, + w.€;) (6.432)

The body-axis angular velocity components (w,, wy, ;) are obtained by the numerical
integration of the rotational equations of motion.

Letus use the one-step method to correct any constraint errors. First, calculate the gradient
vector in g-space at the operating point.

Vo =26, 2¢, 2¢, 2n]" (6.433)

Next, we require the correction vector Aq to exactly compensate for the constraint error at
the end of each time step, that is,

Vo - Aq=—¢ (6.434)
where
Aq=CV¢ (6.435)

Thus, we take the correction vector in the direction of the gradient V¢. From (6.434) and

(6.435), the coefficient C is

c-—— _ ¢ ~_? (6.436)
VoV 42+ +e+y?) 4
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In detail, the corrections to the generalized coordinates are
1 1 1 1
Ao =—sab,  Ae=-—s6b  Aq=-—seb  Ap=—onp  (6437)

Note that this correction Aq does not change the direction of the configuration vector q in
4-space.

The correction of the Euler parameter values does not cause a risk of numerical instability
because, in the usual case of rigid body motion, the Euler parameter values do not enter the
dynamical equations. Thus, there is no need to set ¢ or ¢ equal to zero, thereby avoiding
tendencies toward numerical instability. Instead, the dynamical equations are written in
terms of quasi-velocities (ws) and the Euler parameter calculations for the orientation are
performed separately.

6.6

Energy and momentum methods

In assessing the accuracy of numerically computed solutions of the equations of motion
of a dynamical system, it is helpful to have relatively simple check solutions available. A
common approach is to use integrals of the motion, that is, functions whose values remain
constant during the course of the solution, as checks on accuracy. For example, the energy
integral £ = T, — Ty + V may be used for conservative systems. Other systems may have
one or more components of momentum or angular momentum conserved. Integrals of the
motion are particularly effective in detecting programming errors. Of course, these methods
are ineffective against errors in the values of the physical parameters.

Energy corrections

Let us consider a conservative system whose energy integral has the form
E(qg.9)=Th—To+V =E (6.438)

At each time step in the numerical solution, we wish to correct for an energy error AE
given by

AE = E — E, (6.439)

where Ej is evaluated from the initial conditions.
First let us note that, for a given configuration and energy constant E, the equation

E(g,4)— Eo=0 (6.440)

represents a surface in n-dimensional velocity space (Fig. 6.9). Since the kinetic energy
function T'(q, ¢) is positive definite and quadratic in the ¢s, the form of the energy surface
is ellipsoidal for the particular case of 3-space.

The velocity correction Ag will be taken in the direction normal to the energy surface,
that is, in the direction of the gradient VE or VT'. In accordance with the one-step method,
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42

Figure 6.9.

let us assume that

Aq=KVT (6.441)
and choose the value of K such that

VT - Aq=—-AE (6.442)

which results in the exact cancellation of the energy error. Thus, we obtain

-1
—~AE L (AT
K=——"=-AE|)_ (—) (6.443)
(VT) o\9q;
The individual velocity corrections are
oT
Agi =K — i=1,...,n) (6.444)
94

If the conservative system is subject to kinematic constraints, the corresponding constraint
surfaces in velocity space are typically planes passing through the origin. The velocity vector
q is constrained to lie in the common intersection of these planes. Any velocity correction
is taken in a direction normal to §. But from Fig. 6.9 we see that the velocity correction Aq
for an energy error is approximately the same direction as q. (It is exactly the same direction
if the energy surface is spherical.) Thus, the velocity corrections for constraint errors and
energy errors are approximately normal to each other and do not interact very strongly.

From (6.443) and (6.444), we see that Aq can be quite large if the magnitude of q or
the generalized momentum vector is very small. For most dynamical systems, this will not
occur. But if the kinetic energy 7, does attain a small value compared to its maximum during
the motion of the conservative system, then significant errors in the corrections Ag; can
occur because the linear theory assumes small perturbations. In this case, it is preferable to
make the corrections in configuration space rather than velocity space, so long as 7, and q
remain small.
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Proceeding, then, along these lines, we can write

E=T+V =E (6.445)
where
Viig=V-T (6.446)

Then, using a similar analysis, and taking the correction Aq in the direction of the gradient
of V' in configuration space, we obtain

-1

n 9V’ 2 oV’ .

Agqi = —AE [Z <£) ] %0 G=1,...,n) (6.447)
=1 j i

When 75 is no longer small, it is preferable to return to corrections in velocity space since
velocity errors tend to be larger.

If the kinetic energy is expressed in terms of quasi-velocities (us) rather than true ve-
locities (¢s), the analysis proceeds similarly to that resulting in (6.443) and (6.444). Thus,
substituting u; for ¢ ;, we obtain the corrections

n—m 2 -1
Au,-:—AE{Z(£>} o7 (i=1,....,n—m) (6.448)

Buj 8_Lll

Jj=1

where there are m constraints and (n — m) independent us.

Example 6.7 Let us consider the correction of energy errors in the free rotational motion
of a rigid body in space. The rotational kinetic energy is

T = llnwz + 1 02+ 1 02 (6.449)

2~~x 2.\'.Vy 2&1
where the principal moments of inertia are taken about the center of mass. The angular
velocity components (w,, @y, @;) are quasi-velocities, so (6.448) applies. The corrections
are
—AE [ ii Wi

Aw; =
@ L @? + lyyo?l + I 0?

(i=x.y.2) (6.450)

Notice that the correction vector Aw has the same direction as the angular momentum.
H=I1,0d+ ,y0,j+ .0k (6.451)

where (i, j, k) are body-fixed Cartesian unit vectors. This Aw is of minimum magnitude
for the given energy correction.

Work and energy

We have been concerned with numerical checks and corrections as they are applied to
conservative systems. Now let us extend the theory to nonconservative systems. We shall
consider two basic methods.
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First method

Let us apply the principle of work and kinetic energy to a system of N rigid bodies. The
velocity of the reference point P; of the ith body is v; and its angular velocity is w;. The total
effect of all the forces, including constraint forces, which act on the ith body are equivalent
to a force F; acting at the reference point plus a couple of moment M;. Then, since

=W (6.452)

where, from (4.357),

N
W= "(Fvi+M w) (6.453)

i=1

we can integrate with respect to time to obtain
n N
AT = / D F v + M - wp)dt (6.454)
o=l

At any time #,, this value of AT can be used as a check by comparing it with a value of
AT obtained from the solution of the differential equations. To be effective, the separate
integration given by (6.454) must be at least as accurate as the AT obtained from the
numerical solution of the equations of motion.

If a portion of F; and of M; arise from a potential energy function V(q, t), but F; and
M; are the portions that are not due to potential energy, then in accordance with (4.364) we
can write

2 & v
AT +V)= F .-vi+M - w, — | dt 6.455
(+>/h;<lv+lw>+3t (6.455)

This calculation can also be used as a check on the numerical solution of differential
equations.

The above approach is relatively direct and effective when it is applicable. It turns out,
however, that F; and M frequently include unknown constraint forces.

Second method

Another approach is to make energy checks using the energy integral E =1, — To + V
rather than the total energy 7' + V. Consider a nonholonomic system consisting of N rigid
bodies, with a kinetic energy T'(q, u, t) and potential energy V (g, t). Suppose there are n
gs and m constraints. The n gs and (n — m) us are related by

n—m

Gi =Y ®ylg.u;+ Pilg.t)  G=1,....n) (6.456)
j=1



387

Energy and momentum methods

The velocity of the center of mass of the ith body is

n—m

vi= Y viq. Duj+viulg.) G =1,....N) (6.457)
Jj=1

and the angular velocity is
wi =Y By@.uj+Byq.t) (=1...N) (6.458)
j=1

Then, in accordance with (4.380), we find that the energy rate is

E=T,-Ty+V

= Qju;+ 87‘; + kZ L Zp, Yir = ZHu Bir (6.459)

1

~

where p; is the linear momentum of the ith body and H,; is the angular momentum about
its center of mass. Integration of £ with respect to time results in

n—m N N
/ [ZQ i+ Al +Z A Zpi"‘}/itZH(-i~Bi;:| dt  (6.460)
i=1 i=1

This result can be used as a numerical check on the accuracy of AE found from the
numerical integration of the equations of motion. For the usual case of ideal constraints
and independent us, the Q'; generalized forces will not involve constraint forces, and thus
will be known functions or equal to zero. Note that +;, and 3;, represent linear or angular
accelerations when all the us are set equal to zero, that is, they generally appear only if there
are moving constraints. Thus, in spite of the apparent complexity, (6.460) is often relatively
easy to evaluate.

Example 6.8 Let us consider work and energy relationships for a rheonomic system
consisting of a top whose point is constrained to move uniformly around a horizontal circle
of radius r (Fig. 6.10). The configuration is given by type II Euler angles. Let us choose
(¢, 6, Q) as us, where  is the angular velocity of the top about its symmetry axis. The
angular velocity of the point P along its path is wy. The i j k unit vectors are as shown,
with i remaining horizontal and j k defining a vertical plane. Since the motion of the point
P is known, the easiest approach is to consider that point fixed, and then apply a horizontal
inertial force at the center of mass due to the actual acceleration of P. With this assumption,
the velocity of the center of mass is linear and homogeneous in the us, so

Y =0 (6.461)
The angular velocity of the top is

w; = 0i+ ¢sind j+ Ok (6.462)
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X

Figure 6.10.

Note that

¢ =u, 0 = u,, Y= —u;cosd +us3 (6.463)
We see from (6.462) and (6.463) that

By = sinb j, B =1, Bz =k, B =0 (6.464)
and also that

Dy =Dy =P3 =0 (6.465)
The potential energy is

V =mglcosf (6.466)

From the general energy rate equation (6.459), we see that the last four terms vanish,
leaving

3
E=T-Ty+V=> Qu; (6.467)
j=1
where the Q’j generalized forces are inertial.
The acceleration of P in the actual motion is ra)% and is directed from P toward O. The
corresponding inertial force applied at the center of mass results in

Q) = mlrw} siné cos(¢p — wyt)
Q) = mlrw} cos 0 sin(¢p — wyt)
0,=0 (6.468)
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where the Q_’]. generalized forces are moments about the Z, €, and k axes, respectively.
Thus, from (6.467) and (6.468), the energy rate is

E=10-Ty+V

= mlrw}[¢ sinf cos(¢ — wot) + 6 cos O sin(¢p — wot)] (6.469)
The kinetic energy, assuming a fixed point P is
Lo a0 L
T=T,= 51,(6 + ¢“sin“ 6) + EIHQ (6.470)

where the /s are taken about P and the total spin €2 is constant.
Finally, integrating over an arbitrary time interval, we obtain

AE = A(T> + V)

5]
= mlrwé/ [ sin O cos(¢p — wot) + 6 cos O sin(¢p — wot)]dt (6.471)
n

The same result is obtained for E if we follow the straightforward procedure of consider-
ing the actual motion of P in finding the velocity of the center of mass and the total kinetic
energy. The calculations are more complicated, however. The Q' terms equal zero, and we
obtain

E=—p, Y (6.472)

where p; and 7, are nonzero. The result given in (6.471) can be used to check the accuracy
of the numerical solution of the differential equations of motion (which have not been used
in obtaining the expression for £). The integration of E is accomplished concurrently with
the integration of the equations of motion, and E is considered as an extra variable. This
check will detect most programming errors.

Conservation of momentum

One can use momentum-like integrals of the motion to improve the accuracy of numerical
solutions of the equations of motion for dynamical systems. A common approach, when
it applies, is to use the Routhian method, as discussed in Chapter 2. This method applies
to systems described by the standard holonomic form of Lagrange’s equation, and which
have one or more ignorable coordinates, that is, coordinates which do not appear in the
Lagrangian function although the corresponding ¢s do appear. For example, if there are &
ignorable coordinates, then there are & integrals of the motion having the form

i =B i=1,...,k) (6.473)
94

where the Bs are constants and 0L /d4; is a generalized momentum. The Routhian method
proceeds by defining the Routhian function

k
R(g.g.0)=L—Y_Pigi (6.474)

i=1
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where the k ignorable ¢s have been eliminated by solving for them from the k equations of
(6.473) and then substituting into (6.474). The (n — k) differential equations of motion are
obtained from

d (R oR
—|—=)—-—7—=0 i=k+1,...,n) (6.475)
dt \ 9¢; aq;

More generally, the differential equations of motion for the nonignored coordinates can
include general applied forces. In this case, we obtain

%(g—;)—asz: i=k+1,....n) (6.476)

We see from (6.475) that the effective number of degrees of freedom is reduced to (n — k),
thereby simplifying the analysis, particularly if one is not interested in solving for the time
history of the ignored coordinates. It should be noted from (6.474) that one cannot simply
use (6.473) to eliminate the ignorable ¢s from the Lagrangian function and then continue
to use the standard form of Lagrange’s equations. This results in incorrect equations of
motion. The reason is that the standard Lagrange’s equations require that L(q, ¢, ) contain
a full set of n independent ¢s if the holonomic system has n kinematic degrees of freedom.
So-called momentum or energy constraints do not reduce the number of kinematic degrees
of freedom.

In addition to the Routhian method, there are other approaches which use conservation
of momentum to reduce the number of degrees of freedom in the dynamical analysis.
For example, isolated systems such as dynamical systems in space will have conservation
of both linear and angular momentum. Since each is a vector quantity in 3-space, if one
considers the Cartesian components of each vector, there are immediately available six
integrals of the motion. The conservation of linear momentum implies that the center of
mass of the system translates with constant velocity. Therefore, one can find an inertial
frame in which the center of mass is fixed. By using this reference frame and choosing the
generalized coordinates accordingly, one can reduce the number of degrees of freedom in
the dynamical analysis by three. A similar reduction in the rotational degrees of freedom
is not necessarily available because any rotating frame is noninertial. Nevertheless, special
situations such as planar rotational motion can be used to simplify the analysis.

Angular momentum corrections

The Routhian method of reducing the effective degrees of freedom does not apply if the
kinetic energy is expressed in terms of quasi-velocities. But quasi-velocities are commonly
used in the rotational analysis of rigid bodies; that is, the angular velocity of a rigid body is
expressed in terms of its body-axis components, and these components are quasi-velocities.
If one considers the free rotational motion of a rigid body, there is conservation of angular
momentum, and this can be used to correct errors and improve the accuracy of numerical
solutions for its motion.

The simplest approach is to correct for amplitude errors only rather than correcting the
three angular momentum components separately. The form of the square of the angular



391

Energy and momentum methods

momentum magnitude is quadratic in the us. In that respect, it resembles a kinetic energy
function, and it can be treated similarly.

As an example, consider a rigid body that is rotating in free space. Let us choose the
square of the angular momentum magnitude as an integral of the motion, that is,
P(w) = I} o} + I}0} + 202 = Hy (6.477)

xax®x T Ay @y

We assume principal axes at the center of mass, and Hj is the constant magnitude of the
angular momentum.

The function P(w) represents an ellipsoid in three-dimensional velocity space (w-space)
and is called the momentum ellipsoid. As the rotational motion proceeds the vector w,
drawn from the origin of the body-fixed frame, moves such that its point always lies on
the momentum ellipsoid. Due to numerical errors, however, the computed value of w may
lie on an ellipsoid with a slightly different value of H2, corresponding to an error in the
angular momentum integral

AP =H* - H? (6.478)

The correction Aw is made in a direction normal to the momentum ellipsoid at the
operating point, that is, in the direction of the gradient. This minimizes the magnitude of the
correction Aw resulting in the required correction A H in angular momentum magnitude.
Thus, we take

Aw=KVP (6.479)

where the gradient of P in w-space is

aP n aP n aP X
= 1 _— _—
dwy Ba)y'] 0w,

=207 0 + 21} wyj + 21 0k (6.480)

VP

The constant K is chosen to provide an exact cancellation of the error if the linearization is
valid. Thus, we obtain

VP Aw=K(VP): = —AP (6.481)

which results in

K = —AP (6.482)
AR + I} + I1w?) '

Then, using (6.479), the individual corrections are

Aw, = 2K 1% w,

Awy = 2K13ya)y (6.483)
Aw, = 2K Ijzza)z
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It is interesting to observe that, for a rigid body rotating in free space, there is also
conservation of kinetic energy. This can be expressed as

2T = I; + lyyo, + 1.0 = 2E, (6.484)

which is the equation of an ellipsoid in body-fixed w-space. It is called the energy ellipsoid.
Since both the angular momentum and the kinetic energy are conserved, the angular velocity
must satisfy (6.477) and (6.484). In other words, the point of the w-vector must move on
the curve defined by the intersection of the momentum and energy ellipsoids. This closed
curve in body-fixed w-space is called a polhode. Thus, for general initial conditions, the
path of the w-vector relative to body axes is periodic. On the other hand, the path of w in
inertial space is not periodic in the general case of rigid body motion.

Example 6.9 Consider the planar motion of a solid cylinder of mass m and radius r as it
moves in the xy-plane (Fig. 6.11). An inextensible string is wound around a cylinder and the
straight portion O P has a variable length /. We wish to obtain the differential equations of
motion and establish correction procedures based on the conservation of energy and angular
momentum.
First, notice that the angular velocity of the cylinder is
.

w=06+ - (6.485)
where @ is the angular velocity of the unit vectors e;, e, and the second term on the right is
the angular velocity of the cylinder relative to the unit vectors. The velocity v of the center
of the cylinder is equal to the velocity of the tangent point P, fixed in the string, plus the
velocity of C relative to P. Thus, we obtain

vV = rwe; + l0ey
= +rb)e + 16ey (6.486)

o

Figure 6.11.
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Since the moment of inertia of the cylinder about its center is / = %mrz, we find that the
kinetic energy is

i\ 2
IR o1 o
T = —m[(l +r6) +1%0*] + Zmrz (6 + —)
p

2
3 i2+1 12+32 9’2+3 i6 (6.487)
=-m —m —r —mr .
4 2 2 2
There is no potential energy, so Lagrange’s equation has the form
d (dT oT
Bl — ) - =0 (6.488)
dt \ 94, g,

This leads to the following / equation:

3 .3 . .

—ml + —mrf —ml6~ =0 (6.489)
2 2

The 0 equation is

3 \. 3 . L
m <12 + E’2> 6+ Emrl +2mli6 =0 (6.490)

These two equations can be solved for the individual accelerations, resulting in

I ) 3.\ . o

I==|2(P+=r*)6%+2ri6 6.491
1[3( +2r> + 2r (6.491)

. 1 ..

0= —7(219 +r6%) (6.492)

These equations are then integrated numerically to obtain / and 6 as functions of time.
The accuracy of the computations can be improved by using conservation of energy and
of angular momentum. Conservation of energy is expressed by the equation

3 0., 1 3.\ 3 ..
E= Zmlz +35m (12 + 5rz) 6% + Emrze =E, (6.493)

where Ej is a constant evaluated from initial conditions. Similarly, the conservation of
angular momentum about O is expressed as

3.\, 3 .
P=m (12 + Er2) 0+ Smri =Py (6.494)

Because the motion is planar, this is a scalar equation. For this reason, we can correct

magnitude errors directly, rather than using the square of the magnitude, as we did in the

case of three-dimensional rotations. Note that P is also the generalized momentum py.
The errors in energy and angular momentum are

AE =E — E, (6.495)
AP =P—p, (6.496)
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where E and P are evaluated numerically at each time step of the computation. Let us
choose the velocity corrections in accordance with

Aq = K,VE + K,VP (6.497)
where the gradients are taken in velocity space. The K's are chosen such that

VE . Aq=—AE (6.498)
VP.-Aq=—AP (6.499)

Thus, we obtain

K\(VE)’ + K,VE - VP = —AE (6.500)
K\VE -VP + K>,(VP)> = —AP (6.501)

The solution for the K's yields

K, = %[(VE -VP)AP — (VP)’AE] (6.502)
Ky = %[(VE -VP)AE — (VE)’AP] (6.503)

where the determinant of the coefficients is
A = (VE)X(VP)> — (VE - VP)? (6.504)

Let us choose a velocity space with components / and r§ in order to have dimensional
homogeneity. Then, we find that

0L _ 3 i +r6) (6.505)
—_— = —m r °

3l 2

AE 3 T, 22\ .

—=Iml|i+(1+=)¢6 6.506
506) 2m |: + ( + 3r2) (r )] ( )
VEY = 2w 4 2ird (24 25 ) 4 2w (24 22 4 (6.507)

= 2m 2m r 3,2 4m " 3r2 = 94 ’
Similarly,
oP 3 (6.508)
— = —mr :
i 2
P 3 2%

== 1+ — 6.509

500 2mr( + 3r2) ( )

(6.510)

9 42 4t
(VPY = Zmzrz (2 +— )

352 opd
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Also,
9 22\ . 4 44N
VE-VP=-m*r|(2+ = )i+ (24+—=+—|rb 6.511
4mr|:<+3r2) +(+3r2+9r4>r:| (6.511)
Then, substituting into (6.504), we obtain
3m22\
A =< m ) (6.512)
2r

The corrections obtained by using (6.497) are

.3 . . 3
Al = EmKl(l +rb) + Emer (6.513)
A@rf) = 3 Ki|l+(1 2 6 3 K1 2 (6.514)
ro) = 2"1 1|+ + 32 ro | + Zmr 2 + 32 .

In this example, we chose the straightforward procedure of obtaining second-order equa-
tions (6.491) and (6.492) which are integrated numerically. The accuracy of the integrations
can be improved by using conservation of energy and angular momentum. But now let us
consider a second approach.

We note that 6 is an ignorable coordinate, and therefore the corresponding generalized
momentum is constant in value.

of _ 12+329'+3 i=g8 (6.515)
3G_I’t’l 2r 2mr = Do .

where S is a constant. This equation can be solved for 8, giving the result

3 .

) Bo — Emrl
6 = 6.516
m (12 + %rz) ¢ )

Upon substituting this expression for @ into (6.491), we obtain a single differential equation
of motion, namely,

4/33 — 9m2r2?

3
6m’l (12 + 72)

Numerical integration of (6.517) results in values of / and / as functions of time. For a
known I, the value of § is obtained from (6.516), and this can be integrated numerically to
obtain 6 as a function of time.

Equation (6.517) can also be obtained by using the Routhian method. The conservation
of angular momentum is inherent in the formulation, but the conservation of energy can be
used for error correction. By using (6.487) and (6.516), the total energy of the system can

i= (6.517)
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I
be written in the form
3m221% + 282
g om +3 P (6.518)
4m (lz + zrz)
For an energy error A E, the velocity correction is found from
VE-Ag=—-AE (6.519)
which results in the correction
3
2,22
Al = AE 2<l +2r>AE (6.520)
- ( “LE) - 3ml?i '
al
This correction should not be applied if / is very small compared to its maximum value.
|
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6.8 Problems

6.1. The differential equation y 4+ y = 0is to be integrated numerically using the modified
Euler method. Use astepsize # = 0.1 and lety, = 1. (a) Solve for the actual numerical
error after one step. Compare this result with the value of E,,; obtained from (6.86).
(b) Using the mean value theorem to obtain E, 1, solve for the value of &, where
0<&<0.landt, =0.

6.2. Given a second-order differential equation of the form y = f(y, t). Suppose it is
integrated using the algorithm

h2
Yn+1 = 2)’n — Yn—1+ E(yn+l + loyn + yn—l)

(a) Find the first error term. (b) Consider the differential equation y + a)(z, y = 0, where
wyp 1s a positive constant. The given algorithm is used to integrate this equation. An-
alyze the numerical stability by obtaining the corresponding characteristic equation.
Determine the range of step size & for numerical instability.
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6.3.

6.4.

6.5.

6.6.

An extrapolation formula

1
Uny = (@ + byn-1 + cyn-2)

is used to estimate the velocity v = y at time lygt- The step size A is uniform and the
values of y,, y,—1 and y,_, are assumed to be known. (a) Solve for the coefficients
a, b, and c. (b) Find the first error term.

Given the system
X=-x+y
y =3y

Suppose that Euler integration is used to obtain a solution. (a) Obtain the characteristic
equation for analyzing numerical stability. (b) Solve for the roots and give the range
of step size & for stability.

Two thin uniform rods, each of mass m and length /, are connected by a pivot at A.
There is a fixed pivot at O, and end B can slide freely on a rigid horizontal wire
through O. (a) Derive the differential equation of motion. (b) Let/ = 1 m,m = 1 kg,
g = 9.8 m/s?> and assume the initial conditions #(0) = 0, w(0) = 0 where w = 6.
Tabulate numerical values of 6, w, and @ as functions of time for 0 <t < 1.5 s. (¢)
Find: (1) wmax and the corresponding time 7 and angle 8; (2) the time when 6 = 7/2;
(3) Omax and its time, assuming that B can pass through O.

N
/

Figure P 6.5.

A particle of unit mass is constrained to follow the elliptical line of intersection of a
cone and a plane, as shown in Fig. 6.8 and discussed in Example 6.5 on page 376.
The equation of the cone represents the holonomic constraint
2, 2L,
$pr=x"+y —-z2=0
4
whereas the plane represents the second constraint

pr=x+y+z—-1=0

Using units of meters and seconds, let g = 9.8 m/s? and choose the initial condi-
tions x(0) = y(0) = —1(1 + +/2), 2(0) = 2+ v/2, £(0) = 1, y(0) = —1, 2(0) = 0.
(a) Starting with the differential equations in Lagrange multiplier form, use nu-
merical integration and the Baumgarte stabilization method with o =2/h and
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6.7.

6.8.

B = 1/h? to obtain the motion of the system for 0 < ¢ < 2. Tabulate the values
of x,y, z, Ux, vy, v, @1, ¢ and find the times of zyi, and zmax. (b) Repeat the cal-
culations, but use the one-step method of stabilization. (c) Repeat step (b) but add a
one-step energy correction.

Consider a dumbbell with a knife-edge constraint sliding on the horizontal xy-plane,
as discussed in Examples 6.4 and 6.6, on pages 370 and 380 respectively, and as
shown in Fig. 6.6. Choose (x, y, ¢) as ¢s and let v, = &, vy = J, w = . (a) Derive
the six first-order differential equations of motion. (b) Assume m = 1,/ = 2, and the
initial conditions are x(0) = 0, y(0) = 0, ¢(0) = 0, v,(0) = 0, v,(0) = 0, w(0) = 1.
The nonholonomic constraint equation is g; = —x sin¢ + y cos ¢ = 0. Use the one-
step constraint stabilization method. Find the numerical values of x, y, ¢, v,, vy, @,
and gy, at the times t = 0.1,7 = 1.0, and ¢t = 10.

A pendulum of particle mass m and length [ is forced to rotate about a vertical axis at
a constant rate 2. The pendulum angle 0 is measured downward from horizontal. (a)
Derive the differential equation for 6. (b) Assume that g/ = 4 s72, Q@ = +/10 rad/s
and the initial conditions are 8(0) = 0, »(0) = 0 where w = 6. Integrate the differ-
ential equation numerically using RK-4 with 2 = 0.001 s. Tabulate values of 6, w,
and @ over the time interval 0 < ¢ < 1.5 s. (c) Find 6,,x and wp,x, giving the time
when each occurs.

IQ

—

v Jg

9 &

Figure

6.9.

—z m
P 6.8.
A rigid body has an inertia matrix
1000 0O 0
I=| 0 250 0 | kem’
0 0 3000

with respect to its center of mass. Euler parameters are used to specify the orien-
tation. A constant body-axis moment M, = 15000 N-m is applied to the body. The
initial conditions are w,(0) = 15 rad/s, w,(0) = 0, w.(0) = 0, €,(0) = 0, €,(0) = 0,



399
—

Problems

6.10.

€,(0) =0, n(0) = 1. (a) Use Euler’s dynamical equations and the (¢, 77) kinematical
equations to obtain numerical values of w,, w,, w., €, €, €;, n by integrating over
the time interval O < ¢ < 1 s. For times within this interval, calculate the work W
done by M, and also the angular deviation « of the x-axis from its original orientation,
where o« = cos™!(1 — 263 — 26?). (b) Find Wy,.x and the time at which it occurs. (¢)

Determine oy, and the time of occurrence. (d) Find the time at which oy, w,, @,
simultaneously return to their original values.

A thin uniform disk of mass m and radius r rolls without slipping on a horizontal
surface. The generalized coordinates are (v, 6, ¢, X, Y) where (, 0, ¢) are type
I Euler angles, and (X, Y) is the location of the contact point. The contact point
has a velocity r¢ at an angle y with the positive X-axis, that is, X = r¢ cos ¢
and ¥ = —résiny. Choose (1, 8, Q) as us where Q = ¢ — ¥ sin@ is the angu-
lar velocity of the disk about its symmetry axis. Assume that g/r = 20 s~2, where
g =9.381 m/s? and r = 0.4905 m. (a) Derive the three differential equations of mo-
tion, that is, equations for is in terms of gs and us. (b) Assume the initial conditions
¥(0) =0, 6(0) = /6, $(0) =0, X(0) =0, Y(0) =0, ¥(0) = 4 rad/s, 6(0) =0,
€2(0) = 2 rad/s. Use numerical integration to obtain the values of the gs and us over
the interval 0 < ¢ < 3.5 s. Find Oy and the following Op,x with their corresponding
times, as well as the times when 0 = (. Show that the motion of 6 is periodic, but the
path of the contact point on the XY -plane is not periodic.

\¢

disk — j\/i/d;
'

"8 @*.7)

o

Figure P 6.10.

6.11.

A dumbbell consists of two particles, each of mass m, connected by a massless rod of
length/ (Fig. P6.11). Giventhatm = 1 kg,/ = 1 m,and g = 9.8 m/s2. Choose (x, 8)
as generalized coordinates and assume the initial conditions x(0) = % m, x(0) =0,
6(0) =0, 6(0) = % rad/s. As the dumbbell falls due to gravity and slides without
friction, particle A hits the wall inelastically. Then it slides down the wall until it
finally leaves and moves to the right. Use the notation v = %, @ = 6. Consider three
phases of the motion.
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Figure P 6.11.

Phase 1 — before impact (a) Derive the four first-order differential equations of motion.
(b) Integrate these equations numerically and tabulate values of x, 6, v, w, at each 0.1 s
from zero to just before the time of impact.

Phase 2 —impact (c) Find the time of impact and the corresponding values of x and 6. (d)
What are the values of X and 6 just before impact. (e) Solve for x and # immediately after
impact and also the horizontal impulse & of the wall acting on particle A.

Phase 3 — after impact  (f) Given the constraint equation X — [6 cos @ = 0, obtain expres-
sions for ¥ and & which are to be integrated numerically. (g) Find the time at which particle
A leaves the wall and give the corresponding values of x, 6, v, and w.
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A1 Answers to problems

Chapter 1
. @i=m |28 9:_\/@
mo(m + mo) mor
(b) _ 2mr
xmax - m + mo

1.2. Opax = 120°

1
13vi=—zwi,  vavi= % Gi + V3j)

1
14. v = 3 vo, all particles

22
v; cos~ b
15. p= 24— =
P gcos’o

1.6. 1.79 cm higher on west bank

1.7. ml + kl — ml6* — mg cos® = kL
mld + 2mi6 + mgsind =0

18. @v=1w9(l—en'), (®YW=mvZ(l—en"),
W= mvé =2T,
1.9. F; =cAl
1.10. (a) v = 0.6302 vy, (b) v9 = 0.03317vy

1 . 242 v
L1l (@)% = —= vy, 6 =—
@ %= -3 3l

A 4
(b) @y = Zmuo
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) Vo . Vo 4vg
112, () & = —, =0 L=
(@ G y 33 3
() F = 2
—3mU0
1.13. (a) il (b) Lo
A3, () w = N V4 = —Upl
2\/51 A 4 0
1.14. ()¢ +rafsing =0,  (b) Pmax = 60°
15, Aw — 2 F - 2= I»F
o w_m(r2+lz—2rlcos¢9)’ P2 Tl cosf
5 2rlsing F
VT 2402 — 2rlcosf
. 2F 201 = V3 F
1.16. (2)0 = . 2= VBwE

— > X = 5
(5 = N/3uyml 3(5 — V3uwm
1
(b) Mmin = —=
NE
1.17. (@) 2mrd = mg(1 — w)sin® — mg(1 + () cos @ + 2umro?

(b) P = % mg[(1 + w)sin€ + (1 — w)cosb]

118, vy = " (1 - 3)

m 4
119, ()& = 162 cos ’ G- 62 sin@cosﬁ’ _ mil6?
1+ cos26 1+ cos?6 1+ cos?0

(b) i Vg Sin 6 4 2 Vo
X =, = -
V2(1 + cos2 ) V1+cos?26 I

1.20. (a) mix :k(xg—xl) 1

J’_
~

miy =k(y2 =y |1

N— N

ma¥y =k(y1 —y2) | 1

B ) R ™

N———"

(
(
maky = k(x) — x3) (1
(

where [ = /(x2 — x1)2 + (02 — »1)?

(b) mixXy = k(xp — x1) (1 — %) + F
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. L
my1 = k(xz — y1) (1 - 7)

. 1 L
my¥y = —Ek(2xz —xp—y)|{l— 7

1.21. (@) Opx = tan™! 1.1732 = 49.56°

(b) 6 = 34.86°
02
1.22. (a) Upward y = Y &
L—y
. 2L — 3y
Downward y = g
3L — 3y

1.23. (a) r6 — rwé sinf =0, (b) 6 = wy,

1 2
©) F, = imrwo

Chapter 2
2.1. (a) mx = 2xX, my +mg=§yk
(b) xmax = 0.9063L, P =1.07Tmg
2.2. (a) m(2i — I sin¢gp — 1¢? cos ¢) = F mg sin ¢
mQ2y + I cosp — I sin ) = £ wmg cos ¢

P . mi? .. 1
ml(l¢ — Xsin¢g + ycos¢) = 0 or Tq& =F E,umgl
(b) (i cos ¢ + y sinp)d| > ug

2
23. (@ymi=2x\, my=—A—mg = —4x21 L2+ g)
) 2g(x3 — x2
(b) % = — y
4x%2 4+ 1

R 2r r? . r?
24. (a)¢p = ]+ZCOS¢+ECD’ (b)o = 1+l—2w

2.5. () m(Lcos¢ — RO —mRO* —2mLOsing =0
mL*¢ +mLO>*(L cos¢ — RO)sing —mgL cos¢ =0
(b) F = m[L$* + (L cos ¢ — RA)O? cos ¢ + g sin @]

2.6. (a) mR*§ + mR*(¢ + Q)?>sinfcosh + cR* =0
mR%*$ cos? @ — 2mR*(¢ + Q)6 sin 6 cos 0 + cR%* ¢ cos? 0 =0
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A2

27.m |:2)‘€ - %dﬁ(sinqb + cos ) + %(sirﬁ) —cos ¢)] = —Asing

i2
m [2}3 + %q'b'(cosd) —sing) — %(sinq& + cos (b)] = Acos¢

%(sinqﬁ + cos¢) + %(cosq& - sin¢)] =0

2.8. m[2i — (I, + s)dsing + 5 cosp — (ly + s)¢p? cos p — 25 sinp] = —Asin¢

ml [l¢ —

m[29 + (o + s)d cos ¢ + 5 sing — (lo + 5)¢? sinp + 2¢5 cos ¢] = A cos ¢
m[(lo + 5)2¢ — (lo + )i sing + (o + 5)¥ cos ¢ + 2(lp + s)Ps] = 0
mls + ¥cos¢g + ysing — (o + )] + ks =0

29. (a) % = %vo, b b= %\/imvo

. 2 4 ) IPw? sin 6 cos 6
2.10. (a) 2mi%) (1 — 5 sin? 9) — 2 P62 sinf cosf — - L MMUCOST

3 2 2
3 (1 — Z cos? 0)
3

b6 = %ﬁwo

211, mré — mrQ*sin6 cos 6 + 1, /N? + Nj sgn(6) = mg sin 0
where N, = —m(r6? + r%sin® 0) + mg cos 0
Ny = 2mrQ0 cos 0

2.12. (a) mI*6 — mi*(¢ + w)?sinf cos @ — mRIw? cos O cos ¢ + mglsin = 0
ml2@ sin® 0 + 2mi26(¢ + w)sin cos O + mRIlw*sin6 sing = 0

1 o 1
(b) E = Emlz(ez + ¢?sin®0) — Ema)z(Rz +1%sin?60 + 2RI sin® cos ¢)
—mgl cos 6
1
213. @k =%, y=vy (b)AT,= Emv(z),

1 N
AT = —mvé + mQxgvg, (c) C = mugj

2
2.14. (a) mi* — mro? = A, mr26 + 2mri6 = —k\
by = kvo CoNo (r* + 2k»mu}
2 4 k2 (r? 4+ k2)3/2

ri? wi2(r? + 2k%)

O ="me T ke
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. 1 2 2 2 2 L2
215. (@)% = l—z[g(u(x =¥+ A= pu)xy) = (x —puy)&° + ¥y — ug
L1 2 2 2
y= l—z[g(yﬂm -+ u)ET+y)—¢
58 o .2
b)o = 7[(1 — u7)sin® — 2 cos O] + ub
2.16. (a) 2mi| — 2mr 6% = rA, 2miy — 2mr6% = k., 2mi*d =0
.. r 2 .. r 2 5
r1+mrl—0, rz—i-mrz—o, 0=0
2 vot 2 vot
(b) r; =Isin \/—vo +z , r, =1 cos «/—vg +Z , 6 = wot
l 4 I 4
2.17. (a) Atz =0, C, = muy. Att = R /vy, C, = —muy
1 1
b)yv = ERwO’ ) W= Emvé (first impulse)
1 3
W= —Emvé (second impulse), W= —ngza)g
2.18. (a) /3 sinf; —sinf, =0
(3 —sin*6) ., -
b)T = — ml°0;, V =mgl(cos, ++/3 — sin“ 0
O T = 5 s mos gl (cos 0 + / )
(c) vg = 1.0824 /gl downward, () ¥4 =2(~/2 — I)g
A . . v 1
2.19. (@) N = 4mvy,  0(0+) = ¢(0+) = _TO $04) =0, 30+) = 3w,
0, ¢, x, y unchanged
o5 2 ., 4 .
(b) 2ml-6 l—gsm@ —gml (0° + ¢°)sinf cosd =0
27 2 8 o
2ml*¢ 1—30059 +§ml O¢sinf cosd =0
. 2
© Oin =0.  §=—="
220. ()i =0, ¥=0, 6=0, ¢=0
1 . . 1 . .
(b) Fap = Fcp = Eml(Go — $0)’. Fap = Fpc = Eml(9o + ¢o)?
(c) Peri0d=rr/¢50
mi? ., 5 |
2.21. (a) 70(1 + cos“0) + EMI (¢~ —06°)sinB cosO + mglcosd =0

ml . 24 7
7¢cos 0 —ml“0¢ sinf cosh =0
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0= L3+ V2t
(©) |Polmin = 2.3784 \E

2.22. (a) (2sin® 6 + 1)d + 26%sin6 cos 6 + 2£ cosf =0
r

(b)0 =28.26°, () v> = 0.4608./gr

Chapter 3
1 0 0
V3.1 N o L 3
3.1. =—J+—-K=—"j— — =
(@) w 20J+20K 207 20k (b C 2 2
V3001
0 —— =
2 2
o | V3
20 20
. 1
C=| — 0
20
By,
20

3.2. [(Iy sin® ¢ 4 I, cos® ¥) sin® @ + I, cos? 01¢p + (L, — 1,,)6 sin 6 sin ¥ cos yr

+ Izzib cos 0 + [2(1,, sin® v+ I, cos? 1) sin@ cos @ — 21, sin 6 cos 0146
+ 2(Iix — Iyy)pyr sin® 0 sin y cos ¢ + (Iy — 1,,)62 cos 0 sin yr cos ¥
+ [(Lex — Iyy)sinO(cos? ¥ — sin® ) — I, sin 0169y = Q,

(Ix cos® ¥ + Iy, sin? Y + Iy — Iyy)q'ﬁ' sin 6 sin iy cos ¥
— (Lyysin® ¢ + I, cos®  — I.,)$? sin@ cos @
+ [(Lex — Iyy)(cos® ¥ — sin® ¥) + I 1y sin 6
— 2Ly — 1yy)0Y siny cos ¥ = Qg

I + I, cos8 — (I, — I,,)¢* sin® @ sin i cos ¥
— [(Lex — I,y)(cos? yr — sin® ) + I, 16 sin @
+ (Lix — 1,,)6? sinyr cos Y= Qy

N 1+e .
(i+5559). w= (5 )wi
(=555

2 2

33. (a)v; =

®)vi =

Sls Sis
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I

34.

3.5.

3.6.

3.7.

3.8.

3.9.

3.10.

3.11.

Vo

22

<1+e> K
W =wy) = — rmu,
1 2 Zﬁl 12 0

5M, 4 SM, . 4
(@) wy = —(1—cos—= Q1), w, = — sin = Qt
5 )

vy = (1 + e)(ui + j)

41,9 41, 5
(b)t =10/
. sin? cos?
@y =-H ¢ + ¢
Iyy I
. 1 1 .
0=H — — | cos 6 sin ¢ cos ¢
I; I
. 1 sin?¢  cos? .
¢=H|—— ——— sin 6
Lix Iyy 4

. H . . 1 1Yy .
b)Y =—— 0 =0, ¢=H<E—]—t)sm9

3 1 3 1
(a)(im-l-mo))'c'l-i-zm)'c'z:F, (—m-i‘mo))'c'z-i‘zmji]:o

2
(b) x2 = ! () P = 11F( face) P—3F(1 face)
Xy = a c) P = 195 upper face), Hh = 195 ower face
® 12 21
a) wy = — wy, w, = — Wy, w, = —
= 190 ° Y= 950 = 190 °

(b) T = 0.9711 ma’w?

mgr tan 6

r—
—I,+ I;sin6 + mRr
,

(a) mx +mrf — mx6%> —mg sinf =0

2\ . .
m <r2+xz+ E>9+mrjé+2mx5c6 —mg (rsin@ + x cos6) =0

(@) I,6 — I,Q¢p sin@ — I,¢> sin@ cos @ + mgl sin@ = 0
L$sin€ + 21,0¢ cosé + 1,26 =0

(b) Opin = 34.63°

(a) (I, sin® @ + I, cos? 0y — L,$sind = Oy, =0
L(¢ — Yrsing) = 1,2 = Q,

(b) Qg is internal.
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3.12.

3.13.

3.14.

3.15.

3.16.

1 .
|:2mR2 sin® @ + Emlz(sin2 6 sin® ¢ + cos? 9):| ¢
I 1o,
+ Eml 0 sin @ siny cos ¥ + Eml Y cos 6
‘. 1 .
+ (dmR? — miI? cos? ¥)@0 sin 6 cos 6 + Emlze2 cos 0 sin Y cos ¥
+ mi%$y sin 0 sin y cos Y — mI204 sin@ sin> ¥ = 0
, 1o, P .
2mR* + Eml cos“ Y ) 0 + Eml ¢ sin 6 siny cos Y
1 . -
- (ZmR2 - Eml2 cos? mp) gbz sinf cosf + m12¢1[1 sin 6 cos? v
— mI?04 sin cos ¥ + 2mgR sinf = 0

1 P . .
Eml2 [1/1 + ¢ cos — ¢? sin® 0 sin ¥ cos ¥ + 62 sin yr cos ¥

— 2¢@sinfcos? ] =0

. . 12a%y0 + al*>wy 12ayq + Pwy
X = X, =, w=———-—
12a2 + 12 12a% + 12
" 12 1282 cos O l [
()0 = — ( P (.:035 *mf92sm90056+—gsm0>
mi%(1 + 3sin”9) \ mi?sin’ 0 4 2
12
where 8 = — ¢>(0) sin? 6(0) = Ha)g
mlw 2
bGN=——2L4Zn
10v2 5"

(@) (I, + ml? cos® )0 — mI*62sin 6 cos O + I,yr? sin @ cos @ + I, Q1 cos O
= —mgl cosf

I,y cosO — 21,6y sin@ — I,Q0 =0

) 2g
(b) Omin = 30°, Yy = —2\/;

1 1 23 L%\ .
@7 = 3Gm +mo)® + 5 (ﬂ +ZmL+ o >¢2

2 12
(Bm + my) 0
m = 0 mr 3 moL2
2 4 12
F Fe
(b) V= ¢ 2
3m + my mr 3 ,  moL
—— +-mL
2 4 12
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317, i (lwy — 6V cos B) sin 6 . lwy — 6vgcosO
A7, & = , -2 777
2(1 + 3cos?0) [(1 4 3cos? )

. m(vo + %lwo cos 9)

r 1+ 3cos?0

2J/2F 18F
3.18. (a)u1 :_7, uzzﬁ

(b)C:lﬁ

5
_|8(,_1L __/_8
319. @ o= R(z R>, b) o=— /o2

3.20. (2) Omax = 65.07°,  (B) (@0)min = 2\/E
p

_ 6U0 . 6U0 .

321 w=—i+ —j, v, = — =1k
7b Ta 7
3.22. (a) vi = vy,€; + vysey, Vo = V€ + V€
L 2
— (5 +7r) v
where Uy = Uy = (2—)02
23 (k)
_ §r2+4(% +r)2 B ‘51}’21)0
U Y T i
r2+3(5+7) 2 +3(5+r)
N 4p2 (L +r)muvgy ~ irzmvo
(MM=%JLTL7, ©P=—"——03
sr2+3(3+7) s +3(5+7)
. v 3v, . vy Sv;
3.23. 9, = - —, =——+4
'T oV 8l T a4y
. V1 51)2
O3 =— - —
221 8
2. ?
3.24. (a) mT §sina — pm 6% sina cos o
1 . .
= — mgl (sinf sina — p cos 6 cos @)
(b) 6 = 48.19°
F m
3.25. = —(—sinei+4 i), m=-————
(a) vp m( sino i+ 4cosa j) m 3o

3.26. my = -m, m, = —m
4
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4 L. 3 3 1 .
3.27. 3 ml*§, — 3 mli sin6; + 3 mly cos 0; + 3 ml?§, cos(6, — 6))

Chapter 4

4.1.

4.2.

4.3.

[Ty
—Eml 05sin(@, —0;) =0

1 o 1 1 .
3 ml*§, — 3 mli sin6, + 3 mly cos 6 + 3 ml*d, cos(6, — 6))

1 .
+3 mi*63sin(@, — 6;) =0
. . 3 . 1 "
2mi sinf; — 2 my cos 6 — 2 mlOy — 2 mlB, cos(6r — 6;)

(I
+3 mlé? sin(6; — 6,) = 0

1. . . . .
@T = Em(x2 + Y2+ 124 sin® 0 + 16° + 21X cos P sin
+2I¢Y sin¢sin@ + 216 X sin¢ cos @ — 216Y cos ¢ cos 0)

I . 1. . .
+ EIM((;) sin@ siny + 6 cos ¥)* + Elw(db sinf cos ¥ — 6 sin ¥)?

+ %Izz(¢+¢C059)2, V =mglcosf
(b)ug = —rfsing +ryrcosgsind + X =0
us =récos¢g +rysingsind +¥ =0
(©Q1=0, Qr=mglsing, Q3=0s4=05=0

1 0 0

0 1 0
®;=10 0 1

0 rsing —rcos¢sinf

0 —rcos¢ —rsingsinf

(@) 2mv, — 2mr2% cos(¢p — ) —ml(p + Q)2 =0
mi*$ + mlv.¢ + 2mIQu, + mirQ? sin(p — ) =0
OE=1—-Ty=0

r
la')1+l<R_r)w2a)3:0

(1 +mr2)d)2 -1 (ﬁ) w3 = 0

(I + mr¥)as = mgr sin



1 Answers to problems
I

4.4. (a) (I + mr¥)w, — mrivcosa = mgr sina
I+ mrz)a')y =0, lo, =0

(m + my)v — mrw,cosa =0

(b) & = roy, Y = —rwy

45. (a) I, + (ﬁ) Twgw, = 0

r
1 Doy — | —— ) [o,0, = —
(I +mr)ag (R — r) w,; mgr

(I +mrHo, =0

. [ 1 . T .
(b) z = rwy, wy = Acos m(bt—i—Bsm 1+mr2¢t

4.6. (I, + mr?sin® )@, + mr(l + r cos )@, sin O

+mr(l + 1 cos 0)wrws cos O + mriwiws sinf cos = 0

[1, +mr2l + r cos0) cos O]wy + mr(l + r cos O)w; sin 6
+ [, + mr(l + r cosf)cosO)wiws

+[1, +mr(2l + r cos0) cos @ Jwrws cotd =0

(I, +mr? +2mrl cos 0)is — (I, + mr? + mrl cos 0)w; wy
[, + mr*+2mrl cos 0) cot& + mrl sin ]w3 — mrlw3 sin 6
= mgl sin6
4.7. (a) (I + mr¥o, — IQw, = —mgr, loy, + 1Qw, =0,
I +mrY)o, + mrQx =0

2
- T
b)z = ro, = 8T sin Qr
QVI(I + mr?) I 4 mr?

1
(c) v > ErQ

5 ..
4.8. |:Zmr2 + mo(r + I sin 1/;)2] 6 — mo(r + Isin )l cos ¥ (g
. . 1, . . 2
+ 6wy cotd —20Q) — Zmr + mo(r + Isin )l sinyr | w; coté

3
+ |:§mr2 + mo(r + I siny)(r + 21 sin w)] w2

= — [mr + mo(r + I sinyr)] g cos6
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1 N
(Zmr2 + mol? cos? l//‘) wg — mo(r + [ siny)l6 cos

1 . .
+ Zmrz(ewd cot — 20Q) + myl cos w[lwﬁ cot @ sin
+10w, cot§ cos Y — 210 cos Y — (r + 2I sin w)wdQ] = mogl cos 6 cos
3 .
[Emrz + mo(r? + 1% + 2rlsin w)} Q
— [mr? 4 mo(r + Isinyr)? — mol? cos? ¥ | 6wy
+mol cos ¥ [(r + I sin ) (wF — 6%) + r(Q* — wsQcot)] = —mogl sin6 cos ¥
4.9. (mo + 3m)v +myl6> =0
1 .. .
(IC + mol? + 3mb* + Emr2> 6 —molvd =0
4.10. Iwy + Ibwywscosa =0

I+ mrz)(ci)z — ba)g sin a) — Ibwjwscosoe = —mgr cosa

(I + mr?) (w3 + bw,ws sina) = 0

.. o (L
4.11. (5 + cos’*¢)mv + mL sing cos ¢ + mL6> (7 cos’p — cosz¢—3)

mv? .2 .. 2L
+Tsm ¢ cos ¢ + mvb sin ¢ cos ¢ 17700545 =F

.. . 2L
mL2§(3 + sin® ¢) + mLv sin ¢ cos ¢ + mLvo (3 +sin® ¢ — - sin” ¢ cos ¢>)
. L L
+mL?*6?sin ¢ cos ¢ (7 cos ¢ — 1) + mTvz sinlp =0
. r . 1
4.12. (a)m (vg + Evgcw;) =0, 1 (a), — Ev9w9> =0

I
(I + mryiy — %vg + Ui, =0, Lo =0

() Hy = (I, — mrvg)e, + (I + mrH)wgey + (Iw; +mRvg)k

(c) Final values: 6 = 113.58°, vg =0, wr =1, wy = 0.6547

? ?
4.13. (a)2m (1 + m) v —ml (1 - m) w} = 2mgsin0 sing

12
ml2os + (1 — m) mlvws = mgl sin @ cos ¢

(b)a =

1
Rsing (v cos ¢ — Elwg sin ¢)
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I

) 1 1
0 = = (v sin¢ + 510)3 COS¢>

. l
¢ = <1 + ﬁcote sin¢> w3 — %cot@cosd)

4.14. (a) I, sin@ + 21,46 cos 6 — 1,90 = mlrw? cos(¢p — wot)
1,6 — I,¢? sin@ cos @ + I,Q¢ sin 0

. = mgl sin@ + mlrw} cos O sin(¢p — wt)
L2=0

(b) E = mirwi[$ sind cos(¢p — wot) + 6 cos § sin(¢p — wot)]

1,2 tan 6, ] 4mgl(1; sin 6y + mlr)
2(1; sin By + mlr) 12Q2 tan 6,

©) 1o =

4.15. (a) mv — mlf sin® — ml6?* cos @ — mlgp* cos6 = 0
(Iyy Sin> 0 + I, cos2 0) + 2(1yy — 1..)p0 sin 6 cos 0 + mlve cosd = 0
Iyy§ — (I — IZZ)QSZ sinf cos@ — mlvsind = —mgl cos O

(b) X = —vsing, Y =vcos¢

4.16. () (I +mr)ao, + (I + mr?) <L) w1 cot
R+r

’
1| — =0
+ <R+r)w2w3

I + mrYa; — (I +mr?) (#) w% cotd — 1 (ﬁ) w|w3 = mgr sinf
r r
Id)} =0

(b) In terms of d) 0, ¢ g, we obtain
R .. R . )
(I + mr?) (i> $sind + 21 + mr?) (i> $hcosd — 196 =0
r r
R " R . .
(I +mr?) <i> 60—+ mrz) (i) ¢2 sinf cos O + Q¢ sin 6
r r

= mgrsinf

which are the top equations with correspondences
R
I,:(I+mr2)< +r)’ I, =1, l=r
r

4.17. mv = F, cos Bcos ¢, mvg cos p = —F, sin¢

4.18. (a) (I +mr>)o, — erQa)y +mrQ?y =0
I+ mrz)d)y +mr’Qow, — mrQ*x =0

I, =0
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Lo X Yo
d)x(t) = §(xost t 4+ yocos Q%t) + xg — —

() = §(yo sin %t — % cos Q*r) + yo + x_*
I1Q
where Q* = ———
I +mr?
(©) Hop = [(I + mrHw, — mrQxli+ [(I + mrHw, — mrQylj = const

ho2
4.19. (@) (1 + mri)i, = 287 Gn 7Y

o 27*mrih 27y
U +mri)w, — 2 Wy, COS A =0
lo, =0

27%h 2
(b) y = —rwy (1 + an d cos %)

4.20. (a) —mr29(1 +4cos’6) —

L 2o
%sin6 cos§ — — mr’w? cotd

+ 2 mriQuwy; = — mgr cos 6
1

2. 2095 4 L 245
Zmr wd—imr Q6 + — mr-Bwy cotd =0

Q=0
(b)wd=\/¥“92+29 —0), ¢=2

6
Chapter 5

5.5. (a) 3mv = —mg sin & cos ¢ ¢=0

(b) x = —vg sinwot + £ sin o sin” wyt

g . .
Yy = vg cos wyt — —— sin« sin 2wyt
6&)0

(Do = 2sine, Py =0
w
5.6. (a) 2m¥y + ml¢ cos d + 2mydtang = —F sin ¢ cos ¢

mi*$ cos ¢ +mly + mlygtang = —Flsin ¢ cos ¢
(c) mli?¢ + Flsing =0

2mu§
5.8. 2mit (1 + cos? ¢)+ sin ¢ cos ¢ —

cosp =0
2mitr(1 + sin? ¢) + 2 cos? ¢ =0
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5.9. () T = 2m(&* + 3%) + ml*(Y* + ¢7)
+2mlx (Y sin ¥ cos ¢ + ¢ cos ¥ sin @)
+ 2mly(—1r cos Y cos ¢ + ¢ sin y sin ¢)
T = mi>y?2tan” ¢ + 1) + mi*$*2cot> p + 1)

2.5
(b) 2mi? [(2 tan® ¢ + Dy + (M) W] =0

sin ¢ cos ¢
2 2 G

5.10. 3mv — mlf sing — ml¢ sinp — ml(6 + §)> cosp —mré* =0
[I 4+ m@?+1%+2rlcos¢)ld + ml(l + rcos )

—mrl(20 + ¢)p sing — mlv sing + m(r + 1 cos p)vd =0
mi*¢ + mi(l + r cos ¢)d — mlv sin ¢ + mlv6 cos ¢ + mrl?sing = 0

1 1, .
5.11. (a) Zmr29 =0, Emrzw(l +2c0s?0) — mr26y sinf cos 6 = 0
mi =0

(b) 1)Z/min = 1,2/(), ﬂbmax = ﬁ‘/’()

v +2 1.2
Umin = X0, Umax = 4/ Xp + rz!//o

4 . 1 . 3 1 .
5.12. 3 ml*g, + 3 ml?6, cos(6, — 6;) + 3 mlo — 3 mi*6%sin(@, —6)) =0

1 . 1 . 1
3 ml*9, + 3 ml*§, cos(6> — 6,) + 3 mlv cos(6, — 6y)

1 . )
+ 5 ml@l(v +191)Si1'l(92 — 91) =0

3.1 . 1 .
2mv + 3 mlé, + 3 mlé, cos(6r — 6;) — 3 mi*6%sin(6, — 6,) =0

Chapter 6
6.1. (@) yur1 — yi, = —0.0001626,  E,.; = —0.0001667

(b) & = 0.024813

6

h
6.2. (a) —m

6
Y

5h2w? — 12
2 _ _ 0
) p +bp+1_OWhereb_2(h2w3+12)

Unstable for & > @
N
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63. @a=2 b=-3 c¢c=1
23 ...
b _h2 n
( )24 y
64. () p>+(@dh —2)p+Qh> —4h+1)=0
(b) p1o = 1 — 2h £ +/2h, stable for 0 < h < 0.5858

2 . .
6.5. (a) 3 mI@(1 + 3 sin” @) + 2mI*6% sinf cos § — mgl cosd = 0

() t 6 [0} w

0.5 1.131533 2774195 —0.762194
1.0 2.518895 2913179 0.059869
1.5 2914747 —2.396043 —9.159207

() Wy = 2.913254 at 1 = 0.319054, 0 = 0.615481
6 = % at 1 = 0.660765

®Wmax = 2.913254 at + = 1.002475, 0 = 2.526105
Omax = 3.141593 at r = 1.321531

6.6. Correct results:
t=0.5 x=-0345172 v, = 2.262982
y=-—1251733 v, = 1.142012
z= 2.596904 v, = —3.404994

t=10 x=-0.066909 v, =—5738694
y= 0351428 v, = 1.211603
z= 0.715481 v, = 4.527092

t=15 x=-1.331422 v, = —0.600386
y =-0.548644 v, = —2.141998
z= 22880066 wv,= 2742384

Zmin = 0.585786 at t = 0.953950
Zmax = 3.414214 att = 0 and t = 1.907900

6.7. (a) x = vy, V=1, Pp=w
1
Uy = Ela)2 cos ¢ — w sin ¢(v, cos ¢ + v, sin )
) Lo, .
vy = 3 lw® sin ¢ + w cos (v, cos ¢ + vy, sin )

w = —%(vx cos ¢ + v, sin¢)
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) t=0.1

x =0.004983 v, =0.099336
y =0.000332 v, =0.009958
0.099917 @ = 0.997505

¢ =
x =0.366104 v, =0.517681

y =0.265792 v, = 0.688060

t =10.0 x = —-4.964991 v,

¢ =0.925775 w = 0.793278
= —0.853882
y = 10.81251 vy, = 1.127333
¢ =2.219039 = 0.001699

6.8. (a) mi?6 + mi*Q?sin6 cosh — mglcosf =0

®

[0} [0}
0.5 0.403383 1.264691 0.068683
1.0 0.883130 0.459049 —2.365847
1.5 0.814167 —0.727807 —2.245828

(€) Omax = 0.927295 rad at t = 1.192006 s
Wmax = 1.264911 rad/s at t = 0.506431 s

69. ()t =0.2s
w, = 14.983846
w, = 0.880327
w, = 0.499509
t=04s
w, = 14.969975
wy = 1.199892
w, = —0.317395
t=0.6s
w, = 14.999716
wy = 0.116755
w, = —0.297954
t=038s
w, = 14.995077
wy = 0.486064
w, = 0.507382
t=10s
w, = 14.962897
w, = 1.333689
w, = —0.024909

€, = 0.996466
€, = 0.010208
€. = 0.044588
€, = 0.134382
€, = 0.035882
€, = 0.093878
€ = —0.977615
€, = 0.060906
€. = 0.030712
€ = —0.266247
€, = 0.055357
€, = —0.051838
€ = 0.942681
€, = 0.041312
€, = —0.038818

W = 1100.8044 N-m
a =0.091516
n = 0.070453

W = 1500.8666 N-m

a = 0.201343

n = —0.985820
W = 145.9451 N-m
a = 0.136529
n = —0.199038

W = 607.6461 N-m
o =0.151824
n = 0.960917

W = 1668.4876 N-m
a = 0.113436
1 = 0.328846
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(b) Winax = 1669.4220 at t = 0.331667 and ¢ = 0.995000.
(C) tmax = 0.201447 at t = 0.405759
(d)t = 0.663333 s

6.10. (a) ¥ = % (2 + ¥ sin0)

.. 1. 6 .
9=—gtlfzsiDGCOSG—§¢QCOSG+16sin9
. 2.
ngwecosﬁ

b)yr=0

=0 6=—-=0523599 ¢=0 X=0

s
6
v =4 6=0 Q=2 Y=0

t=1

Y =2.891062 6 =0.096692 ¢ =2.754937 X = 0.156089

¥ =1.726344 6 = —0.678622 Q = 1.294624 Y = —0.919876
t=1.5
¥ =3.480268 6 = —0.595660 ¢ = 3.225671 X = —0.071231

¥ =0.534888 6 = —2.748494 Q =0.831908 Y = —0.910777

t=2.0
Y = —3.157916 6 = —0.517934 ¢ = 10.294732 X = —0.436413

¥ =0.633105 6§ =2.483279 Q =0.857619 Y = —0.856059

t=25
W = —2.533888 6 =0.116376 ¢ = 10.793919 X = —0.666352

U =1.785449 6 =0.645929 Q= 1.317532 Y = —0.784324

t=3.0
Y =—1.375078 6 =0.380226 ¢ = 11.849700 X = —0.844784

Y =2.927582 6 =0476119 Q= 1.706236 Y = —0.328526

t=35
¥ =0.423844 6 = 0.522848 ¢ =13.623335 X = —0.168626
¥ =3.993075 6 = —0.050408 = 1.998268 Y =0.013511

Omin = —1.542703 rad (—88.39°) att = 1.735130 s
Omax = % att = 0 and ¢ = 3.470260 s when v, 6, and 2 also

return to their initial values.

0 =0atr = 1.125585 s and 2.344675 s.
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6.11. (a) x = v, 6 =w,

_ —lw?sinf + gsinf cos O
v 2 —cos?0

. —lw?sin@cosh + 2gsiné

= 12— cos? )

(b)

t X

6 v w

0.506533
0.554881
0.676823

0.2
0.4
0.6

0.113307  0.099539  0.703590
0.314942  0.420204 1.409748
0.712392  0.740709 2.618152

()t = 0.618665,
(d) %o = 0.741316,
(e) & = 1.333450,

(f) ¥ = gsin@ cos§ — 16%sinh,

(g) Leaves wall at t = 0.697577 when

x = 0.801676

X =v =1446778

x =0.690667, 6 = 0.762412
6o = 2.741575
6 = 1.843889, X = 1.833450
6 =% sing
I
6 = 0.930094

6 = w = 2.420338






Index

acatastatic system, 38
accelerating reference frame, 20, 21
acceleration of a point
Cartesian coordinates, 2
centripetal, 7, 9
Coriolis, 9, 104
cylindrical coordinates, 5
normal, 7
relative, 7, 9
rotating frame, 9
spherical coordinates, 6
tangential, 7, 9
accessibility, 38, 111, 112
Adams-Bashforth predictors, 343, 344
free sinusoidal response, 362—4
truncation error, 344—6
Adams—Moulton correctors, 345
truncation error, 344, 346
admittance matrix, 198
algorithm, 336
analytical dynamics, definition, 73
angle of rotation, 147, 148, 151
angular equation of motion, 19, 20, 54
angular impulse, 54
angular momentum
absolute, 18, 52
definition, 17
error correction, 390, 391
rigid body, 161, 167, 196
system of particles, 17-20
angular velocity, 3, 4, 143, 152-6
angular velocity coefficient, 180, 181, 275
applied force, 3,43, 73
augmented Lagrangian, 293
axis and angle variables, 147
axis of rotation, 147, 151

backward difference, 335
Baumgarte, J. W., 364, 369, 396
Baumgarte method

holonomic constraints, 364—6
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nonholonomic constraints, 369-70
stability, 366, 367

Bjorck, A., 396

body axes, 140, 147

Boltzmann-Hamel equation, 227
generalized form, 229
transpositional form, 305

Burden, R. L., 396

Cartesian coordinates, 4, 140
catastatic constraint, 37, 115, 125, 263
catastatic system, 38, 45
center of curvature, 6
center of mass, 16, 21
center of percussion, 189
central difference, 334, 347
central equation, 308
explicit form, 310
centripital acceleration, 7

characteristic equation, 170, 350, 360, 361, 367

Chasles’ theorem, 157
Chetaev equation, 112
coefficient of restitution, 56
coefficient of sliding friction, 31
collision of particles, 56, 57
cone of friction, 31, 57, 110
configuration, 34, 35, 110, 140
configuration point, 35, 38, 110
configuration space, 35, 110
coning motion, 183, 186—88
conservation

of angular momentum, 54, 196, 197

of energy, 24, 57, 269

of generalized momentum, 96, 97, 389

of linear momentum, 17, 54
conservative system, 24, 92-4, 264, 269
constraint

catastatic, 37, 126

conservative, 262, 263

Euler parameter, 150

holonomic, 35, 36, 110, 111
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I

constraint (cont.) ellipsoid of inertia, 168, 169, 183-5
ideal, 43 energy
impulsive, 120, 121, 125, 126 kinetic, 21, 22, 46, 47, 51, 52, 126, 162, 163,
instantaneous, 41, 73, 112, 190, 219 168
knife-edge, 43, 83 potential, 24-6, 48
nonholonomic, 36, 37, 218 energy correction, 383-5, 394, 396
rheonomic, 37 energy ellipsoid, 392
scleronomic, 37 energy integral, 92, 93, 383
virtual 41, 73, 112, 190, 219 energy rate, 23, 100, 264-9
workless, 43 equilibrium point, 113
constraint damping, 366 error function, 331, 332, 335
constraint force, 43, 73, 74, 78 Euler angles, 142-7
constraint impulse, 60, 120, 127 Euler equations, 166
constraint surface, 110, 111, 114 generalized form, 166
contemporaneous variation, 290, 297 Euler 3—vector, 150
coordinates Euler-Lagrange equation, 292, 293
Cartesian, 4, 140 Euler parameter rate, 154
cylindrical, 4 Euler parameters, 149-51
generalized, 35 Euler’s integration method, 336
ignorable, 97 Euler’s theorem, 147, 265
polar, 5 event space, 112
spherical, 5 exactness, 39, 40
tangential and normal, 6, 7 explicit integration, 341
Coriolis acceleration, 9, 104 extended configuration space, 112
Coulomb friction, 31, 57, 105 extraneous roots, 355, 356
cuspidal motion, 174, 175 extrapolation, 335
Dahlquist, G., 396 Faires, J. D., 396
D’ Alembert’s principle, 74, 76, 77 force
damping coefficient, 100 applied, 3, 43,73
degrees of freedom, 35, 140 collinearity of, 2
Desloge, E. A., 65, 130, 278 components of, 3
difference equation, 336, 349 conservative, 24
differential displacement, 41 constraint, 43, 73, 74, 78
differential form, 37, 40, 217 contact, 1
direction cosine, 141, 149, 152 dissipative, 100
disk problem, 222-5, 240-2, 2502, 256-8, 312-15, external, 15, 16
320-2 field, 1
divided difference, 331 generalized, 43, 44, 48, 181
driving-point mass, 198, 199 gravitational, 25
dumbbell problem, 83, 84, 116, 117, 220-2, 232-4, gyroscopic, 103
249, 250, 255, 305-7, 318-20 inertia, 20, 21, 77, 236, 237
dyadic interaction, 2, 16
conjugate, 160 internal, 15, 16
definition of, 159 linear spring, 26
inertia, 160 monogenic, 24
operations of, 1601 total, 1, 16
rotation, 162 forward difference, 333-5
skew-symmetric, 160 free sinusoidal response, 3604
symmetric, 160 friction
time derivative of, 161 Coulomb, 31, 57, 105
unit, 161 linear, 30, 99, 100
sliding 31, 57, 105
eigenvalue problem, 169, 350 friction coefficient, 30, 31, 104

elastic impact, 57 frictional stress, 105
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Frobenius’ theorem, 300 infinitesimal rotation, 155
Fufaev, N. A., 278, 323 input mass, 198, 199
fundamental dynamical equation, 247, 248 instantaneous axis of rotation, 157
momentum form, 248 instantaneous center, 10, 157
instantaneous constraint, 41, 73, 112, 190,
general dynamical equation, 236, 238 219
momentum form, 238 integrability, 39, 40
generalized coordinate, 35 integral of motion, 92, 94, 97, 329, 389
generalized force, 43, 44, 48, 181 integrating factor, 39, 40
generalized impulse, 61, 118, 120 integrator, 357, 358
generalized mass, 47, 48, 61, 91, 194 interpolating polynomial, 330, 331
generalized momentum, 51, 61, 84, 91 invariable plane, 184
Gibbs—Appell equation, 254, 256 iteration, 340
Gibbs—Appell function, 254, 256
Ginsberg, J. H., 65, 130, 205 Jourdain’s principle, 116
gradient, 184
Greenwood, D. T., 65, 130, 205, 278, 323 Kane, T. R., 205, 236, 278
gyroscopic coefficient, 102 Kane’s equation, 236
gyroscopic force, 103 Kelvin’s theorem, 205
gyroscopic system, 102 kinetic energy
constrained, 247, 254, 316
Hamel coefficient, 227, 229 coupling, 52
Hamiltonian function, 85-7 of relative motion, 22, 52, 126
scleronomic system, 86 rigid body, 162-4, 168
Hamilton’s equations system of particles, 21, 22, 46-8, 91
canonical form, 86 Koenig’s theorem, 22
nonholonomic form, 87
Hamilton’s principle, 291, 294, 322 Lagrange interpolation formula, 330
Hamming, R. W., 396 Lagrange multiplier, 79, 293
herpolhode, 185 impulsive, 120, 191
Heun’s method, 341 Lagrange’s equation
holonomic constraint, 35, 36, 110, 111 derivation, 76-8
holonomic system, 36 fundamental holonomic form, 77
homogenous function, 263 fundamental nonholonomic form, 79
standard holonomic form, 78
ideal constraint, 43 standard nonholonomic form, 79, 80
ignorable coordinate, 97 Lagrange’s principle, 77
impact Lagrangian function, 78
elastic, 57 lamina, 9
inelastic, 57 Lanczos, C., 323
implicit integration, 340, 345, 348 Laplace transform, 358
impulse law of action and reaction, 2
angular, 54 law of motion, 1, 16, 53, 73
constraint, 60, 120, 127 Levinson, D. A., 205, 278
friction, 57 linear damper, 30, 31
generalized, 61, 118, 120 linear impulse, 53
linear, 53 linear momentum, 2, 16, 53
impulse response, 53, 118, 194, 198
constrained, 120, 190, 193 Maggi’s equation, 220
coupled systems, 199 mass (inertia) coefficient, 47, 48, 61, 91, 194
planar motion, 188-90 mass matrix, 91
reciprocity of, 200 mean value theorem, 333
inelastic impact, 57 midpoint method, 348
inertia (mass) coefficient, 47, 48, 61, 91, 194 modified Euler equations, 171, 172

inertial reference frame, 1, 2 modified Euler integration, 341
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moment
applied, 19
inertial, 21, 238
moment of inertia, 160
principal, 169
rotation of axes, 162
translation of axes, 167, 168
moment of momentum, 17
momentum
angular, 17, 18, 161, 166, 167
generalized, 51, 61, 84, 91
linear, 2, 16, 53
momentum ellipsoid, 186, 391
monogenic force, 24
multiple-pass method, 341-3
multiplier rule, 292, 293

Neimark, Ju. I, 278, 323

Newtonian reference frame, 1, 2
Newton’s interpolation formula, 331
Newton’s law of gravitation, 25, 26
Newton’s laws of motion, 1
nonholonomic constraint, 36, 37, 218
noninertial frame, 20, 21

numerical stability, 349-55

nutation rate, 175, 182, 240

oblate spheroid, 183, 187
one-step method
angular momentum correction, 391, 394
energy correction, 384, 394
Euler parameter constraint, 382, 383
holonomic constraint, 372-6
nonholonomic constraint, 379, 380
orthogonal matrix, 142

Papastavridis, J. G., 278, 323

Pars, L. A., 130, 278, 323

particle definition, 1

perturbation equation, 349, 350

Pfaffian differential form, 40

phase point, 112

phase space, 86, 112-14

pitch rate, 143

planar motion, 9-12

Poinsot method, 183-6

Poisson equations, 152

polar coordinates, 5

polhode, 185, 392

potential energy, 24, 48, 49
gravitational, 25, 26
linear spring, 26
velocity-dependent, 85

precession rate, 175, 182, 187, 188

predictor—corrector methods, 341, 346, 347

principal axes, 166, 169
principle
of angular impulse and momentum, 54
of conservation of angular momentum, 54
of conservation of energy, 24
of conservation of linear momentum, 54
d’Alembert’s, 74, 76, 77
of generalized impulse and momentum, 61
Jourdain’s, 116
Lagrange’s, 77
of least constraint, 258—61
of linear impulse and momentum, 53
of relative motion, 21
of virtual work, 45, 48
of work and kinetic energy, 23
product of inertia, 160
rotation of axes, 162
translation of axes, 168
prolate spheroid, 183, 186
pure integrator, 357, 358

quasi-coordinate, 217
quasi-velocity, 177, 193, 218, 275

radius of curvature, 7
radius of gyration, 189
Rayleigh’s dissipation function, 100
reciprocity of impulse response, 200
reference frame
body-axis, 140, 147
inertial, 1, 2
noninertial, 20, 21
relative acceleration, 7, 9
relative spin, 171, 182, 183, 188
relative velocity, 7-9
remainder term, 332, 335
rheonomic constraint, 37
rheonomic system, 38
rigid body
angular momentum, 161, 167, 196
configuration, 140
definition, 140
degrees of freedom, 140
equations of motion, 165-7, 171, 173, 179
free rotational motion, 181-8

impulse response, 188-91, 193, 194, 198, 199

inertia dyadic, 160
kinetic energy, 162—4, 168
oblate, 183, 187
prolate, 183, 186
roll rate, 143
rotation of axes, 140-2
rotation matrix, 141, 142, 144, 146, 148-50
roundoff error, 338—40
Routhian function, 97, 98
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Runge—Kutta methods, 342, 343
Runge phenomenon, 347

sampling polynomial, 330
scleronomic system, 38
signum function, 31
singular point, 113
spherical coordinates, 5
spiral motion, 13-15
stability
of rotational motion, 186
of static equilibrium, 49, 50, 113
state space, 113, 114
static equilibrium, 45, 48, 113
stability of, 49, 50, 113
stationarity, 291-3
Suslov’s principle, 317
explicit form, 318
system of particles
angular momentum, 17-20
center of mass, 16-21
collisions, 56, 57
equations of motion, 16, 17, 19, 20, 74, 77-80, 86,
87
kinetic energy, 21, 22, 46-8, 91
momentum, 16, 53

tangential acceleration, 7, 9

tangential and normal coordinates, 6, 7
Taylor series, 338

tilde matrix, 152

top motion, 173-5, 239, 240

torsion of a curve, 7

total energy, 24, 86

total spin, 171, 183

transfer function, 356, 357

transfer operator, 357

transformation equations, 35, 217, 218
scleronomic, 226
transpositional equation, basic forms,
297-9
transpositional quadrilateral, 301-3
trapezoidal method, 340
truncation error, 337, 338, 340-8

unit dyadic, 161
unit matrix, 142
unit vector, 2, 3

vector, derivative of, 3, 4
velocity
Cartesian coordinates, 2
cylindrical coordinates, 5
relative, 7-9
rotating frame, 8
spherical coordinates, 6
tangential, 7
virtual, 114, 219
velocity coefficient, 42, 181, 275
velocity space, 114
virtual constraint, 41, 73, 112, 190, 219
virtual displacement, 41, 111, 219, 220
virtual power, 276
virtual velocity, 114, 219
virtual work, 43, 74, 180, 236
principle of, 45, 48
Volterra’s equation, 252, 253
Voronets’ equation, 324

weight, 25
work, 23, 40, 43, 63, 125, 200
work rate, 23, 103, 264

yaw rate, 143
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