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PREFACE

This text uses the standard Matlab® package in order to model and optimize
radiation and scattering of basic RF and wireless communication antennas
and microwave structures. The full-wave solution is given by the method of
momnents. The antenna structures range from simple dipoles to patch anten-
nas and patch antenna arrays. Some special antenna types, such as fractal
antennas are considered as well.

The antenna theory presented serves only as necessary background. Each
bock chapter has an associated Matlab directory cn the CD-ROM, contain-
ing the Matlab source codes and the antenna generator codes. The reader i1s
encouraged to further develop, improve, or replace any of these codes for
his/her own needs.

The Matlab package supports the moment method in the sense that it
already has highly efficient built-in matrix solvers. The impedance matrix itself
is created in this text using Rao-Wilton-Glisson (RWG) basis functions, the
electric field integral equation, and the feeding edge model.

Another very inviting property of Matlab is the wide variety of two- and
three-dimensional visualization tools. These tools make antenna analysis an
exciting journey. Matlab 6 Release 12 also has built-in mesh generators that
allow one to create complicated antenna structures in a simple and observ-
able way.

For course use, the text is intended primarily in combination with Balanis’s
book Antenna Theory, as a simulation and development tool. Some of the
chapters can be omitted without loss of continuity.

I would like to acknowledge the suggestions and constructive criticism of
the reviewers for this book. My students Tony Garcia and Anuja Apte pro-
vided numerous corrections to the text. [ am grateful to the staff of John Wiley
& Sons, Inc. for the interest and support in the publication of this text. [ am
thankful to Dr. James Mink who made this work possible.

Finally, I thank my loving wife Natasha for many good things but for too
many to list.

Sergey Makarov
ECE Department
Worcester Polytechnic Institute, MA
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1.1. MATLAB

Standard Matlab® has all the ingredients needed to develop a simple and
interactive “antenna toolbox.” These include (1) built-in surface and volume
mesh generators in two and three dimensions, (2) highly efficient matrix
solvers, (3) Fourier analysis tools, and (4) 2D and 3D plots with rotation, zoom,
and scroll options.

To date, there are two EM antenna-related packages built on Matlab: The
Femlab® software of COMSOL group (Sweden, Finland, United States), and
SuperNEC from Poynting Software Ltd.. South Africa. In SuperNEC, an ex-
ecutable C++ file is still employed in order to perform the key MoM calcu-
lations, whereas Matlab essentially plays the role of a GUL

Femlab includes a number of finite element modules. Among these is an

1



2 INTRODUCTION

“Electromagnetics Module” developed to perform finite element simulations
of quasi-static and high-frequency fields in Matlab. The emphasis here is on
quasi-statics and microwaves, but not on the antenna analysis. The complete
Femlab EM module is also rather expensive.

This text explains how to use the standard Matlab package in order to
simulate radiation and scattering of basic RF and wireless communica-
tion antennas and microwave structures. Rao-Wilton-Glisson (RWG) basis
functions, the electric field integral equation, and the feeding-edge model
are the background material of the underlying MoM (method of moments)
code.

1.2. ANTENNA THEORY

In writing this book. I attempted to strike a balance in two ways. First, while
the book does present Matlab code. it is not a programming manual. Appro-
priate references are given for those readers not already familiar with Matlab.

Second, while antenna theory is developed consistently, this is not a general
text on antennas. In presenting the theory, I took cues from Balanis's famous
text, Anfentna Theory [1]. Numerous examples are given to show how to cal-
culate practically impertant antenna/target parameters. These parameters
include:

+ Surface current distribution

+ Input impedance and return loss

» Antenna near [ield

» Antenna far field

- Radiation intensity and radiation density

- Radar cross section

+ Directivity pattern, gain and beamwidth

« Antenna transfer function and antenna-to-antenna link
« Time domain antenna characteristics

Many chapters are further organized in such a way as to directly support the
Balanis text. In particular,

Chapter 4 Dipole and Monopole Antenna
Chapter 5 Loop Antennas

Chapter 6 Antenna Arrays

Chapter 7 Broadband Antennas

Chapter 10 Patch Antennas

complement Chapters 4, 5, 6,9, 10, and 14 of Balanis’s book.
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1.3. MATLAB CODES

Every book chapter has an associated Matlab directory in the CD-ROM, con-
taining the corresponding Matlab source codes and the antenna mesh gen-
erator files. These codes are executed sequentially and reflect successive
numerical steps of the moment method. Before reading the chapter, the reader
may want to run these scripts first. The final script will display the results for
the starting example of the corresponding chapter.

The “core” of the book consists of two relatively short {each less than 70
lines) Matlab scripts. The first script impmet .m computes the impedance
matrix Z using the algorithm developed in [2]. This is the basic and the most
important step of the moment method. The impedance matrix allows us to
determine electric currents flowing on the antenna surface. Once the im-
pedance matrix is programmed correctly, the rest of the work usually does not
constitute any difficulties. The Matlab function impmet.m is used in the
Matlab directory of everv chapter.

The second code point . mcomputes the radiated field of an infinitesimally
small electric dipole or a group of dipoles at any point in space. This code helps
us to determine near and far field of an antenna. including its radiation pat-
terns and gain. The Matlab function point.mis used in the Matlab directory
of every chapter except for that of Chapter 2.

Both codes are almost fully vectorized and comparable to the correspond-
ing C++ executable files with respect to speed. The interested reader could try
to modify these codes to improve their performance.

The rest of the Matlab scripts are used to support and visualize the input
and output data for an antenna. Codes, whose name starts with rwg, e.g.,
rugl.m, rwg?.m, and rwg3.m, are responsible for operations with the
antenna structure. Codes. whose names start with efield, such as efieldl . m,
efield?.m, and efield3 .m, are responsible for near- and far-field antenna
parameters. The reader is encouraged to further develop, improve, or replace
any of these codes.

1.4. ANTENNA STRUCTURES

An important prablem is how to create an antenna structure. Matlab provides
several ways of doing so. One way is to use the built-in mesh generator of
the Matlab PDE toolbox. This mesh generator creates planar structures of
any (intercepting) rectangles, polygons, and circles, using the convenient
graphical user interface (GUI). To extend the design to a 3D structure, it is
usually enough to write a short Matlab script involving the z-coordinate
dependency.

Another way is to identify the boundary of the antenna structure analyti-
cally. Then Delaunay triangulation is applied to that structure, using Matlab
function delaunay. To approach 3D structures, function delaunay3 (3D
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Table 1.1. Antenna Mesh Genearators Available from
Subdirectory mesh of the Matlab Dirgctory of Each

Chapter
Chapter
Antenna
Dipole/fstrip 4,6
Dipole with reflector(s) 4
Linear/circular array of dipoles 6
Monopole on a finite greund plane 4.6
Array of monopeles on a finite ground 4,6
plane
Bowtie antenna 6,7
Array of bowties 6
Loop antenna 5
Helical antenna 5
Spiral antenna 7
Fractal antenna (Sierpinski fractal) 7
Patch antenna on a finite ground plane 10
Patch array on a finite ground plane 10
Structure
Plate, cube, sphere Appendix A
Metal meshes (frequency selective 10, Appendix A

surfaces)

Delaunay tessellation) may be used. The advantage of this approach is that
we do not need the PDE toolbox and can create arbitrary 3D antenna surface
and volume meshes. Also the otherwise created meshes have been imported
to Matlab in ASCII format.

The hibrary of antenna mesh generators from the text covers about 15 basic
antenna shapes to date. Each antenna mesh generator is a Matlab script that
outputs the antenna structure. Input parameters (length, width, height, dis-
cretization, etc.) are subject to change. Detailed explanations and examples
are given in order to help readers to create their own antenna structures.
Table 1.1 lists the mesh generator seripts.

'The basic shapes can be bent, cloned, and combined with each other using
simple Matlab operations, as explained in the main text. In particular, we are
able to create such structures as patch arrays with arbitrarily shaped patches
on finite ground planes or on finite metal meshes (frequency selective sur-
faces) including metal lenses.

Some mesh generators {monopole on a finite ground plane or patch
antenna/array on a finite ground plane) use Matlab mouse input to enable
easy identification of the antenna elements. Figure 1.1 gives an example of
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-0.5

-0.5

Figure 1.1. Array of patches on a finita ground piane.

the finite patch array created in this way (sce Problems 10.9 and 10.10 of
Chapter 10).

1.5. METHOD OF ANALYSIS AND IMPEDANCE MATRIX

The method of moments (MoM) used in this text relies on RWG (Rao-Wilton-
Glisson) edge elements [2]. First, the surface of a metal antenna under study
is divided into separate triangles as shown in Fig. 1.2a. Each pair of triangles,
having a common edge, constitutes the corresponding RWG edge element; see
Fig. 1.2b. One of the triangles has a plus sign and the other a minus sign. A
vector function (or basis function)

(1//24%)p*(0), rinT"
f(x)=1((/24)p (x), rinT- (1.1)
0, otherwise

is assigned to the edge element. Here [ is the edge length and A4~ is the area
of triangle 7. Vectors p* are shown in Fig. 1.2b. Vector p* connects the free
vertex of the plus triangle to the observation point r. Vector p~ connects the
observation point to the free vertex of the minus triangle.

The surface electric current on the antenna surface (a vector) is a sum of
the contributions (1.1) over all edge elements, with unknown coefficients.
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Figure 1.2. Schematic of a RWG sdge element and the dipole interpretation.

These coefficients are found from the moment equations discussed in Chapter
2. The moment equations are a linear system of equations with the impedance
matrix Z.

The basis function (1.1) of the edge element approximately corresponds to
a small but finite electric dipole of length & = ¥~ — ¥"|; see Fig. 1.25 and c.
Index ¢ denotes the center of triangle 7%, Thus the division of the antenna
structure into RWG edge elements approximately corresponds to the division
of the antenna current into small “clementary” electric dipoles; see Fig. 1.2d.

In this sense, the impedance matrix Z describes the mteraction between dif-
ferent elementary dipoles. If the edge elements 1 and » are treated as small
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electric dipoles, the element Z,,,, of the impedance matrix Z describes the con-
tribution of dipole » (through the radiated field) to the clectric current of
dipole m, and vice versa. The size of the impedance matrix is equal to the
number of the edge elements. This contribution can be either calculated ana-
Ivtically (using the analytical solution for the finite dipole) or by employing
the electric field integral equation (EF1E) [2,3].

The RWG edge elements are, however, more advantageous than the simple
finite dipoles shown in Fig. 1.24. In particular, they support a uniform axial
electric current along a thin metal strip. The corresponding results are pre-
sented in Chapter 4. This circumstance is important for modeling wire anten-
nas using the RWG edge elements [5.6].

1.6. WIRE AND PATCH ANTENNAS

Wire antennas are traditionally studied in terms of a one-dimensional segment
model (numerical code NEC). Theory behind NEC requires a special integral
equation and a special set of basis functions. Thus there are two different
models that we must keep track of: one model for conducting surfaces/patches
and another model for wires {4]. More problems arise when wires and sur-
faces are joined together [4].

To avoid the development and programming of two separate algerithms,
the potential of RWG boundary elements for modeling wire antennas is inves-
tigated [3,6]. A wire is represented with the use of a thin strip model having
one RWG edge element per strip width. The strip width should be four times
the wire radius [1]. The results obtained are encouraging. Faithful reproduc-
tion of the surface current distribution, input impedance, and gain are
observed for dipole and monopole antennas. Therefore both patch and wire
antennas will be described in the text using the same basis functions—RWG
edee elements [7.8]. This greatly simplifies the underlying math and Matlab
source codes for monopole antennas and probe-fed patch antennas.

1.7. MATLAB LOOPS AND ANTENNA OPTIMIZATION

Two Matlab loops are discussed in the text: the loop denoting the route of an
antenna parameter {antenna spacing, phase of the feed voltage for arrays, etc.)
and the frequency loop. The parameter loop is important for antenna arrays
{Chapter 6). The frequency loop is important for broadband antennas
{Chapter 7) and for ultrawideband or pulse antennas (Chapter 8). For large
antenna structures (when the size of the impedance matrix exceeds 1000 x
1000) these loop may be rather slow. Matlab offers a wide choice of opti-
mization routines ranging from the Optimization Toolbox to Neural Network
Toolbox and a third-party Genetic Toolbox. However, none of them are
employed 1n the present text.
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Table 1.2. Execution Times (Averaged): 3101 x 3101 Impedance Matrix

Machine Operating System Matlab Tl,min T2, min
Configuration
Pentium IV Windows ME Matlab 6 4.5 2.5
1.7GHz Release 12
WT70-EC System
Board
1 Gbyte RAM
Same as above Same as above Matlab 4.1 25
compiler
(version 2.1}
Same as above Linux Matlab 6 3.5 2.5
(Kernel version Release 12
2.2.19)
IBM Netfinity Linux (Kernel Matlab 6 1.5 0.7
6000R Series 350 version 2.4.14) with  Release 12
4 % 700MHz Intel support for
Xeon CPUs “symmetric
2MB cache each multiprocessors™

1.8. SPEED AND MAXIMUM SIZE OF THE IMPEDANCE MATRIX

Table 1.2 outlines processor time necessary to fill the impedance matrix Z and
solve the system of MoM equations for the antenna shown in Fig. 1.1 (air-filled
patch antenna). The structure has 3101 RWG edge elements and the 3101
% 3101 impedance matrix. The time required to fill the impedance matrix
(T1) and the time required to solve the MoM equations {T2) are reported
separately. For the solution of MoM equations, the built-in Matlab solver
(Gaussian elimination) is used. In the last case in Table 1.2, shell scripting
was used to run four Matlab processes simultaneously on a four-processor
machine, thus cutting the effective time required for one process by a quarter.

The use of Matlab compiler is discussed in Chapter 2. The discussion on the
maximum size of the impedance matrix is given at the end of Chapter 6. In
short, although complex impedance matriges as large as 5000 x 5000 can still
be created and saved on the hard drive, it is not possible to obtain a direct
solution of the matrix equation (Gaussian elimination). An out of memory
warning message appears that cannot be handled using the standard Matlab
help recommendations. The realistic maximum size of the impedance matrix
should therefore not exceed 4000 x 4000.

1.9. OUTLINE OF CHAPTERS

Chapter 2 introduces the scattering algorithm for an antenna. The goal of this
chapter is to find current distribution on the antenna surface if the incident
electromagnetic signal is a plane wave of given direction and polarization. The
scattering of a metal plate, dipole antenna, bowtie antenna, and a slot antenna
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is considered. The resulting surface current distribution is the major parame-
ter of interest. All antenna structures in this chapter are created using the mesh
generator of the Matlab PDE toclbox.

Chapter 3 discusses near- and far-field parameters of an antenna. The goal
of this chapter is to find the radiated field if the surface current distribution
is given. Antenna directivity, gain, and effective aperture are introduced.
Matlab scripts are discussed that output two- and three-dimensional radiation
patterns.

Chapter 4 introduces the antenna radiation algorithm, which is the combi-
nation of the codes of Chapters 2 and 3, respectively. The goal of this algo-
sithm is to find the antenna impedance and the radiated field if the voltage
signal in the antenna feed is given. The concept of the voltage feed (delta gap)
is discussed in some detail. The dipole and monopole antennas are the sub-
jects of investigation. The corresponding antenna structures are created either
using short custom Matlab scripts (mesh generators) or with the help of the
Matlab PDE toolbox.

Chapter 4 also introduces the concept of the receiving antenna and shows
how to calculate the received voltage when the voltage in the feed of the trans-
mitting antenna is given. We compare the Friis transmission formula with the
exact simulation and demonstrate limitations of the Friis formula with regard
to loss of phase information.

Chapter 5 applies the antenna radiation algorithm to loop antennas. Single-
locp antennas include electrically small-, large-, and intermediate-size loops.
Center-fed helical antennas are considered, both in the normal and axial mode
of operation. The antenna structures are created using the corresponding mesh
generators. The generator scripts can be modified to create a tapered helix, a
monopole helix on a ground plane, a cavity-backed helix, and so on.

Chapter 6 discusses the antenna arrays. We consider arrays of dipoles,
monopoles, and bowties, Important concepts for an array are the multiple
voltage feeds and the terminal array impedance. Two basic array types—
broadside and end-fire—are introduced and investigated for a number of
examples. Chapter 6 introduces the Matlab loop versus a parameter. That
parameter is either array spacing for a broadside array or the incremental
phase shift for an end-fire array. We show how to optimize linear end-fire
arrays of dipoles using this loop.

The array meshes in Chapter 6 are mostly created using a “cloning™ algo-
rithm for the single-array element. The cloning procedure in Matlab is done
very simply and requires only a few lines of the code.

Chapter 7 introduces the frequency loop and shows how to calculate
antenna parameters over a frequency band. We discuss the concept of a reso-
nant and broadband antenna, and define the antenna bandwidth. The broad-
band antennas studied in Chapter 7 are the bowtie antenna and the (plane)
spiral antenna. The antenna structures are created using the corresponding
mesh generators.

Chapter 7 describes a multiple-band antenna—the Sierpinski fractal. The
antenna structure at various stages of fractal growth is created using the cor-
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responding mesh generator. The fractal mesh requires certain modification at
the edges.

Chapter 8 shows how to compute parameters of a time domain or pulse
antenna using the frequency loop from Chapter 7 (frequency domain method).
As an example, we consider a slot antenna of Time Domain, Co., intended for
UWB pulse transmission. The first frequency loop finds the antenna radiation
spectrum or, which is the same, antenna-to-free-space transfer function. The
second frequency foop calculated the received voltage spectrum. or antenna-
to-antenna transfer function. Based on the transfer function, the received
voltage pulse 1s computed for two antennas separated 1 m apart and for dif-
ferent transmitted pulses. The algorithm is based on direct and inverse DFT.

Chapter 9 covers antenna loading and is rather short. We show that RWG
edge elements are appropriate to model a resistive (or capacitive or inductive)
lumped antenna load. The example considered is a loaded dipole.

Chapter 10 introduces and studies patch antennas. We consider the probe-
fed patch antennas. The full-wave solution is given for air-filled patch anten-
nas, without the dielectric. The dielectric is introduced in the approximation
of an electrically thin substrate. This approximation is valid either at low fre-
quencies or for low-epsilon dielectrics. The inviting features of this chapter are
simple mesh generators for the patches on finite ground planes. Multiple and
parasitic patches and patch arrays on finite ground planes can be generated
and tested very quickly using Matlab mouse input.

Every chapter is accompanied by a set of problems. Asterisk after the
problem number indicates higher complexity.
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2.1. INTRODUCTION

A recelving antenna may be viewed as any metal object that scatters an inci-
dent eleciromagnetic field (signal). As a result of scattering, an electric current
appears on the antenna’s surface (Fig. 2.1«¢). That current in turn creates a
corresponding electric field. If we cut a narrow gap in the body of an antenna,
asshownin Fig, 2.1h.a voltage difference will appcar across the gap. The voltage
difference across the gap. or the gap voltage, constitutes the received signal.

11
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Incident wave

a)

incident wave

b)

Figure 2.1. (a) Schematic of the receiving antenna (bowtie antenna); the surface current
density is shown by white arrows. (b) Antenna cut to create a voltage gap.

From the viewpoint of energy transfer, an antenna in the receiving mode
captures (collects) electromagnetic wave energy over a certain area. Then it
extracts captured power in the voltage gap. Indeed, a very considerable
amount of energy gets reflected back to free space.

The surface current distribution over the antenna surface is the most criti-
cal antenna parameter. In this chapter we will calculate surface current dis-
tributions for various antenna shapes. An incident electromagnetic signal is
a plane wave whose electric field is 1 V/m. To view those shapes, make a sub-
directory mesh of the Matlab directory of Chapter 2 (your current Matlab
directory) and type in the Matlab command window
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viewer platecoarse
viewer platefine
viewer dipole
viewer bowtile
viewer slot

Use mouse-based rotation or type view (azim, elev) to set the best obser-
-vation angle. Use zoom option to see fine details of the mesh.

A classical problem—scattering from a thin metal plate at normal inci-
dence—is considered first. Such a plate is usually employed as a test example
for many numerical/experimental procedures {1-3}. Then we will test three
basic antenna shapes: dipole, bowtie, and slot antenna. The presence of a
narrow voltage gap does not significantly alter the scattering results.

The scattering algorithm discussed in this chapter is based on the use of the
electric field integral equation (EFIE). For closed surfaces (sphere, cylinder,
gte.) the stand-alone EFTE cannot be used at the resonant frequencies of the
inner cavity. Instead, a combined field integral equation (CFIE) or another
antiresonant technique should be employed [4].

2.2. CODE SEQUENCE

The source code in the Matlab directory of chapter 2 includes relatively short
Matlab scripts rwgl.m - rwg5 .m. These scripts reflect successive numerical
steps of the moment method. Before reading this chapter, you may want to
run these seripts first. The final script will display the surface current distrib-
ution for a square metal plate. Figure 2.2 shows the Howchart of the code
sequence. The operation of each script is explained in some detail later in this
chapter.

The code sequence in Fig. 2.2 is applicable to different antenna geometries.
To replace one metal antenna object by another, it is necessary to replace the
corresponding mesh file name in the starting script rwgl . m. Frequency, elec-
tric permittivity, and magnetic permeability are specified in the script rwg3 . m.
Interestingly, nearly the same sequence of aperations is not only valid for
antenna scattering but also for antenna radiation (Chapter 4, this book). The
only important difference is that the antenna excitation is given by a voltage
feed and not by the incident electromagnetic wave.

2.3, CREATING THE ANTENNA'S STRUCTURE

An important problem is how to create the antenna’s structure. Matlab pro-
vides several ways of doing so. One is to use the built-in mesh generator of
the Matlab PDE toclbox, A trial version of the PDE toolbox can be down-
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Antenna mesh from

subdirectory mesh
—*  rwgl.m
mesh1.mat (‘ Crestes RWG edge elements
y
rweg2.m
mesh2.mat
w
rwgld.m } Computes impedance matrix
impedance.mat (‘
w
4 Determines excitation voltage
rwg4.m and sclves MoM eguations
current.mat ['
X
5 Determines and visualizes
rwgs.m surface currents

Figure 2.2. Flowchart of the scaltering algorithm of Matlab's directory of Chapter 2.

loaded from the Mathworks, Inc. Web site. This mesh generator creates planar
structures of any {intercepting) rectangles, polygons, and circles, using the con-
venient graphical user interface (GUI). Delaunay triangulation algorithm is
used, along with adaptive triangle subdivision. To extend the design to a 3D
structure it is usually enough to write a short Matlab script involving the
z-coordinate dependency.

Another way is to identity the boundary of the antenna structure analyti-
cally. For example, the dipole can be modeled by a thin strip with four edges.
Then Delaunay triangulation 1s applied to that structure, using Matlab
function delaunay. To approach 3D structures, function delaunay3 (3D
Delaunay tessellation) may be used. The advantage of this approach is that
we do not need the PDE toolbox and can create arbitrary 3D antenna meshes.
Many examples of these operations are considered in the following text. Also
otherwise created meshes can be imported to Matlab in ASCII format.

We start with the investigation of the first example—a square metal plate
of infinitely small thickness [1-3]. Although such a plate is not yet the best
antenna design, it is a convenient {and fast) test for many numerical/experi-
mental procedures.

In this chapter the Matlab PDE Toolbox will be employed to create antenna
meshes, If your machine doesn’t have the PDE toolbox installed, you can
simply use function viewer filename to examine structure meshes saved in
subdirectory mesh of this chapter. Make sure that your Matlab current direc-
tory is the subdirectory mesh.



CREATING THE ANTENNA'S STRUCTURE 15

b)

Figure 2.3. Two plate meshes: {a) Nearly equilateral triangles; (b) right triangles.

First, open the PDE toolbox (command pdetool), and draw a rectangle
1 x 1m. An mitial mesh can be generated by clicking on the button A or by
selecting Tnitialize Megh from the Mesh menu. The result is shown in
Fig. 2.3a (the so-called unstructured mesh). In order to generate a structured
mesh of right triangles, go to Parameters from the Mesh menu and type the
maximum edge size as inf . Refine the mesh several times to obtain the result
of Fig. 2.3b.

To export the mesh to the main workspace, you can select the Export
Mesh option from the Mesh menu and press the ok button. The Matlab work-
space will then have three arrays:

p(2.P)—array of Cartesian node coordinates x and y; the number of
nodes is 7

i(4,N)—array of node numbers for each triangle;’ the number of triangles
s N

e(7,0)—array of boundary edges; the number of boundary edges is Q.

The array of boundary edges, e, is not actually needed, since it will be

created automatically when building the Rao-Wilton-Glisson basis functions
(script rwgl .m}. The array p should be converted to a more general 3D form

by adding a coordinate z as follows:
p{3,:)=0;

" The fourth row in the triangle array is the domain number. It can be ignored for a single-domain
structure (e.g., a plate).
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Then arrays p and ¢ are saved in a binary *.mat file using a command
save fllename p t©

This binary file (antenna structure file} is further used as an input to the
edge generator rwgl.m and to the rest of the code. The subdirectory mesh
of the Matlab directory of Chapter 2 has two such examples for the
plate: platecoarse.mat and platefine.mat with 128 and 512 triangles,
respectively.

The antenna meshes are observed using function viewer ( *filename’)
or viewer fllename—for example, viewer platecoarse from the same
subdirectory mesh. This function enables 3D mouse-based mesh rotation
(Matlab command rotate3d on).

2.4. RWG EDGE ELEMENTS

The impedance matrix discussed here was created for the Rao-Wilton-
Glisson (RWG) edge elements (see Chapter 1 and [1]) and not for the
triangle patches shown in Fig. 2.3. An edge element includes two triangles
sharing a common edge. One of them is labeled by a plus sign and the other
by a minus sign. Figure 2.4 shows three edge elements that contain the same
triangle 7.

There are more edges than triangles for a given structure. Therefore the
number of RWG elements, M, is larger than the number of triangles, N,
(usually by a factor of 1.2 to 1.4). Prior to calculation of the impedance matrix,
the edge elements shown in Fig. 2.4 should be created. This is done by running
the Matlab script rwgl.m. More specifically, we should identify all non-
boundary edges of the antenna mesh and assign two neighbor triangles to
each edge.

The discussion why we cannot use single triangles instead of the edge
- elements for the electric field integral equation was pursued in [1]. For the
magnetic field integral equation [4], however, simple triangles (low-order
boundary elements) are perfectly adequate. Unfortunately, in contrast to the
electric field integral equation, the magnetic field integral equation cannot be
applied to nonclosed surfaces like the plate [1,4].

The starting point for the antenna analysis is the script rwgl . m. This script
reads the corresponding mesh file from the subdirectory mesh. The mesh file
name should be specified at the beginning of the code by altering command
load ( ‘filename’ ). The script counts all nonboundary (interior) edges of the
mesh, For each nonboundary edge #1, two triangles T}, attached to it are found
using a sweep over all triangles. The order of a triangle’s numbering (plus or
minus) is not important. The output of the script (saved in binary file
meshl.mat) includes the following arrays:
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Cinez

Figure 2.4, Three RWG edge elements m, m + 1, and m + 2 (with two triangles each), all
containing the same common triangle T.

Edge first node number Edge_{1,m)

Edge second node number Edge {(2,m)

Plus triangle number TrianglePlus (m)
Minus triangle number TriangleMinus (m)
Edge length EdgeLength (m)

The length of these arrays is EdgesTotal. The triangle area is calculated
separately for every single patch using the vector cross-product of two side
vectors. Simple space averaging of triangle’s vertex points vields the triangle’s
midpoint (center):

Triangle area Area (m)
Triangle center Center(1:3,m)

The length of these arrays is TrianglesTotal.

The arrays listed above are, in prineiple, sufficient to build the impedance
matrix of the moment method described in Chapter 1. However, the corre-
sponding integrals can be approximated at triangle midpoints only. This is
not accurate for near-diagonal terms of the impedance matrix. Moreover such
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Figure 2.5. Barycentric subdivision of the primary triangle. The triangle’s midpoint is shown by
a white circle.

a simplified approach fails for diagonal elements, where infinite impedance
values will be predicted. A number of methods for the calculation of the im-
pedance matrix exist [1,6-9], starting with the method of the classic paper [1].
These methods employ different ways of integrating over surface triangles.
Analytical approaches (line integrals and potential integrals) are accurate and
fast but require extensive preliminary mathematical work.

An alternative is to use a numerical integration over a triangle [9]. If the
quadrature points do not ceincide with the triangle’s midpoint, no separate
calculations for the diagenal elements of the impedance matrix are necessary.
All elements of the impedance matrix can be calculated straightforwardly,
using the same formula.

Figure 2.5 shows the so-called barycentric subdivision of an arbitrary tri-
angle [10]. Any primary triangle from Fig. 2.3 can be divided into 9 equal small
subtriangles by the use of the “one-third” rule, Further we assume that the
integrand is constant within each small triangle. Then the integral of a func-
tion g over the primary triangle 7, is equal to

AHI 2 .
[ gtryas === lxy) (2.1)
T)J.T g ’rl:l
where points ri, & = L, ..., 9 are the midpoints of nine subtriangles shown in

Fig. 2.5 by black circles. A, is the area of the primary triangle. The script
rwg? .m outputs the subtriangle’s midpoints for each triangular patch in the
following format:

9 sub-triangle midpoints Center_{1:3,1:9,m)
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The array length is again TrianglesTotal. Alter evaluation of the scripts
rwgl.m and rwg?2 .m, a binary file mesh2.mat will be created, which con-
tains all arrays discussed in the present section. In other words, it contains the
necessary geometric data for the calculation of the impedance matrix.

2.5. IMPEDANCE MATRIX

The square impedance matrix determines electromagnetic interaction be-
tween different edge elements. If edge elements w2 and » are treated as small
but finite electric dipoles, the matrix element Z,, describes the contribution
of dipole n (through the radiated field) to the electric current of dipole #., and
vice versa. The size of the impedance matrix is cqual to the number of edge
elements.

The vast majority of computational work is connected to impedance matrix
calculations of an antenna structure. Simultaneously the impedance matrix is
the most common source of program bugs. The impedance matrix does not
depend on the problem statement (radiation or scatiering); instead, it depends
on frequency. Frequency, as well as electric permittivity (dielectric constant)
of free space £ and magnetic permeability y, are specified in the script rwg3 . .
Once the impedance matrix (function impmet .m) is programmed correctly,
the rest of the work usually does not constitute any difficulties. The imped-
ance matrix of the electric field integral equation has a typical diagonal
dominance (Fig. 2.6) and is almosl entirely imaginary.

The impedance matrix calculation is implemented in the form of a special
function impmet saved in the Matlab file impmet .m. This function is called
from the seript rwg3 . m. To speed up the calculations, the impedance function
is vectorized. The vectorization process requires a few contemporary arrays
calewlated in the seripl rwg3 .m.

Below we reproduce the derivation of the impedance matrix [1] for the
RWG edge elements. Quantitatively the impedance matrix of the electric field
integral cquation 1s given by

an = [rn(ja)(Ar_r.'u ) R:.-'_ /2 + A;m ) pw[r_z) + (D;m - cb;tm] (22)

where indexes m and # correspond to two edge elements; (-} denotes the dot
product. /,, is the edge length of element »1: p,~ are vectors between the {ree
vertex point, 5, and the centroid point, 5%, of the two triangles T, of the edge
element m, respectively. pir is dirccted away from the vertex of triangle 7).
whereas py; 1s dirccted toward the vertex of triangle 7, see Fig. 1.2 of the pre-
ceding chapter.

The vectors p,* are not yet included in the set of key arrays discussed in
the previous section. However, they are easily expressed through the known
quantiiies using two simplc formulas:
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Figure 2.8. Surface plot of a block (24 x 24 elements) of an impedance matrix (imaginary part)
for a plate. The white color correspands to larger impedance magnitudes.

anu* = rf§?l+ - D:f—z ] QJ(T._ = _rr(ﬁ:z_ =+ ,U;r (23)

The expressions for vector A and scalar @ have the form [1] (A is the mag-
netic vector potential and @ is the scalar potential)

= lu z” i res ’ / z” — T s ~
Aum - —E 2A; j p:z (r )om(r )dS +ﬂ:€';|‘_pu (l' )gm(r )dks (2421)

T

1 / {
D, =— - (rds - —= = (x)dS’ 2.4b
e A;Tf__g (r) A”_Tf_g (r’) (2.4b)
where
- rE -
s €
Em (l’ ) = Tﬁ_—ﬁ"— (24(3)

L P rJ’
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The arrays in Eqs. (2.2) to (2.4) are (the index can be either m or 1)

L, EdgeLength (m}
ol RHO Plus/Minus{l1:3,m)
fols RHO  Plus/Minus(1:3,1:9,m)

The arrav length is EdgesTotal. These arrays are also calculated in the seript
rwg2 .m and saved in the binary file mesh2 .mat.

Each of the integrals in (2.4) is calculated using the quadrature formula
(2.1}, which employs subtriangle arrays from the previous section. The resuit-
ing Matlab code in the script impmet.m follows Eqgs. (2.1) to (2.4), and it is
rather compact, since we are using symbolic vector-matrix multiplication. The
script rwg3 .m outputs the frequency and the impedance matrix into the
binary file impedance.mat. It is worth nothing that because large meshes
consume large memory, the format single can be used for the impedance
matrix storage.

The script rwg3 . m might require substantial CPU time (about 17 seconds
to fill a 736 x 736 impedance matrix on a Pentium IV 1.7GHz processor).
Interested readers could try to modify it in a number of ways in order to speed
up the impedance matrix calculation. The easiest way is to keep Eq. (2.1) for
“crossing” terms only. These terms include the diagonal terms of the imped-
ance matrix, Z,,,, as well as the neighboring edge elements with the common
triangles. For the other edge elements, integral (2.1) may be replaced by a one-
point interpolation

| gr)as = A,2(x;) (2.5)

T

This modification can speed up calculations by two to four times the usual rate,
but presumably accuracy is compromized.

2.6. MOMENT EQUATIONS AND SURFACE CURRENTS

The surface current density on a surface S of the plate or on other perfectly
electrically conducting (PEC) structures is given by an expansion into RWG
basis functions (see Eq. (1.1) of Chapter 1) over M edge elements [1]:

. (/2 ALpa (), rinT;
J - Z I,ufm, fm - (zm/z A;&)pi; (l‘), r IlI’l T'H_r (26)
e 0, otherwise

If $ is open, we regard J as the vector sum of surface currents on opposite
sides of §. The units of J are A/m. The expansion coefficients /,, form vector
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Incident wave
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Figure 2.7. Incident field geometry for the plate.

I. which 13 the unigue sclution of the impedance equation (or the moment
equation)

Z- 1=V 2.7

where the M x M impedance matrix Z is computed by running the script
rwg3 .m as explained in the previous section. V is a voltage excitation vector.
When a scattering problem is considered, the voltage vector is expressed by [1]

I/m = !}P!(E;I : ﬂ:rv /2 + E;T : pr;_ /2): Eﬁz = Eim' (r;(,:;i )., = .1, P M (28)

where E™ is the electric field of an incident electromagnetic signal; {+) denotes
the dot product. The voltage excitation vector is similar to the circuit voltage
but has units of V-m.

For the plate we will assume that the incident signal is a plane wave directed
perpendicular to the plate (normal incidence). The plane wave in Fig. 2.7 has
only one E-compenent in the x-direction, E* = [E, 0 0], and this component
is equal to £, =1 x exp(—jkz) V/m, where k& = @w/c is the wave number. If the
plate is located at z = 0, then E” =[1 0 0] V/m. Vector [1 0 0] describes the
polarization of the plane wave.

The script rwg4 . m first determines the excitation voltage vector using Eq.
(2.8). After that, the system of equations (2.7) is solved using one of the built-
in Matlab matrix solvers. The simplest way to obtain the solution is by matrix
inversion, T=inwv (2) *V. In practice, however, it is hardly necessary to form
the explicit inverse of a matrix. A better way, from both an execution time and
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numerical accuracy standpoint. is to use the matrix division operator I=2\V
(left matrix divide). v should be a column vector; if this is not the case, the
transpose V. * is used. This produces the solution via Gaussian elimination
without forming the inverse. If the matrix size is larger than 4000 x 4000, using
an iterative procedure like generalized minimum residual method (GMRES)
[11] is recommended. Matlab function gmres is much faster than Gaussian
elimination when the number of iterations is relatively small (10-50). The
script rwgd .m outputs current coefficients 7, vector V., and the correspond-
ing frcquency parameters. The script output is saved in the binary file
current.mart.

2.7. VISUALIZATION OF SURFACE CURRENTS

The expansion coefficients {,, in Eq. (2.6) are not vet the surface current. The
surface current density, J,. for a given triangle & is obtained in the form

M
Y, =3 18,0, rinT, (2.9)

=1

A maximum of three edge elements contributes to triangle 4. The script
rwgb.m calculates and plots the resulting surface current density on the
plate surface. Since this script is intended for arbitrary 3D structures, it
uses fill3 plot and mouse rotation. Figure 2.84 shows the surface current
distribution (the dominant x-component of the surface current density) that
resudts 1f you run scripts rwgl .m - rwg5 . m for the structure platecourse.
If you refine the mesh (replace platecoarse by platefine in script
rwgl.m) and then run the sequence again, the result should lock like Fig. 2.85.

The y-component of the surface current in Fig. 2.8 is small in comparison
with the x-component, so it 1s not shown there. It might appear, at first sight,
that the results of Fig. 2.84 and b are rather contradictory. The reason for this
is that the surface current in the middle of the plate appears to be higher in
Fig. 2.8a, whercas the surface current peaks are closer to two horizontal edges
in Fig. 2.85. As a matter of fact such a difference is due to a singular behav-
lor of the current at two horizontal edges of the plate where its value tends to
inhnity in an ideal case.

The more boundary elements we have, the higher the currents at the bound-
ary are. When the color bar extends from the minimum to the maximum
current magnitude, as is the case in Fig. 2.8, then the current on the rest of the
plate appears smaller in comparison with these high values. This is why the
middle of the plaie seems “darker” in Fig. 2.8b than in Fig, 2.8

To put some numbers on these data, we consider two plate cuts: at AA” and
BB’, as shown in Fig. 2.9a. Figure 2.9h shows the surface current distribution
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gine y a) [ ine Y b}

Figure 2.8. The surface current distribution, |J,|, on a 1 x 1m plate at a frequency of 300MHz
{plate length is equal to wavelength). The white color corresponds to higher current magnitudes.
{a) 176 edge elaments; (b) 736 edge elements.

a) b}

i i L 1 Fl L

0.5 xfi, yh. 1.0

Figure 2.9. Distribution of the dominant component of surface current, |J,|, across the 14
square flat plate with 736 edge elements. (a) Two plate cuts; (k) co-polar current |J,| (solid line).
The corresponding results of [2] are shown by stars.

along these cuts, normalized to the incident magnetic field (platefine . mat).
For the plane wave described in Section 2.6, such a normalization implies mul-
tiplication by a factor

n=~it/e =3770 (2.10)
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that i1s, by the free-space impedance. Also shown for comparison are the cor-
responding results reported in [2]. They are related to 56 edge elements
instead of 736 edge elements used here.

It 1s evident that the present calculation and the calculation for 56 edge ele-
ments coincide well everywhere except at the plate edges. Such a discrepancy
must be expected in accordance with the preceding discussion. Figure 2.95 is
generated using the script rwgé .m included in the Matlab directory of
Chapter 2. After the sequence rwgl .m - rwgs.mis complete, you may want
to run this script to obtain Fig. 2.9. Do not forget to use platefine as the
input antenna structure to script rwgl.m. The scripts that have a number
larger than 6, such as rwgé.m and rwg?7 .m, are supplementary, so they are
not included in the main code chart (sce Fig. 2.2).

Note that a ssmulation for the mesh platefine.mat with 730 edge ele-
ments requires about 17 seconds to calculate the impedance matrix (script
rwg3 .m) and 2.5 seconds to solve the MoM equations (script rwg4 . m). These
results are obtained on a PC with a PIV 1.7GHz processor and 1 Gigabyte
RAM,

A way to increase the speed using the Linux version of Matlab or the
Matlab compiler will be considered below in Sections 2.11 and 2.12.

2.8. INDUCED ELECTRIC CURRENT OF A DIPOLE ANTENNA

Although the case of the plate is worthy of note for the scattering purposes
and radar cross-sectional modeling [5], the plate itself is hardly to be used as
an antenna. A problem arises when we try to mtroduce the voltage gap into
the plate as described i Section 2.1.

The simplest practical antenna is a thin straight wire, whose direction coin-
cides with the direction of the incident electric field, E*. It does not matter if
we are using a cylindrical wire or a thin strip of equivalent thickness (see
Chapter 4 below).

A thin long strip of 2m length and 0.05m width is created in the PDE
toolbox. The corresponding file is dipole.msaved in subdirectory mesh, To
load this file, simply type dipole in the Matlab command window. Make sure
vou set correctly the Matlab path. Then select the Export Mesh option from
the Mesh menu and press the ok button. The rest of the commands should be

p{3,:1=0;
save dipole p t;
viewar dipole;

A binary mat file dipole.mat will then be created containing the neccessary
mesh data.

If your machine doesn’t have the PDE toolbox, vou can just type viewer
dipole to examine the already created dipole mesh. Figure 2.10 shows the
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Figure 2.10. Thin-strip (dipole) mesh and the incident field geometry.

result. The plane wave incidence is shown by the arrow. Although the inci-
dence direction coincides with that of the plate, the wave polarization in the
script rwy4 . mis chosen different: the £-field is now directed along the y-axis
(the dipole axis).

The most popular choice is the dipole whose length (2m in our case) is
equal to half the wavelength of the incident wave. Thus, for the wavelength 4
= 4m, the frequency, . of the incident field should be f= ¢/A = 7SMHz.

Now we have to change the code sequence rwgl-rwg5.m in order to
mode!l the dipole antenna instead of the plate. To account for these changes,
we return to the Matlab root directory of chapter 2. First, script rwgl.m
has to be changed, wherc the input file name should be given in the form
load{‘mesh/dipole’}. Second, we change frequency from £=3e8 to
£=75e6 m the script rwg3 .m. Finally, the polarization of the incident signal
must be changed. This is done in the script rwg4 .m. The polarization was given
by the vector Pol=[1 0 C], which corresponds to Fig. 2.7. To make it cor-
respond to Fig. 2.1(0, we should type Pol=[0 1 0] in the script rwg4 .m. Be
sure 1o save the corresponding Matlab scripts after the changes are made.

The code sequence rwgl.m - rwgS.m is then executed. similar 1o
the case of the plate. Figure 2.11¢ shows the resulting surface current dis-
tribution of the dipole antenna. The yv-component of the current, along the
dipole axis, dominates. Most noticeable is the maximum surface current in
the middle of the dipole. This is exactly the place where we should introduce
a voltage feed 1n order to convert a metal strip or wire to the real dipole
antenna.
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Figure 2.11. Magnitude of the surface current density along the half-wavelsngth strip. (a) Inci-
dent electric field is directed along the strip axis; (b) incident electric field is perpendicular to
the strip axis. The white color corresponds to higher current magnitudes,

In order to estimate the magnitude of the surface current. the script
riwg5 . m outputs the maximum swtace current density in A/m. In the case of
Fig. 2.11a, the value of 0.2855 A/m is obtained. The incident electric ficld
always has the amplitude of 1 V/m. The maximum current in the middle of the
dipole is thus 0.2655 A/m x 0.05m = 14 mA.

However, if the polarization of the incident signal 1s changed to [1 0 01,
the maximum current density magnitude drops down to 2.36 x 107 A/m, which
is more than a factor of 1000 (Fig. 2.115). This means that the dipole antenna
is receiving nothing! Thus the dipole antenna is capable of receiving those
signals whose E-field has a component parallel to the dipole axis. Such anten-
nas are known as polarized antennas or antennas with /inear polavization [12,

pp. 66-69].
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In the script rwg5.m, the color bar always extends from minimum to
maximum surface current magnitude. In Fig. 2.11, however, we used the same
scale for the surface current density in both panels ¢ and 4. To introduce such
an absolute scale the surface current should be normalized versus a given
value in the script zwg5 . m.

The dipole antenna can be scaled versus its size and frequency. For example,
the 2m long strip with the width of Sem at 75 MHz gives the same current dis-
tribution form as the 20cm long strip with the width of Smm at 750 MHz.
Indeed, the absolute current magnitudes will be different.

2.9. INDUCED ELECTRIC CURRENT OF A BOWTIE ANTENNA

The next example is a bowtie antenna shown in Fig. 2.12. The antenna length
is 0.2m and the flare angle is 90°. The width of the neck is 0.012m. The struc-
ture is again created using PDE toolbox and polygon tool. The corre-
sponding PDE file bowtie.m is saved in subdirectory mesh. To precisely
adjust the polygon dimensions. one can open bowtie.min the Matlab editor
and change the vertex coordinates manually. Other manipulations are identi-
cal to these from the previous section.

To investigate the bowtie antenna instead of the dipole, we first set 1oad
(‘mesh/bowtie’) inscript rwgl.m. Second, since the length of the antenna
is 10 times smaller than the dipole length, we change frequency from £=75e5
to £=750e6 in the script rwg3 .m. The code sequence rwgl .m - rwgs.m

Incident wave

Einc

Hinc

Figure 2.12. Bowtie-antenna mesh and the incident field geometry.
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Figure 2.13. Magnitude of the surface current for the bowtie antenna at 750MHz. (a) The inci-
dent field is directed along the antenna axis; (b) the Incident field is perpendicular to the axis.
The white color corresponds to higher current magnitudes.

is then executed. Figure 2.13 shows the resulting surface current distribution
on the antenna surface.

If the incident signal is polarized along the y-axis, namely Pol=[0 1 0],
the maximum current density appears in the area of the anticipated antenna
feed (the neck area in Fig. 2.132). However, if the incident signal is x-
polarized, which is Pol=[1 0 0] in the script rwg4 .m, the maximum current
density appears at the edge of the antenna and is considerably smaller (Fig.
2.135). The entire current distribution resembles that of a square plate (Fig.
2.8). The bowtie antenna is thus linearly polarized, similar to the dipole. Note
that in Fig. 2.13 we use separate (maximum to minimum) scales for the surface
current density in each panel (a, b).

For the bowtie antenna in Fig. 2.13a, the script rwg5.m predicts the
maximum current 0.074 x 0.012 = 0.012mA in the antenna feed. This value is
considerably smaller than the corresponding result for the dipole (13mA). The
reason for the difference is that the dipole is 10 times longer than the bowtie
antenna. If the dipole and the bowtic antenna will have the same lengths, com-
parable results must be obtained.

2.10. INDUCED ELECTRIC CURRENT OF A SLOT ANTENNA

A simplest slot antenna is a slot cut in a flat sheet metal surface shown in
Fig. 2.14. The slot antenna may have a very narrow central voltage gap. To sim-
ulate this gap, we introduce a junction in the middle of the gap as shown in
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incident wave

E inc H ine

Figure 2.14. Slot-antenna mash and the incident field geometry.

Fig. 2.14. The length of the slot in Fig. 2.14 is 2 m, the width is 0.06 m, the length
of junction bridge is (.06 m, and the plate size is 3 x 3m.

To model the antenna shown in Fig. 2.14 using the Matlab PDE toolbox.
a rectangle plate 3 x 3m is first created. Two raw slotlike polygons are then
drawn inside the rectangle (top and bottom slots) using polygon tool.
To precisely adjust slot dimensions, we can open the corresponding m-file
(slot.m) in the Matlab editor and change the vertex coordinates. Then we
export the mesh into the main work space using the Export Mesh option
from the Mesh menu. To create the binary file slot . mat the following com-
mands are used again:

pi{3,:)=0;
save slot p t;
viewer glot;

For the slot antenna mesh, the array of triangles, ¢, will provide, in its fourth
column, the domain number. All triangles of the plate except two slots belong
to domain 1, triangles within the top slot belong to domain 2, and triangles
within the bottom slot belong to domain 3.

The domain information is contained in files slot.m (the PDE toolbox
file) and slot.mat (the binary mesh file), both in subdirectory mesh. To*cut”



INDUCED ELECTRIC CLURRENT OF A SLOT ANTENNA 31

those two slots, al! triangles having a domain number greater than 1. should
be omitted. Such a procedure is done by default in seripts rwgl.m and
mesh/viewer .m The output of command viewer slot is demonstrated
in Fig, 2.14. The mesh has 816 triangles and 1176 edge elements, and it is the
largest antenna structure considered so far.

To investigate the slot antenna, we set Load ( ‘mesh/slot’) in the script
rwgl.m and make sure that £=75e6 in the script rwg3.m (frequency is
75MHz). The code sequence rwgl.m - rwg5.m is again executed when the
incident signal is polatized in the directions y (Pol=[0 1 0l)andx (Pol={1
0 0]). respectively. The polarization vector must be specified in the script
rwd .mat. The simulation requires about 40 seconds to calculate the imped-
ance matrix (seript rwg3 .m) and about 10 seconds to solve the MoM equa-
tions (script rwod . m). These results are for a PC with P1V 1.7 GHz processor.
Figure 2.15 shows the resulting surface current distribution on the antenna
surtace.

a)

Inax=0.022 Afm

£)

x,m J =079 A/m
imax=10.7 MA

-1.5 1.5

Figure 2.15. Magnitude of the surface current for the slot antenna at 75 MHz, (a) The incident
field is directed along the slot axis; (b) the incident field is perpendicular to the slot. The white
color corresponds to higher current magnitudes. :
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Figure 2.16. Enlarged area of the slot from Fig. 2.15. (a) The incident figld is directed along
the slot axis; {b) the incident field is perpendicular to the slot.

Surprisingly, nothing really happens when the incident electric field is
directed along the y-axis or the slot axis (Fig. 2.134). The current in the slot
junction is very close to zero (the junction is “dark”), and the entire slot
antenna just behaves like a solid plate shown in Fig. 2.8. Such a situation is
exactly the opposite of the dipole excitation from Section 2.8, However, if the
incident wave 1s x-polarized. then a large surface current flows through the
gap (Fig. 2.150). To better show these differences, Fig. 2.164 and 5 is provided
with an enlarged area of the slot.

For the slot antenna of total length 2m in Fig. 2.15h or in Fig. 2.165, the
seript rwg5.m predicts the maximum current 0.179 x 0.06 = 11mA in the
antenna feed. This value is quite similar to the result for the dipole of the same
length (14 mA}. Thus the dipcle and slot antennas can be considered as “elec-
tric” and “magnetic” complementary antennas: a slot can be interchanged with
the dipole of the same length, if we simultaneously interchange polarization
(replace the electric field by the magnetic field). The slot and the dipole there-
fore constitute two linearly polarized complementary antennas with the per-
pendicular polarization directions [12, pp. 618-619].

A coplanar combination of the slot and the perpendicular dipole will thus
receive a signal of any polarization. Such a combination is frequently used in
the patch antenna design (see Chapter 10) [13].
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2.11. USING THE MATLAB COMPILER

To create C or C++ stand-alone applications from Matlab scripts of this
chapter, vou must have the Matlab compiler and Matlab C/C++ Math hibrary
installed on your machine. No separate C compiler is needed, since an ANSI
C compiler is already included with Matlab. We will consider only one example
that involves the script rwg3 .m, This seript is the most time-consuming part
of the code sequence.

First, we copy scripts rwg3 . m and impmet .m into the subdirectory mat -
labcompiler of chapter 2. The script code should be slightly modified in
order to enable the compilation. The Matlab compiler cannot compile script
files such as rwg3 .m, nor can it compile a function m-file that calls a script
[14]. Therefore we must convert the script rwg3 .m into a function by adding
a function line at the top of it, namely

function [] =rwg3l

It also makes sense to add a line like pause {10} at the end of the code to
prevent the DOS application from immediately closing when the program is
finished. After that the code is ready for compilation. To create the stand-alone
C application, the following command line should be entered [14]:

mec -moorwgl

This command generates (1) C source codes such as rwg3 . ¢ plus C headers
such as rwg3 .h and (2) the executable DOS file rwg3 . exe. You can copy
the executable file into the root directory Matlab of chapter 3 and run this file
using Windows Explorer. A DOS window will be open while the program is
running. After the program is finished the DOS window will be automatically
closed. The file rwg3 . exe performs exactly the same task as rwg3 .m does: 1t
reads the structure data, caleulates the impedance matrix, and saves the imped-
ance matrix into the binary file impedance.mat.

It is worth to compare the execution times when using the Matlab compiler.
A test with the structure slot.mat from subdirectory mesh (slot antenna
with 1176 RWG elements) shows that that the processor run time for the script
rwg3 .m is 40.5 seconds (averaged over several runs). The execution time
for rwg3.exe is 354 seconds (averaged over several runs). A PC with PV
1.7GHz processor and 1 Gigabyte RAM is used for comparison. The increase
in speed 1s therefore 13%.

Similar results were obtained for other structures, with both smaller and
larger number of boundary elements. We also tested the relative performance
of rwg3.exe and rwg3.dll (created withmece -x rwg3) and did not find
any significant difference. Morecover rwg3 .d11, which runs in the Matlab
environment, seems to be slightly slower than rwg3.exe. Note that the
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Matlab compiler manual [14] claims the 33% increase in speed lor a code that
handles a smaller amount of data [14, pp. 3-3/6].

2.12. USING MATLAB FOR LINUX

The impedance code of the present chapter was tested when running the Linux
version of Matlab (Kernel version 2.2.19). No changes need to be made in the
code to run it under Linux. The impedance code rwg3 . mappears to be slightly
faster when it runs under Linux compared to Windows ME. Using Matlab
compiler under Linux had almost no effect on the code performance.

2.13. CONCLUSIONS

In this chapter, scattering of basic antenna shapes has been investigated. We
have shown how the induced electric current is distributed on the antenna
surface and introduced the concept of the receiving antenna. The surface
current distribution helped us to identify a most appropriate place for the
antenna feed. The concept ol the antenna feed will be further explored in
Chapter 4.

The surface current distributions also indicate that linearly polarized anten-
nas considered in this chapter can only receive signals of certain polarizations.
In the waorst case, they do not receive anything even though the electromag-
netic signal is present.

The plane antenna shapes were all generated using the Matlab PDE toolbox.
In a similar [ashion, a variety ol planar meshes can be created, including more
sophisticated strip, slot, and [ractal antennas. 3D surface meshes require either
a custom formula for the z-coordinate, namely z = f(x, v), or using 3D Delau-
nay tessellation implemented in Matlab tunction delaunay3.

Since 3D surface mesh capabilities of the Matlab PDE tcolbox are rather
limited, & number ol short custom Matlab scripts (for helical antennas, spiral
antennas, microstrip antennas and arrays, etc.) will be created in the following
chapters.

The scattering algorithm considered in this chapter and the radiation algo-
rithm considered in Chapter 4 constitute the background of the antenna mod-
cling by the moment method. The scattering algorithm is used not as
frequently as the radiation algorithm. Instead, a power transmission formula
{or Friis transmission formula {12]) is usually employed, which gives us the
magnitude of the received voltage and received power if the antenna imped-
ance is already known (Chapter 4 below).

However, the Friis transmission formula is unable to predict the phase
of the received signal. The phase information is of little importance for CW
(continuous wave) transmission. However, this is important for modern ultra-
wideband (UWB) pulse transmission. Therefore the value of the scattering
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algorithm increases when we consider time domain pulse antennas. An
example will be considered in Chapter 8. The scattering algorithm is also
applied to study passive microwave devices such as reflectors, waveguides, and
frequency selective surfaces.

It should be emphasized again that the scattering algorithm considered in

this chapter and the radiation algorithm considered in Chapter 4 are almost

th
th

e same. Only one Matlab script (rwg4 .m) needs to be changed slightly in
e basic code sequence rwgl .m-rwgb.m to account for the antenna radia-

tion instead of scattermg.
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PROBLEMS

2.1.

2.2,

23.

24.
2.5.

2.6.

2.7.

2.8.

2.9.%

For a 1 by Im flat plate (structure platefine.mat in subdirectory
mesh) at normal incidence of a plane wave at 600 MHz (field intensity
is 1V/m), plot the surface current distribution and compare the result
to the case of plane wave incidence at 300 MHz (Fig. 2.8). The polar-
ization of the incident wave is [1 0 0].

For a 1 by Im flat plate (structure platefine.mat in subdirectory
mesh) at normal incidence of a plane wave at 900 MHz (field intensity
is 1 V/m), plot the surface current distribution and compare the result
to the case of plane wave incidence at 300MHz (Fig. 2.8). The polar-
ization of the incident wave is [1 0 0].

For a 2 by 0.05m strip dipole (structure dipole.mat in subdirectory
mesh} at normal incidence of a plane wave at 250 MHz, plot the surface
current distribution and compare the result to the case of plane wave
incidence at 7SMHz (Fig. 2.11). Estimate the maximum total current
along the dipole axis. The total current is obtained as the product of
the strip width and maximum surface current density. The polarization
of the incident wave is [0 1 0].

Repeat Problem 2.3 if the frequency of the incident wave is 450 MHz.

Generate a mesh corresponding to a circular disk of 1m in diameter
shown 1n Fig. 2.174. For a normally incident plane wave at 300 MHz,
plot the surface current distribution.

Generate a mesh for a planar slot reflector shown in Fig. 2.175 and used
n skeleton-slot antennas [13, pp. 17-5-17-6]. For a normally incident
plane wave at 150MHz determine the surface current distribution.
Consider the cases where the polarization of the incident wave is [1 ©
0] and [0 1 07, respectively.

The length of the bowtie antenna (structure bowtie.mat in subdi-
rectory mesh) is 0.2m. Increase the size of the antenna by a factor of
10. Save the new mesh in binary file bowtiel .mat, and plot the
antenna structure.

The axis of a dipole antenna (structure dipole.mat in subdirectory
mesh) coincides with the v-axis, Redirect the antenna so that its axis
now coincides with the z-axis. Reduce the strip width to 0.025m.
Save the new mesh in the binary file dipolel.mat and plot the
antenna structure.

A narrowband antenna should receive and transmit maximum power
at a given frequency. Create a mesh for a dipole antenna that gen-
erates maximum induced current if the frequency of incident wave
is 32.5MHz. Save the new mesh in the binary file dipole2.mat.
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Figure 2.17. Two test planar meshes. (a) A circuiar disk of 1m in diameter; (b) a slot reflector

of 0.5 x

2.10.%

2.12.

0.5m.

Calculate the total induced current in the area of the anticipated
voltage gap {antenna feed).

A broadband antenna should receive (and transmit) the signal over a
large bandwidth from 75 to 450MHz. Possibly low variations of the
induced electric current in the area of the anticipated voltage gap
(antenna feed) might be required. What antenna type is more suitable
for broadband applications: a 2m long dipole or a 2m long bowtie?
Hint: Create the plot of the maximum current density versus frequency
and calculate the standard deviation. Use 10 frequency points.

For a 3.0 by 3.0m slot antenna (structure slot in the subdirectory
mesh) calculate the total induced current through the slot junction
when the angle between the direction of the incident wave and the x-
axis is 45°, The frequency of the incident wave is 73 MHz; its polariza-
tionis [1 0 0). Compare the obtained value to the value obtained
at normal incidence in Fig. 2.15. Hint: The wave vector should be

kv=k* [+cos({pl/4) O -cosi{pi/d)l;
in the script rwg4 . m.

Compare execution times of the script rwg3 .m with and without using
Matlab complier for the structure slot.mat.
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3.1. INTRODUCTION

A voltage in the feed of a transmitting antenna creates a surface current
density that flows on the antenna surface (Fig. 3.1). This current density
radiates an electromagnetic signal into the free space. The situation with the
fransmitting antenna is directly the inverse of the receiving antenna model
considered in the preceding chapter. In Chapter 2 we calculated the induced
current on the antenna surface due to an incident clectromagnetic signal, In
the present chapter we will calculate the radiated electromagnetic signal due
to a given surface current distribution on the antenna surface.

A given surface current distribution on the surface of a metal object will
be assumed in this chapter. Starting with this assumption, we will find the radi-

39
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Radiation

Radiated wave

Radiated wave

Figure 3.1. Schematic of antenna radiation (bowtie antenna). The surface current density is
shown by white arrows.

ated electromagnetic signal at any spatial point, both in the far and near field
of the antenna.

The feed voltage is, however, not the only source of the induced current on
the antenna surface. Alternatively, the surface current may be excited by an
incident (outer) electromagnetic signal, as discussed in Chapter 2. In this case
we will calculate the scattered (reflected) signal as shown in Fig. 3.2. The algo-
rithm is the same in both the cases. Only the origin of surface currents is dif-
ferent: either the antenna feed or an incident electromagnetic wave.

Although the present algorithm is applicable to both transmitting antennas
and scattering targets, more attention will be paid to transmitting antennas. In
particular, the far-field characteristics of a transmitting antenna will be intro-
duced. A more detailed discussion of the far-field parameters (e.g., radar cross
section) of the scattering problem will be pursued in the following chapters.

3.2. CODE SEQUENCE

The source code in the Matlab directory of Chapter 3 includes short Matlab
scripts efieldl.m - efield3.m. They calculate different parameters of the
radiated field, starting with the E-field and H-field at a point (script
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Scattering

incident wave

Scattered (reflected)
wave

Figure 3.2. Schematic of scattered field creatad by induced surface currents {bowtie antenna,
The surface current density is shown by white arrows,

efieldi.m } Computes field at a point

Computes radiation
Antenna mesh {mesh?.mat) etield2.m intensity over sphera
Antenna current density {current. mat) surface
Computes radiation
efield3.m } or scattering pattern(s)

Figure 3.3. Flowchart of the Matlab scripts of chapter 3.

efieldl.m) and continuing to the radiation intensity distribution over a large
sphere surface (script efield? .m) and radiation patterns in the azimulthal and
polar planes (script efield3 .m). Figure 3.3 gives the flowchart of the code
sequence.

All three scripts import two binary data files. These files are the antenna
mesh with the RWG boundary elements (mesh2 .mat) and the correspond-
ing surface current distribution (current .mat). These input files are either
generated by the scattering algorithm of Chapter 2, or by a radiation algorithm
of Chapter 4 below. Two such input files (the dipole example from Chapter 2)
are included in the Matlab directory of the present chapter.

All three scripts efieldl .m - efield3 .m use the function point.m that
implements the dipole algorithm for the radiated field discussed below. Before
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reading further, you may want to run scripts efie1d2 .mand efie 143 .m. These
scripts will display the 3D radiation intensity distribution and a radiation
pattern for a dipole antenna.

3.3. RADIATION OF SURFACE CURRENTS

Once surface currents are known on the antenna surface, a radiated clectro-
magnetic signal in free space can be found by a number of approaches. We are
generally interested in the value of the electric field, E, and magnetic field, H,
at any spatial point, including both near and far field. In the near field, E and
H are independent and should be calculated separately.

One method is to use the electric and magnetic field integral equations, with
the observation point located somewhere outside the antenna surface [1-2].
While lor the electric field integral equation only a straightforward modi-
fication of the integrals programmed in Chapter 2 is necessary {cf. Eq. (1)
of Ref. [3]), the magnetic field integral equation should be programmed
separately. This makes the algorithm for the radiated field rather cumbersome
and slow.

Another approach, of nearly the same computaticnal accuracy, is the so-
called dipole model [4]. In the dipole model the surface current distribution
for each RWG edge element containing two triangles [3] is replaced by an
infinitesimal dipole, having an equivalent dipole moment or strength (Fig, 3.4).
The radiated field of a small dipole is the well-known analytical expression [5,
pp. 134-135; see also 6-8]. The total radiated field is then obtained as a sum
of all these contributions of infinitesimal dipoles.

To find the equivalent dipole moment, we refer to notations of Ref. [3] and
consider a RWG element sz with two inner triangles 75, adjacent to the edge
of length [, (Fig. 3.5). The dipole moment, m, which is the product of an effec-
tive dipole current and effective dipole length [9], is obtained by the integra-
tion of the surface current, corresponding to edge element m, over the element
surface:

m= [ L£,0mdS= | £,0d5=1,1,0 -5 (3.1)

1T Tl

Figure 3.4. Schematic of the dipole approximation for a surface current distribution [4].
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Figure 3.5 Dipole model for a surface current associated with RWG edge element m.

Here f,.(r) is the RWG basis function corresponding to element m. The surface
current cocfficients /,, are known from the solution of the moment equations
(Chapter 2, Eq. {2.7)). The derivation of integral (3.1) is discussed in Ref. [3].
Note a misprint in Eq. (8) of Ref. [3]: it should be ¢y, — 1) instead of v, — 1,7
there. The product /,,4,, is associated with the dipole current, whereas the cffce-
tve dipele length, /. is given by |r;” — r;)| and is shown in Fig. 3.5

The radiated magnctic and electric fields of an infinitesimal dlpole located

at the origin [5] are expressed at a point r in terms of vector notations as

L : 1 1
H(r) = Ji(m xy)Ce ™ C= {1 +—} (3.2a)
dr - Jkr
1 jk L (r- m)r
E(t)=—| (M —-m) HE2MC e, M=—— (3.2b)
dr ¥ r
Here r = [t; 1 = +/p/e = 377Q is the free-space impedance. Equations (3.2)

are the exact mprcssions, without any far-field approximations. Therefore they
are valid at arbitrary distances from the dipole, and not only in the far field.
The practical limitation of the dipole model is thus restricted by a size of the
RWG edge elements. If the observation distance is on the order ol dipole
length {on the order of RWG element length), then the model of the infini-
tesimal dipole performs poorly.

The total electric and magnetic field at a point r arc obtained as a sum

2]3,”[ : +r,5i,] ZHN,[ (e +xso )] (3.3)

=] =1

over all edge elements. Equations (3.1) to (3.3) are programmed in the Matlab
function point.m, that 1s used in the scripts efieldl .m, efield2.m. and
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efield3 . m Like the impedance function impmet . m, this function is vector-
ized to speed up the calculations.

3.4. FAR FIELD

The results could be somewhat simplified in the far field, at large radial dis-
tances + from the antenna or a scatterer. When viewed from a global per-
spective, the field fronts in that zone have spherical form. However, when
viewed over a small range of angles, these fronts appear planar, which is one
indication that they can be approximated as plane waves. E and H are per-
pendicular both to each other and to the direction of propagation. Namely a
right-hand coordinate system is formed by the £- and H-field vectors and the
direction of propagation. More precisely [3, pp. 125-126]

E®) = H x>, Hir)= ?l?-; < E(r) (3.4)

We call the field given by Eqs. (3.4) transverse eleciromagnetic TEM (1o 1)
waves, These waves may be polarized in the direction perpendicular to the
propagation direction but do not have a component in the direction of prop-
agation (see [10, pp. 112-113] or {5, p. 141]).

We can give a more precise meaning of the far field (Fraunhofer region)
by defining the far-field distance (see (5, pp. 32-34] or [10, p. 114]) in the
form

Ry = (3.5)

where D is the maximum dimension of the antenna and A is the wavelength.
Atr> Ry Eqgs. (3.4) are a very good approximation.

3.5. RADIATED FIELD AT A POINT

The scnipt efieldl .m calculates radiated electric and magnetic fields at any
spatial point except the antenna surface S. Prior to the calculation the input
files for the antenna geometry and the surface current distribution should
be specified. The Matlab directory of Chapter 3 has two such binary files
mesh2 .mat and current .mat. These files were calculated in Section 2.8
for a 2m long dipole at 7SMHz. Variable ObservationPoint in the script
efieldl .m specifies the observation point.

Figure 3.6 shows the calculation results for two cases: when the observation
point is located on the x-axis, ObservationPoint=[5;0;0] m, and when
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Figure 3.6. Radiated field of a dipole obtained by efieldl .m.

it is on the z-axis, ObservationPoint=[0;0;5] m Since D =2mand A =
4m in the present case, both points already belong to the far-field region
according to Eq. (3.5).

Itis seen in Fig. 3.6 that the £- and H-fields are perpendicular to each other
and to the propagation direction, to a high degree of accuracy. The magnitude
of the E-field 1s measured in V/m; the magnitude of the H-field has units of
A/m. Figure 3.0 also gives a feel for the radiated signal magnitudes related to
the magnitude of the total current in the dipole feed.

The cross product of E and H in Fig. 3.6 has the only component in
the direction of wave propagation. Moreover the cross product of E and
H* (complex conjugate) appears to be a real quantity. This product, divided
by 2, is the time-average Povnting vector [5, pp. 35-37]. The Poynting
vector at a point, W, gives us the average power of the radiated field, per
unit area

Wir) = %Re[E(r) « H(1)] (3.6)

and it has units of W/m’. The calculation of the Poynting vector is done in the
script efieldl .m.

Note that the seript efieldl .m predicts exactly the same value of [W|=41.8
% 107" W/m? for two points in Fig. 3.6, that is, in both radiation directions x and
z. This eircumstance highlights the isotropy of the radiated field. This isotropy
1s essentially independent of the fact that the dipole is not a symmetric cylin-
drical wire but a flat thin strip in the xy-plane.
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3.6. BADIATION DENSITY/INTENSITY DISTRIBUTION

The power of the radiated field per unit area as introduced by Eq. (3.6) is
simultaneously the radiation density of the radiated signal. In the far-field
region the radiation density has the only one radial component,

W(r) = W£ (3.7)

which will be further denoted by W. The radiation density decreases as 1/7°
with increasing radius of the observation point, r. [t is therefore more conve-
nient to introduce the radiation infensity, U, which is the radiation density mul-
tiplied by factor /%, namely

U=rW (3.8)

The radiation intensity has units of power (W) per unit solid angle [3. p. 38]
and will theoretically be the same for spheres of different radii surrounding
the antenna if the sphere radius is large enough compared to the antenna size
and wavelength.

The Matlab script efield2 .m calculates the radiation density and/or radia-
tion intensity over a large sphere using function point.m and Egs. (3.6)
to (3.8). The sphere mesh sphere.mat with 500 ¢qual triangles is included
into the Matlab directory of Chapter 3. The output of the script for a 2m long
dipole at 75MHz (see Chapter 2. Section 2.8) is shown in Fig. 3.7. The
sphere radius is chosen 100m. The color bar extends from the minimum
(black) to the maximum (white} intensity magnitude. Using mouse rota-
tion, the reader can examine different angles of view. Also figure options
Insert X/Y/Z-Labels can be used to wdentify the Carlesian axes on the
plot.

The total radiated power, P, (variable TotalPower),is obtained as a sum
of the products of radiation density in the middle of a sphere triangle and the
triangle area. The summation is donc over all 500 triangles of the sphere. In
the present case the total power of approximately 8.2 milliwatts is obtained,
for a 2m long half-wavelength dipole from Matlab’s Chapter 2 with the
maximum current amplitude of 14mA. The total radiated power and the
antenna gain (see below) are saved in the binary file gainpower .mat.

The radiation patterns of the linearly polarized antennas (see Chapter 2
above) are often specified in terms of their E-plane and H-plane patterns (see
[5. pp. 29-31]: [7, p. 585]). By definition, the E-plane contains the direction of
maximum radiation and the electric field vector. Similarly the H-plane con-
tains the direction of maximum radiation and the magnetic field vector,

The E- and H-planes are most appropriate for directional antennas whose
beam patterns have unique polarizations [5. pp. 29-31]. For the dipole,
however, these plancs cannot be defined uniquely, since maximum radiation
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Figure 3.7. Raciation intensity distribution over a large sphere surface {output of the script
efie2d2 .m). The color bar extends from the minimum (btack) to the maximum (white) intensity
magnitude.

occurs 1n all directions perpendicular to the dipole axis. Figure 3.7 shows one
possible arrangement if the direction of maximum radiation is chosen as the
vertical direction. 1t is seen in Fig. 3.7 that the dipole isotropically radiates in
the plane perpendicular to the dipole axis and does not radiate in the dirce-
tion of the dipole axis. The same observation is valid for the receiving dipole:
the dipole antenna cannot receive the signal whose propagation direction is
parallel to the dipole axis.

3.7. ANTENNA DIRECTIVITY

The antenna directivity is the normalized radiation intensity calculated in dB
[5. pp. 3940, 48]:

LT

it

The normalization factor Uy is the total radiated power divided by 47z (power
per unit solid angle):
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{J'F[) = (3]0)

To better understand the role of the normalization factor, let us consider an
isofropic antenna, which radiates an equal amount of power in all directions.
Then

— =1 (3.11)

and D = 0dB in any direction. Any other directional antenna must therefore
have a directivity above 0dB (in the direction of maximum radiation) and
below 0dB (in the direction of minimum radiation).

A radiation pattern (or directivity pattern) is the directivity plot in terms
of polar coordinates (Matlab function polar). Although radiation patterns
are three-dimensional entities, like that shown in Fig. 3.7, they are usually mea-
sured and displayed as series of two-dimensional patterns, called cuts. The
most common cuts are the elevation and azimuthal planes. Since our dipole is
oriented along the y-axis, the y- and z-axis must be interchanged to obtain the
z-axis orientation used in Ref. |{5].

The Matlab script efield3 . m calculates directivity patterns of the radiated
field in any of the planes: xy, xz, and yz. This calculation is a particular case of
radiation intensity calculated over the entire sphere’s surface. The script
efield3.m allows the pattern to be plotted one at a time. Alternatively,
several patterns may be plotted using Matlab function subplot. For a dipole
placed along the y-axis, we are interested in the yz-plane (elevation plane) and
in the xz-plane (azimuthal plane), respectively. Figure 3.8 shows directivity pat-
terns of the half-wavelength 2m long dipole at 73MHz (Chapter 2, Section 2.8).

A problem is usually encountered when dealing with negative directivity
values (in dB). Matlab polar plot is unable to handle these negative values. A
way around this problem is to add an offset of, say, +40dB to the directivity.
The polar plot may then be rescaled as it has been done in Fig. 3.8. The script
efield3 .mis using the corresponding offset (any user-defined value).

An alternative is to use a third-party (John L. Galenski III) function
polarhg.! This function, also included in the Matlab directory of Chapter 3,
enables negative values of directivity and many other extras. The script
efield3 .m can call this function instead of the function polar.

In order to calculate the directivity given by Eq. (3.9), we should know
the total radiated power, P.g. This requires a numerical integration of the
flux of radiated energy (Poynting vector) over a large sphere. In some cases
such an integration is not possible, and the total power P,  remains unknown.
Then the radiation pattern is normalized to its maximum value. Ref, [5]

' Dr. Paul Harms ol Georgia Tech kindly sent this script to the author.
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Figure 3.8. Directivity patterns of the dipcle antenna in the yz- and xz-planes {output of the
script efields ).
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includes many examples of this kind. Such a normalization is obviously
simpler, but it does not allow us to calculate the antenna gain considered in
the naxt section.

Two kinds of antenna pattern shapes are given special names. The first is
an isotropic patterrn, which is the same in all directions. No antenna can have
a truly isotropic pattern, but it is often a convenient idealization. An omerici-
rectional patiern 1S rotationally symmetric about an axis, often called the
azimuthal axis,

Figures 3.7 and 3.8 show that the dipolc is an omnidirectional antenna.
Omnidirectional antennas are often used in broadcast applications, since they
provide uniform coverage in all directions around them.

3.8. ANTENNA GAIN (IDEAL CASE)

The calculation of the antenna gain essentially completes the antenna analy-
sis. The gain of an antenna is closely related to the directivity. For ideal anten-
nas studied in this and following chapters, the gain is just the maximum
directivity expressed in dB. The gain tells us how “directional” the specific
antenna type is. Higher gains correspond to highly directional antennas (e.g.,
Yagi-Uda or reflector). Often the observation dircction is not specified and
“directivity” means the maximum directivity, In such cases directivity and gain
both have equivalent meaning 13, pp. 58-60].

Since the maximum directivity can occur in any direction, especially for
sophisticated antenna structures, the gain calculations are done in the script
efield?2 . m, using the formula (loss antennas only)

max{{/)

G:]OIOg](J U

(3.12)

nl

where the maximum is calculated over all possible directions. For the drill
example of this chapter (a half-wavelength 2m long strip at 75 MHz) the script
efield2 .m outputs the logarithmic gain of 2.15dB. It might be interesting to
note that the theoretically predicted gain of a half-wavelength infinitely thin
dipole antenna ([3, p. 163] ar [11, pp. 4-12]} is exactly (') equal to this value.

Two values of the gain are used simultaneously: the logarithmic gain accord-
ing to Eq. (3.12) and the linear gain

_ max(l)

o
Ut:.

(3.13)

For the dipole, the linear gain is obtammed as 1.64, and the logarithmic gain is
thus 10log;(1.64) = 2,15dB. It is worth remembering these values. Various
antenna gains are usually compared to the gain of the half-wavelength dipole.
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Narrowband directional antennas have much higher gain, up to 30dB and even
more. For an antenna array, the gain may be as high as 60dB. The antenna
gain generally increases with increasing frequency. For antenna elements with
losses, the antenna gain includes one more important mechanism, namely
ohmic losses in imperfect conduetors. A more general definition of gain is
given in [5, pp. 58-60] or {11, pp. 1-3].

39, ANTENNA'S EFFECTIVE APERTURE

The antenna’s aperture is a parameter that represents the electrical surface
area that an antenna presents to an incoming wave. This is rather a scattering,
and not the radiation parameter. Tn particular, for the receiving antenna we
are interested in determining the received power for a given incident plane
wave field. Finding reccived power is important for the radio system link equa-
tion (Friis transmission formula, to be discussed in the next chapter).

We expect that the received power will be proportional to the power
density, or Poynting vector of the incident wave. Since the Poynting vector has
dimensions of W/m?, the proportionality constant must have units of area. Thus
Wwe write

Po. = AW (3.14)

where A, is defined as the effective aperture area of the receiving antenna. The
effective aperture arca has dimensions of m’, and can be interpreted as the
“capture area,” intercepting part of the incident power density radiated toward
the receiving antenna.

The maximum effective aperture arca can be shown to be related to the
(lincar) gain of the antenna as [5. p. 86]

GA*
47

A, = (3.15)

where 2 is wavelength. For the dipole example of this chapter, A = 4m,
G = 1.64, and therefore

A, =2.1m? (3.17)

This value is considerably larger than the actual area of the antenna surface
(a2m long and 5cm wide strip has the surface area of 0.1 m?). Figure 3.9 shows
schematically the actual antenna area and the effective aperture area {capture
area) of the hall-wavelength dipole. For dircctional antennas like the Yagi-
Uda anlenna the capture arca can bc even larger.

An ideologically similar parameter, widely used in radar technology, is the
radar cross section [12,13]. Physically, a radar cross section is the measure of
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Fig. 3.9. Effective aperture area of the half-wavelength dipole,

a target’s ability to reflect radar signals in the direction of the same or another
radar, In other words, for the antennas, we are interested in the captured
power over a certain area, whereas for the radars, we are interested in the
reflected power over a certain area. Radar cross sections of various targets are
considered in [5, pp. 90-98].

3.10. CONCLUSIONS

In this chapter we discussed the algorithm for the calculation of a radiated
clectromagnetic field due to a given surface current distribution on the surface
of a wetal object. The origin of the surface current does not play any role.
Therefore the algorithm is equally applied to antenna radiation (surface
current induced by a voltage feed) and antenna scattering (surface current
induced by an incident signal).

A dipole model is employed to find the radiation from the RWG edge ele-
ments. This way we can perform fast and accurate calculations both in the near
and far field. The most important antenna characteristics in the far field were
introduced such as antenna directivity and gain.

The drill example of the present chapter was the half-wavelength dipole
and the associated current distribution. This current distribution is identical to
the current distribution of the radiating dipole considered in Chapter 4, except
for the difference in magnitudes. Therefore, in studying this current distri-
bution, we were able to quantitatively determine some parameters of the
halt-wavelength transmitting dipole antenna such as the gain of 2.15dB and
effective aperture area of 2.1m?,
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PROBLEMS

31. For aZm long dipole at 75 MHz, determine the magnitude of the radi-
ated electric field along the z-axis at the distances z =[0.1:0.1:1]m from
the antenna. Plot the magnitude to scale as a function of distance from
the antenna.

32. TFor a 2m long dipole at 75 MHz, determine the magnitude of the radi-
ated magnetic fleld along the z-axis at the distances z = [0.1:0.1:1]m
from the antenna. Plot the magnitude to scale as a function of distance
from the antenna.

33,  Repeat Problem 3.1 if z = [0.25:0.25:5]m.

3.4. Repeat Problem 3.2 if z = [0.25:0.25:5]m.

3.5, Foralm long dipole a 75MHz, find the components of the radiated

electric field:
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a. Atapointr=[0.2
2

0.2 0.2]m
b. Atapointr=| 2

2 2]m.

For a 2m long dipole a 7SMHz, find the components of the radiated
magnetfic field:

a. Atapointr=[-02 01 0.1]m

b. Atapointr=[-2 1 1]m.

In the far field of an antenna, the magnitude of electric and magnetic
fields are related by the formula JH(x)] = 1/5{E(r)|. where 7 is the [rec-
space impedance (approximately 377€2). For a 2m long dipole at
75MHz, check how well this formula is satisfied:

a. Atapointr=[05 05 0.5]m

b. Atapointr =[50 50 50]m.

Explain the disagreement at a relatively small distance from thc
antenna.

For a 2m long dipole at 75MHz, determine the magnitude of the Poynt-
ing vector along the z-axis at the distances z = [0.1:0.1:1}m from the
antenna. Plot the magnitude to scale as a function of distance from the
antenna.

Repeat Problem 3.8 if z = [0.25:0.25:5]m.
In the far field of an antenna, the Poynting vector can be found using

the formula

‘ 1
Wir)= 2—”|E(l')

2T N
- (plane wave approximation)
B

For a 2m long dipole at 75 MHz, compare the magnitude of the Poynt-
ing vector obtained using this formula and Eq. (3.6):

a, Atapointr=[025 025 0.25]m

b. Atapointr=[25 25 25m.

Explain the disagreement at a small distance from the antenna.

For a 2m long dipole at 7SMHz and maximum current of 14mA. de-
termine the total radiated power crossing the surface of the sphere
surrounding the dipole when:

a. Sphere radius is 1.2m
b. Sphere radius 1s 120m
c. Sphere radius is 1200 m.

Can you make any conclusion about the numerical error in power
calculations?
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For a 2m long dipole at 7SMHz and maximum current of 14 mA, deter-
mine the {(maximum) antenna gain (logarithmic and linear) over the
surface of the sphere surrounding the dipole when:

d. Sphere radius is 1.2m

e. Sphere radius is 120m

f. Sphere radius is 1200m.

Can you make any conclusion about the numerical error in gain
calculations?

For a 2m long dipole at 7SMHz, determine the total radiated power
and dircctivity patterns in the elevation and azimuthal planes if the
given surface current distribution (file current .mat) is multiplied by
a factor of 10.

314.% Two parallel 2m long identical dipoles at 75MHz form an antenna

array. The separation distance of Sm is large enough so that the mutual
coupling is negligibly small. Obtain array gain and plot the directivity
patterns of the array in the elevation and azimuthal planes. Hint:
Modify function point.m to account lor the surface current distribu-
tion of two equal dipoles separated by Sm.
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4.1. INTRODUCTION

The task of the scatiering algorithm in Chapter 2 was to find the surfacc
current distribution on the antenna surface induced by an incident electro-
magnetic wave. The task of the antenna radiation algorithm discussed in
this chapter is to find the surface current distribution due tc an applied volt-
age in the antenna feed (Fig. 4.1). After the surface current distribution is

57
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¥

/ Surface current?

Voltage in antenna feed

Figure 4.1. Task of the radiation algorithm.

obtained, the radiated field of an antenna is found using the algorithm of
Chapter 3.

The scattering algorithm developed in Chapter 2 can easily be modified for
the antenna radiation. The major challenge related to transmitting antennas
is the antenna feed, programmed in the script rwg4 .m. Whereas for the receiv-
ing antennas and EM studies the excitation is simply the field of an incident
plane wave, in a transmitting antenna the excitation is generally a voltage
source on a wire or plate conductor.

Wire antennas are traditionally studied in terms of a one-dimensional
segment model (numerical code NEC [1-6]). The theory behind NEC requires
a special integral equation and a special set of basis functions. There are two
different models that we must keep track of: one model for conducting sur-
faces and another model for wires [2]. More problems arise when wires and
surfaces are joined together [2]. Although NEC is rather fast, these circum-
stances are very inconvenient.

To avoid the development and programming of two separate algorithms,
we must investigate the potential of RWG boundary elements for modeling
wire antcnnas, A wire is represented with the use of a thin-strip model having
one or two RWG edge elements per strip width. The results obtained are
encourraging. Faithful reproduction of the surface current distribution, mput
impedance, and gain are observed for dipole and monopole antennas. There-
fore both patch and wire antennas will be described here using the same
numerical method—RWG edge elements [7].

4.2. CODE SEQUENCE

Successive numerical steps, necessary to calculate an antenna, are imple-
mented in the relatively short scripts rwgl .m - rwg5 . m. These scripts, except
for rwgd .m, are identical to those from Chapter 2 and can be found in the
Matlab directory of the present chapter, Before reading the chapter, you may
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Figure 4.2. Flowchart of the complete radiation algorithm.

want to run these scripts. The final script displays the surface current distri-
bution for a half-wavelength dipole due to a feed voltage of 1 V. The antenna
mesh name should be specified in the script rwgl .m. Calculations of the input
impedance and radiation resistance are done in the script rwgd . m.

After the first code sequence is complete, scripts efieldl . m, efie1d2 .m,
and efield3.m provide radiated signal at a point. radiation patterns of the
antenna including 3D patterns, and the antenna gain. These scripts are iden-
tical to the scripts of Chapter 3. The present code sequence (Fig. 4.2) is
applicable to arbitrary metal antennas, not only to dipoles or monopoles, and
will be used in the rest of the text. Figure 4.2 indicates that the complete radi-
ation algorithm is none other than a straightforward combination of the algo-
rithm of Chapter 2, medified by the antenna feed, and of the algorithm of
Chapter 3.
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strip strip

g

Figure 4.3. Thin-strip discretization. Two RWG elements form a current vector J directed
exactly along the strip.

4.3. STRIP MODEL OF A WIRE

As far as impedance and radiation pattern are concerned, a thin cvlindrical
antenna with a noncircular crosssection behaves like a circular cylindrical
antenna with an equivalent radius. For a thin strip, the radius of the equiva-
lent cylindrical wire is given by ([8, pp. 4-10]; see also [1, p. 456])

gy =0.255 (4.1)

where s is the strip width. A typical RWG boundary element assembly of a
strip is shown in Fig. 4.3. There is only one edge of the triangle across the strip.
The two adjoining RWG edge elements, shown in Fig. 4.3, are able to support
a uniform electric current J along the strip axis; this satisfies the most impor-
tant assumption of the thin-wire theory [1-3].

You can use the Matlab script strip.m in subdirectory mesh to create a
uniform triangular mesh for a strip of arbitrary length and arbitrary width. 2D
Delaunay triangulation is employed to create the mesh. Type strip in the
Matlab command window to see the result. The mesh is saved in the output
binary fime strip.mat. The script strip.mis actually more flexible than
the PDE toolbox, since we can control the number of boundary triangles. It
provides the reader with the first example of the analytical description of the
antenna structure,

The subdirectory mesh of the Matlab directory of Chapter 4 also contains
a pre-generated strip mesh strip2.mat. This mesh was created using the
Matlab PDE toolbox. Different strip meshes are shown in Fig. 4.4. All meshes
have the same length to width ratio (100) but differ in the discretization ac-
curacy aiong the strip axis. Additionally the mesh strip2.mat has finer dis-
cretization toward the ends. The strip meshes can be visualized using the
function viewer filename, such as viewer strip?2. from the same subdi-
rectory mesh.

4.4. FEED MODEL

To account for a voltage source instead of an incident wave, we should intro-
duce a feed model into the antenna structure [1,3,5]. An antenna is usually fed
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Figure 4.2, Flowchart of the complete radiation algarithm.

want to run these scripts. The final script displays the surface current distri-
bution for a half-wavelength dipole due to a feed voltage of 1 V. The antenna
mesh name should be specified in the script rwgl . m. Calculations of the input
impedance and radiation resistance are done in the script rwg4 . m,

After the first code sequence is complete, scripts efieldl .m, efield2 . m,
and efield3 .m provide radiated signal at a point, radiation patterns of the
antenna including 3D patterns, and the antenna gain. These scripts are iden-
tical to the scripts of Chapter 3. The present code sequence (Fig. 4.2) is
applicable to arbitrary metal antennas, not only to dipoles or monopoles, and
will be used in the rest of the text. Figure 4.2 indicates that the complete radi-
ation algorithm is none other than a straightforward combination of the algo-
rithm of Chapter 2, modified by the antenna feed, and of the algorithm of
Chapter 3.
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strip strip

NI

Figure 4.3. Thin-strip discretization. Two RWG elements form a current vector J directed
exactly along the strip.

4.3. STRIP MODEL OF A WIRE

As far as impedance and radiation pattern are concerned, a thin cylindrical
antenna with a noncircular crosssection behaves like a circular cylindrical
antenna with an equivalent radius. For a thin strip, the radius of the equiva-
lent cylindrical wire is given by ([&, pp. 4-10]; see also [1, p. 436])

Quqe =025 5 (4.1)

where s is the strip width. A typical RWG boundary element assembly of a
strip is shown in Fig. 4.3, There s only one edge of the triangle across the strip.
The two adjoining RWG edge elements, shown in Fig. 4.3, are able to support
a uniform electric current J along the strip axis; this satisfies the most impor-
tant assumption of the thin-wire theory [1-3].

You can use the Matlab script strip.m in subdireclory mesh to create a
uniform triangular mesh for a strip of arbitrary length and arbitrary width. 2D
Delaunay triangulation 1s emploved to create the mesh. Type strip in the
Matlab command window to see the resuit. The mesh is saved in the output
binary fime strip.mat. The seript strip.m is actually more flexible than
the PDE toolbox, since we can control the number of boundary triangles. [t
provides the reader with the first example of the analytical description of the
antenna structure.

The subdirectory mesh of the Matlab directory of Chapter 4 also contains
a pre-generated strip mesh strip2.mat. This mesh was created using the
Matlab PDE toolbox. Different strip meshes are shown in Fig. 4.4. All meshes
have the same length to width ratio (100) but differ in the discretization ac-
curacy along the strip axis. Additionally the mesh strip2.mat has finer dis-
cretization toward the ends. The strip meshes can be visualized using the
function viewer filename, such as viewer strip2, from the same subdi-
rectory mesh.

4.4. FEED MODEL

To account for a voltage source instead of an incident wave, we should intro-
duce a feed model into the antenna structure [1,3,5]. An antenna is usuaily fed
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Figure 4.4, Qutput of strip.m: (&) Strip with 20 triangles, 1:100; (b} sirip with 40 triangles,
11100; {o) strip with 80 triangles, 1:100. (d) Pregenerated mesh strip2 . mat (244 triangles,
1:100),

Driving
edge

Figure 4.5. Feeding edge model. Black arrows show the electric field direction in the antenna
gap. White arrows show the directicn of the surface current on the antenna surface.

Dy a conventional transmission line through two electrically close termimals.
This means that an ideal voltage generator is connected across a gap with a
small width, along the antenna—see Fig. 4.5.

There are several ways to describe the gap field [1.3]. This problem has
received a considerable amount of attention in the literature [1-6,9-11]. The
simplest (and often less accurate) way, which is ideally suited for RWG edge
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elements, 13 the so-called delta-function generator or the [eeding edge model
[3.9-11]. In short, this model assumes a gap of negligible width, A. If the
voltage across the gap is V (from positive to negative terminal), then the elec-
iric field within the gap becomes (Fig. 4.5)

E:—V@:%my (42)

where @is the electric potential. When A tends to zero, Eq. (4.2) predicts infi-
nite values within the gap. That is, the delta-function approximation

E=V&(y)n, (4.3)

Equation (4.3) simply states that the integral of the ¢electric field over the gap
is equal to the applied voltage, namely

[Edy=Vv (4.4)

It is convenient to associate the gap with an inner edge » of the boundary
element structure. There is only one RWG element corresponding to that edge
(Fig. 4.5). Thus the “incident” electric field will be zcro everywhere exeept for
one RWG element, #.

Instead of Eq. (2.8) of Chapter 2, we take for the excitation voltage of the
moment equation

| J E-fd5=V I Sy, 1,dS =1,V foredge clement m=n
W -Tx T +7T

V, = _l' 0-f.dS=0 otherwise (4.5)
?.Ji':—'r.lji

Equation (4.5} uses the fact that a component of the RWG basis function f,
normal to the edge is always equal to one [7]. In the following discussion, we
also assume that the feeding voltage, V, is equal to 1V. In other words, the
feeding vollage is a cosine function of time having a phasec of zero and an
amplitude equal to 1'V.

In the command-line sequence of Chapter 2

rwgl.m; rwgl.m; rwgd.m; rwgd.m; rwgb.m

only the Matlab script rwg4 .m needs to be changed to account for Eq. (4.5).
Everything else is directly adopted from the scattering analysis. The Matlab
script rwgd . m always identifies the feeding edge as being the closest one to
the origin (cf. Fig. 4.4).
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Figure 4.6. Magnitude of the surface current aleng the strip strip2.macz at different fre-
quencies. The strip length is 2h. The white color carresponds to higher current magnitudes.
The feeding edge (in the middle) is shown by a bar.

4.5. CURRENT DISTRIBUTION OF THE DIPOLE ANTENNA

The output of the command line sequence at the cnd of Scction 4.4 is the
surface current distribution along the strip. The magnitude of the surface
current is given for each triangular patch. Figure 4.6 shows the output at five
different frequencies for the structure script2 .mat. The starting frequency
corresponds to a half-wavelength dipole (total dipole length, 2/, is equal to
a half wavelength). In our case 4 = 1m and the frequencies are 75, 150, 225,
300, and 375MHz, respectively. A periodic current distribution along the
dipole is observed with multiple maxima and minima at higher frequencics.
The periodic current distribution is typical for dipoles and similar resonant
wirc antennas {1, p. 156].

There are certain frequencies at which the dipole behavior becomes es-
pecially attractive. They correspond to a half-wavelength dipole and other
dipoles, whose length is an odd number of half wavelengths:

o4
e

LM

Q,h.:&,ﬂ
202

At these frequencies the dipole impedance is predominantly a resistance on
the order of 50 to 200Q2 (see the next section). Therefore it is easy to design
etficient matching networks that allow the dipole antennas to be driven by
amplilying circuits. The half-wavelength dipole is by far the most popular
antenna choice, especially in the arca of wircless communications (see [12.pp.
70-75] and [13, ch. 4]).

At the same time, an infinitely thin dipole becomes a very impractical
antenna at the frequencies corresponding Lo

2;1 - }\., 2)\,, 3.;\,, e
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At these frequencies the current is almost zero at the feed point. The input
impedance becomes very high and reactive. Then it is very difficult to design
the corresponding matching network. However, if the dipole has a finite radius
(which corresponds to a strip of a finite width), the feed current always attains
finite values [1]. Figure 4.6 indicates some nonzero values of the feed current
at 2h = A, 2h = 21 seen as narrow, relatively bright spots at the feed point.
For a thin wire or a thin strip, we expect that the longitudinal component
of the current in the direction of the strip dominates the transversal compo-
nent. The complementary script rwg6 .m allows us to obtain the correspond-
ng quantitative estimate. A uniformly spaced grid is introduced along the strip
axis (usually the y-axis). For each grid point the nearest triangle patch is found.
The surface current in the middle of that triangle (see the script rwg5 .m and
1ts description in Chapter 2) is assigned to the current at the grid peint. The
seript rwg6 . m outputs both axial and transversal components of the surface
current. Figure 4.7 shows the script output for the structure strip2.mat at
75MHz (half-wavelength dipole). The maximum magnitude of the transversal
current component appears approximately 200 times smaller than the magni-
tude of the longitudinal component. This result, also tested at various frequen-
cies and for different structures, is critical for the subsequent analysis. It

Surface current density, Aim
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Figure 4.7. Surface current magnitude along the strip axis (strip2.mat at 75MHz). Stars—
axial camponent |J,|; solid line—transversal component |J,].
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shows that the RGW edge elements do support a directional electric current
along the strip, even if we have one or two RWG elements per strip width.
Therefore. instead of a thin-wire model, we can use the thin-strip model with-
out considerable increase in CPU time. The advantage of the strip model is
that a separate set of MoM equations, corresponding to the wire, becomes
unnecessary.

Another positive point is the relatively simple coupling model between the
strip mesh and a metal ground plane mesh. The coupling edge model will be
considered later in this chapter using the example of a base-driven monopole
on a finite ground plane.

4.6. INPUT IMPEDANCE

One major parameter of interest is the antenna input impedance. Once the
impedance is known, other antenna parameters such as return loss can easily
be obtained. The input impedance is defined as the impedance presented by
an antenna at its terminals or the ratio of the voltage to current at a pair of
terminals. The feeding edge model determines the impedance to be the ratio
of the feeding voltage (V = 1V} to the total current normal to the feeding
edge, n. In the expansion of surface currents over RWG basis functions
{Chapter 2, Eq.(2.6))

%
J= Z Jrm [\m (46)

wr=1

only the basis function f,., will contribute to the impedance calculation
since no other basis functions have a component normal to the edge n.
Moreover, since a component of the RWG basis function f, normal to the
edge is always equal to one [7], the total normal current through the edge 18
given by

{H [Ji (4‘7)
where [, is the edge length. The antenna impedance 1s simply

V V,
7y == — 4.8
AT, T, *5)

according to Eq. (4.5). Input impedance is measured in ohms, and it is a
complex quantity in gencral. Indeed, more sophisticated definitions of the
impedance can always be proposed based on surface current averaging over
an area around the feeding edge. However, they will not be considered i the
following text.
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Figure 4.8. Two stages of monopole antenna creation. A Matiab mouse cross is seen.



Figure 4.9, (a) Monopole antenna structure after execution monopole.m. {b) Surface current
distribution at 75 MHz: the white color corresponds to larger magnitudes. {c) Model of the base-
driven monopole.
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Another point of interest is the triangle domain number, £ (4, :}. So far
the entire antenna structure had the domamn number 1. In the script
monopole.mat, the domain number O corresponds to the plate triangles
and the domain number 1- to the monopole triangles. One reason for that is
the treatment of monopole—plate junction discussed below,

The seript also enables multiple monopoles and multiple feeds. The mono-
pole antenna structure is unlimited in size but it is recommended that the total
number of triangles does not exceed 4000. The script can import the nonuni-
form plate meshes from the PDE toolbox and thus enhance the mesh quality
and resolution close to the feed [16].

The edge at the junction (Fig. 4.9¢) requires special consideration, There
are three triangles attached to it. Therefore there are two RWG elements that
correspond to the same edge. One of them includes the first triangle of the
strip and the plate triangle to the left of the feed. Another includes the same
strip triangle and the plate triangle to the right of the feed (Fig. 4.9¢). Script
rwyl.mof the present chapter automatically identifies such edges and creates
two distinct RWG elements for every edge. The triangle domain number of
the monopole and the plate must be ditferent.

The antenna feeding edge is the junction edge (for the base-driven mono-
pole). The model of the delta-function generator is applied, which is similar
to that for the dipole. However, there are now two distinct RWG edge ele-
ments corresponding to the same edge. To separate these two elements, it is
convenient to “double™ the junction edge, that is, to repeat it twice in the mesh
code. This is done in the script rwgl.m The contribution of each single
element should be taken into account. Equation (4.5) is transformed to

I/ul = En | V-: 1/’.«12 = grz ZVa Iﬂ | = Zu 7 (4())

where indexes 1 and 2 refer to two distinct RWG junction elements. Equation
(4.9) is employed in the script rwg4.m. Figure 4.95 shows the calculated
surface current distribution at 7SMHz (script rwg5 .m). Since the moenopole
height is chosen to be 1.0m, we end up with a most popular combination, which
is the quarter-wavelength monopole on a ground plane. The highest valucs of
the surface current density are observed on the strip surface.

In the script rwg4 .m, the default feeding edge was the one closest to the
origin on the xy-plane. In the present case we have two such edges. This is in
contrast to the dipole, where only one edge was used. Therefore the seript
rwg4 . mintroduces two different feed models: one for the dipole and another
for the monopole

Index=INDEX (1) wCenter feed - dipole
Index=INDEX (1:2) %Probe feed - monopole

where the array INDEX contains the edge numbers sorted against the edge dis-
tance from the origin. One should comment on either the first or second line
of this code.
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4.8. IMPEDANCE OF THE MONOPOLE

The formula for the input impedance of the dipole (4.8) should be
extended to

|4

- 4.10
!Jilfrz]+ln?_]nz ( )

A

to account for the total current through the primary feeding edge. The antenna
impedance calculation is again done in the script rwg4 .m. The total current
through the feed becomes

GapCurrent=sum (I (Index) . *EdgelLength (Index}’);

where Index is the array of the feeding edge numbers.

From a theoretical point of view, when a monopole is mounted on an ideally
infinite ground plane, its impedance and radiation characteristics can be
deduced from that of a dipole of twice its length in free space. For the base-
driven monopole, the input impedance is equal to one-half that of the center-
driven dipole. Also the monopole radiation pattern {(Section 4.11) above the
infinite ground plane is 1dentical with the upper half of the radiation pattern
of the corresponding dipole ([8], pp. 4-26). When the ground plane is of finite
siz¢, the impedance is not changed considerably but the radiation pattern is
subject to change. The gain of the monopole 1s not equal to the dipole gain
(Section 4.11).

Since the ground plane is finite, we are not supposed to have exactly one-
half of the dipole impedance. However, the correspending results appear to
be similar. This can be seen i Table 4.2. The first column of Table 4.2 indi-
cates the two different models used [or comparison.

The SuperNEC meoedel of the monopole on the finite ground plane used
in Table 4.2 has 10 »x 10 = 100 wire segments to model the 2 x 2m plane.
It is therefore probably too “transparent™ to provide us with the accurate
results.

Table 4.2. Input Impedance of Two Monopole Models at 75MHz

Maodel Input Impedance, Q

Present calculation 28+ jx22

Monopole on a 2 ¥ 2m large wire-segment ground plane 33+ %32
{(SuperNEC)

Note: The strip width is .04 m. The number of strip rectangles is 7. The cquivalent wire radius is
0.01 m, The number o wire segments is 7. A WIPL-D simulation gives 27 + j x 22€3,
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Table 4.3. Radiated Eleciric Field of the Dipole at 75MHz at
the Distance of 100m (Azimuthal Plane)

Maodel E-field, V/m

Strip2.mat—244 triangles 0.0066 exp{—j+2.30)

Wire with 39 segments 0.0062 exp(—j+2.26)
(SuperNEC)

4.9. RADIATION INTENSITY, RADIATED POWER, AND GAIN

The far-field parameters of an antenna were discussed in Chapter 3. Below we
recall some of these definitions. The script efieldl.m outputs the radiated
electric/magnetic field at a point. The results for the radiated electric field of
the 2m long dipole at 100m in the azimuthal plane are presented in Table 4.3.

As in Section 3.5 of Chapter 3, the radiation density of a field radiated by
the antenna 1s given by the time-average Poynting vector [1, pp. 35-36]

Wir) = %Rc[E(r) 1 (1) @.11)

which is expressed in W/m?’. Taking into account Eq. (3.4) of Chapter 3, we
can write in the far fleld

W(r)

L L (4.12)
,

= 2_?7|E(r)|

The total power, radiated by the antenna in the far field can be written in the
form

1 4
Py = bgm(r)l“ds (4.13)

where § is a sphere surface surrounding the antenna. For Eq. (4.13} to hold,
the sphere radius should be large enough compared to the antenna size and
wavelength.

Matlab script efield2.m calculates the radiation density and radiation
intensity of an antenna. We use the precise expression Eq. (4.11), which is
valid in both far and near fields. More specifically, the norm of the Poynting
vector is found. If necessary. that norm can be replaced by a projection ol the
Poynting vector onto the outer surface normal of the observation sphere.

The script also outputs the total power over a large sphere of a variable
radius and the antenna gain (both logarithmic and linear), which are saved in
the binary file gainpower .mat, The output of the script is shown in Fig, 4.10
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Figure 4.10. Radiation intensity over a sphere surface at 75MHz. (&) Half-wavelength
dipole along the y-axis (strip2.mat); (b) quarter-wavelength menopole along the z-axis
(monopole.r). The white color corresponds to higher relative intensities.
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for a half-wavelength dipole (strip2.mat) and a quarter wavelength mono-
pole (monopole.m).

The total radiated power of the dipole has a different value compared to
the example of Chapter 3. This fact is to be expected, since the surface current
magnitude due to 1V antenna feed is obviously not equal io the magnitude
created by the incidence of a 1 V/m plane wave. The total radiated power also
slightly depends on the discretization accuracy.

However, for ail four dipoles of Fig. 4.4, the linear gain is obtained as
approximately 1.64 and the logarithmic gain is approximately 10log(1.64) =
2.15dB. These values exactly correspond to the theory data. The antenna gain
and the total radiated power seem to be the most stable antenna parameter,
weakly affected by various numerical approximations,

What is the gain of a quarter-wavelength monopole on a ground plane span-
ning infinitely in all directions? It might appear, at first sight, that it is equal
to the gain of an equivalent dipole. However, this is not quite true. While
the upper-half radiation pattern is exactly the same, the normalization factor
Uy in Eq. (3.9) of Chapter 3 is twice as small as the one for a similar dipole
because there is no radiated power below the ground plane. Therefore the gain
of the monopole is the dipele gain plus 3dB [17, pp. 93-94]:

IOIOgH_](Z) - 3dB

If the ground plane is finite, the gain may vary. In our case of the quarter-
wavelength monopole on the half-wavelength plate, a very low gain of 1.2dB
is nevertheless obtained. This is rather an exception to the rule. When the
plate width increases the gain increases as well,

For antenna elements with losses, the antenna gain includes one more
important mechanism, namely ohmic losses in imperfect conductors. A
more adequate definition of the gain will be considered in the following
chapters.

4.10. RADIATION RESISTANCE AND DELIVERED ELECTRIC POWER

As far as the power transfer is concerned, an antenna can be treated as a resis-
tive element much like the familiar resistor. The major difference is that the
resistor dissipates electric power in the form of heat. The antenna dissipates
electric power in the form of an electromagnetic signal radiated into free
space. A total power of Joule’s heat sources in a resistor R is given by

P=%R|l|2 (4.14)

Here [ is the current amplitude, which is either real or complex. Since we are
establishing an analogy between the antenna and the resistor, we assume that
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Table 4.4, Numerically Found Values of Radiafion Resistance versus Real Part of the
Input Impedance; Numerically Found Values of Radiated and Delivered Power

Model Real Part of Rachation Radiated Feed
the Input Resistance, Power, W Power, W
Impedance. Q (Proa) (Preca)
Q
Half-wavelength 87.6 882 0.0045 0.0044

dipolc at 73MHz
(strip2.mat)
Quarter-wavelength 284 28.6 0.0109 0.0108
monopole at 7SMHz
(monopole.m)

the total power, P4, radiated by the antenna has exactly the form of Eq. (4.14)
where 7 is the current through the antenna feed. Simultaneously the resistance
R is replaced by the “antenna” resistance, R,, as [ollows:

1

P :ER,.M‘*’ (4.15)

Equation (4.15) gives the radiation resistance, R,. of the antenna in the form
of Joule's law, Eq. (4.14). To find the radiation resistance, we must first calcu-
late the (otal radiated power, P,y Then, using Eq. (4.15) together with the
known value of the feed current, we solve for the radiation resistance. The
radiation resistance 1s calculated in the script efield2.m. Table 4.4
compares the radiation resistance and the real part of the input impedance.
Again, two examples considered are the half-wavelength dipole and a quarter-
wavelength monopole (see Fig. 4.10).

From the table it can be seen that these values agree well with each other,
to within a numerical round-off error. The reason is simple. The total power
radiated by the antenna is also the total clectric power delivered to the
antenna in the feed:

1 ‘ 2 1 2
R'uud = ERC(!V‘) = RC(ZA)‘” = ad = ;Rf|[| (4’16)

| —

Thus R,= Re(Z,). Equation (4.16) provides another, and simpler, way to cal-
culate the total power radiated by the antenna without the nced of surface
integration in the far field. The corresponding variable is FeedPower
(script rwg4d.m). It is not to be mixed with the variable TotalPower
(script efie1d2 . m). Calculation of the radiation resistance and the tolal power
using two independent metheods is the best way to test the correctness of the
far-ficld results.
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The present consideration is valid for lossless or ideal antennas only. We
will see later that for a lossy antenna, the loss resistance should be addition-
ally taken into account. All antennas with perfect electric conductors are loss-
less ideal antennas.

4.11. DIRECTIVITY PATTERNS

It was pointed out in Chapter 3 that the directivity pattern is the radiation
intensity calculated over a circle in a certain plane, namely a cross section of
the sphere shown in Fig. 4.10. More precisely, the antenna directivity is the
normalized radiation intensity calculated in dB (Chapter 3, Section 3.7).
Matlab script efield3 .m calculates directivity patterns of the radiated field
in the planes xy, xz, and yz, respectively. For a dipole along the y-axis
(strip2.mat), we are interested in the yz-plane (elevation plane) and the
xz-plane (azimuthal plane). Figures 4.11 and 4.12 show directivity patterns of
two examples of the present chapter: a half-wavelength dipole at 73MHz
(strip2.mat) and a quarter-wavelength monopole at 73MHz (mono-
pole.m), respectively.

A problem is usually encountered when dealing with negative directivity
values (in dB}). Matlab polar plot is unable to handle these negative values. A
way around this problem is to add an offset of, say, +40dB to the directivity.
The polar plot may then be rescaled as has been done in Figs. 4.11 and 4.12.

Note that in these figures the antenna gain is already calculated in the script
efield2 .m. If the radiation pattern includes the direction of maximum radi-
ation, this will be simultaneously the pattern gain. Otherwise, the gain along
a radiation pattern can be smaller than the overall antenna gain. Figure 4,126
provides an example. The script efield3 .m can be modilied to calculate the
gain (G=max (Polar_)) for a given radiation pattern.

For the dipole (Fig. 4.11), the radiation patterns are essentially the same as
those from Chapter 3. The antenna gain is 2.15dB. On the dipole axis the direc-
tivity drops down to —-62dB. Note that the total sweep of 62 + 2 = 64dB cor-
responds to the power ratio of

10%1 = 2.5 % 10°
The patterns of a 1m long monopole on the 2 x 2m ground plane are given

on the left of Fig. 4.12. The patterns of a 1 m long monopole on the 4 x 4m
ground plane are given on the right. These patterns are obtained if we type

L=4.0; %Plate length (along the x-axis)
W=4.0; %Plate width (along the y-axis)

in the script monopole.m and repeat the calculations for the monopole done
in Sections 4.7 and 4.8.
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Figure 4.11. Directivity pattern of the radiated antenna fleld (efie143 .m} of the half-wavelength
dipole at 75MHz (stripZ.mat).
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Figure 4.12. Directivity patterns and 3D radiation patterns of the radiated antenna field
(efield3 . m} of the quarter-wavelength monopole at 75MHz. Left: 2 x 2m ground plane; right:
4 4m ground plane. OFFSET = 20dB in the script efield2 .m.

It 1s interesting to see from Fig. 4.12 how the wider ground plane effectively
cuts the radiation below the horizon and makes the antenna more directional.
The antenna gain increases from 1.2dB to 3.7dB if we double the size of
the ground plane. The input impedance changes from 28 +j x 22Q to 46 + x
1642 respectively. In the ideal case of the infinite ground plane, the monopolc
radiation pattern should be exactly the upper half of the dipole pattern.
In every case (dipole or monopole) there is no radiation along the dipole/
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monopoele axis at elevation angle zero. According to Fig. 4.12 the monopole is
also the (almost) omnidirectional antenna.

4.12. RECEIVING ANTENNA

In this section we computc an ¢lectric signal received by another antenna if
the first antenna is the transmitter and the transmitting voltage amplitude is
1V. The script efieldl .m calculated electric and magnetic fields radiated by
an antenna at any observation point in space using the current distribution on
the antenna surface. The calculation method is equivalent to that discussed in
Chapter 3. For the half-wavelength dipole strip2.mat at 75 MHz, the script
outputs the electric ficld {in V/m)

EField=

-0.0000 -0.000041
-0.0044 -0.00491
-0.0000 -0.00001

if the observation point 1s at 100m, that is, ObservationPoint =
[(0;0;100].

Let us now place another (receiving) dipole at that observation point. The
recetving antenna is none other than a scatterer, and the analysis of Chapter
2 can be applied to find the corresponding surface current distribution. We
should therefore return to the Matlab directory of Chapter 2 to perform the
necessary calculations.

To simplify file transfer, all necessary scripts from Chapter 2 are collected
in subdirectory receivingantenna of the Matlab directory of Chapter 4.
The mput 10 rwgl.mis mesh strip2.m. The frequency is 75SMHz, and the
mcident electric field in script rwg4 . m should be

kv=k*[0 0 1];
Pol=[0 -0.0044-j*0.0049 0];

where kv 1s the wave vector and Pol is the vector describing the direction,

magnitude, and phase of the incident electric field. Figure 4.13 shows the

surface current distribution of both radiating and receiving dipoles, respec-

tively. The transmitter dipole calculated in this chapter is shown on top of the

figurc, whereas the receiver dipole is on the bottom. Both current patterns are

equivalent to each other so we cannot distinguish between two dipoles.
After executing the command line

rwgl.m; rwg2.m; rwg2.m; rwgd.m; rwgb.m
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Figure 4.13. Magnitude of the surface current along strip strip2 .mat. Top: radiating dipole
antenna; bottom: receiving dipole antenna placed at 100m from the transmitter and having the
same orlentation.

the surface current density through the middle edge of the receiving antenna
is obtained as —0.0045 — j0.0011 A/m. Since the strip width is 0.02m, the total
current, I, in the feed (through the middie edge) is therefore —0.000090 —
J0.000023 A, The same feed model is assumed for both receiving and trans-
mitting antennas. The received voltage is given by

V/, = IZA (4.1?)

where antenna impedance Z, is found in Table 4.1. The voltage in the feed of
the receiver is thus

V4 =~0.0068 — j0.0062V

This complex number has the magnitude of approximately 9mV and the
phase of —2.4rad. Worthy of note, these values should be compared to the
voltage in the feed of the fransmitting antenna that has the magnitude
of 1V and the phase factor zero. The radio link over 100m thus reduces the
voltage magnitude by approximately a factor of 100. Indeed, the present
observation is valid only for the particular antenna size and particular
frequency.

We have just outlined the method of finding both the magnitude (on
the order of millivolts) and the phase of the receiving voltage at a given
frequency. Receiving and transmitting antennas are assumed to be identical.
This method can be applied to establish an antenna-to-antenna transfer
function. The transfer function js obtained as the ratio of receiving to trans-
mitting (1V) voltage at different frequencies. The transfer function is im-
portant for nonsinuscidal antennas like ultra-wideband pulse antennas [1§]
since it allows us to predict the received pulse forms. This method will be used
extensively 1n Chapter 9 where we consider a time domain ultra-wideband
anienna.
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4.13. FRIS TRANSMISSION FORMULA

In conventional communication links with harmonic excitation, a simple and
very effective power transmission formula is mostly used in the form (e.g.,
[1, p. 83] or [17, p. 61])

P =p, Ik (4.18)

(d7r)”

where indexes R and 7 denote receiving and transmitting antennas, respee-
tively, and 5 is the linear antenna gain. To apply this formula to the example
of the previous section, we should choose r = 100m, Gy= Gr=1.64, 4 = 4m,
and Pr=0.0044W (see Table 4.4) Therefore

Py=120x107"W (4.19)

The power transmission formula gives us the magnitude of the received power
and voltage if the antenna impedance is known. However, the phase infor-
mation is completely lost.

It is helpfu] to compare the power calculated using the Triis (ransmission
formula with the power obtained using the direct scattering method from the
previous section. In order to do so, we should consider a more realistic antenna
circuit for the receiving antenna shown in Fig. 4.14. The circuit in Fig. 4.14
replaces the receiving antenna by its Thévenin equivalent: the ideal voltage
source of strength V, in series with Thévenin impedance, Z,,. Thévenin im-
pedance 1s none other than the antenna input impedance. Thévenin voltage
(received voltage) was already calculated in the previous section.

The power delivered to a load with impedance Z, is given by (cf. Eq. (4.16))

1
P.=>Re(Z, W7’ (4.20)
L
! ] O
Receiving antenna
V,& @ cireuit |:| Z,
Antenna Load

Figure 4.14. Equivalent circuit for the receiving antenna.
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where 7 is the phasor of the current in the circuit in Fig. 4.14. Note that this
current is not equal to the feed current calculated in Section 4.12 without the
load (i.e., at Z, =0). We have

Vi

I=—2 421
La+Z; ( )
Substitution of Eq. (4.21) into Eq. (4.20) gives
= lR_e(ZQ_ Va [2 (4.22)
21 Za+ 7, )

When Z, = Z{, where the star denotes complex conjugate (i.e.. a conjugate
matched load), P, attains its maximum value, which is given by [19, p. 618]

1Vl

= 3RAZ (4.23)

L

Substituting V= -0.0068 — j0.0062 V (see the previous section) and Re(Z,) =
880 yields

Pr=120%107"W (4.24)

This result comes in close proximity to the value obtained with Eq. (4.19)
using the power transmission formula Eq. (4.18). It follows from there that
Cq. (4.18) already takes into account the presence of a conjugate maiched load
in the antenna circuit.

4.14. CONCLUSIONS

There are dozens of variations on dipole and monopole antennas that have
been developed over the years [1]. Some offer improvements in performance,
while others are of interest for specialized applications. The dipole or a mono-
pole is a basic clement of antenna arrays considered in Chapter 6. The mono-
pole antenna is actually more common than the dipole (just remember your
car antenna).

From the numerical point of view, the monopole mesh on a finite or curved
ground plane is more difficult to create than a simple dipole. A junction edge
should be analyzed carefully, including two separate RWG elements sharing
the same edge.

The algorithm of the present chapter is applicable to any metal anlennas
and will be utilized in the rest of the text. The useful changes to be made are
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Matlab loops with regard to the radiation frequency and, possibly, with regard
to other antenna parameters {antenna length, size, shaping. etc.). These loops
are intended for antenna optlimizalion purposes.
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PROBLEMS

41. Fora2mlongdipole strip2.mat at 100 MHz determine:
a. input impedance
b. directivity patterns in the elevation and azimuthal planes
€. antenna gain.

4.2. PoraZmlong dipole strip2.mat at 225MHz determine:
a. Radiation resistance and total radiated power
b. Directivity patterns in the elevation and azimuthal planes
¢. Antenna gain.

4.3.  Create a 1.0m long monopole on a 2 by 2m ground plane using the
script monopele.m. The monopole frequency is 150 MIHz. Determine:

a. Input impedance and radiation resistance
b. Directivity patterns in the elevation and azimuthal planes
c. Antenna gain.

4.4.%  Create a 0.2m long monopole on a 2 by 2m ground plane using the
script monopole.m. The monopole frequency is 130 MHz. Determine:

a. Input impedance and radiation resistance
b. Directivity patterns in the elevation and azimuthal planes
¢. Antenna gain.

4.5,  Script multil.m in subdirectory mesh of the Matlab directory of
Chapter 4 creates a horizontal dipole over a finite ground piane shown
in Fig. 4.15a. This 1s the simplest type of a reflector antenna. Assuming
a halt-wavelength dipole, design the reflector, that is, find the optimal
distance d from the plane in order to achieve the maximum antenna
gain.

4.6.  Solve Problem 4.5 under assumption that the total dipole length is
equal to 34/2.

4.7.  Script multi2.min the subdirectory mesh of the Matlab directory of
Chapter 4 creates a horizontal dipolc over a cylindrical metal refiector
shown in Tig. 4.15h. This is another case of the reflector antenna. Assum-
ing a half-wavelength dipole, design the reflector, that is, find the optimal
distance reflector-dipole in order to achieve the maximuwm antenna gain.
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Figure 4.15. (a} Longitudinal dipole above a finite ground plane {rultil.m); (b} dipole with

a cylinrical reflector (mualtiz.my; {¢) dipole with a convex reflector (multi3.m). The feeding
edge is at the arigin.
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Figure 4.16. (a) Longitudinal dipole above a finite ground plane (multil.m); (b) longiudinal
dipole above a metal lattice (rultid.m). The feeding edgs is at the origin.

4.8.  Solve Problem 4.7 under assumption that the total dipole length is equal
to 3A4/2.

4.9.  Scriptmulti3.min the subdirectory mesh of the Matlab directory of
Chapter 4 creates a horizontal dipole over a convex metal reflector
shown in Fig. 4.15¢. This is one more case of a reflector antenna. Assum-
ing a half-wavelength dipole, design the refiector, that is, find the
optimal distance reflector-dipole in order to achieve the maximum
antenna gain.

4.10.  Solve Problem 4.9 under assumption that the total dipole length is
equal to 34/2,
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Figure 4.18. Modification of the script monopole . m.
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Script multid.m in the subdirectory mesh of the Matlab directory
of Chapter 4 creates a dipole over a planar metal lattice shown in
Fig. 4.16b. The lattice was generated using the script volumemeshl .m
in Appendix A. Which reflector works better: the solid surface in
Fig. 4.16a or the metal lattice in Fig. 4.16b7 Assume a half-wavelength
dipole and d = 0.5 and 1.0m, respectively.

A quarter-wavelength 1m long monopole on a 2 by 2m ground
plane transmits a periodic signal at 75MHz. The input voltage is 1V.
Determine voltage received by a half-wavelength dipole at the distance
of 100m from the monopole. The relative position of the dipole is
shown in Fig. 4.17.

In Problem 4.12 determine the total power received by the dipole
antenna. Obtain the result using two different ways: Friis transmission
formula Eq. (4.18) and the direct method outlined in Sections 4.12 and
4.13.

The script monopole.m originally creates the monopole shown in
Fig. 4.18a. Modify that script in order to create the combination shown
n Fig 4.18b. Only the center monopole has the voltage feed, Two other
monopoles are the passive elements. Plot the surface current distribu-
tion and the radiation intensity distribution over a large sphere for
these two antenpa types assuming the quarter-wavelength monopole.
Is the second antenna more directional than the first?
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5.1. INTRODUCTION

Wire loop antennas offer the advantages of low cost and low gain, and they
are therefore useful in many portable wireless devices. Loop antennas replace
the dipole-type radiators {or applications where the receiver is held close Lo
the body, in that the performance of a loop element is not degraded as much
due to the high conductivity of the body [1]. Loop antennas take many dif-
ferent formes, including rectangle, square, triangle, ellipse, circle, among many
others [2]. The circular loop is the most popular choice and has received the
widest attention.

Smali (compared to the wavelength) loop antennas are very poor radiators,
and they are seldom employved for radio transmission. They are usually used

89
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in the receiving mode, such as in portable radios, where the antenna efficiency
is not as important. They arc widely used as probes for field measurement.
including measurements within magnetic resonance imaging (MRI) coils.

Several references [3-7] indicate applicability of large-current rectangular
loop antennas. with partial shielding of the loop path, to broadband and pulse
transmission, in the nanosecond range. Ultra-wideband loop sensors for elec-
tromagnetic field measurements have recently been reported [8].

The task of the present chapter is to investigate loop antennas, including
single-loop and helical antennas, with regard to the antenna impedance, direc-
tivity, and gaim. The antenna analysis is essentially equivalent to that for the
dipole and monopole (Chapter 4). We will pay considerable attention to clec-
trically small and large loop antennas, and to helical antennas in the normal
and axial mode of operation. For the purposes of comparison, the corre-
sponding data for dipole antenna will be presented as well.

The antenna radiation algorithm (sce Fig. 4.2 of the preceding chapter) is
applied to loops without considerable changes. The code sequence is identical
to that of Chapter 4. The corresponding Matlab scripts can be found in the
Matlab directory of the present chapter. Before reading the chapter you may
want to run these scripts. The final script displays the surface current distri-
bution for a one-wavelength loop due to a feed voltage of 1 V.

For the flat structures similar to the thin-strip, planar bowiie antenna, or
pianar slot antenna, the Matlab PDE toolbox was quite adequate in the gen-
eration of triangular meshes (Chapter 2). For 3D looplike structures, we prefer
to use relatively short custom Matlab seripts that allow us to easily create such
complicated antenna shapes as a helical coil. The thin-strip model of Chapter
4 is applied to simulate a wire loop. This model already showed much promise
in modeling thin dipoles.

5.2. LOOP MESHES AND THE FEEDING EDGE

Four scripts locpl.m, loop2.m, loop3.m and loopd.m in subdirectory
mesh of the Matlab directory of Chapter 5, create loop structures shown in
Figs. 5.1 and 5.2, respectively. Before reading this chapter, you may want to
run these seripts. The first script (loopl.m) creates a single closed loop of
radius «. The strip width is 4. The discretization accuracy along the loop cir-
cumference can be controlled depending on the anticipated frequency. Only
one triangle is allowed across the strip.

The feeding edge of the loop antenna can be specified in different ways,
We preter using the (vertical) edge closest to the point [-1 0 0] in Carte-
sian coordinates. The feeding edge is indicated by a black bar in Fig. 5.1. This
1$ in contrast to the dipote where Lhe feeding edge is chosen by the one closest
to the origin. Changes, related to the proper identification of the feeding edge,
arc¢ done in the script rwgd .m. Then, the deita gap model of Chapter 4 is
applied to the feeding cdge.
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Figure 5.1. Geomatry structure of a single-loop antenna with 180 triangles. The feeding edge
is marked by a black bar.

The script 1oop2 .m (or loop3 .m) creates a helical coil shown in Fig. 5.2a.
The coil radius, turn spacing, and the number of turns can be varied, along with
the width of the strip. The feeding edge is chosen as the one closest to the
point [-1 0 01} in Cartesian coordinates. The feeding edge is indicated by a
black bar in Fig. 5.2a. The difference between scripts loop2.mand loop3.m
is that the script loop3 .m keeps vertical edges perpendicular to the strip
direction, even for a helical coil. The script loop4 .m creates a conical helix
coil (a tapered helix) shown in Fig. 5.2b. The coil parameters can be varied,
along with the width of the strip. The feeding edge is chosen as the one closest
to the point [—a.;, (0 0] in Cartesian coordinates, where a,,;, 1s the center radius
of the coil. The feeding edge is indicated by a black bar in Fig. 5.25.

According to the image theory [2]. the dipole-like coil with 12 turns in Fig.
5.2a approximately corresponds to a monopole-like coil with 6 turns over the
infimte ground plane. The ground plane coincides with the xy-plane. Anato-
gously, the conical helix in Fig. 5.25 can be used to simulate a monopole helix
of 5 turns over the infinite perfectly conducting ground plane. Also a finite
cround plane can be introduced in a way similar to the method of Chapter 4
for the monopole. The scripts loopl .m-loopd . mare organized nearly in the
same manner. We introduce the vertex points and divide a bent strip into equal
rectangles. Then each of these rectangles is divided into two right triangles. No
Delaunay triangulation (delaunay.m) is emploved to create loop meshes.

5.3. CURRENT DISTRIBUTION OF A LOOP ANTENNA

Using the script Toop. 1m in the subdirectory mesh, we create a loop of the
radius ¢ = 1 m and the width G.04m. The loop contains 180 triangles. The loop
circumference is C = 27a = 6.28m. Then, the main code sequence
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Figure 5.2. (a) Helical coil with 12 turns, turn spacing 0.04m, and strip width 0.005 m; (b) helical
tapered coil with 10 turns, center radius of 0.1m, end radius of 1m, and strip width ©.05m.
Feeding edge Is marked by a black bar.
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rwgl; rwgZ; rwgd; rwgd; rwgbh;

is executed, where loopl.mat should be given as the input file to rwgl . m.
Script rwg5 . m outputs not only the resulting current distribution but also the
maximom and minimum electric current along the loop. These values are
obtained as the maximum (minimum) current density magnitude muluplied
by the width of the strip (the length of the feeding edge). Note that the script
rwg5 .m is slightly changed to acquire the number of the feeding edge from
rwgd . m.

The important parameter for the loop antenna is the ratio of the loop cir-
cumference, C = 27, and the radiated wavelength, A. At very low frequencies,
when C << A, a model of electrically small loop is considered. When the cir-
cumference is comparable to the wavelength, C = A, a model of electrically
large loop should be used. These models have very different radiation and
impedance properties. Let us examine first a very low frequency of 0.48MHz
(specified in rwg3.m), when C = 0.014. At that frequency, the current dis-
tribution along the loop is practically uniform. Script rwg5.m outputs the
minimum current (at the antenna feed) of 57.09mA and the maximum current
{the opposite side of the loop) of 57.12mA. Note that these values are much
larger in magnitude than the current of a comparable dipole antenna at low
frequencies. This is why the loop is sometimes called the current radiator [6,7],
in contrast to the dipole, which is in that sense the volrage radiator.

The uniformity of the current distribution along the loop constitutes the
background of the analytical model for the small loop [2, pp. 217-221]. We will
demonstrate that this assumption is becoming inaccurate very quickly, when
the wavelength becomes smalier than approximately 10 loop circumferences.
Figure 5.3 shows the computational results for the surface current when
C=0.14,C=0.54, C=A,and C = 24. This corresponds to frequencies 4.8MHz,
23.9MHz, 47.7MHz, and 95.5 MHz, respectively, if C 1s fixed as 6.28m.

We recall that the color bar always extends from minimum to maximum
current magnitude. Only the loop with C = 0.14, where i, = 5.48mA and i,
= 5.80mA, indicates a relatively uniform current distribution. The loop with C
= 0.54 already predicts a very deep minimum of the surface current close to
the voltage feed. The loop with C = A has two maxima of the current distri-
bution along the loop, whereas the loop with C = 24 has four. The situation
resembles the corresponding result for the dipole (Fig. 4.6 of Chapter 4) where
a periodic pattern of the surface current develops along the antenna at higher
frequencies.

One can see that when C > 0.14, the current along the loop is actually not
as high in magnitude and is comparable to the current of the dipole antenna,
under the assumption of the same voltage in the antenna feed.

The realistic (nonsymmetric) current patterns indicate that the realistic
loop cannot have zero radiation along its axis. This is in contrast to the sim-
plified theory for the loop, which assumes a constant current along the cir-
cumference [2, pp. 217-2211].
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Figure 5.3. Surface current distribution and maximum/minimum current aicng the laop at dif-
ferent frequencies.
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One can test the surface current distribution of a loop at different vaiues
of the strip width {diameter of an “equivalent wire™). The corresponding cal-
culations have been done and the results similar to Fig. 5.3 were obtained
when the strip width varies from 0.005 to 0.05m. Somewhal larger current
magnitudes are obscrved for “thicker” loops. Note that according to Eq.
(4.1) of Chapter 4. the strip width of 1cm corresponds to the wire radius of
2.5mm.

Calculations of this and the following sections may be rescaled to geomet-
rically smaller loops. For example, the current distribution of Fig. 5.3¢ simul-
taneously corresponds to a wire loop of 20cm in diameter, with the wire
diameter of 2mm at the frequency of 477 MHz.

5.4. INPUT IMPEDANCE OF A SMALL LOOF

The real part of the input impedance (the radiation resistance} characterizes
the power radiated by an antenna if we assume a lossless metallic antenna
structure. Since we are interested here in the radiation properties of the loop
al a given feed voltage, the input impedance should be investigated first, A
loop from the previous section, with the radius of 1m and the strip width
h = 0.04m, is again chosen. For the purposes of comparison, we also investi-
gatc a vertical dipole, whose length is equal to the loop circumference, that is,
to 6.28m. The dipole is modeled by a thin strip of the same width. The dipole
mesh, oriented along the z-axis is saved in the binary file strip.mat.

Table 5.1 shows real and imaginary parts of the input impedance for several
selected frequencies, in the low-frequency range. The results are obtained
using scripts rwg3 .m, rwg4d.m At low frequencies the loop has a large pos-
itive complex impedance (inductance) and vanishingly small radiation resis-
tance. The loss resistance of single-turn loop is, in general, much Jarger than
its radiation resistance. Thercfore the corresponding radiation efficiency (ratio
of the radiated power to the power dissipated into heat on the loss resistance)
of the loap is very low and depends on its loss resistance. The dipole at low
frequencies has a very large negative complex impedance (capacifance) and a
small, but finite, radiation resistance. This resistance is 100 to 10 times greatcr

Table 5.1. Input Impedances of Loop and Dipole Antennas at Low Frequencies
(loopl.mat and strip.mat)

A f. Loop Dipole of length = C
MH: .
‘ Re(Z,), 0 Im(Z,,), O Re(Z,). Q Im(Z,).Q
C =410 4.8 0.02 183 1.8 _1646
C= A8 6.0 0.06 233 2.8 1289
C = Ab 8.0 0.22 331 5.1 _o
C=/4 11.9 178 594 12.3 533




a6 LOOP ANTENNAS

Table 5.2. Power Delivered 1o Loop and Dipole Antennas
by a 1V Feed Voltage at Low Frequencies (Loopl.mat
and strip.mat)

C f, MHz Power, Loop Power, Dipole
LW LW

C=A10 4.8 0.34 0.33

C=A/8 6.0 0.54 .84

C= A6 8.0 1.0 3.0

C= A4 11.9 2.5 21.7

than the loop resistance. Therefore the dipole presents a more significant resis-
tance to the generator circuit even at very low radiating frequencies.

Script rwgd .m outputs the power delivered to the antenna in the feed in
the form

1
Pl'n:cd = ERe(Igap : I/gﬁp) (5.])

where [, is the gap (feed) current and V%, is the gap voltage. The star denotes
complex conjugate. In our case, Vi, = 1V, For a lossless antenna, Eq. (5.1)
simultaneously gives the total radiated power. Table 5.2 outlines power
obtained in this way for the loop and for the dipole, respectively. The same -
frequencies as before are used. One can see that, at low frequencies, the dipole
outputs more power than the loop assuming other equal conditions (the ideal
voltage generator). At the same time the radiated power of the loop at ultra-
low frequencies may be higher than the dipole power as indicated by the
second row of Table 5.2. This is why the small loop antenna may be an attrac-
tive choice for superconducting circuits, where the loss resistance is exactly
zero [9-11].

5.5. RADIATION INTENSITY OF A SMALL LOOP

Matlab script efie1d2 . m calculates the radiation intensity distribution over a
large sphere. Figure 5.4 shows the computational results for two examples of
the previous section: the loop with the radius of 1m and a vertical dipole,
whose length is equal to the loop circumference, that is, to 6.28m. The fre-
quency is 4.8 MHz, which corresponds to € = 0.14.

It might appear at first sight that the small loop and the small vertical dipole
radiate very similarly. Both antennas are ommidirectional and have the
maximum directivity in the azimuthal plane. The major difference is con-
nected, however, to the polarization of the radiated field. Whereas for the ver-
tical dipole in Fig. 548 the radiated electric field is vertically polarized, the
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Figure 5.4. Radiation intensity distribution: {a) Small loop with circumference C = 0.14; (b} small
dipole of eguivalent length. The frequency is 4.8 MHz.
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loop in Fig. 5.4a possesses the horizontal polarization of the electric field. The
change in polarization of the electric fleld does not affect the direction of the
Poynting vector, P, in Fig. 5.4, which is always directed outward.

A combination of the dipole and a loop constitutes the so-calicd electric-
magnetic dipole, which is the omnidircctiopal antenna with a circular polar-
ization [2, pp. 512-513].

'To check the polarization directions, we can apply the script efieldl . m that
calculates the E- and H-fields at a point. We choose the observation point as
ap=[100; 0; 0]m.This gives

E{loop)=1.0e-004 x E(dipole) = 1.0e-004 x
0.0000 + 0.00001 0.0000 + 0.00001
0.4456 + 0.32961 0.0000 + 0.00001
0.0000 + 0.00004 -0.3%83 + 0.36301

in accordance with the dircctions shown in Fig. 5.4.

Many analytical formulas for small loops are presented in Ref. [2, ch. 5]. In
particular, in the far field [2. p. 213], one has in terms of spherical coordinates
7, 0, 9.

- jkr ) . S
E,=V, sing, E,=E,=0; V,= ??7}57 . (5.2)
¥ B
V, _--jfw‘ )
e :__7“€ sing,  H, =H, =0 (5.3)
! ¥ i .

where the z-axis is the polar axis. Here r = |t} 11 = «/ /e =~ 377€2 is the free-
space impedance; § = 7™ and 4, is a constant current around the loop. In our
case {see Fig. 5.3a). i, = 5.64mA and f = 48MHz; 4 = 62.5m. This gives
Viy = 5.37mV. Substitution of this value into Eq. (3.2} at » = 100m vields the
theoretical magnitude of the E-field as 53.7uV/m. The corresponding
numerical prediction is 53.44V/m and agrees very well with the simplificd
theory. However, in contrast to the magnitude, the constant-current model
docs not match the numerically calculated phase values.

5.6. RADIATION PATTERNS OF A SMALL LOOP

Script efield3 . m gives radjation patterns in the plancs xy, xz, and yz, respec-
tively. We are mainly interested in the yz-plane (elevation plane). Figure 5.5
compares the radiation patterns for the loop and the dipole, respectively.
Again, the loop with the radius of 1 m and a vertical dipole. whose length is
equal to the loop’s circumference, are considered. The frequency is 4.8 MHz,
which corresponds to C = 0.1A.
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Figure 5.5. Radiation patterns in the yz-plane; (a} Small lcop with circumference C = 0.14; (b}
small dipole of equivalent length. The frequency is 4.8 MHz,
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The major difference between the dipole and the small, but finite, loop is
the ponzero radiation intensity in the axial direction. If the electric current
along the loop is assumed to be a constant, then the radiation intensity on
the loop axis should be exactly zero, due to symmetry reason. Even a small
nonuniformity in the surface current causes a considerable distortion of the
radiation pattern in the axial direction so that the “theoretical” null in the axial
direction disappears. In particular, for the radiation pattern shown in Fig. 5.54,
the current distortion is obtained as low as 5.5% (see Fig. 5.34).

To obtain a deep minimum in the axial direction, the operation frequency
needs to be chosen extremely low. Also the discretization of the Joop should
be refined in order to avoid numerical inaccuracy.

5.7. TRANSITION FROM SMALL TO LARGE LOOP:
THE AXIAL RADIATOR

The loop has a remarkable property consisting in that its radiation pattern
transforms from a “broadside” type to the “end-fire” type when the radiation
frequency increases. To demonstrate such a transition, let us consider first
the case where the loop circumference is a fraction of wavelength, namely
C=0.14, C=024, and C = 0.34, respectively. We run the sequence

rwg3; rwgd; efield2.m; efield3m;

for the each of these frequencies, which are 48MHz, 9.5 MHz, and 14.3 MHz,
respectively. € is 6.28m for the loop with the radius of 1 m. Figure 5.6a4 shows
the radiation patterns in the H-plane. To be consistent with Ref. [2], the
radiation patterns are rescaled in this section versus maximum directivity. It
is seen how the minimum in the axial direction of the loop disappears with
increasing frequency and the antenna pattern becomes more “symmetric.”

It i1s expected that if the frequency continues to increase, the maximum
radiation direction is shifted toward the radial direction. To support this
conclusion, we present in Fig. 5.6b three radiation patterns corresponding to
three higher frequencies so that C = 2724/10 = 0.634, C = 274/5 = 1.264, and
C = 2mA/2 = 3.144. The corresponding frequencies are 30MHz. 60 MHz. and
150MHz, respectively, for the loop with the radius of 1m.

It is seen that, when the circumference of the loop is about one wavelength,
the maximum radiation is along the loop axis, which is perpendicular to the
plane of the loop. Because of its many applications, the one-wavelength
circumference circular loop antenna is considered as fundamental as a half-
wavelength dipole [2, p. 221]. Any further increase in frequency leads to
sidelobes as shown in Fig. 5.65 and is not very useful.

The input impedance of the electrically Jarge loop can be calculated as
a function of frequency using the method of Chapter 7 below. Here we
only check the impedance at C = A (at 48 MHz for the loop with the radius
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Figure 5.6. Radiaticn patterns in the yz-plane: (a} Electrically small loop; (b} electrically large
loop. G is overall gain (found using efi=1d2 .m).
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of 1m). Seript rwg4 .m outputs Z, = 116 — j88£2, which is a very reasonable
value. For analytical results related to large loops and recent references see
f12.13].

Finally in this section we note that Fig. 5.6b is created in such a way to
cxactly meet the conditions of Fig, 5.6 in Rel. [2. p. 220]. In [2], however, a
model of a constant-current loop is employed to obtain the corresponding
radiation patterns analytically. This model is expected to be very inaccurate at
these relatively high frequencies. The disagreement between theory and sim-
ulations appears to be very significant in the case of Fig. 5.6, including incor-
rect shapes of the radiation patterns. The analytical curves in Fig. 5.6 of Ref.
[2] should therefore be replaced by a more reliable result.

5.8. HELICAL ANTENNA—NORMAL MODE

A helical antenna shown in Fig. 5.24 is a combination of several loops. The
helical antenna is a basic, simple, and practical configuration of an electro-
magnetic radiator. The calculation for the helical antenna is done exactly in
the same way as [or the single loop. Script 1oop2 .m in the subdirectory mesh
creates a mesh loopZ.mat for a helical antenna shown in Fig. 5.24. Loop
radius a, turn spacing S, number of turns N, and the strip width £ need to be
given for the helical antenna. The binary file 1oop2 .mat should be specified
as an input to the script rwgl .m in directory Mat lab.

The proper identification of the feeding edge for the helical antenna (script
rwgd . m) may constitute a problem. The feeding edge should be the one per-
pendicular to the strip (a vertical edge) and should be located in the middle
ol the antenna. This means a center-fed helix or a helical antenna above the
infinite perfectly conducting ground plane. The feeding edge is indicated by a
black bar in Fig, 5.2a. One solution is to choose the feeding edge closest to
the point [~1 0 0] or, maybe, to another point {-a 0 0] in Cartesian
coordinates, This method works well for tested examples if the number of dis-
cretization rectangles is even. Use p(:,Edge_(:, Index)) to check the
position of the feed edge.

First, we investigate the performance of the helical antenna in the so-
called normat mode [2, pp. 505-508]. In the normal mode of operation, the
field radiated by the antenna is maximum in a plane normal to the helix
axis and minimum along its axis (similar to the electrically small loop). To
achieve the normal mode of operation, the dimensions of the helix are
usually very small compared to the wavelength. More precisely, the entire
length of the helix shouid be small compared to the wavelength as well [2,
p. S08].

Using the seript Toop2 .m from the subdirectory mesh, a helical antenna
of N =9 turns is created, with radius = 10cm, and loop spacing § = 4em. The
width of the strip is Smm (the equivalent wire radius is 1.25mm) and the total
height of the helix is 36cm. The number of triangles per turn is 80.
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Figure 5.7. (a) Surface current distribution (rwg5.m); (b) radiation intensity distribution
(efleldZ .m); and (¢} the radiation pattern {efield3 . m) of the center-fed 9-turn normal-mode
helical antenna at 40 MHz,

Figure 5.7 shows the surface current distribution, the radiation intensity
distribution, and the radiation pattern (yz-plane) of the center-fed helix at
40 MHz. This frequency corresponds to the ratio C/4 = 0.084 < 0.1. The total
length of the wire is
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anl’\NCerS2 =57m (5.4)

The wire length is smaller than the wavelength of 7.5m at 40MHz. The con-
dition of the normal mode is thus satisfied to certain extend.

The major advantage of the helical antenna in the normal mode over a
single loop is a large increase in the input resistance. For the antenna con-
sidered in this section, script rwg4 .m outputs the input resistance of 512, This
value provides an almost ideal match to the 50€ transmission line and is
nearly 5000 (1) times higher than the impedance of a single loop of the same
diameter. Since the size of the helical antenna is on the same order, this
antenna is clearly superior to the small loop.

Theory for electrically small loops predicts that a helix with N loops has
the input resistance N? times the input impedance of the single loops [2,
p. 209]. For the present antenna this factor is even higher than N°, The reason
1s perhaps that the present antenna is approaching the resonance as the
entire structure. In Fig. 5.7a the corresponding current macrostructure is seen
along the wire length. Note that theory, which is based on the simple addition
of many loops with equal current distribution [2], is unable to describe that
effect.

Thus, even though the radiation resistance of a single-turn loop may be
small, the overall value can be significantly increased by including many turns
and employing the helical antenna instead of the loop. This is a very desirable
and practical mechanism that is not available for the small dipole. Similar to
the single loop, the helical antenna in the normal mode is the omnidirectional
antenna.

The normal mode of operation is very narrow in bandwidth and its design
is rather tricky, because of the critical dependence of its radiation character-
istics on its geometrical dimensions [2, p. 508]. In Table 5.3 we present the
input impedance of the helical antenna from this section as a function of
frequency. Table 5.3 explains why the frequency of 40 MHz was chosen as a
center frequency of the helical antenna. The results of Table 5.3 will change

Table 5.3. Input Impedances of the 9-Turn Normal-Mode
Helical Antenna with the Radius of 10cm and the Total
Height of 36cm

o7 £ MHz Re(Z,), Q
0.059 28 0.5
0.071 34 2.1
0.080 38 10.6
0.084 40 50.6
0.088 42 4267.0
0.101 48 5.5

0.122 38 1.0
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drastically if we change antenna geometry (increase or decrease turn spacing,
number of turns, etc.). Problems at the end of this chapter provide the corre-
sponding examples.

5.9. HELICAL ANTENNA—AXIAL MODE

In the axial mode, the helical antenna rather resembles an end-fire array of
loops (see the next chapter). To excite this mode, the diameter of the loop and
the loop spacing must be large fractions of the wavelength [2, p. 509]. When
the loop spacing is large, the strip mesh will be considerably deformed in the
vertical direction. Therefore, instead of the script loop2.m, we will use
the script 1oop3 .m, which keeps the orthogonality of transversal edges to the
instantaneous strip direction. Comparative study of the two mesh types has
revealed, however, that the mesh’s “orthogonalization” does not have a sig-
nificant effect on the computational results. The difference in input impedance
is typically several percent if we keep the same discretization accuracy.

We congider here an example that essentially reproduces the shape of a
helical antenna reported in [15, pp. 13-16/7]. Using the script loop3 .m from
the subdirectory mesh, a helical antenna of N =153 turns is created, with g =
S.45cm and loop spacing S = 7.6cm. The width of the strip is 5mm, and the
total height of the helix is 114cm (57cm for a helical antenna on the infinite
ground plane). The number of triangles per turn is 24 (the number of rectan-
gles is 12). The total number of triangular structures is 338 (357 RWG edge
elements). Such a rough discretization is primarily used to speed up the com-
putation process. The problems at the end of this chapter address the issue of
mesh refinement,

Figure 5.8 shows the surface current distribution, the radiation intensity
distribution, and the radiation pattern (elevation plane) of the center-fad
helix at 635 MHz. This frequency corresponds to the ratio C/A = 0.72. The total
length of the wire is

L, =NVCT 1 §* =526m (5.5)

The wire length is thus more then 10 times the wavelength of 47cm at
635 MHz.

A big advantage of the helical antenna in the axial mode over the single
loop is the large increase in antenna directivity. For the antenna considered
in this section, the script efie1d2 . m outputs a gain of 10.28 dB, which is more
than 6dB (!) higher than the gain of the single loop at the same frequency.
The increase in the directivity results from the fact that the helical antenna
in the normal mode is actually an array of the co-radiated loops, each of
which contributes into directivity. More sophisticated arrays of independently
driven antenna elements, considered in the next chapter, operate essentially
in the same way.
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Figure 5.8, Surface currentdistribution (rwgs . m) , radiation Intensity distribution {efield? .m},
and the y*plane radiation pattern (efield3.r) of the center-fed 15-tum axial-mode helical
antenna at 635 MHz.
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The antenna’s impedance is calculated in the script rwgd .m. The result is
Z, =44 +j =230, with an inductive imaginary part. The impedance value can
be refined with an increase in the mesh’s grid size. The total radiated power
is 9.0mW. This is higher than the value of the half-wavelength dipole in
Chapter 4.

Another very mviting property of the helical antenna in the axial mode
is the almost circular polarization of the field in the main lobe. For example,
at the point [0; 0; 100} m on the antenna axis, the script efieldl.m
outputs the E-ficld in the form
E =

0.0171 + 0.00711

-0.0075 + 0.01501

0.0000 + 0.00001

in V/m. The x- and y-components of the electric field appear to be very close
in magnitude,

It has already been shown that the axial mode of operation can be gen-
erated with great ease [2. p. 509]. The circular polarization of the main lobe
can be achieved by setting C = 4 and § = /4, where S is the loop spacing
[2. p. 509]. These results, adopted from [15], are related to a helix with a large
number of turns (10 and more), backed by a circular cavity of a finite size.
The center-fed helix is different from this configuration. because of a higher
sensitivity of input impedance and a gain to frequency. Even when the helix
circumference is larger than two-thirds wavelength, large variations of imped-
ance and gain are observed. Table 5.4 shows the simulation results for the gain
of the 15-turn helix considered in this section. Very similar gain values are
observed if we doukble the number of boundary elements. Figure 3.9 presents
another set of antenna simulation results that demonstrate how the perfor-
mance changes with frequency, at the frequency of 5300 MHz. For a compre-
hensive study of helical antennas in the axial mode, sec [15,16].

Table 5.4. Gain of the 15-Turn Axial-Mode Center-Fed
Helical Antenna

CiA 1, MHz (;,dB
0.517 500 6.7
0.628 550 4.9
0.655 600 3.6
0.725 635 10.3
0.742 6H35() 10.0
0.799 700 4.5
0.856 750 33
0.913 S00) 3.2
(.970 850 3.8
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Figure 5.9. Surface current distribution (rwg5.m), radiation intensity distribution
{=field2.m), and the y*-plane radiation pattern (efe1d3.m) of the center-fed 15-turn axial-
made helical antenna at 500 MHz.
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5.10. CONCLUSIONS

In this chapter we applied the antenna radiation algorithm of Chapter 4 to the
study of loop antennas. The major points of interest include antenna input
impedance, radiation intensity distribution, gain, and radiation patterns.
Electrically small and large loop antennas, as well as the helical antenna in the
normal and axial mode of operation were considered.

The helical antenna in the axial mode provided us with the first example of
an antenna array. Single loops are combined in the helix to improve perfor-
mance. Normally such a combination makes the antenna more directional and
considerably increases the gain (helix in the axial mode). Other antenna
parameters can be altered as well, such as the antenna impedance (helix in the
normal mode). In the next chapter we will consider antenna arrays of sepa-
rate antenna elements, also with independent feeds.

In addition to the types studied in this chapter the family of loop antennas
includes such important members as half-loop antennas over a ground plane
and shielded loop antennas [17].
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PROBLEMS

5.1.  Aloop of radius @ = I m (structure 1oopl .mat in subdirectory mesh)
1s investigated at the frequencies corresponding to C = /1000 and C =
A/100, where C is loop circumference. Determine:
a. lnput impedance
b. Directivity pattern in the yz-plane
¢. Antenna gain.

3.2.  Aloop of radius & = 1 m (structure loopl.mat in subdirectory mesh)
and a dipcle of length L = C = 6.28m are investigated at frequencies
corresponding to C = A/1000 and C = A4/100. Delermine:

a. Power delivered to the loop by 1V voltage source in the feed

b. Power delivered to the dipole by 1V voltage source in the feed.

5.3.  The analytical formula for the input resistance of a small loop is given
by Re(Z,) = 20x°(C/A) [2, p. 209], where C is loop circumference.
Compare input resistance valucs of a small loop from Table 5.1 with
the corresponding values obtained using this formula.

n
=

The analytical formula for the total radiated power of a small loop is
given by P.q = n(w/12)(ka) il [2. p. 209], where 1 is the free-space
impedance and & is the wavenumber. Compare values obtained using
this formula with the values from Table 5.2. Hint: Repeat calculations
from Table 5.2, and computc i, (mean current around the loop) using
script rwgS . m.
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PROBLEMS 111

Create aloop of 20cm in diameter with 180 triangles (90 associated rec-
tangles in script loopl.m). The width of the strip is Smm (the equiv-
alent wire radius 1s 1.25mm). Assuming a frequency corresponding to
one wavelength circumierence (C = A4), determine:

a. Input impedance

b. Antenna radiation pattern in the vz-plane

¢. Antenna gain

d. Power delivered to the loop by 1V voltage feed.

Solve Problem 3.5 for the case where the loop is replaced by a dipole
of length L. = C = 0.628m.

Investigate the effect of the mesh grid size (the number of triangles
in the boundary element loop structure) on the input impedance
of a loop at C = A, where C is loop circumference. Consider 80, 180,
and 360 triangles (40, 90, and 180 associated rectangles in script
loopl.m).

Investigate the effect of the strip width on the input impedance of a
loop at C = A, where C is loop circumference. Consider the loop of 20
cm in diameter with 2 =[2:2:16]mm, and 180 triangles (90 rectangles
in seript Loopl.m).

Crcate a loop of 10cm in diameter, with the strip width of 2mm. The
resonant frequencies of the loop are given by C=nd. n=1.2,3,...
[17]. Calculate the input impedance of the loop at three lowest reso-
nant frequencies.

Create a wire loop of 2em in diameter, with an equivalent wire radius
of 0.5mm. The resonant frequencies of the loop are given by C=niA. n
= 1,2, 3,...[17], where C is loop circumference. Calculate the input
impedance of the loop at three lowest resonant frequencies.

Obtain:

a. Input impedance

b. Radiation intensity distribution

¢. Radiation patterns (the elevation plane)

of an electrically large loop at C =34, C =64, and C = 94 Use a loop
structure with 360 triangles (180 associated rectangles in the script
loopl.m).

The hclical antenna of Section 5.8 operates in the normal mode. Update
the values of the input resistance from Table 3.3 if the loop spacing
changes from 4cm to 3cm. Keep all other antenna parameters the same.

The helical antenna of Section 3.8 operates in the normal mode. Update
the values of the input resistance from Table 5.3 il the number of turns
increases from Y to 11. Keep all other antenna parameters the same.
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5.14.*% Design an omnidirectional helical antenna operating in the normal
mode at a center frequency of 500MHz with the input resistance of
approximately 50 Q. Plot the antenna radiation pattern in the yz-plane.

5.15. The helical antenna of section 5.9 operates in the axial mode at 635
MHz. Increase the number of rectangles to 24 per turn (number of tri-
angles is 48). Obtain the antenna input impedance, and compare that
value with the one given in Section 5.9. Repeat the problem for 48
rectangles.

5.16. The helical antenna of Section 5.9 operates in the axial mode at 633
MHz. Obtain:

a. Antenna gain
b. Radiation intensity distribution
when the number of twrns, NV, takes values 3, 11, and 13.
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8.1. INTRODUCTION

The inertia of a rotating radar antenna means that the time constant of a
typical installation is not likely to be less than a second. This results in a loss
of precious time, if the antenna Is to be pointed at several targets in succes-
ston. A system that orients the antenna beam without incrtia, on the other
hand, allows all the possibilities of radar to be used i the full. It is in this way
that the beam of a surveillance radar, scanning the horizon, can pause for an
instant to confirm or disprove a possible alert. Similarly a tracking radar with
electronic scanning can follow several targets by pointing at each of them suc-
cessfully without any loss of time.

There is a process, known for many years, by which an clectronic scanning
beam can be obtained: such systems are known as phased arrays [1.2]. The
method consists of feeding power to a number of radiating simple antennas
(the array) by means ol phase shifters such that the phase progressions along
the array follow a characteristic with an arithmetic progression. The array thus
produces a narrow beam whose orientation depends precisely on these phase
shifts. This type of antenna has been produced since the late 1960s, when suf-
ficiently reliable phase shifters first appeared [2].

The antenna algorithm developed in Chapters 4 and 5 can be extended, in
a straightforward manner. to the antenna arrays. The new point is the mul-
tiple antenna feed. The number of feeding edges i1s now equal to the number
of antennas in an array. Each feeding edge is characterized by its own (phase-
shifted) voltage in the feed. We will later sec that the input impedance of a
single antenna in an array will be different from that in a free space, due to
mutual coupling between array elements.

Successive numerical steps necessary to calculate an antenna array are
implemented in the scripts zwgl.m - rwgS5.m. These scripts may be found
in the Matlab directory of the present chapter. Before reading the chapter,
you may want to run these scripts. The final script displays the surface current
distribution for an array of two half-wavelength dipoles. After the first code
sequence is complete, scripts efield2.m and efield3 .m provide radiation
patterns of the antenna including 3D patterns and the antenna gain. The cal-
culation of the input impedances is done in the script rwg4 .m. The radiation
resistance is calculated in the script efield2 . m. The present code sequence
is applicable to arbitrary arrays, and not only to the arrays of dipolcs or
monopoles. An example of a practical array calculation is considered at the
end of the chapter.

Antenna arrays can be designed to control their radiation characteristics
by properly selecting the phase/amplitude distribution and spacing between
the elements. The corresponding design process implies a loop with regard to
one or more parameters, such as the array spacing. The conversion of the
Matlab scripts to a loop will be considered in this chapter. The corresponding
codes arc collected in subdirectories Loopl and loop2 of the Matlab direc-
tory of Chapter 6.



ARRAY GENERATORS: LINEAR AND CIRCULAR ARRAYS 115
6.2. ARRAY GENERATORS: LINEAR AND CIRCULAR ARRAYS

The script multilinear.mat in the subdirectory mesh of the Matlab direc-
tory of Chapter 6 makes it possible to create a linear array containing an arbi-
trrary number of dipoles (a realistic number shouldn’t exceed 20!). Run this
script first to see the result. The corresponding dipole mesh is given in
the binary file stripl.mat (with 80 triangies). The dipole length is 2m and
the strip width is 0.02m (the equivalent wire radius is 0.005m}). These para-
meters are optional and can be changed if necessary. Also, another dipole
structure can be used as an input (see Chapter 4).

To create a dipole array, the mesh cloning algorithm is employed. It is based
on the following Matlab code:

p=[p phase];
t=[t tbase+length(pbase}];

which combines two arbitrary nonintercepting antenna structures described
by p. ¢ and phase, thase, respectively, into a singlc mesh p, £. The structures
under study can be a dipole and a ground plane, or two dipolcs, or eic. We will
use that code to combine together many identical antenna meshes (e.g.,
dipoles), shifted in space, in order to create an anlenna array

The code multilinear.m outputs the array mesh into the binary
file array.mat. The same is valid for other array generators, such as
multicircular.mmultimonopole.m and multibowtie.mconsidered
in this chapter. The file array .mat is used as an input to rwgl .m. The array
in the script multilinear.m is created in such a way that all the dipoles
are direclted along the z-axis. Figure 6.1 shows an array of eight dipoles
that is created using multilinear.m and displayed using tunction viewer
array. The dipole separation distance, d, is 1 m. In order to position the
array in space, we follow the Kraus's boeok [1, p. 281]. The array axis is the
x-axis and the vertical direction is the z-direction. Note that this geometry is
different from dipole orientation in Chapter 4 where the dipole axis is the
y-axis,

All array generators output an arrav Feed(1:3,1:N), where N is the
number of array elements. This array identifies the feeding edge positions for
cach array clement. In contrast to the last two chapters, the array Feed 1s an
important part of the code sequence. This array is saved in binary file
mesh? .mat, which is used as an input fo rwg3 . m.

An alternative to the planar dipole array shown in Fig. 6.1 is the circular
array shown in Fig. 6.2¢. The circular array consists of identical paraliel
dipoles equally spaced around the circumference of a circle. Only center-fed
dipoles are used as array elements, and the center of each dipole is located on
the circumference of the circle, in the xy-plane. The coordinate system used
is similar to that for the planar array. The array “axis™ is the x-axis and the
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6.1. INTRODUCTION

The inertia of a rotating radar antenna means that the time constant of a
typical installation is not likely to be less than a second. This results in a loss
of precious time, if the antenna is to be pointed at several targets in sucees-
sion. A system that orients the antenna beam without inertia, on the other
hand, allows all the possibilities of radar to be used in the full. It is in this way
that the beam of a surveillance radar, scanning the horizon, can pause for an
instant to confirm or disprove a possible alert. Similarly a tracking radar with
electronic scanning can follow several targets by pointing at each of them suc-
cessfully without any loss of time.

There is a process, known for many vears, by which an electronic scanning
beam can be obtained: such systems are known as phased arrays [1,2]. The
method consists of feeding power to a number of radiating simple antennas
(the array) by means of phase shifters such that the phase progressions along
the array follow a characteristic with an arithmetic progression. The array thus
produces a narrow beam whose orientation depends precisely on these phase
shifts. This type of antenna has been produced since the late 1960s, when suf-
ficiently reliable phase shifters first appeared [2].

The antenna algorithm developed in Chapters 4 and 5 can be extended. In
a straightforward manner, to the antenna arrays. The new point 1s the mul-
tiple antenna fced. The number of feeding edges is now equal to the number
of anlennas in an array. Each feeding edgc is characterized by its own (phase-
shifted) voltage in the feed. We will later see that the input impedance of a
single antenna in an array will be different from that in a free space, due to
mutual coupling between array elements.

Successive numerical steps necessary (o calculate an antenna array are
implemented in the seripts rwgl.m - rwgS.m. These scripts may be found
in the Matlab directory of the present chapter. Before reading the chapter,
you may want to run these scripts. The final script displays the surface current
distribution for an array cf two half-wavelength dipoles. After the first code
sequence is complete, scripts efield2 .m and efield3 .m provide radiation
patterns of the antenna including 3 patterns and the antenna gain. The cal-
culation of the input impedances is done in the script rwg4 .m. The radiation
resistance is calculated in the script efield2 . m. The present code sequence
is applicable to arbitrary arrays, and not only to the arrays of dipoles or
monopoles. An example of a practical array calculation is considered at the
end of the chapter.

Antenna arrays can be designed to control their radiation characteristics
by properly selecting the phase/amplitude distribution and spacing between
the elements. The corresponding design process implics a loop with regard to
one or more parameters, such as the array spacing. The conversion of the
Matlab scripts to a loop will be considered in this chapter. The corresponding
codes are collected in subdirectories Loopl and loop2 of the Matlab direc-
tory of Chapter 6.
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6.2. ARRAY GENERATORS: LINEAR AND CIRCULAR ARRAYS

The script maltilinear.mat in the subdirectory mesh of the Matlab direc-
tory of Chapter &€ makes it possible (o create a lincar array containing an arbi-
trary number of dipoles (a realistic number shouldn’t exceed 20!). Run this
script first to see the result. The corresponding dipele mesh is given In
the binary file stripl.mat (with 80 triangles). The dipole length 1s 2m and
the strip width is 0.02m {the equivalent wire radius is 0.005m). These para-
meters are optional and can be changed if necessary. Also, another dipole
structure can be used as an input (see Chapter 4).

To create a dipole array, the mesh cloning algorithm is employed. It is based
on the following Matlab code:

p=[p pbasel;
t=[t tbhase+lengthi{pkase)];

which combines two arbitrary nonintercepting antenna structures described
by p. t and pbase, thase, respectively, into a single mesh p, £. The structures
under study can be a dipole and a ground plane, or two dipoles, or etc. We will
use that code to combine together many identical antenna meshes (e.g.
dipoles), shifted in space, in order (o create an anlenna array.

The code multilinear.m outputs the array mesh into the binary
file array.mat. The same is valid for other array generators, such as
malticircular.m,multimonopole.m and multibowtie.m considered
in this chapter. The file array.mat is used as an input to rwgl .m. The array
in the script multilinear.m is created in such a way that all the dipoles
are directed along the z-axis. Figure 6.1 shows an array of eight dipoles
that is created using multilinear.m and displayed using function viewer
array. The dipole separation distance, d. 1s 1 m. In order to position the
array in space, we follow the Kraus’s book [1, p. 281]. The array axis is the
x-axis and the vertical direction is the z-direction. Note that this geometry is
different from dipole orientation in Chapter 4 where the dipole axis is the
y-axis.

All array generators output an array Feed(1:3,1:1), where N 1s the
number of array elements. This array identifies the feeding edge positions for
gach array e¢lement. In contrast to the last two chapters, the array Feed is an
important part of the code sequence. This array is saved in binary file
mesh? .mat, which is used as an input to rwg3 . m.

An alternative to the planar dipole array shown in Fig. 6.1 is the circular
array shown in Fig. 6.24. The circular array consists of identical parallel
dipoles equally spaced around the circumference of a circle. Only center-fed
dipoles are used as array elements. and the center of each dipole is located on
the circumference of the circle, in the xy-plane. The coordinate system used
is similar to that for the planar array. The array “axis” 1s the x-axis and the
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Figure 6.1, Linear array of eight dipoles created by milzilinear.m. Dipole feeding edges
(shown by a bar) are in the xy-plane.

vertical direction is the z-direction. The circular array is an array configura-
tion of very practical interest. Its applications span radio direction [inding, air
and space navigation, underground propagation, radar, sonar, and many other
systems. A comprehensive theory of circular arrays is given in [3] (sce also
[4. ch. 6]). The script multicircular.m in the subdirectory mesh of the
Matlab directory of Chapter 6, creates a circular array with an arbitrary
number ol dipoles (a realistic number shouldn’t exceed 20) over a circle of
arbitrary size.

The circular array of monopoles (Fig. 6.26) is created using the script
maltimoncpole.m. This script is very similar (o the script monopole.m
from Chapter 4. To create an arrav of base-driven monopoles, we again use
the mouse input and mark pairs of triangles with the common cdge. We repeat
step 1 of Section 4.7 several times to create several monopoles at arbitrary
positions. After that, the return key is pressed to fix the resull,

In contrast to the script monopole.m. no mesh relinement is made close
to the monopole feeds. The feeding cdges are just the plate edges. To obtain
the skinner strips, we have (o refine the entire plate mesh (increase Nx and Ny
inmultimonopole.m).
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6.3. ARRAY TERMINAL IMPEDANCE

As far as array impedance is concerned, the advantage of the numerical

approach is the ability of the direct calculation of an important coupling char-

acteristic: the terminal or driving impedance of each array element. The mput
1

impedance, Z', of a single antenna » is defined in Chapter 4 (Section 4.6} in
the form

) H )
zv 2 6.1
J" 1)

where V™ 1s the feed voltage and J° = [/, is the corresponding total current
through the feeding edge. Because of the elcctromagnetic interaction between
different array elements, Eq. (6.1) cannot be automatically applied to the
antenna array. Other array elements irradiate element 7 and thus change the
feed current .J". "lheretom the value of Z}' has to be changed as well,

For an array of N elements. the terminal impedance, 7V, of the array
element » is given by Eq. (6.1) under the assumption that all the array ele-
ments are simultaneously excited by the corresponding voltages Vi, v
[1. pp. 282-283]. Words “driving” 1mpedanc<, [3, p. 426] or ~active” impedance
[5, p. 155] are also used.

This circumstance offers a way to calculalo the terminal array impcdances
using the approach developed previously for a smgl ¢ antenna. As in Chapters
4 and 5, the impedance calculations are done in the script rwg4 .m. A few
modifications need to be made in that script. First we find driving edges for
each array element as those closest to the given array Feed:

N=length({Feed (1, :));
Index=1[];
for k=1:1
for m=1:EdgesTotal
nl=Edge_{1,m);
n2=Edge_ (2,m) ;
Distance(m)=norm((p{1l:3,nl)+p(1:3,n2))/2- .
Feed(1l:3,k});
end
[Y, INDEX!=gort (Distance) ;
Index=[Index INDEX({1)]: zCenter feed - dipocle
end

The array Index outputs the numbers of driving edges. The length of this
array equals N, namely the number of array elements. We must assume here
that the driving voltages are all equal to 1V and all have the same zero phase,
that is,
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ViIndex)=1.0*EdgeLength (Index) ;

Further the system of moment equations is solved using Gaussian elimmaticn.
The terminal impedances are then found by applying Eq. {6.1) to each element
of the array separately. The corresponding loop, which also calculates the
power radiated by the array elements (lossless arrays only). is written in the
form

for n=1:M
nn=Index(n} ;
GapCurrent (n}=I{(nn) *EdgeLength (nmn} ;
GapVoltage (n)=V{nn) /EdgeLength{nn; ;
Impedance (n)=CapVoltage(n)/GapCurrent(n);
FeedPower (ni=1/2*%real (GapCurrent (n) ™ .
coni {GapVoltage(n)));

end

Total radiated power is simply the sum of powers radiated by each antenna
element.

For example, the lerminal impedance of two half-wavelength dipoles
(stripl.mat) at 75MHz, separated by 2m (by a half wavelength) becomes
(run the code sequence rwgl .m - rwgd .mand do not change anything in the
code)

2 =67+ %130 (6.2)

The value predicted in Eq. (6.2) is close to the early estimation found in Kraus
[1. p. 283] who predicted 60 + j x 14€. The total antenna array impedance
at a driving point is given by terminal impedances in parallel [1], namely
(see Fig. 6.3)

h 4

Diriving point
for array of two dipoles

Figure 8.3. Array of two dipoles with arrangement for driving elements.
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1

Zl=——
VZPr 41/ Zi

“344%70 (6.3)

The same formula for the total impedance is valid for an array with an arbi-
trary number of elements.

6.4. IMPEDANCE AND RADIATED POWER OF TWO-ELEMENT ARRAY

It is interesting to check the behavior of the terminal impedance as a function
of array spacing, d. For simplicity we again consider the array ol two identi-
cal parallel half-wavelength dipoles with the length of 2m and width 0.02 m
(strip2.mat). Figure 6.4 shows the real (input resistance) and imaginary
(input reactance) part of the terminal impedance for each array element.’

Since there is no difference in relative positions of the two array elements,
both of them clearly have the same terminal impedance. 1t is seen that when
the distance between array elements increases, the terminal impedance
approaches the impedance of the corresponding half-wavelength dipole
(Chapter 4, Table 4.1) shown in Fig, 6.4 by a dashed [ine.

Another quantity of interest is the total radiated power of the array. We
consider the same example of two dipoles. The total power is found using the
formula [1, p. 284]

P, =Pl 4P} = 3Re(I'V") 45 Re(1V?)

x 1 a2
= SRe(ZP)I' + S Re(zt )i (6.4)

The star denotes complex conjugate. Equation (6.4) assumes an array of
lossless antenna elements. Figure 6.5 shows the total radiated power as a func-
tion of the separation distance, d. The dashed line at the bottom is the power
radiated by a single half-wavelength dipole (0.0045 W see Table 4.4 of Chapter
4). The upper dashed line is twice that value. When the distance between the
array elements increases, the total radiated power clearly tends to the value
of 0.0090 W, However, at relatively small separation distances, the total array
power may be as much as 60% higher. The first power resonance occurs when
the separation distance is approximately 2m (half-wavelength). At that point
the terminal impedance is given by Eq. (6.2). Tt is predominantly real and
matches S0 better than the impedance of the single half-wavelength dipole
(Chapter 4). This inviting array property appears for mutually-coupled array
elements.

' Although this example may be simple from the numerical point of view, its theorctical descrip-
Lion is very complicated.
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Figure 6.4. {a) Input resistance; (b} input reactance versus separation distance, d, for two half-

wavelength dipoles, 2m lcng each. The dashed line shows the corresponding result for a single
dipole.
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Figure &.5. Total radiated power of the two-dipole array as a function of the separation
distance, d. Dashed lines show the corresponding results for a single dipole and for two
uncoupled dipoles, respectively.

6.5. HOW TO ORGANIZE THE MATLAB LOOP

The results of the previous section were obtained by organizing the source
codesmultilinear.m, rwgl.m - rwgd.m into a loop with respect to the
variable separation distance, d. The corresponding loop codes are saved in
the subdirectory locpl. The first step is to convert the scripts into Matlab
functions by adding a function line at the top of them. For example, the
seript rwgl.mis converted to the tfunction by adding the line

function [ J=rwgl

in place of the clear all statement at the top of the script. The script
multilinear.m needs an input argument. &, which is the antenna separa-
tion distance, Therefore the following line is invoked:

function {[]J=multilinear (d)

The script rwgd.m needs two output arguments. They arc the array of
terminal impedances and the total power, that is,
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function [Impedance, PowerSum]=rwgi

The next step is to create a wrapper script containing the loop itself. This script
{loop.m) vields the anticipated loop in the following form:

tor k=1:M
d{k)=dS + (k — 0.5*3tep};
multilinear(d(k}) ;
rwgl; rwgZ; rwgld:
[ITmpedance (k, : ), PowerSumik)]l=rwgi;
end

You may want to run the script Loop .m first to estimate the processor time
necessary to perform the loop with M = 100. The script output was given in
Figs. 6.4 and 6.5, respectively. The already precalculated data are saved in the
binary filc loop.mat in the same subdirectory. Load this file and plot
PowerSum versus d. thatis, (plot (d, PowerSum) ; grid omn;)in order to
obtain Fig. 6.5,

6.6. ARRAY NETWORK EQUATIONS

From the viewpoint of the transmission line theory [6,7], the relationships
between the feed currents and voltages in the antenna elements are given by
the so-called network equations:

V= QZH.){1 +Zl'_~_.a(2 + .. .+Z1NJN
V2 o= Z-2|J] +Zgg.fz + .. .-f-Zg__\!.fN

VY = Zod e Zand P b Z I (6.5)

where Z,,, defines the feed voltage at antenna m due to a unity current in
antenna element n when the current in all the other feeds is zero. When
indexes s and # are not identical, the term Z,, represents the miutual imped-
ance between elements m and n. The term Z,,, 1s called the self-impedance of
element m.

The terminal impedances introduced above can be expressed in terms of
self- and mutual impedances. For example,

N J? A
Z]‘”=—/—I=Zu+7zlz+---+“fTZw (0.6)

Not only Z,,, but also the feed currents are necessary to find the terminal
impedance using this approach. Equations (6.5) and (6.6) are useful when
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analytical approximations are available for the fced currents, similar to the
point source approximation. These approximations [4, pp. 426-428] will not be
considered in the present fext. From a numerical point of view, Egs, (6.5) and
(6.6) are rather inconvenient, since we would have to disconnect the corre-
sponding RWG edge clements in order to program the condition of zero elec-
tric current in the feeds.

6.7. DIRECTIVITY CONTROL.

In our discussion of basic antennas in the previous chapters, we saw that these
antennas can usually be made more directional by making them large relative
to a wavelength. This often poses problems, however, because such structures
can become difficult to fabricate and mancuver when they are large. Another
problem is that the antennas often do not offer as much freedom as we would
like in shaping the exact characteristics of the radiation patterns, such as their
directivity and side-lobe characteristics.

An attractive way around these limitations is to construct arrays of smail,
simple elements, such as dipoles or monopoles. By positioning and feeding
cach element appropriately, one can attain large directivities, cven when the
radiation pattern of each clement (alone) is relatively poor. Also one can
change the direction of maximum radiation by changing the phases of the feed
voltages (electronic beam steering). Electronic beam steering is often better
than mechanical steering, since it is usually faster and does not demand heavy
positioning equipment. In this and in the following sections, we will study the
directivity and gain control of simple antenna arrays. The beam-sieering mech-
anism (scanning array) will be considered later in this chapter.

There are three major factors that must be considered to control the diree-
tivity: (1) the geometrical factor, (2) the phase factor. and (3} the number of
array elements. Accordingly there are two basic array types that can be con-
trolled either by element spacing or by relative phases of the fed voltages.
These arrays are called broadside and end-fire arrays, respectively. Broadside
arrays generate their maximum radiation perpendicular to the array axis.
On the contrary, an end-fire array directs its main lobe along the array axis.
Figure 6.6 provides the corresponding schematic.

In terms of the azimuthal angle, ¢, the hroadside directions are the ¢ = 90°
and 270" directions in Fig. 6.6, The end-fire directions are the ¢ = 0° and 180°
directions, respectively. While the broadside array can be controlled by the
array spacing only, keeping the feed voltage the same for any array element.
the end-fire array requires voltage phase adjustment. Below we will analyze
both array types, with the help of the Matlab scripts of the present chapter.

6.8. BROADSIDE ARRAY

Alter the code sequence rwgl.m - rwgd .m is complete, the array radiation
pattern and the gain can be calculated using the script efie1d3 . m. This script
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Figure 6.8. Bracadside and end-fire radiation directions for a linear array whose axis is the
X-axis.

(run it after efield?2 .m) outputs only one radiation pattern in the most mnter-
esting xy-plane—the H-planc for the array of linear dipoles. The script outputs
the array directivity pattern in dB as well as the array gain for this pattern
(maximum directivity in dB in the xy-plane). Figure 6.7 shows the script output
for a two-dipole linear array with the element spacing d = 0.24, 0.54, 1.04, and
1.54 (the offset in dB is set to zero}. The dipole length always equals hali-
wavelength (stripl.mat; frequency is 75MHz). The x-axis (the antenna
axis) corresponds to the zero azimuthal angle.

First we see in Fig. 6.7 that the clement spacing greatly affccts both the
shape of the radiation pattern and the gain. When the separation distance
between two dipoles is small (less than a half wavelength), the array does not
radiate effectively. For the array with d = 0.24, the gain is 2.8dB, which 1s only
0.6dB greater than the gain of the single half-wavelength dipole (Section 4.9
of Chapter 4). Note that the logarithmic gain of 2.8dB corresponds to the
linear gain of 10%%'" = 1,91,

If the spacing between two dipoles becomes greater than onc half-
wavelength (Fig. 6.7¢, d), then the lobes in the broadside direction become
narrower. However, the grating lobes (or the side lobes) appear, and the
overall gain drops down. The best choice is thus d = /2 (Fig. 6.75), which yields
the highest gain of 5.9dB. Simultaneously, the radiation pattern does not have
side lobes. The general rule is therefore that the maximum spacing between
the elements should be less than one wavelength [4, pp. 262-266] or even less
than one-half wavelength [8, p. 611] to avoid any grating lobes.

A very important {igure-of-merit of an array (and any other antenna) Is
the half-power beamwidth, HP. Tt is the angular separation of two poinfs in
Fig. 6.7, where the radiation intensity is equal to one-half of its maximum
value. Henee

HP =plf - oni] (6.7)

On the logarithmic scale, 10 x log,(1/2) = ~3dB. Therelore two angles @i,
@l cotrespond to the—3 dB drop down with regard to the pattern maximum.
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d=0.2/, gain=2.8 d8 a) d=0.5/, gain=5.9 dB b)

d=1.54, gain=5.3 dB

Figure 6.7. Broadside array: Directivity pattern (xy-plang) of the radiated array fisld
(efiela3 .m). The broadside array of two-half-wavelength dipoles is considered atd = 0.2, 0.54,
1.0/, and 1.54.

For example, the half-power beamwidth in Fig. 6.7h is approximately 60°. In
Fig. 6.7a the beamwidth is approximately 180° (omnidirectional antenna).

The next optimization parameter is the number of array elements.
Figure 6.8 shows the far-field intensity for two arrays with 2 and 5 half-
wavelength dipoles, respectively. These arrays are created using the script
multilinear.m with a variable number of array elements (=2 and N=5).
The calculations are done in the script efield2 .m. The dipole length equals a
half-wavelength (frequency is 73MHz) and the separation distance is d = A/2
= 2m. We see that the array gain increases from approximately 6 (o 10dB if
the number of elements increases from 2 to 3.
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d=0.5%, gain=5.9 dB

d=0.5%, gain=92.9 dB

Figure 6.8. Broadside array: radiation intensity over a sphere surface (output of the script
efeld2.m (a) Array of two hali-wavelength dipoles; (b) array of five half-wavelength dipoles.
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6.9. END-FIKRE ARRAY

An end-lire array directs its main lobe along the array axis (the x-axis in our
case). Unlike broadside arrays, in which the phase, 8, of the feed voltage is
always the same (zero) for every antenna element, there are a number of phase
shifts here that result in end-fire radiation patterns. The phase control is done
in the seript rwg4 .. Each arvay element, already sorted in ascending order
according to its position on the x-axis, acquires an incremental (progressive)
phase shift according to the following loop:

phagse=-2*pi/3;
for n=1:

nn=Index (nj} ;

Vinn)= Vinn) *exp{j*phase*{n-1)1};
end

For example, for an array of N elements, this code predicts the feed voltage
of the first element as 1 x cos{w?) V. the feed voltage of the second element
as 1 x cos{wt — 120°) V, the feed voltage of the third element as 1 x cos(wr —
240°) V, and so on.

How must the phase shift be chosen in order to ensure the radiation in the
end-fire direction? Figure 6.9 shows a numerical experiment for a linear array
ol two dipoles (stripl.mat) involving four different phase shifts: §=0.5=
—60°, 6 = -120°, and &= -180° between two elements. The element spacing is
fixed as d = A/3 = 1.333m. The dipole length equals half-wavelength (frequency
is 75MHz). The radiation patterns in the xy-plane are shown. The x-axis
(antenna axis) corresponds to an azimuthal angle of zero.

We see from Fig. 6.9 that the nonzero phase shift drastically changes the
radiation pattern of the array. When 6 = 0, the lobes are directed broadside to
the array axis. This case is referred to as a broadside case [1, p. 262], as we saw
in the previous section. As §increases to 180°, the lobes bend toward the end-
fire direction ¢=0° This is the second special case, called the end-firc case [I,
p. 264]. The further increase in the phase leads to the same results. The shift
in the radiation pattern shown in the figure is a simple example of electronic
beam steering.

The most inviting cholce in Fig. 6.9 is, however, 6= ~120°, when the antenna
radiates in only one direction. This choice is also supported theoretically {4,
pp. 264-266]. That is to say, signals from the first and the second antenna

element arrive at a point in the end-fire direction ¢ = 07 in phasc, if

2

O0=—kd=——
3

(6.8)

Here k = w/c is the wavenumber, and 4 = A/3 = 1.333m is the separation dis-
tance between antenna elements.
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Figure 6.9. (a) Broadside; (b—d) end-fire arrays: Directivity patterns (xy-plane) of the radiated
array field {=fie1d3 .m). The array of the two half-wavelength dipoles is considered at =0, &
=-—60° §=-120° and § = -180°. The element spacing is d = A/3 = 1.333m.

The term “in phase™ means that these signals are added to each other in
the end-fire direction ¢ = 0°. At the same time they are canceled in the oppo-
site direction ¢ = 180°, This is why we see almost no backward radiation in Fig.
6.9¢c. Indeed, the interaction between two dipoles modifies the radiation
pattern so that we still see weak radiation in the direction ¢ = 180°.

By analogy with the broadside array, onc could cxpect that if the number
of array elements increases, a shaped end-fire beam pattern would be
obtained, a pattern better than the end-fire pattern for two dipoles shown in
Fig. €.9c. This 1s generally true but the array spacing has to be adjusted pro-
perly. The end-fire (phased) array is a considerably more complicated radiat-
ing system than the broadside arrav.
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The broadside array actually is a special casc of the phased array where the
incremental or progressive phase shift. 8, is equal to zero. The general rule for
end-fire arrays is that the maximum spacing between the elements should be
less than one quarter-wavelength, namely d < /4 [8, p. 613], in order to avoid
high lobes in the other directions. Note that this condition is stronger than the
corresponding condition d < A/2 for broadside arrays (see the preceding
section).

The increase in directivity of the end-fire multiple-element array is usually
more modest than what occurs for broadside arrays [, p. 613]. The radiated
power of end-fire arrays is also smaller.

6.10. PATTERN MULTIPLICATION THEOREM

The basis of the array theory is the pattern multiplication theorem. This
theorem states that the combined pattern of NV identical array elements can
be expressed as the element pattern times an array facior,

Al6.9) (6.9)

Here 6, ¢ are the polar and azimuthal angles shown in Fig. 6.10. We will derive
the pattern multiplication theorem in the azimuthal plane, namely at 6= 90°,
keeping in mind that the same devivation holds in the elevation plane (e.g.,
see [4, pp. 257-259]). Let us assume that a signal from the first array element
has phase zero at an observation point located very far from the arrav. The
corresponding phase factor will be ¢, The signal from the second element will
have the relative phase

End-fire

W

~dcos observer
$=180° direction
End-fire

Figure 6.10. A linear five-element array of dipoles. The element spacing is d, the phase shift
between adjacent elements is 4, and the observer angle with respect to the array axis (the x-
axis} is —o.
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y=kdcosg+95 (6.10)

at the observation point. Equation (6.10) gives the sum of two components.
One of them is the incremental phasc shift, 6, in the array element feed. The
other 1s the phase shift arising from the different propagation distances to the
observation point. The propagation distance for the second element is smaller
by dcos ¢ (Fig. 6.10). The corresponding phase shift is that difference multi-
plied by the wavenumber, k. Therefore the phase factor of the second element
will be ¢, Analogously the phase factor of the third element is e”¥, and so it
goes. The field at the observation point is the sum of all the element contri-
butions, which yields

AW) = 4o 4oV 4 ol (6.11)

where NV 1s the number ot antenna elements. To simplify the preceding expres-
sion for A(y), let us muliiply both sides by ¢, obtaining

YAy =e vl e (6.12)
Subtracting this expression from Eq. (6.11) yields
(1-e)A(y)=1-¢"" (6.13)

Solving for the array factor, we obtain

Ny N2 N2 N2 .
Aly) = 1-e = ¢ —c _ pivltA-11] sin(Ny/2)
] —_ Ty efw;' 2 e —furf2 6_." w2 S]n(ljf‘ 2)

(6.14)

Finally, since we are usually concerned only with the magnitude of the far-zone
radiation pattern, we can drop the exponential phase term, vielding

sin{Ny/2)

Ay)= sin(y/2)

(6.15)

Note that A{y) attains a maximum valae of A, = N when y=0. The array
factor A(y) of a linear array is a function of the number of elements, their
spacing, and the phase difference between each element. Even if the number
of elements is fixed, there are a great variety of different array factors that
can be obtained, depending on the element spacing d and differential phase
shift &.

Once the array factor is calculated using Eq. (6.15), the beam pattern is
obtained as a product of A(y) and the beam pattern of the individual array
element. For the half-wavelength dipole considered in this chapter, the beam
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pattern in the xy-plane is a circle whose radius is 2.15dB (omnidirectional
antenna; cf. Chapter 4). Therefore, the theoretical beam pattern in the xy-planc
is the following:

It must be emphasized that Eqgs. (6.15) and (6.16) assume that the array ele-
ments are uncoupled, meaning that a current in one element does not excite
appreciable currents on other elements. This is the most serious limitation of
the pattern multiplication theorem, restricting its use to arrays with large
element spacing. Equation (6.16) is programmed in the script efield4 .m in
the Matlab divectory of the present chapter.

6.11. COMPARISON OF THEORY AND SIMULATION

In order to compare theory with the numerical simulation, we should mini-
mize coupling between arrvay clements. Ideally an array with infinitely large
element spacing should be used. However, such an array does not exist in
practice. Therefore the following example is considered. An array of four
half-wavelength dipoles at 75MHz (each dipole is 2m long) has the ele-
ment spacing d = 10m and the incremental phase shift §=—180° (in order to
satisfy the end-fire array condition Eq. (6.8)). Figure 6.11¢ shows the corre-
sponding radiation pattern in the xy-plane. The solid curve is the numerical
simulation, whereas the dashed curve is generated using Fq. (6.16). We see
that the agreement between theory and computations is generally very well,
including faithful reproduction of the relatively narrow side lobes in the broad-
side direction. Note that the pattern is calculated at 1000m.

The pattern multiplication theorem looses its accuracy when the element
spacing becomes smaller and the coupling between different array elements
becomes important. The numerical approach discussed in this chapter is more
general and allows for arbitrary element spacing, including dense arrays. As
an example, Fig. 6.115 presents the beam pattern of an array of four half-
wavelength dipoles (each 2m long) separated by d = A/3 = 1.333m at 75SMHz.
The phase shift given by Eq. (6.8) is 6 =-120°. The solid line is the numerical
simulation, whereas the dashed line is generated using Eq. (6.16). One can
see that the array gain remains nearly the same in both the cases. However,
Eq. (6.16) predicts a higher beamwidth and some side lobes. These results are
not confirmed by the numerical simulation.

As a further example, we consider the same arrav of four dipoles when
the element spacing reduces to d = A/4 = Lm at 75MHz. The corresponding
phase shift given by Eq. (6.16) is 6 = —90° The disagreement between the
theory data (dashed line) and simulation (solid line) in Fig. 6.11¢ becomes
even worse. It also involves a considerable discrepancy in the predicted array
gain.
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1860

Figure 6.11. {a) Beam pattern for a four-element end-fire linear dipole array at 756 MHz when
d = 10m (solid line—numerical simulation; dashed line—theory prediction}; () beam pattern
for a four-element end-fire linear dipole array at 75MHz when d = 1.333m (solid ling—
numerical simulation; dashed line—theory prediction); (c) the same patten as (h) but when
d=1mand §=-90° The patterns are calculated at 1000m.

6.12. OPTIMIZATION OF END-FIRE ARRAY: THE PHASE LOOP

A typical optimization problem for the phased array implies high directivity,
narrow beamwidth, and low side lobes. A large number of theoretical
approaches have been developed to solve this problem [9]. Among them is the
Hansen-Woodyard formula for the phasc shift of closcly spaced array elements
[4. pp. 271-276]. In this approach only the phase is optimized, whereas other
array parameters are fixed. The Hansen-Woodyard formula takes the form

5:-(kd+%] (6.17)

i
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where N is the number of array elements. Equation (6.17) assumes that the
number of array clements is large, namely N >> 1. This formula gives the best
results if the spacing between array elements is approximately A/4, that is,

A
4

d (6.18)

More sophisticated {binomial [4] and Taylor [10]) distributions also vary
the amplitude of the feed voltage along the array axis, The general idea for
the nonuniform feed voltage is a tapered amplitude profile, with almost zero
voltage at the array ends [11]. A nonuniform element spacing can be also used
to optimize the beam pattern [12]. A number of analytical results for planar
arrays are collecled in [13] (see also the corresponding reference list) and in
[14, ch. 9].

The numerical simulaticn gives the most accurate optimization results for
any type of the array. However, this poses a problem, which is connected to a
large number of beam patterns that have to be generated and observed for
the optimization purposes. In this section we discuss the generation and graph-
ical representation of beam patterns corresponding to different phase shifts
(the phase loop). The element spacing, d, of the array is assumed to be fixed.
The 1dea of the phase loop can be extended to model a nonuniform amplitude
distribution along the array as well.

'The organization of the Matlab loop has already been outlined in Section
6.5. There @ loop with respect to different element spacing of an array was
created. The corresponding loop codes were saved in subdirectory Loopl of
the Matlab directory of Chapter 6. For the phase loop, we reserve the sub-
directory loop2. The loop variable is now the incremental phase shift,
rhase (k). ‘

As in Section 6.5, the corresponding Matlab scripts are first converted into
Matlab functions by adding a function line at the top of them. In particu-
lar, the function multilinear has now two arguments:

multilinear(d,};

The first argument 1s the element spacing, whereas the second argument
denotes the number of elements. A wrapper script (1loop.m) yields the antic-
ipated phase loop in the following form:

K=20; Step=pi/K; %rad
for k=1:K+1

phase (k) =—(k-1) *Step;

Powerl =rwgid(phase(k)};

[PolarX¥, GAIN, phil]l -efield3:

Radius =max(PolarXy,(};

x1l(k,:) =Radius.*cos (phl);

v1l{k,:) =Radius.*sin{phi);

z1l{k,:) =-phase(k)*ones{lengthixl),1l}’;
end
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The loop calculates the beam pattern for each phase value in the range from
010 -z These beam patterns are originally plane curves in the xy-plane. If we
assign a coordinate z = —phase(k) to each pattern, we obtain K spatial curves.
Taken together, these curves form a surface in 3D. The surface is visualized
and observed (using mouse rotation) using the following command line:

surf(x1l,yl,zl}); coloxmap gray; rotate3d;

Thus a beam pattern at a given phase(4) is obtained as a cross section of the
output surface by a plane perpendicular to the z-axis.

6.13. HANSEN-WOODYARD MODEL

Figure 6.12 shows the output of the script loop.m (phase loop in subdirec-
tory loop2) for the array of two half-wavelength dipoles (stripl.mat) at
75MHz separated by d = A/4 = 1m. To obtain Fig. 6.12, run this script and do
not change anything in the code.

The phase is now measured in radians. The beam pattern at 6 = 0 is the
broadside array;the beam pattern at §=—xis the end-fire array with two oppo-
site side lobes, The solid curve indicates the radiation pattern at § = —z/2,
obtained according to Eq. (6.8). Note that the Hansen-Woodyard formula
(6.17) predicts a rather incorrect phase value § = —x in that case. The reason
for this 1s the insufficient number of array elements, N. Figure 6.12 indicates
that & = —a/2 is almost the best choice for the phase shift when the condition
of no opposite side lobe is implied. A slightly higher (in magnitude) § will
increase the gain in the end-fire direction ¢ = 0° but simultancously will create
a minor side lobe in the opposite direction.

The next example is the same array but the number of dipoles is increased
from 2 to 4. Figure 6.13 shows the corresponding output of the script Loop.m.
Forty sampling points (K=40) in the phase domain are used instead of 20
points in the previous example. This is necessary because the phasc dis-
cretization and the discretization of the beam pattern have to be refined in
order to see the dctails of the pattern transfoermation. The solid curve indi-
cates the radiation pattern at & = —n/2, obtained according to Eq. (6.8): the
dashed line is the pattern at 6 = -3#/4 (Hansen-Woodyard formula).

Similar to the array of two dipoles, the Hansen-Woodyard formula pre-
dicts too high magnitude of the phasc shift. The optimum phase shift lies
somewhere between & = —n/2 (Eq. (6.8)) and 6 = -37/4 (Hansen-Woodyard
formula}.

In the final example (Fig. 6.14), the number of dipoles is increased to eight.
Figure 6.14 shows the corresponding output of the script loop.m. Unlike
Figs. 6.12 and 6.13, different rotation angles are used in order for us to better
observe the beam pattern transformation. The solid curve is again the radia-
tion pattern at 6 = —n/2. The dashed curve corresponds to §=—5a/8. This value
is obtained using the Hansen-Woodyard formula. We can see from Fig. 6.14
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Figure 6.12. Transformation of the radiation pattern from a broadside array (bottom) to the
end-fire array (top) as a function of the phase shift. The array of two dipoles separated by
d = /4 is considered. The solid curve indicates the radiation paitern at & = -2/2.

that the Hansen-Woodyard formula finally gives the result much better than
Eq. (6.5). In other words, we have “enough” array elements to be sure that
Eq. (6.17) is working properly. Minor side lobes still are expected at §=-57/8.
The optimum phase shift could have a smaller magnitude.

It 1s interesting to test the radiation pattern for & = -5a/8. The phase
loop is not appropriate for the generation of single patterns. Therefore the
core code in the root directory Matlab should be used. Figure 6.154 shows
the beam pattern of the eight-element end-fire array at § = —54/8. The array
gain 1s 11.3dB. We also see a number of side lobes whose strength reaches
5dB.

For the purposes of comparison, Fig. 6.15h shows a similar result obtained
for the eight-element array if we change the separation distance to d = A/3.
The phase shift is chosen in the form § = —0.72z. The radiation pattern sur-
prisingly has a higher gain and smaller side lobes. This 1s despite the fact that
the value d = /3 does not actually belong to the “design” range d < /4 [4.8].
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Figure 6.13. Transformation of the radiation pattern from a broadside array (hottom} to the end-
fire array (top) as a function of the phase shift. The array of four dipoles separated by d = A/d
is considered. The solid curve indicates the radiation pattern at 6 = —-#/2; the dashed line cor-
responds to Eq. {6.17).

We see that the phased array design could show unique behavior, especially
n the case of mutually coupled array elements.

The phase loop developed in this section allows for arbitrary phase distri-
butions, and not just [or the uniform progressive phase shift. Similarly a
nonuniform amplitude distribution along the array can be considered such as
binomial or Dolph-Tschebyscheff distribution [4, ch. 6].

6.14. POWER MAP OF END-FIRE ARRAY

A clue for understanding the physics of end-fire arrays is the distribution of
radiated power for different array elements. Since we consider lossless arrays,
the array FeedPower (1:N) from the script rwg4 .m 1s equivalent to the dis-
tribution of radiated power. Figure 6.16 outlines the radiated power for each
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Figure 6.14. Transformation of the radiation pattern from a broadside array (bottom) to the
end-fire array (top) as a function of the phase shift. The array of eight dipoles separated by
d = A/4 is considered. The solid curve indicates the radiation pattern at § = —#/2; the dashed
line cerrasponds to Eqg. (6,17}

of the elements of the end-fire array of eight half-wavelength dipoles
(stripl.mat) with the spacing d = A/4 and 6 = —/2. The dashed line is the
power radiated by a single dipole antenna. The radiation pattern of that array
is outlined by a solid line in Fig. 6.14.

As can be secen in the figure, only the leading array element radiates sub-
stantial power. The other array elements radiate very poorly. In other words,
they squint the already radiated electromagnetic field in the end-fire direction
¢ =0°

Actually we do not even need the voltage feeds at these almost passive ele-
ments and can replace the elements by simple wires. This idea is realized in
the Yagi-Uda antenna—a very practical directional radiator (and receiver) in
the broad range 3MHz ~3GHz [4, pp. 513-532]. The Yagi-Uda antenna was
widely used as a home TV antenna, so it should be familiar to most readers.

Since the voltage phase control in multiple array feeds is expensive (see the
next section) a reasonable question arises of why do we need the end-fire
arrays at all. The reason for using end-{ires arrays is, nevertheless, an ability
of electronic beam steering. An example will be considered in the next section.
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Figure 8.15. Beam pattern for the eight-glement end-fire linear array; (a} d = A/4 and 6 =-5x8;
(b d=A3 and 6= 0.72x%

6.15. PHASED (SCANNING) ARRAY

The idea of the scanning array is very simple and elegant [4.9]. The
maximum valuc of the array factor given by Eq. (6.15) is attained when
(Section 6.10)

w=kdcosdo+8=0 (6.19)
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Figure 6.16. Radialed power for each of the elements of the eight-element end-fire array of
half-wavelength dipcles with d = A/4 and & = -w2. The dashed line shows the power radiated
by a single array element—the half-wavelength dipole.

Here ¢ 1s the azimuthal angle in the xy-plane and d1s the incremental or pro-
gressive phase shift. Let us assume that the maximum radiation of the array
is required to be oriented at an angle ¢,. To accomplish this, the phase excita-
tion, 8, between the elements must be adjusted so that

kdcosdy+0=0 or o6=-kdcosg, (6.20)

Thus, by controlling the progressive or mcremental phase difference between
the elements, the maximum radiation can be directed at any desired angle to
form a scanning array. This is the basic principle of electronic scanning phased
array opcration. Since, in the phased array technology, the scanning must be
continuous, the system should be capable of continuously varying the pro-
gressive phase between the elements. [n practice. this is donc electronically by
the use of ferrite or diode phase shifters. For ferrite phase shilters, the phase
shift 1s controlled by the magnctic field within the lerrite. which in turn is con-
trolled by the amount of current flowing through the wircs wrapped around
the phasc shifter.
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For a diode phase shilter using balanced, hybrid coupled variable capaci-
tors (varactors), the actual phase shift is controlled cither by varying the bias
de voltage or by a digital command using a DAC (digital-to-analog) converter
4. ch. 6].

To demonstrate the principle of scanning, we use the code sequence in
the root directory Matlab. An eight-element array of half-wavelength
dipoles (stripl.mat) at d = A/4 and with a starting phase shift § = —7/2 is
considered. Script efield2.m outputs the radiation intensity distribution
over a large sphere and allows us to visualize the scanning directions. Note
that we will be using the finer structure spherel .mat with 8000 boundary
clements in the script efleld2.m. Both sphere structures (sphere.mat
and spherel.mat) are saved in the Matlab root directory of Chapter 6.
Figure 6.17 shows four intensity distributions corresponding to ¢, =0°,30°,45°,
and 60°. This gives, according to Eq. (6.20}, § = —0.5007, -0.433 7, ~0.3547, and
-0.2507. Rotate the sphere for the best observation angle.

In Fig. 6.17 we can observe how the maximum radiation (and reception)
directions of the array track the angle +¢; in the azimuthal plane by way of a
variable progressive phase shift. Indeed, a commercial phased array would
provide better performance and narrower beamwidth, but that assumes a
more sophisticated design.

6.16. ARRAY OF BOWTIES OVER A GROUND PLANE

The last example of the present chapter is rather practical. We consider an
array of 8 x 8 small bowtie antenna elements over a ground plane. This design
relies upon one of the prototypes developed by Seavey Engineering Associ-
ates, Inc.. Massachusetts. The array structure is shown in Fig. 6.18.

The mesh for the antenna array is created using the array generator
multibowtie.m in subdirectory mesh. This scripts imports the bowtie mesh
(bowtie.mat)® and clones it into the array of 8 x 8 mutually perpendicular
array elements. Further it creates a ground plane (plate.mat)’ and attaches
it underneath to the array of bowties. The interested reader can observe the
structure shown Fig. 6.18¢ if he or she runs the script multibowtie.m and
does not change anything in the original code. The script allows us to vary array
dimensions, number of array elements, and relative spacing.

The following dimensions are chosen for the present simulation: the size
of the ground plane is 6 x 6 m; the size of the bowtie array element is 0.45 x
0.5cm (flare angle is 90°); the separation distance between the array and
the ground plane is 0.5m. The operation frequency is 150 MHz.

Each bowtie is divided into 30 subtriangles; the plate has 512 subtriangles.
The total number of RWG edge elements of the structure is 2976 (the number

* For the bowtie mesh generator, see Chapter 7.
* For the plate/strip mesh generator, sce Chapter 4.
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Figure 6.17. Radiation intensity distribution for a scanning array of eight half-wavelength
dipoles separatad by d = 1/4 at different values of the progressive phase shift, 8.

of triangles is 2432). Each bowtie is a center-fed (dipole-type) antenna,
with a feeding edge located exactly in the middle junction (Fig. 6.18¢). The
calculations arc performed in the root directory Matlab after all the antenna
parameters are specified. The phase angles are equal to zero.

The code for that array requires relatively large CPU processor run times.
In particular, the script rwg3.m 18 executed in 4.8 minutes: the script
rwgd .m—in 2.2 minutes. The whole code sequence takes about 9 minutes.
These data are far a computer with Pentium I'V 1.7 GHz processor and 1 Gbyte
RAM (Windows ME).
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Figure 6.18. (a) Array of 8 x 8 bowties over a ground plane; (b) map of the element numbers;
{) mesh for a single bowtis and a typical surface current distribution.

Figure 6.19 shows the surface current distribution obtained using the script
rwg5.m at 150MHz (the top view). This map is simultaneously the map of
the radiated power, since power is current times voltage in the feed, and the
voltage is always equal to 1V. It is seen that almost all array clements create
substantial surface currents (radiate effectively). However, there are some
“dark” elements that do not radiate substantial power. The situation, however,
improves when frcquency reduces to 120-130MHz. The analysis of the
corresponding current and power (array FeedPower (1:N) ) distributions at
120MHz show nearly uniform power distribution across the entire array
lattice.
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Figure 6.18. Surface current map {top view) of the array at 150MHz.

Table 6.1 gives the input impedance (terminal impedance) values of the
array elements at 150 MHz. The element mapping for this table corresponds
to Fig. 6.18b. Obviously the elements with larger impedances have smaller
current magnitudes, since J' = 1V/Z;/.

Figure 6.20 shows the 3D radiation pattern of the array at 150MHz
(efield2.m) and the corresponding directivity pattern in the xz-plane (a
slightly modified efield3 .m to account for the xz-plane instead of the xy-
plane). Although the main beam has a significant gain and a small half-power
beamwidth, side lobes are observed on the level of —14dB.

6.17. ON THE SIZE OF THE IMPEDANCE MATRIX

The preceding section posed a problem connected to the maximum size of
the impedance matrix allowed by Matlab. An attempt to increase the mesh
size for the single bowtie to 48 triangles led to a structure totaling 3584 trian-
gles and 4512 RWG edge elements, Although the impedance matrix can



ON THE SIZE OF THE IMPEDANCE MATRIX 145

Table 6.1, Terminal Impedance at 150MHz, x100Q

0.19 0.34 0.27 0.24 0.24 0.24 0.26 0.35
S036) 033 043 —028) 041 028 041 0.32]
0.76 0.44 ~0.30 0.29 0.80 (.29 0.88 0,42
071 -024)  -1.9)  -022) =240 —021)  -085]  —024]
0.29 0.47 0241 0.32 0.26 031 0.22 0.50
048 —034)  -047] 025 044 025  -046i  —0.30]
0.27 0.40) .39 0.27 0.41 0.28 0.35 0.44
059 029 -083 023 087 023 =071 —0.30]
0.53 0.44 0.29 0.27 0.44 0.28 0.45 0.38
056 031 103 =023 -087  -022j  -066)  —031]
(.23 0.47 0.24 0.32 0.26 0.31 0.22 0.54
043 -032) 045 —025) 044 -026i 045 029
0.34 0.40 0.80 0.30 0.39 0.29 115 0.42
=099 -0.22) 206 -022) =223 -022) 102 -0.22
0.31 0.34 0.22 0.24 0.24 0.26 0.26 0.30
036 —036)  -0d44) -027) =041 027 -04lj  -0.34

still be created and saved on the hard drive, the matrix equation becomes
impossible to solve directly (Gaussian elimination). An Cut of memory
warning message appears that cannot be handied using the standard Matlab
help recommendations such as increasing virtual memory from the Windows
Control Panel.

One option that has worked for many users in the past who were experi-
encing Cut of memory errors is to disable the Java Virtual Machine that
starts up with MATLAB 6.0." The reader can disable Java in MATLAB R12
by starting MATLAB with the —nojvm option. The easiest way to do this is
to change the target in the shortcut properties to:

SMATLAB\bin\matlab.exe -nojvm

Testing of the present example has, however. shown that the disabled Java sill
does not allow one 1o solve the MoM equation with the complex impedance
matrix of 4512 x 4512 in size.

This and other examples indicate that the realistic maximum size of the
impedance matrix js 4000 x 4000, This estimate is for a computer with a
Pentium 1V 1.7 GHz processor and 1 Gbyte RAM (Windows ME).

Indeed, when an iterative solver is implemented instead of the direct solu-
tion, the maximum maltrix size can be increased. Matlab has a wide range of
iterative solvers including conjugate gradient and GMRES methods. The itera-
tive solvers, however, work poorly for complex structures like the metal

* Reference from Mr. Kevin Shea, the MathWorks Helpdesk.
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Figure 6.20. 3D and 2D patterns of the array at 130MHz. The array gain is 20.2dB.
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arrays and metal meshes. The interested reader could test the performance of
these solvers by replacing the corresponding line in the script rwg4 .m of this
chapter.

6.18. CONCLUSIONS

In this chapter we mostly concentrated on the linear arrays of dipoles.
While only broadside and cnd-fire arrays were considered, investigation of cir-
cular arrays and the arrays of monopoles can be done in exactly the same way.
In the case of a monopole phased (end-fire) array, the script rwg4 .m would
be slightly changed to account for the same phase shift of two feeding RWG
elements,

The present algorithm allows for arbitrarily spaced arrays, not neces-
sary linear or planar. In that case the Matlab array Feed, which describes the
positions of the feeding edges, should be modified properly. In particular,
the log-periodic array can be created using a straightforward modification
of the script multilinear.m. By changing the mesh for the array element,
we can crealte an array of loops, bowties, and the like. For an array with passive
elements, like the Yagi-Uda array, some of the antenna feeds should be
disabled.

One more important loop that was omitted in this chapter is the [requency
loop. Chapter 7 will introduce the frequency loop, but mainly for certain single
antenna configurations. The interested reader could change the code sequence
of Chapler 7 to make it applicable to arrays. To do so, the array Feed should
be included in the mesh files meshl . mand mesh2 . of the next chapter. Also
the array Index in script rwg3 .m of Chapter 7 should be delined as described
in the script rwg4 . m of the present chapter.
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PROBLEMS

6.1.

6.2.

0.3.

6.4.

6.5.
6.06.

6.7.

Create and plot the antenna structure for the linear array of six
half-wavelength dipoles (stripl.mat) at 75MHz with element
spacing A/4.

Create and plot the antenna structure for the circular array of six half-
wavelength dipoles (stripl.mat) at 75MHz equally spaced around
the circumference of a circle with the radius R =4m.

Create and plot the antenna structure for the linear array of four
quarter-wavelength monopoles at 75MHz with element spacing /8.
The plate size is 2 by 2m.

Calculate terminal impedances, Z1%, of the two-element linear array of
half-wavelength dipoles (stripl.mat) at 7SMHz with element
spacing /4. The feed voltage, V' = 1V. Compare the impedance values
with the input impedance of the single half-wavelength dipole antenna
at the same frequency.

Solve Problem 6.4 when the element spacing is equal to 104.

Calculate terminal impedances, Zi', of the five-element linear array of
half-wavelength dipoles (stripl.mat) at 75MHz with element
spacing A/4. The feed voltage, V!* = 1V. Compare the impedance values
with the input impedance of the single half-wavelength dipole antenna
at the same frequency.

Calculate terminal impedances, Z{% 5, of the three-element linear array
of half-wavelength dipoles (stripl.mat) at 7SMHz as a function of
the variable element spacing, ¢. The element spacing varies as
.5:0.25:20 m. The feed voltage, V'*’ = 1 V. Plot impedance mag-
nitude for (a) central dipole; and (b) one of the border dipoles.
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6.9.

6.10.%

6.11.

6.12.

6.13.

6.14,

6.15,

6.16.
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For a linear three-element array of half-wavelength dipoles
(stripl.mat) at 75MHz calculate total radiated power as a function
of the variable element spacing, d. The element spacing varies as
0.5:0.25:20 m. The feed voltage, V*** =1V.

Design a broadside lincar array of four half-wavelength dipoles
(stripl.mat) at 73MHz. Calculate the following parameters of
mterest:

a. Total array impedance at a driving point
b. Array gain
¢. Half-power beamwidth.

Plot the array radiation pattern in the xy-plane and the radiation inten-
sity distribution over a sphere surface with the radius 1000m.

Solve Problem 6.9 when the number of dipoles is increased to 10. Use
the structure spherel.mat instead of sphere.mat in the script
efield2 .m in order to plot the radiation intensity distribution over a
sphere surface with the radius 1000m.

A linear end-fire array of two half-wavelength dipoles (stripl.mat)
at 75 MHz has element spacing A/4. Plot the radiation pattern in the xy-
plane and the radiation intensity distribution over the sphere surface
when the progressive phase shift is =0, -7/2, -x.

Solve Problem 6.11 if the number of dipoles is increased to 7. What 1s
the half-power beamwidth of the main lobe at 6 = /27

Give the array factor, A(y), for the linear end-fire array of six
half-wavelength dipoles at 75MHz with the element spacing 4/4 and
8= —7m/2. Plot the azimuthal radiation pattern using the pattern multi-
plication theorem. Compare this pattern with the corresponding
result obtained numerically.

For a linear end-fire array of five half-wavelength dipoles at 75MHz
with the element spacing 4/4 plot a set of radiation patterns when the
progressive phase shift varies in the range § = [-m.0]. Use the script
loop.m from the subdirectory loop2. Separately plot the radiation
pattern corresponding to Hansen-Woodyard model.

Design a linear end-fire array of seven half-wavelength dipoles with the
maximum radiation in the end-fire direction ¢ = 0°. Calculate the array
gain, total radiated power, and the power distribution for dilfcrent
array elements.

Design a linear end-fire array of seven half-wavelength dipoles with
the maximum radiation in the direction ¢ = £45°. Calculate the array
gain, total radiated power, and the power distribution for different array
elements.



150 ANTENNA ARRAYS: THE PABAMETER SWEEP

z, m g

/ S .+ Active monopole
03. ke R
08 ES S
0.4 L
0.2

O.) Z

-1 ?

T

Figure 6.21. Active monopale (center) surrounded by three parasitic elements.

6.17.% For a quarter-wavelength base-driven monopole in the middie of a 2
by 2m ground plane shown in Fig. 6.21 obtain the radiation intensity
distribution over a sphere surface with the radius 1000m. Compare this
result with the intensity distribution of the single monopole, when (hree
parasitic elements are removed,
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7.1. INTRODUCTION

In the preceding chapters the antenna analysis has been done at a single fre-
quency. In order to obtain antenna paramelters at another frequency, the fre-
quency value should be changed in the script rwg3 .m and the entire sequence

151
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rwg3.m; rwg4.m; rwgSm has to be repeated. Then the far-field results
(scripts efieldl.m; efield2m; efield3.m)should be updated accordingly.

This procedure is rather inconvenient since the most important parameters
of any antenna, both narrowband and broadband, are its characteristics in the
frequency domain. Input impedance, radiated power, directivity patterns, and
gain should be calculated, as a rule, within a given frequency bandwidth. In
this chapter we discuss the organization of the frequency loop and apply the
frequency analysis to the simple antenna types, including the dipcle antenna
(narrowband), the bowtie antenna (broadband), and the spiral antenna
(broadband).

In many applications an antenna must operate effectively over a wide
range of frequencies. An antenna with wide bandwidth is referred to as a
broadband antenna. The term “broadband” is a relative measure of bandwidth
and varies with the circumstances. Here we provide a brief definition of
bandwidih (see also [1, p. 63]). The bandwidth is computed in one of two
ways. Let f; and f; be the upper and lower frequencies of operation for
which satisfactory performance is obtained. The center (or sometimes the
design frequency) is denoted by fr. Then bandwidth as a percent of the center
frequency is

L=l yo0m, (7.1)

fe

This definition holds for narrowband antennas only, such as the dipole or a
loop. For example, a 3% bandwidth indicates that the frequency difference of
acceptable operation is 5% of the center frequency of the bandwidth. For
broadband antennas the bandwidth is defined as a ratio by

Joifi (7.2)

For example, a 10:1 bandwidth indicates that the upper frequency is 10 times
greater than the lower.

We will see that the resonant antennas like dipoles have small band-
widths, For example, the half-wavelength dipoles have typical bandwidth
from 8 to 16% [2, p. 260]. On the other hand, antennas that have traveling
waves on them rather than standing waves (as in resonant antennas) operate
over a significantly wider frequency range. The definition of a broadband
antenna is somewhat arbitrary, but we will adopt the following working defi-
nition [2. p. 261]: If the impedance and the principal radiation pattern of an
antenna do not change significantly over an octave (f./f;, =2) or more, we will
classify the antenna as a broadband antenna. For ultra-wideband antennas
capable of transmitting voltage puises, the bandwidth of f,/f;, = 10 is usually
required.

The subject of broadband antennas is well covered in the literature (see [1,
chs. 9-11] and [2, ch. 6]). Most conventional broadband antennas include the
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helical antenna introduced in Chapter 3, the biconical/bowtie antenna, the
spiral antenna, the horn antenna, and the log-periodic antenna.

The so-called ultra-wideband (UWB) antennas should not only keep nearly
the same impedance and radiation pattern but also have a small phase varia-
tion of the transmitted signal over the bandwidth. Otherwise, the pulse form
would be distorted because of dispersion of different harmonics. Because of
their dispersive characteristics conventional wideband antennas, such as Jog-
periodic arrays, spiral antennas, and ridged horn type antennas perform poorly
as high-fidelity antennas for UWB impulse waveforms [3].

Examples of ultra-wideband communication antennas include loaded
dipoles [4-6], (loaded) bowties, conical antennas [7-12], and vee configurations
{13]. We will study loaded dipoles further in Chapter 9. The bowtie antenna
will be considered in the present chapter. A magnetic slot UWB antenna for
pulse transmission will be considered in Chapter &, which mcludes the corre-
sponding time-domain analysis.

7.2. CODE SEQUENCGCE

The code sequence of the preceding chapters had two parts. The first part
rwgl.m - rwgS.m creates RWG elements (scripts rwgl.m, rwg2.m),
performs MoM calculations (scripts rwg3m, rwgd.m) and visualizes surface
currents on the antenna surface (rwg5.m). The second part efieldl.m -
efield?.m found antenna far-field parameters including 3D gain, total radi-
ated power, and divectivity patterns.

We can conveniently organize these codes into a frequency loop by com-
bining the frequency dependent MoM codes into a single script rwg3 . m. This
script now has a loop versus frequency. The bandwidth, sampling rate, and the
number of sampling frequencies are specified in that script and can be chosen
arbitrarily. The script outputs a binary file current .mat that contains the
anfenna impedance and surface current distribution for every frequency.
Another file containing the identical frequency loop is the seript efield2 . m.
This script outputs the total radiated power and the antenna gain over a
surface of a large sphere (sphere.mat) as functions of frequency. If a highly
directional antenna is considered, the sphere structure spherel.mat can be
used, with 8000 triangular elements. The script outputs a binary file gain-
power .mat that contains the power and gain data for every frequency.

The sequence of operations implies that we run scripts rwgl.m and
rwg2.m for a given antenna geomeltry only once. The loop parameters are
then specified in the script rwg3 . m. This script and the script efield2.m are
executed sequentially (Fig. 7.1).

Frequency-dependent quantities such as antenna impedance, total radiated
power (al 1V feed voltage), and antenna gain are plotted using the script
sweeplot .m. Before reading this chapter, you may want to run this script: 1t
will output the precalculated data for the dipole. The rest of the code (Fig, 7.1)
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Creates RWG edge elements

Computes impedance matrix
and solves MoM equations.
Outputs impedance and current
distribution

Computes gain and
radiated power over 2D sphere

} Plots antenna characieristics

Determines and visualizes
surface currents at a single
frequency

intersity over sphere

} Computes radiation
surface at a single frequency

Computes directivity
pattern(s) at a single frequency

Figure 7.1. Flowchart of the antenna radiation algorithm with the frequency loop. Scripts con-

taining frequency loop are grayed.

is used for the visualization of selected antenna characteristics (surface current
distribution, radiation intensity distribution. and directivity patterns) at a
single frequency. The desired frequency within the bandwidth should be
specified at the beginning of each code. Note that this frequency is not neces-
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sarily exactly equal to the grid frequency: the nearest frequency of the grid is
used to create the output.

If necessary, the scripts rwg3.m and efield2.m, containing frequency
loops, can be converted to executable files, using Matlab compiler, as described
in Chapter 2.

7.3. ANTENNA STRUCTURES UNDER STUDY

Four antenna structures will be investigated in this chapter: dipole, bowtie,
spiral, and a fractal antenna. We will see that the dipole itself is not a broad-
band but a narrowband antenna. Two “classic * members of the class of
broadband antennas include the bowtie and the spiral antennas. The tractal
antenna (Sierpinski gasket) is also not a broadband but rather a mudti-band
antenna.

The antenna meshes are genmerated by relatively short Matlab scripts
bowtie.m spiralplane.m, and fractal.min the subdirectory mesh of
the root directory Mat 1ab. Before performing any calculations, you may waril
to run these scripts. The scripts allow for a wide range of antenna parameters.
The script bowt ie.m can further be modified to create other shapes of planar
antennas. The script spiralplane.m is straightforwardly extended to
conical spirals.

Three antenna structures are shown in Fig. 7.2. The first one shown in Fig.
724 is the conventional dipole strip2.mat (244 triangles; 1:100 geometry
ratio; 2 m total length) discussed in Chapter 4. The dipole plane is the xy-plane.
The second structure shown in Fig. 7.2b is the bowtie antenna (336 triangles,
o = 90° flare angle, 0.2 m total height). The bowtie plane is the xy-plane. The
structure is created using the script bowtie.m in the subdirectory mesh. The
operation of this script utilizes Delaunay triangulation (Matlab function
delaunay) as will be discussed in Section 7.7.

The next antenna structure is a plane Archimedean spiral shown in Fig. 7.2¢
(see also [1, pp. $45-550] and {2, pp. 281-287]). The structure has 300 triangles
and is 0.2 x 0.2m in size. It is created using the script spiralplane.min the
subdirectory mesh. The operation of this script utilizes a deformation of the
already pregenerated strip mesh (the script strip.m in subdirectory mesh),
and it will be discussed in some detail in Section 7.11. The Archimedean spiral
follows the dependence

r=r1+be (7.3)

in terms of polar coordinates r.g in the xy-plane. Archimedean spirals accrue
in constant steps and require radiation conductors of constant thickness. They
have been regarded as a simpler solution 1o replace the logarithmic spiral
[2,p. 285]. Scripts strip.mand spiralplane.mallows us to vary the spiral
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Figure 7.2. Three antenna geometries under study. The feeding edge is always at the origin.

step, number of turns, discretization accuracy, and the width of the corre-
sponding strip.

The Sierpinski fractal bowtie antenna [14,15] is shown in Fig. 7.3 for the
first four stages of growth. The parameters used in the script fractal .mare
§=1,2,3,4and SM = 7. Here S is stage of fractal growth and SM is stage of
mesh growth. We construct this fractal by an operation that excises an inverted



ANTENNA STRUCTURES UNDER STUDY 157

=1 a) S= b}

. 1 I} 1L L 1 A g—
-0.1 {105 1} 0.03 x o1 -0.05 1] 003 a1

Figure 7.3. Fractal bowties with the flare angle 90° generated using fractal.m. (a-d) corre-
spond to stages of growth whichare $=1, 2,3, 4.

initial triangle scaled by one half (the generator). The result is shown in Fig.
7.3a. Application of the generator for the first time leaves three smaller filled
triangles, to which we may apply the scaled copy of the generator again. The
corresponding result is shown in Fig. 7.3b. We iterate this process one more
step to obtain Fig. 7.3¢, and so on.

Note that the key MoM script rwg3 .m always identifies the feeding edge
of the antenna as the one closest to the origin. Therefore all antenna struc-
tures must have the center of the feeding edge close to the origin. The script
rwg3 .m should be modified if other antenna geometries are considered.
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7.4, DIPOLE IMPEDANCE AND POWER RESONANCE

To obtain frequency characteristics of the dipole, we specify the mesh file name
as strip2.mat at the top of script rwgl.m. Then scripts rwgl .m, rwg2 . m
are executed. Frequency loop parameters are specified in script rwg3 .m. For
the present dipole, with the total length of 2m, we choose

fn =25MHz, £, =500MHz (7.4)

and NumberOfSteps=200 in order to highlight a few first resonances. Here
NumberOLSteps is the number of sampling points over the bandwidth. Then
the script rwg3 .m is executed. The final result is observed using the script
sweeplot.mand is shown in Fig. 7.4. Run this script to sce the already pre-
calculated results,

Note that calculations for 200 sampling points may be rather lengthy.
For the dipole with 244 triangles, about 9min CPU running time is necessary
to run seript rwg3 .m with 200 frequency steps (on a Pentium IV processor
with 1.7GHz clock speed). Therelore it makes sense to convert the script
rwg3.m to a function of frequency and use Matlab compiler as was done in
Chapter 2.

From Fig. 7.4 we see that the input impedance of the dipole is subject to
large oscillations, both real and imaginary parts, when frequency of the feed
voltage increases. The input impedance of the center-fed dipole is purely resis-
tive for certain lengths, called resonant lengths. The bar in Fig. 7.4a and b
denotes the position of the half-wavelength dipole (close to the lowest reso-
nance). The resonant lengths occur at approximately (sce Section 4.5 of
Chapter 4).

The dipole may operate at one of the lowest resonances, within the bandwidth
of 8 to 16% ([2]. p. 260).

To answer the question why the resonant frequencies are so popular in elec-
trical communications, we begin by analyzing the radiated (output) power of
the dipole antenna. The radiated power has a maximum when the antenna
impedance is purely real. Thus the dipole antenna fed by an ideal voltage
source becomes the most efficient radiator at the resonant frequencies. The
next section provides the quantitative results for radiated power.

'The slope of the impedance curves in Fig. 7.4 is changed when one changes
the dipole thickness (or the width of an equivalent strip; sce Chapter 4).
The general rule is a decrease of the peak impedance magnitudes with an
increase of thickness. Thus thicker dipoles have a more smooth impedance
curve and are in that sense more “broadband.” Thick cylindrical dipoles are
studied in Ref. [1, ch. 9]. Note that a comprehensive study of different dipole
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Figure 7.4. Dipole input impedance as a function of frequency {ratio total length/wavelength).
A 2m long and 0.02m wide strig is considered. The bar indicates the half-wavelength dipole.



160 BROADBAND ANTENNAS: THE FREQUENCY SWEEP

configurations was given by King [16]. However, only thin dipoles are con-
sidered in that reference.

7.5. DIPOLE RADIATED POWER, RETURN LOSS, AND GAIN

To obtain the total radiated power and gain as a function of frequency, the
script efield2 .m should be executed after the script rwg3 .m. That script has
the same frequency loop, which involves the calculation of radiation intensity
distribution and radiated power over a large sphere with 500 triangles
(sphere.mat). The script efield2 .m is faster than rwg3 . m.

The result is observed using the script sweeplot.m and is shown in
Fig. 7.5a. We see that the radiated power has strong peaks that correspond to
the resonant frequencies discussed above. The dipole reactance crosses zero
{becomes negligibly small} exactly at the resonant frequencies. However, the
power peaks may be slightly shifted due to finite dipole thickness and a non-
sinusoidal current distribution along the dipole. For example, Chapter 4 pre-
dicts the total radiated power of 4.5mW for the half-wavelength dipole. Figure
7.5a shows that there exists a more favorable frequency, slightly lower than
the half-wavelength frequency of 75MHz. At that lower frequency, the dipole
will radiate as much as 7mW.

An ideal voltage generator can be assumed in the feed by a simple power
consideration. Usually this voltage generator occurs in series with a resistance
(500). Therefore the more practical “resonant™ parameter is the renurn loss
RL of the antenna. The return loss is found based on the reflection coefficient,
I, in the antenna feed versus the 50C transmission line, namely

7., —50Q _
= 7.5

Z,+500 (7:5)
where Z, is the antenna input impedance. The discussion of the reflection coef-

ficient will be continued in the next chapter. The return loss is simply the mag-
nitude of the reflection coefficient in dB, i.e.

The return loss can be taken with negative sign as well. The return loss is the
most important parameter with respect to the load matching. It characterizes
the antenna’s ability to radiate the power instead of reflecting it back to the
generator. The antenna’s bandwidth is often defined as the band over which
the return loss is sufficiently small (below —10dB).

To find the return loss, we only need the antenna’s impedance. The
corresponding calculation is done in the script sweeplot.m. The result is
shown in Fig. 7.5b. The antenna’s resonances are seen as deep notches on
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the plot. Interestingly the resonances in Fig. 7.5 and b are practically
identical,

The slope of the power curve and the RL curve in Fig. 7.5¢ and b become
smoother when one increases the dipole thickness (or the width of an equiv-
alent strip; sce Chapter 4). The general rule is & decrease of the power peaks
with an increase of thickness.

Finally, Fig 7.5¢ shows the dipole gain as a function of frequency. There is
no correlation between the gain and the antenna’s input impedance or
radiated power. At the same time the slope of the gain curve is in a very good
agreement with the corresponding analytical result of Ref [1, p. 158] even
though that result was obtained for an infinitesimally thin dipole. In par-
ticular, the gain magnitude of the first maximum differs by 0.25dB only. At
high frequencies the discretization accuracy of the structure sphere.mat is
not enough to correctly predict the gain values, Instead, spherel . mat should
be used.

In conclusion, the conventional dipole should be treated as a typical
resonant antenna. It has strongly oscillating input impedance and gain in
the frequency band 1/3 £ 24/4 < 3 and cannot be treated as a broadband
antenna.

7.6. DIPOLE COMPARISON WITH NEC MODELING

For the purpose of comparison, we present here simulation results for an
equivalent dipole, obtained using a NEC wire solver. SuperNEC software of
Poynting Software Pty Ltd. [17] is employed to model a 2m long wire dipole
with an equivalent radius of 0.005m. The wire is divided into 19 and 39 seg-
ments. Option “thin wire kernel” is used.

Figure 7.6 shows the real part of the input impedance (input resistance)
compared to the NEC solver. The NEC datz are denoted by stars. At low fre-
quencies, smaller than or equal to the half-wavelength frequency, the results
come in close proximity to each other. When the frequency increases, the dit-
ference becomes more apparent.

This difference is clearly reduced by increasing the number of segments in
the wire model as shown in Figs. 7.6b and 7.7b. The problem is, however, that
the number of segments in the NEC model is limited by the condition that
requires a segment ol a length-to-radius ratio greater than about 10 [18]. If we
use a wire with 79 segments, instead of 19 or 39 segments. the results will be
more accurate at high frequencies. This is shown in the last column of
Table 7.1. Simultancously, the results will become more inaccurate (') at low
frequencies (second column of Table 7.1).

The dilemma of segment count can be solved in NEC by taking two dif-
ferent wire models: one with a small number of segments at low frequencies
and another, with a large number of segments at high frequencies. Such an
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Figure 7.6, Input resistance of the dipole as a function of frequency. Stars denote the NEC
results for 19- and 39-segment wires. The bar indicates the half-wavelength dipole.

experiment 1s rather inconvenient though. Note that the strip model is free of
these restrictions. Indeed, at very high frequencies, when the strip width
becomes a relatively large fraction of wavelength, the difference between the
cylinder model and the strip model would be of a physical nature.
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Table 7.1. Input Impedance of Strip and Wire Models of the 2m Long Dipole

Model Input Impedance, £ at Input Impedance, Q at
75MHz 497 625MHz
Strip2.mat—244 triangles - 876+ <473 82.3 —j x 135.6
Wire with 19 segments 89.9 +j < 52.7 208.7 — j x 180.1
Wire with 39 segments 922 +jx502 140.1 — j x 1560
Wire with 79 segments 97.1 +j % 137.9 118.1 — j x 148.5

Note: The strip width is 0.02m. The equivalent wire radius is 0.005m.

7.7. MATLAB MESH FOR BOWTIE ANTENNA USING DELAUNAY

To obtain frequency characteristics of the bowtie antenna, we specify the mesh
file name as bowtie at the top of the script rwgl . m. Further the calculations
are identical to these for the dipole. Before discussing them, we describe
briefly the mesh generation script bowtie.m in the subdirectory mesh. This
script does not use Matlab PDE toolbox. Instead, we use Delaunay triangu-
lation (Matlab function delaunay) to create the antenna mesh. The first step
is to create 2D node points on the bowtie boundary and in the inner doinain.
These points are saved in Matlab arrays X and . The conventional arrav of
Cartesian node coordinates,p(1:3, :}, 18 obtained by

p=[¥X; ¥; =zeros(l,length{X))];

Next we call delaunay to create the triangle array £ (3, : ), that is, to iden-
tify nonintersecting triangles of the mesh as follows

TRT = delaunay (¥X,¥); t=TRI';

Finally, we add the fourth row to the triangle array (the domain number 1 is
default)

tid, :y=1;

The antenna mesh, containing p and t, is thus defined. A problem with the
bowtie structure is its nonconvex shape. Therefore the {unction delaunay
creates some nonphysical triangles outside the antenna’s area. To eliminate
these triangles, we define a polygon, Xpol, Ypol, whose shape is the antenna’s
shape. Then array Center (1:3, :) of the triangle’s center points 1s created.
The line

IN = inpolygon{Center{l,:}, Center{2,:}, Xpol,¥pol};
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creates an array IN whose element has value 1 if the corresponding (riangle
(its center) is inside the polygon. Using array IN. the nonphysical triangles are
removed from the mesh. Run script bowtie.mto see the corresponding oper-
ation sequence displayed as a number of 2D plots. The present algorithm can
be applied to create other planar antenna shapes.

7.8. BOWTIE IMPEDANCE

Scripts rwgl . m, rwg?2 .m are executed first. Since the bowtie length is 10 times
smaller than the length of the dipoele, the frequency band from 25MHz to
5GHz 1s chosen in the seript rwg3 . m. After the script rwg3 .mis executed the
script sweeplot . m outputs the data for the input impedance of the bowtic
shown in Fig. 7.8 by a solid line. To obtain the radiated power and gain, we
have to run efield2 .m in addition to rwg3 . m.

The dashed line in Fig. 7.8 shows the impedance values corresponding to a
dipole of the same length 20cm. To obtain these values, mesh strip2 .mat
was used, with the array p multiplied by 0.1. One can see that the impedance
characteristics of the bowtie are considerably smoother than the dipole char-
acteristics. Especially inviting is the behavior of the reactance, which has
nearly constant negative value {capacitive reactance) in the band 1.5 to 5SGHz.
To further proceed with the impedance analysis (calculation of return loss),
we can use the script sweeplot .m.

The impedance behavior of the bowtie is considerably affected by the
value of the flare angle, ¢. Problems at the end of the chapter give a few
examples of the bowtie antenna behavior at different flare angles. The classic
experimental paper on conical and bowtie antennas is that of Brown and
Woodward, RCA Review, 1952. The use of RWG edge elements for the bowtie
antenna analysis was discussed vet in Ref. 11 of Chapter 4.

7.9. BOWTIE RADIATED POWER AND GAIN

To obtain the total radiated power and gain as a function of frequency, the
script efield2.m should be executed after script rwg3 .m. This script saves
radiated power (variable TotalPower) and gain (variable GainLogarith-
mic Oor GainLinear) in the binary output file gainpower .mat that is
used as an input to sweeplot.m. The result is observed using the script
sweeplot .m, where these arrays are plotted versus frequency (array f), and
is shown in Fig. 7.9.

Only one power resonance can be identified for the present bowtie with
o = 90°. This resonance occurs when the antenna length/wavelength ratio is
slightly smaller than 1:3. The first resonance is very strongly developed and a
high output power of about 13mW is observed at the resonance. The bowtie
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gain varies from approximately 2 to 5dB and is on the order of the dipole gain.
When the frequency increases, the output power exhibits moderate oscillations
and generally increases as well.

Whereas for the dipole antenna the harmonic current is reflected back and
forth from the dipole ends, for the bowtie antenna the current is distributed
over a larger surface and eventually dissipates into the radiated field before it
reaches the antenna’s end. The same situation happens for a thick cylindrical
dipole or a sheet dipole. Therefore reflections from the antenna’s end are sig-
nificantly reduced, which makes the bowtie antenna an essentially nonreso-

nant structure, attractive for both broadband and UWB (see Chapter 8)
applications.

7.10. BOWTIE RADIATION INTENSITY DISTRIBUTION

Alter the two frequency loops (rwg3 .m and efie1d2 .m) are complete, scripts
rwgSsingle.m, efield2single.m, and efield3single.m display the
antenna parameters at any frequency within the bandwidth. The desired fre-
quency should be specified at the beginning of each code. Note that the desired
frequency is not necessarily equal to the grid frequency: the nearest frequency
of the grid is used to create the output. In this section we are interested in the
radiation intensity distribution for the bowtie (script efield2single.m) and
the corresponding directivity patterns (script efield3single.m). The output
of efield2single.m (3D radiation patterns at several frequencies) is shown
in Fig. 7.10. The sphere radius of 1000m is chosen.

Figure 7.10 indicates that despite the better impedance behavior, the
present bowtie antenna might have a diverse radiation intensity distribution
through the band 1 to 4GHz. Note that the color bar in Fig. 7.10 extends from
the maximum to minimum intensity magnitude. Therefore relative variations
of the intensity may be not as high as they appear in Fig. 7.10. An additional
test is necessary to quantitatively describe the intensity distribution.

For this purpose we apply the script efield3single.m, which outputs the
directivity patterns in dB. The xz-plane is chosen for comparison. The output
of the script is shown in Fig. 7.11 where we plot four directivity patterns
corresponding to 1, 2, 3, and 4 GHz. The x-axis corresponds to the reference
angle zero.

Itis seen in Fig. 7.11 that the results at 1 and 2 GHz indicate a nearly omni-
directional (strictly speaking, bidirectional, see [2]) radiation pattern, with
relatively small directivity variations. Interestingly the direction of maximum
radiation changes from the z-direction in Fig. 7.11a to the y-direction in Fig,
7.11b. The radiation patterns at lower frequencies are also omnidirectional and
are quite similar to that shown in Fig. 7.11a. However, the results at 3 and 4
GHz are hardly acceptable. This circumstance, combined with the impedance’s
behavior, allows us to identify the bandwidth of the present antenna type as
approximately 0.5 to 2GHz.
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Figure 7.10. Radiation intensity distribution of the howtie antenna at four different frequencies.
The flare angle is 90°.

Further work may be needed to increase the bandwidth. Some of the
methods include resistive loading [7,8], dielectric coating [9,10], use of a cavity-
backed bowtie [11], and the use of a volume absorber [12]. One other possi-
ble method is further optimization of the shape of the metal sheet bowtie
antenna. This task may be accomplished numerically.

Note that the bowtie geometry studied here s straightforwardly expanded
to one of the simplest fractal antennas: the so-called Sierpinski fractal antenna
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Figure 7.11. Radiation patterns of the bowtie anterna at four different frequencies in the
xz-plane.

or Sierpinski gaskel [14,15]. Very basically, the Sierpinsli fractal is none other
than a bowtie with a specially arranged holc structure. Fractal antcnnas are
not broadband in the conventional sense but rather “multi-band.” These
antennas are able to keep nearly the same performance at several (up to five)
rclatively narrow bands [15]. At the end of the chapter we will consider an
analysis of the fractal bowtie antenna.
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7.11. MESH FOR A SPIRAL ANTENNA

The mesh for a spiral antenna is created using two scripts: strip.m and
spiralplane.min the subdirectory mesh. The first script only creates a thin
plane strip. In contrast to Chapter 4, the strip is created in the xz-plane. The
script spiralplane.m imports the strip geometry from the binary file
strip.mat and “bends™ it to obtain an Archimedean spiral (see Section 7.3).
Since the corresponding code sequence is very short, we present here the com-
plete source code in the form:

clear all

load strip

N=5; Fhumber of turng
Size=0.2; ZSpiral size in m
angle=abs (2*pl*N*p{(l, :});

P(l,:)=p{l,:).*cos(angle)};
P(Z2,:)=p(l,:).*=sin{angle};
P(3,:)=p{(3,:);

p=Size*P;

save spiralplane p t;
viewer (*splralplane’)

Variable $1ze defines the total size of the spiral in its plane. Running scripts
strip.mand spiralplane.min its present form leads to the spiral of five
turns shown in Fig. 7.12a (or Fig. 7.2¢). If we want to increase the number of
turns, the maximum edge size of the mesh should be reduced. To do so, we run
the script strip.m using finer discretization, say, Ny=300. This corresponds
to 600 triangles in the mesh. Then the script spiralplane.mis executed with
a larger number of turns, say,N=10. This leads to the spiral shown in Fig. 7.125.
The script outputs the binary file spiralplane.mat used as an input to the
main code sequence. The feeding edge is always located at the origin. The
spiral meshes may have as large as 3000-3500 triangles (spirals with 50-75
turns). These meshes can be deformed to form a conical spiral antenna (see
[1, pp. 549-550]).

7.12. SPIRAL ANTENNA'S IMPEDANCE, POWER, AND GAIN

To obtain the frequency characteristics of the spiral antenna, we specify the
mesh file name as spiralplane at the top of the script rwgl . m. Then scripts
rwgl.m rwgZ2.mare executed. Since the spiral size is equal to the size of the
bowtie antenna trom the preceding sections. the frequency band in the script
rwg3.mis chosen to be the same, from 25MHz to 5 GHz. After running the
script rwg3 .m, script sweeplot . m outputs the data for the input impedance
of the spiral antenna shown in Fig. 7.13. Thesc data correspond to the spiral
shown in Fig. 7.12q.
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Figure 7.12. Two spiral antennas with (a} 5 turns and (b) 10 turns. The number of triangles is
300 and 600, respectively.

One can see in Fig. 7.13 that the input impedance becomes very flat
when frequency exceeds approximately 0.5 GHz. In that area the input resis-
tance varies around 200C. This value is close to the theoretical prediction
of 188.5Q for equiangular (exponential) spirals (see [2. pp. 281-287] or [1,
pp. 545-548]). The input reactance in Fig. 7.135 tends to a negative constant
value of approximately —150Q when frequency increases above 0.5GHz.
This observation is also in line with the corresponding data for equiangular
slot spirals (see [1, p. 549]). Compared to the bowtie antenna with a flare
angle of or=90", the spiral antenna of the same size exhibits smaller variations
of the input impedance in the frequency range f > 0.5GHz, or, which is
the same, when the antenna size is greater than or equal to one-third the
wavelength.
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A better resolution of impedance behavior at high frequencies is shown in
Fig. 7.14a with the data for the input resistance of the 5-turn spiral antenna
provided on a larger scale. In order to see how the number of turns affects
impedance, corresponding data are presented in Fig. 7.14b for a 10-turn spiral
antenna of the same size as was depicted in Fig. 7.125. The impedance behav-
ior in Fig. 7.14b appears a little smoother except for extremely large oscilla-
tions at low frequencies. The magnitude of the input resistance slightly
increases with increasing the number of the turns. Similar results are observed
for the input reactance.

Figure 7.15 shows simulation results for the total radiated power and the
antenna gain in the case of the 5- and 10-turn spiral antennas, respectively. The
solid line indicates the solution for the 5-turn spiral antenna, and the dashed
line corresponds to the 10-turn spiral. The power behavior of two antennas is
quite similar. The 10-turn antenna has smaller power variations in the range
0.5 to 5GHz.

Spiral antennas are usually cavity backed with an absorber or with a ground
plane [19-22]. They are intensively investigated right now due to their invit-
ing characteristics such as broad bandwidth (up to 10:1), circular polarization,
and a small physical size. To investigate the polarization properties in the far
and near field of the antenna, the script efieldlsingle.m can be used.

In spiral antennas most radiation comes from the region of the structure
where the circumference is about one wavelength, often called the active
region. Thus, as frequency changes, different parts of the spiral antenna will
support the majority of the current. This feature is responsible for broadband
performance [2, p. 287]. An antenna with distinct active regions is usually very
small and essentially appears as il it were infinite. The script rwSsingle.m
allows us to visualize current distribution along the spiral at different fre-
quencies. A study made for two present spirals showed, however, that the
active region is usually not very well developed and sometimes cannot be
identified properly.

7.13. SPIRAL ANTENNA'S RADIATION INTENSITY DISTRIBUTION

Once two frequency loops (rwg3 .mand efie1d2 .m) for the spiral antenna are
complete, we can again use scripts efield2single .mand efield3single.m
to evaluate antenna parameters at any single frequency within the bandwidth.
The output of the script efield2single.m (3D radiation patterns) is shown
in Fig. 7.16 at 1,2, 3, and 4 GHz. The sphere radius is 1000 m.

Compared with the 3D intensity patterns for the bowtie antenna of Fig.
7.10, the spiral antenna has a considerably smoother radiation pattern evolu-
tion when frequency increases. The pattern remains bidirectional in the entire
frequency band from 0.5 GHz to 4 GHz. To support this conclusion, we present
in Fig. 7.17 three directivity patterns of the spiral antenna in the xz-plane. The
x-axis corresponds to the reference angle zero. These patterns are obtained
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using the script efield3single.m. [tis seen in Fig. 7.17 that the bidirectional
pattern remains very stable when {requency increases.

A cavity-backed spiral antenna or a spiral over a ground plane would create
unidirectional radiation (single lobe). A gain up to 14dB is obtained for a
spiral covered by a dielectric laver [22]. This value by far exceeds the gain
found in Fig. 7.15. The unidirectional radiation pattern is also observed for a
conical spiral antenna [1, pp. 349-530].
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The spiral antennas illustrate the principle that emphasis on angle-related
geometry rather than on the length-related one (e.g., the dipole) will lead to
broadband antennas. Another and very important type of broadband direc-
tional antennas are log-periodic antennas and arrays {see [1,sec. 11.4] and [2,
ch. 6]). Log-periodic antennas are ideologically similar to spiral anlennas.
However, it 1s more difficult to create their shapes using the corresponding
Matlab scripts. An alternative is to employ the Matlab PDE toolbox discussed
in previous chapters.
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Figure 7.17. Radiation patterns of the spiral antenna with five turns at three difierent frequen-
cies in the xz-plane. The antenna size is 0.2m.

Script bowtie.m could, in principle, be extended to create toothed log-
periodic antennas [1. figs. 11.6. 11.7]. As concerns the log-periodic array,
Chapter 6 provides all necessary tools to create a log-periodic array of dipoles
(the end-fire array with the phase shift of 180° and with logarithmically
Increasing spacing}.

7.14. MULTIBAND ANTENNAS: THE SIERPINSKI FRACTAL

In order to create a bowtie shaped as a Sierpinski gaskel (Fig. 7.3), we us¢ the
Matlab seript fractal .m from the subdirectory mesh. That script was tested
with the stages of fractal growth §=1.2,3, 4. First, half of the bowtie structure
(the initiator triangle) is ereated. The algorithm of the seript is based on apply-
ing the generator to a number of filled triangles, at each refinement step. It uti-
lizes the function divider that for an arbitrary triangle, outputs the central
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subtriangle to be cut and three remaining subtriangles. As a result arrays
CatPolygonX(1l:3,:) and CatPolygonyY (1:3, :) are created thatiden-
tify multiple polygons (triangles) to be cut from the bowtie at each stage. The
cutting procedure is similar to that described in Section 7.7. After the non-
physical triangles are removed from the mesh, the mesh is cloned in order to
create the symmetrical bowtie. An intermediate operation includes removal of
doubled vertexes from the mesh when cloning intercepting structures.

A principal point for the RWG analysis is that the mesh patches at the
vertexes of the subtriangles should be kept in the mesh as shown in Figs. 7.3
and 7.18. Otherwise, the current would not be able to flow through the junc-
uonsaltheboundalvandtheconuﬂeuﬂylncomxctleuﬂm\Noukibeobhmned
This situation is addressed using a special loop in the script fractal.m.

The algorithm of the script £ractal.mis very sensitive to the mesh size.
Therefore only certain mesh sizes are allowed. They are referred to at the
beginning of the script. We will investigate here one fractal antenna, with the
flare angle of 90 degrees and § = 2, shown in Fig. 7.18. This structure has 857
RWG edge elements. The finer structures shown in Fig. 7.3 require large CPU
processor run times and will not be considered in the present chapter. The
interested reader could try these structures if the number of sampling points
m the frequency domain is relatively small (20-30).
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Figure 7.18. Fractal antenna with stage of growth S = 2 and flare angles S0°.
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7.15. SIERPINSKI FRACTAL'S IMPEDANCE, POWER, AND GAIN

To obtain the frequency characteristics of the fractal antenna, we specify the
mesh file name as fractal at the top of the script xrwgl.m. Then scripts
rwgl.m rwg2.m are executed. The antenna size is approximately equal to
the size of the bowtie antenna in Sections 7.8 to 7.10. The width 1s the same
{0.2m), whereas the height is somewhat smaller (0.18m). The difference in the
height is due to the different treatment of the bowtie neck. It can easily be
corrected if necessary. The frequency band in the script rwg3 .m is chosen 1o
cover the range from 0.025 to 8 GHz, totaling 100 sampling points. After
running rwg3.m, the script sweeplot.m outputs the data for the input
impedance of the fractal antenna shown in Fig. 7.19.

In Fig. 7.19 we compare the input impedance of the fractal antenna (solid
line) with input impedance of the bowtie antenna (dashed line). The imped-
ance behavior of the fractal antenna indicates a typical resonant structure. The
input resistance has large peaks, whereas the input reactance has multiple
nulls.

In our analysis of impedances, the multi-band behavior of the fractal
antenna is not yet specified, We are interested in the resonances that are char-
acterized by the zero input reactance and the maximum power radiated by the
antenna. Furthermore, if the input resistance at these resonances will be well
matched to the 50Q load, the multi-band behavior will be established.

The radiated power of the fractal antenna (solid line) and of the equivalent
bowtie (dashed line) are shown in Fig. 7.20a. At low frequencies (below
0.5GHz) both power dependencies are nearly the same. We can see that
the fractal antenna has three resonances. The number of resonances 1s thus
the number of [ractal stages (§ = 2) plus one. The first resonance is that of the
pure bowtie' and corresponds to f; = 0.39 GHz. This resonance occurs whether
or not the fractal structure is present. The second resonance at f; = 1.48 GHz
corresponds to the first fractal iteration, and the third resonance at fi =
3.35GHz corresponds to the second fractal iteration. The frequency ratios

f A
22379 L0906 7.7
; R -1

asymptotically tend to 2 when the number of fractal stages increases as
predicted by theory [15]. The resonant bands are thus log-periodically spaced,
by a factor of 2, which is exactly the scale factor that related triangle size at
each stage of growth.

To investigate the resonances more properly, we check the mput reflec-
tion coefficient, T, of the transmitting antenna given by Eq. (7.5) (script

' In [15] such a resonance is associated with the first fractal iteration. Calculations done for the
antenna from Rel. [15] indicate that this result is rather the resonance of the original monopole
bowtie antenna.
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sweeplot .m). Figure 7.20b shows the magnitude of the reflection coefficient
to logarithmic scale versus frequency. We see that the power resonances are
directly associated with the minima of the reflection coefficient, which enables
us to design a well-matched antenna at these frequencies.

The corresponding resonance bands are the multi-bands of the fractal
antenna. The relative bandwidth at each band typically reaches 7 to 20% [15].
We note that calculations and experiments of Ref. [15] predict different reflec-
tion coefficients for two first resonances in a similar situation. They are on the
order of —10dB (first resonance) and —14dB (second resonance).

The reason for the different return loss may be a slightly different antenna
configuration (the monopole fractal bowtie in [15] has the flare angle of 60°)
and the insufficient accuracy of the mesh shown in Fig. 7.18. Nevertheless,
a general tendency (reflection coefficient decreases with frequency up to the
third resonance) remains exactly the same. Furthermore we obtain a very
similar value of the third reflection coefficient.

Finally in this section Fig. 7.21a shows the surface current distribution
on the fractal antenna surface at 1.48 GHz (second resonance). The self-
similarity of the current distribution [15] can be observed. Figure 7.21b gives
two 3D radiation patterns at the second and third resonant frequencies,
respectively. Compared to the bowtie radiation patterns in Fig, 7.10, the fractal
antenna clearly produces a directional beam of a higher gain at the resonant
frequencies.

Notice that the dipole investigated at the beginning of this chapter is also
a resonant system. A reasonable question is therefore why not use the simple
dipole instead of the fractal antenna for the multi-band purposes. The inves-
tigations done in [15] for an equivalent fractal system (the so-called Koch
antenna) showed that the fractal antenna improves the bandwidth of each
band, the radiation resistance, and the reactance relative to those of a linear
monopole (dipole). Equivalently the size of the dipole antenna can be reduced
by fractally shaping its linear profile [15].

7.16. CONCLUSIONS

In this chapter we gave four examples of antenna parameter evaluation in
the frequency domain, for the dipole, bowtie, spiral, and fractal antenna. The
major quantities of interest are the input impedance, radiated power, and gain.
The code sequence remains exactly the same for any antenna type; only the
input structure’s file name has to be changed. Radiation patterns and the
surface current distribution at any single frequency within the bandwidth can
be examined using the corresponding Matlab scripts with the extension
“single.”

None of the models of the present chapter require the use of the Matlab
PDE toolbox. Instead, we employ either 2D Delaunay triangulation (Matlab
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Figure 7.21. (a} Surface current distribution at the second resonance; (b) 30 radiation patterns
at the second and third resonances of the fractal antenna.,

function delaunay) to create the antenna mesh (bowtie antenna) or a custom
Matlab script (spiral antenna or fractal antcnna). This approach will be
cxplored in the following chapters. By a straightforward modification of the
script rwg3 .m, the algorithm of the present chapter can be extended to
antenna arrays.
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PROBLEMS

7.1.

For a 2m long dipole strip2.mat determine the input impedance
behavior as a function of frequency in the range 5 to 150MHz. The
sampling interval is 5 MHz. Additionally plot:

a. Surface current distribution at 150MHz

b. 3D radiation pattern at 150MHz

¢. Directivity pattern in the elevation plane at 150 MHz.

For a 2m long dipole strip2.mat determine the input impedance
behavior as a function of frequency in the range 0.5 to 1GHz. The
sampling interval is 10MHz. Additicnally plot:

a. Surface current distribution at 0.5GHz

b. 3D radiation pattern at 0.5GHz

¢. Directivity pattern in the elevation plane at 0.5GHz.

7.3.% The specified standard for the bandwidth is often variation of the

ratio (1 + [T/(1 — ITT) associated with VSWR (voltage standing wave
ratio) at the antenna input terminals. In this case let the specified stan-
dard be

VSWR <2

Design a dipole antenna that:
a. Has the center frequency of 1 GHz
b. Has the bandwidth of 3%.
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Repeat task of Problem 7.3 if the center frequency changes to 2 GHz
and the bandwidth changes to 10%.

Create a structure for the bowtie antenna of total length 20cm, with a
Hare angle of 60° and a feeding edge length of 1cm. Determine the
input impedance behavior as a function of frequency in the range
25MHz to 4 GHz. The sampling interval is 25 MHz. Plot:

a. Surface current distribution at 1 GHz
b. 3D radiation pattern at 1 GHz.

Create a structure for a bowtie antenna of total length 20cm, with a
flare angle of 120 © and a feeding edge length of 1cm. Determine the
input impedance behavior as a function of frequency in the range
25MHz to 4 GHz. The sampling interval is 25 MHz. Plot:

a. Swrface current distribution at 1 GHz
b. 3D radiation pattern at 1 GHz.

Create a structure for the bowtie antenna described in Problem 7.5. Save
the seript bowtie.m,as bowtiel.m, and modify that script in order to
create a V-shaped bowtie antenna shown in Fig, 7.22. Use viewer
bowtie to visualize the structure. Determine the input impedance
dehavior as a function of frequency in the range 25 MHz to 4 GHz. The
sampling interval is 25 MHz. Plot the radiation intensity distributions at
1,2,3, and 4 GHz. Compare vour results with those of Fig. 7.10.

0.1

0.05

-0.05

0.02

0.04

Figure 7.22. V-shaped bowtie antenna.
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The specified standard for a bandwidth is

1+{0]

VSWR =
1-|0

<2

where T is the antenna’s reflection coefficient. Design a bowtie antenna
that:

a. Has a center frequency of 3GHz

b. Has the bandwidth of 3:1.

Repeat the task of Problem 7.8 if the center frequency changes to
5GHz and the bandwidth changes to 6: 1.

Create a structure for the spiral antenna with N = 2 turns of total size
(diameter) 20cm. The strip width is 4 mm. Determine the input imped-
ance behavior as a function of frequency in the range 25 MHz to 3GHz,
The sampling interval is 25MHz. Plot:

a. Surface current distribution at 2GHz

b. 3D radiation pattern at 2GHz

¢. Directivity pattern in the xz-plane at 2 GHz.

Create a structure for the spiral antenna with N = 5 turns of total size
(diameter) 2cm. The strip width is 2mm. Determine the input imped-
ance behavior as a function of frequency in the range 0.25 to S0GHz.
The sampling interval is 0.25GHz. Plot:

a. Surface current distribution at 20 GHz

b. 3D radiation pattern at 20GHz

¢. Directivity pattern in the xz-plane at 20GlHz.

& Create a structure for the spiral antenna shown in Fig. 7.12a. Save script

spiralplane.m as spiralplanel.m and modify that script in
order to obtain the conical spiral antenna shown in Fig. 7.23. Deter-
mine the input impedance behavior as a function of frequency in the
range 25 MIz to 5 GHz. The sampling interval is 25 MHz. Plot the radi-
ation intensity distributions at 1,2, 3, and 4 GHz. Compare your results
with those of Fig. 7.16.

Hint: Use the line

D3, :)=p (3, )+0. 1% {p(1, ). 2+p(2, 1) ."2) /(Size/2)"2;
for the structure transformation.

Repeat Problem 7.12 for a 10-turn spiral antenna.

For the fractal bowtie shown in Fig. 7.18, determine the put imped-
ance, surface current distribution, and radiation intensity distribution
at three first resonant frequencies.
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Create a fractal bowtie shown in Fig. 7.24 (the same as in Fig. 7.18 but
the stage of fractal growth 1s 3). Assuming a frequency band from 0.025
to 8 GHz totaling 100 sampling points, determine the behavior of the
radiated power and the input reflection coefficient m frequency
domain. Compare your results with those obtained in Section 7.15 for
the previous fractal iteration.

Consider a dipole of 20cm total length. Assuming a frequency band
from 0.025 to 8 GHz totaling 100 sampling points, determine the behav-
ior of the radiated power and the input reflection coelficient in fre-
quency domain. Obtain 3D radiation patterns at three resonant
frequencies. Comparc your results with those obtained in Sectien 7.15
for the fractal antenna.
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8.1. INTRODUCTION

This chapter gives a complete simulation of an ultra-wideband pulse slot
antenna designed by Time Domain, Co. [1]. The antenna hardware setup is

193
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shown in Fig. 8.1. Before reading this chapter you may want to run script
rwg34.m to see one of the final results for UWB pulse transmission.

Impulse radiating antennas are members of a class of antennas that are
designed for the radiation of ultra-wideband (UWB) electromagnetic pulses,
and not for signals at fixed frequencies. For example, small-scale ground pen-
etrating radars (GPR) are designed to operate over a wide frequency range,
typically from a few MHz up to 3GHz and higher [2.3]. Ultra-wideband
sources and antennas are of interest for a variety of potential applications that
range from transient radar systems [2—4] to communication systems (impulse
radio [3,6]) and medical diagnostics [7.8]. The antenna shown in Fig. 8.1 is par-
ticularly mtended for wireless communication links [1,5.6].

For pulse antennas two approaches are currently used to simulale the radi-
ation parameters. One is the time domain method, where all the simulations

Figure 8.1. Transmitting and receiving slot antennas (copper). Feed cables (partially not seen)
are attached to the middle of the slot, as close as possible to the slot's boundary.
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are done with time-dependent electric and magnetic fields. The finite-
ditference time-domain (FDTD) numerical algorithm is the most suitable tool
for this purpose [2.8-12]. Another approach is the frequency domain method.,
In this method we calculate antenna performance for every single harmonic
wave, within the anticipated pulse bandwidth. The result for a pulse is then
obtained using the inverse Fourier transform. The MoM method is ideally
suited for the frequency domain analysis [13].

To pursue calculaticns in the frequency domain; a frequency sweep should
be made similar to that discussed in Chapter 7; that is, the antenna parame-
ters should be calculated at a number of frequency samples. We may expect
this number to be high if we want good accuracy. At each sample frequency
we should know the MoM mmpedance matrix, surface current distribution, and
the input impedance of the antenna. Therefore the moment method becomes
both time and space consuming. If only one pulse form is studied. the time
domain method will be more suitable and superior to the frequency domain
analysis.

At the same time, if we have many different pulses, the computational
expenses could nearly be the same. To jump from one pulse form to another
the frequency domain method requires simple spectrum multiplication. The
time domain method, however, needs the entire simulation process to be
repeated. The more different pulse shapes we have, the more advantageous
the frequency domain method becomes.

Another important advantage is that the frequency domain method is a
straightforward application of the MoM frequency sweep code developed in
Chapter 7. The frequency loop of Chapter 7 is extended to calculate the pulse
transmission. that is, to derive the antenna-to-antenna transfer function. The
transfer function allows us to predict the received voltage pulse, which is the
most important parameter of UWB transmission.

8.2. CODE SEQUENCE

The code sequence of this chapter includes three scripts with frequency loops
shown m Fig. 8.2. The script rwg2 1 .mis identical to script rwg3 .m of the pre-
vious chapter. The bandwidth, sampling rate, and the number of sampling fre-
quencies are specified in that script and can be chosen arbitrarily. The script
outputs binary file current .mat that contains the antenna impedance and
surface current distribution data for every frequency. The second file contain-
ing the same frequency loop is the seript rwg32 .m. This script outputs the
radiated electric field {(complex vector) at a point as a function of frequency
into the binary file radiatedfield.mat. Using this information, we dertve
an antenna-to-free-space transfer function in frequency domain. The notation
rwg3 2 .mis questionable since that script is in fact an extension of the script
efieldl.m to the frequency loop. Nevertheless, we keep this notation to
emphasize the intermediate character of the corresponding transfer function.
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transfer function
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rwg34.m }

Figure 8.2. Flowchart for the time domain analysis. Scripts containing the frequency loop are
grayed.

Next, the script rwg33.m solves the scattering problem for a second
antenng at every frequency, assuming that the incident field is that due to the
first antenna. The antennas may or may not be identical. In that seript we cal-
culate the resulting surface current distribution and, using the already known
antenna mput impedance, determine the received voltage in the feed. The
ratio of the received voltage to the input voltage (1V at the feed point of the
transmitting antenna) constitutes the antenna-to-antenna transfer function
over the desired frequency band. The transfer function can be modified by
introducing an appropriate antenna termination circuit (see below). Once the
antenna-to-antenna transfer function is established, the received voltage pulse
can be calculated for an arbitrary voltage pulse in the feed of the transmitting
antenna, using spectrum multiplication and inverse Fourier transform (script
rwg34 .m).

The present algorithm is not optimal in the sense that the impedance matrix
1s calculated twice, in the scripts rwg31.m and rwg23 .m. This operation is
necessary if we have two distinct antennas but becomes meaningless if a pair
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of identical antennas is considered. We present here the most general version
of the algorithm assuming that the receiving UWB antenna may be different
from the base station antenna. For the pair of identical antennas, the scripts
rwg3l.m, rwg32 .m, and rwg33 .m can be combined into a single script, with
only one impedance matrix at a given frequency. The rest of the codes of this
chapter (with extension single) are those of Chapter 7.

8.3. INCIDENT VOLTAGE PULSE

A number of “test” pulse forms exist in the RF communication literature. The
most popular is the Gaussian monopulse and its modifications [6]. A funda-
mental characteristic of a monopulse is that it must have zero dc content to
allow it to radiate effectively. In other words, the pulse must have equal pos-
itive and negative phases so that the total integral over the pulse duration
becomes zero. The time domain representation of the typical differentiated
Gaussian (originally Rayleigh) monopulse, p{f, o), is [6]

3 22
plt.o)=—e" > (8.1)
o

The corresponding frequency spectrum, P(z, ¢) can be written in the form

(see [6])
P(f,0)= j]VIn(2mof)e i 2 (8.2)
The temporal pulse waveform and its spectrum are shown in Fig. 8.3z and b,
respectively. In Fig. 8.3 we present results in terms of normalized time, /¢, and
normalized frequency, fo. The parameter ¢ is known as a characterisiic time
of the pulse.
From Fig. 8.3 we can obtain the following parameters of the pulse:

1. Effective pulse duration (pulse length) [6] (this interval contains $9.99%
of the total pulse energy)

2. Center frequency,’

fr=—t=o (8.3a)

" The center frequency corresponds 1o the peak ol the pulse spectrum (Fig, 8.3b).
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Figure 8.3. Gaussian pulse (a) and the magnitude of its spectrum (b} in terms of dimension-
less variables: normalized time, t/o, and normalized frequency, fo.

3. Hall-power lower [requency,

_0.09 063

I i (8.3b)

4. Half-power higher frequency,

0.27 1.89

fu= ST (8.3¢)
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5. Half-power (3dB) bandwidth [6],

B:——:

. 2
018 _1.26 (8.3d)
T

For example, take a typical ultra-wideband monopulise of 1ns duration [1],
that is, 7= 7o = 10™s. This gives, according to Eqs. (8.3),

1.
f. =%_2:1.19 GHz
. 0.63 .89 :
I = = 0.63GHz, f, = lT =189 GHz, B= }Tié =126GHz (84)

8.4. SURFACE DISCRETIZATION AND FEED MODEL

The length of the antenna shown in Fig. 8.1 is approximately 6”. The structure
is created using Matlab PDE toolbox. It has 550 triangles and 767 edge ele-
ments. The slot shape is described by an empirical formula [1]

cos(Im)(1 —cos(/x))
4

(8.3)

where / the length along the slot. To model the antenna shown in Fig, 8.1 using
the Matlab PDE toolbox, we first create a rectangular plate. Two raw slotlike
polygons are then drawn inside the reclangle (left and right slots) using
polygon tool. They follow Eq. (8.5). To precisely adjust slot dimensions,
we open the corresponding m-file in the Matlab editor and change the vertex
coordinates. To export the mesh to the main work space, we select the Export
Mesh option from the Mesh menu.

After the mesh is initialized, the array of triangles, r, provides, in its fourth
column, the domain number. In the present example all riangles of the plate
except the slots belong to demain 1; triangles within the left slot belong to
domain 2, and triangles within the right slot belong to domain 3. To “cut” those
two slots, all triangles having a domain number other than 1 should be omitted.
The result is demonstrated in Fig. 8.4¢. The structure has 550 triangles and 767
edge elements. The corresponding mesh file antenna0l . missaved in the sub-
directory mesh.

The enlarged feed area is shown in Fig. 8.45 and ¢. The feeding edge is indi-
cated by a black bar. This is again the inner edge closest to the origin. For the
slot antenna, the size of the feed edge Is rather a free parameter due to the
specific geometry of the slot. We therefore consider two different feed models
shown in Fig. 8.4b and c. In Fig. 8.45 the feed cdge has a length of 1 mm,
whereas in Fig. 8.4c the edge length is 4mm. We will see later that the antenna
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Figure 8.4, {a} Surface mesh created using PDE toclbox; (b, ¢) two tested feed geometries.

parameters are almost unaffected by the size of the feeding edge. Alterna-
tively, the mesh for the slot antenna may be created using the Matlab function
delaunay (see Chapter 7 for examples).

85. FREQUENCY LOOP

Seripts rwgl .m and rwg2 . m are directly adopted from Chapter 7. They are
not affected by the frequency loop and should be run only once. For the feed
model in Fig. 8.4, we use antenna0l.mat as an input to rwgl .m. For the
feed model in Fig. 8.4c, the file antenna02 .mat should be used.

In the present example, we calculate the frequency response over the band
from 12.5MHz to 6.25 GHz with a sampling interval of 12.5MHz. The number
of sampling frequency points is 300. Such a large frequency spectrum is mostly
chosen for the demonstration purposes. The reason is that possibly large time
domain can be covered that contains both the radiated and received (delayed)
signal. Running the script rwg31.m at these conditions requires 2.5 hours.
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A moderate (about 15%) increase in speed may be obtained using the Matlab
compiler. To do so, the line function [l=rwg3l; should be added at
the beginning of the script. Then the file i1s compiled using the command
mce -m rwg3l.m and executed as a stand-alone DOS application.

Sampling in the frequency domain is not equivalent to sampling in the time
domain, which is discussed in many textbooks devoted to signals and systems
[14,15]. In general, we should answer two questions: (1) how large the sam-
pling interval in the frequency domain should be, and (2) what frequency band
should be covered. The corresponding discussion is pursued in Sections 8.12
and 8.13. Already precalculated results for the frequency loop are saved in the
Matlab directory of Chapter &.

8.6. SURFACE CURRENT DISTRIBUTION

Figure 8.5 shows the surface current distribution on the antenna surface at dif-
ferent frequencies. The gray scale extends from the minimum to the maximum
current magnitude in each case. The feed model antenna0l .mat (Fig. 8.4b)
is used.

In general, the surface current is concentrated close to the siot border and
has the highest values at the antenna feed. This is seen in Fig. 8.5z at a rela-
tively low frequency of 500 MHz as well as in Fig. 8 5c¢ at a higher frequency
of 2GHz. Figure 8.5b (1 GHz) is an extension to the rule. The feed current
appears to be very small and the antenna itself starts to “shine.” We will see
later that the present antenna type has a peak of the input impedance at
approximately 1 GHz.

The surface current distribution in Fig. 8.5 is obtained using the script
rwgSsingle.m which operates at every single frequency. The frequency
(within the bandwidth) is specified at the beginning of the script. It is some-
times more convenient to plot the square root of the normalized current
magnitude because the square root is more sensitive to low current densities.
Actually Fig. 8.5 uses this type of scaling instead of the linear scale.

8.7. ANTENNA INPUT IMPEDANCE

The input antenna impedance is calculated in the script rwg31.m and is
plotted using sweeplot.m. Figure 8.6 shows the impedance behavior as a
function of frequency for two different models of the antenna feed.

In both cases the impedance peak is seen at approximately 1 GHz. Other-
wise, the input impedance is predominantly real and has a relatively small
variation within the bandwidth 1-5GHz. It follows from Fig. 8.6 that two
different feed models have nearly the same values of the input impedance in
the entire frequency domain. Thus we may conclude that the input impedance
of the slot antenna is weakly sensitive to the width of the feeding edge.
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Therefore only one fecd model will be considered in the following, that is,
antennall.mat.

Compared to the broadband medels considered in Chapter 7, the imped-
ance behavior is superior to that of the bowtie antenna and comparable to the
impedance variations of the spiral antenna. In practice, the input impedance
of the slot antenna is affected by two attachment screws and other construc-
tion details.
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The script rwg31 . m simultaneously calculates the total power delivered to
the antenna in the feed (radiated by an ideal antenna) using Eq. (4.16) of
Chapter 4, that is,

1 )
Pros = %Re(zﬂ)lﬁ — S Re(IV}) (8.6)

where [ 1s the total current through the feeding edge, Z, is the antenna input
impedance, and V,, is the feed voltage (1 V). For the transmitting antenna, V,
= 1V, The impedance array Impedance and the power array FeedPower
are filled at every frequency within the bandwidth. The power reaches its
first maximum (resonance) of 9mW at approximately 1.9 GHz. However, this
maximum is weakly developed.

8.8. ANTENNA RADIATION INTENSITY, GAIN

For the far field, the script efield2single.m calculates the 3D radiation
pattern at a single frequency within the bandwidth. Figure 8.7 shows the radi-
ation intensity distribution at four frequencies: 500 MHz, 1 GHz, 2GHz, and
4 GHz. The gray scale extends from minimum to maximum radiation intensity
in each case. The antenna behaves like an omnidirectional (strictly speaking.
bidirectional) radiator at frequencies below 4 GHz, where the maximum radi-
ation intensity occurs 1n the axial direction (in the direction of the z-axis).
However, at higher frequencies the direction of maximuwm radiation intensity
may change.

The radiation patterns in Fig. 8.7 resemble those of the spiral antenna with
the equivalent orientation in space (Fig. 7.16 of Chapter 7). We should,
however, remember that the physical size of the slot antenna is nearly two
times smaller. Therefore the frequency band for the purposes of comparison
should be either extended to higher frequencies for the slot antenna or
reduced to lower frequencies for the spiral antenna. In that sense the equiv-
alent spiral antenna potentially has considerably smoother radiation patterns
than the slot antenna of the present chapter. Furthermore, whereas the spiral
antenna produces a nearly circular polarization, the slot antenna of this
chapter is linearly polarized (its polarization is equivalent to that of the dipole
perpendicular to the slot) in the direction of the main beam.

The polarization vector at a point can be calculated using the script
efleldleingle.m. It should be noted that the present algorithm does not
compute gain variations versus frequency. Instead, the algorithm of Chapter
7 can be used. For the present antenna, the logarithmic gain between 4 and
7dB is observed in the frequency range S0MHz to 6.25 GHz for both models
of the antenna feed. The antenna gain is not nceded for the transfer function,
but it 1s important for the Friis transmission formula.
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Figure 8.7. Hadiation intensity distribution over the sphere surface with the radius of 100m at
four different frequencies.

8.9. DIRECTIVITY PATTERNS

As in Chapter 7 the script efield3single.m calculates the directivity pat-
terns at a single frequency. The planar slot antenna 1s Jocated in the xy-plane
(see Fig. 8.4), with the slot direction being the x-direction and the axial direc-
tion being the z-direction. Therefore the most interesting for us are the xz-
plane (the H-plane for the slot antenna) and the yz-plane (the E-plane).
Figure 8.8 shows the radiation patterns at three different frequencies
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Figure 8.8. Directivily paiterns of the radiated antenna field. The reference angle 90° corre-
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ANTENNA-TQ-FREE-SPAGE TRANSFER FUNCTICON 207

(500MHz, 1 GHz, and 2GHz). As long as the frequency does not exceed 4
GHz, the gain in these planes coincides with the 3D maximum antenna gain.

The antenna directivity in the xz-plane shows large variations when fre-
quency exceeds 2 GHz. The half-power beamwidth decreases from nearly 83°
at 0.5GHz to 60° at 2GHz. In the yz-plane, the half-power beamwidth is kept
nearly the same (about 85°) when frequency does not exceed 2 GHz. There-
fore the present antenna cannot be considered as omnidirectional.

It 1s worth noting that the directivity pattern of the slot antenna in the yz-
plane in Fig. 8.8b is essentially equivalent to the dipole radiation pattern in
the yz-plane (Fig. 4.11a of Chapter 4). However, the dipole is oriented along
the y-axis, whereas the slot axis is the x-axis.

The null radiation intensity appears on the y-axis for reason of symmetry.
The condition of zero radiation in the y-direction holds for the symmetric slot
antenna of an arbitrary shape.

When the frequency exceeds 4 GHz the directivity patterns show large vari-
ations. The main beam in the axial direction is destroyed. This was already
seen in Fig. 8.74.

8.10. ANTENNA-TO-FREE-SPACE TRANSFER FUNCTION

The antenna transfer function can be defined at a point as the radiated elec-
tric field at that point at different frequencies, under the assumption that the
input voltage is kept at 1 V. To calculate the transfer function, the frequency
loop 1s introduced into the script efieldl.m as shown in Section 8.2. The
resulting script is the script rwg32.m, and we should run it after rwg21 .m.
By default, the script outputs the electric field vector E(1: 3, 1 :NumberOf -
Steps) (both real and imaginary parts) at a number of sample frequencies
into the binary file radiatedfield.mat.

Ingure 8.9 shows the script output in the frequency range 12.5MHz
to 6.25GHz. Included is the magnitude of the electric field as a function of
frequency at the distance of Im from the antenna in the axial direction (the
z-direction). The dominant y-component of the field, E,, is shown. E, is also
observed, and it can be on the order of several percent of E, at high
frequencies. I is negligibly small in the entire frequency range.

Note in Fig. 8.94 that the present antenna acts like a band-pass filter with
the center frequency of approximately 2GHz. The phase in Fig. 8.95 was
plotted using the Matlab command

plot {(f,unwrap(angle(E(2,:)}))

which returns the phase in radians. with an effort made to keep it continuous
over the z-borders. Tt is also worth noting that the transfer function gives no
indication of a minimum at 1GHz (see Fig. 8.6), where the input antenna
impedance becomes infinite. The reason is that we actually calculate the
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transfer function from the ideal voltage source in the antenna feed to a free
space. If a fixed-impedance transmitter were introduced, then the result would
change (see Section 8.12).

The antenna-to-free-space transfer function can be used to find the radi-
ated pulse at an arbitrary spatial point. The method developed in Sections 8.12
and 8.13 can be applied for this purpose, without considerable modifications.
The only difference is that the transfer function 7{x) in Egs. (8.9) and (8.13),
should be defined based on the array E(2,:) from the file radiated-
field.mat instead of the array OutputVoltage from the file received-
field.mat. Both arrays have the same dimensions. The radiated pulse form
in space is, however, auxiliary and not as important as the temporal pulse form
received by the second antenna (Section 8.13).

We do not calculate the radiated pulse forms in this section since the cor-
responding analysis is very similar to the analysis performed in Sections 8.12
to 8.14 below for the receiving antenna. This task is addressed in a few prob-
lems at the end of the chapter.

A very important characteristic of the radiated pulse is its similarity in
shape in different radiation directions. To quantitatively measure how similar
the radiated electric field is in different directions, a “fidelity” parameter can
be defined. The pulse fidelity is the maximum cross-correlation of the nor-
malized radiated pulse p and a sample pulse. Mathematically [10]

Fidelity = max, [_J. PO Paampe +T)dl / \' J P drj Dot (8.7)

The fidelity value 1 means that two pulses are identical in shape. The value
-1 means that the test pulse is an inverted replica of the sample pulse.

8.11. ANTENNA-TO-ANTENNA TRANSFER FUNCTION

After the radiated electric field at 1m is found, we may place a second
(identical or not) antenna at that point. The second antenna is the receiving
antenna. In order to find the received voltage, the second antenna should be
treated as a scatterer and the corresponding scattering problem should be
solved. The script rwg33 .m. which calculates antenna scattering, 1s a direct
modification of the scripts rwg3 .m and rwg4.m from Chapter 2. The two
major changes include the frequency loop and the calculation of the received
voltage. The incident field £ at each frequency is obtained from the input file
radiatedfield.mat. The wave vector (vector kv in script rwg33.m) is
directed along the line connecting the antenna centers. In this chapter we
investigate the case of two identical antennas.

Let us assume that the feeding edge has the number Tndex (e.g., Index
=26 for the slot antenna). The total current through the edge is obtained as
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the product of the surface current and the edge Jength. The received voltage
is the product of that current and the antenna impedance that is already cal-
culated and saved in binary file current .mat. Thus the received voltage is
obtained in the form

FeedCurReceived =1 (Index)*EdgelLength{Index) ;
FeedvVolReceived =FeedCurRecelved*Impedance(FF);
OutputVOltage(FF)zFeedVolReceived;

where index FF corresponds to the discrete frequency domain. The output of
the script is the array OutputVoltage (1 .F) which contains the received
voltage (complex number) at the discrete frequency points.

Furthermore the script rwg23.m outputs the total received power. The
power can be calculated using two different methods: the direct method given
by Eq. (4.23) of Chapter 4 (assuming the conjugate-matched load); and the
Friis transmission formula given by Eq. (4.18) of Chapter 4, respectively. In
Fﬁg.S.N}thesetwm)quanﬁﬂesareshowabysohdzuuidasheclﬁnc&respecﬁvehh
The coupled system transmitting-receiving antenna again acts very much like
a band-pass filter with the center frequency at 2GHz. Note that in order to
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Figure 8.10. Total power received hy the second antenna as a function of frequency (power
spectrum of the antenna-to-antenna transfer function}. (1) Dvirect power calculation, Eq. (4.23),
{2) Frils transmission formula.
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calculate the power using the Friis formula, we need to know the antenna gain
as a lunction of frequency. The corresponding calculations were performed
using the code of Chapter 7.

The agreement between two power curves in Fig. 8.9 is quitc satisfactory
except for the frequency domain above 4 GHz. In this domain the direction
of maximum radiation is moved out of the antenna axis, and Eq. (4.18) of
Chapter 4 predicts mmadequate (too high) values of the power.

A note of caution should therefore be made with regard to the Friis trans-
mission formula at high frequencies. If the direction of maximum radiation
does not coincide with the direction to the receiving antenna. the gain in the
dircction to the receiving antenna should be substituted into Eq. {4.18) of
Chapter 4 instead of the maximum antenna gain. Since the gain changcs
rapidly at high frequencics, accurate gain tracking may be difficult. The radi-
ation intensily distribution, similar to that shown in Fig. 8.7, must be evalu-
ated at cach discrete frequency.

Once the output voltage of the second antenna is known as a function of
frequency, we arc ablc to predict the received voltage pulse for an arbitrary
input voltage. This is the major peint of the frequency domain analysis. The
following sections explain how to obtain the received voltage using the dis-
crete Fourier transform. The received voltage will be calculated in the script
rwg34 . m.

8.12. DISCRETE FOURIER TRANSFORM

As specified 1n Section 8.5, the discrete frequency domain covers the frequency
band 12.3MHz — 6.25GHz with a sampling interval of 12.5MHz. The fre-
quency points are

) =Afn; n=1....,F;, Af=1235x10% F =300 (8.8)

The antenna-to-antenna transfer function {array Outputvoltage) i3 evalu-
ated at these frequency points and is denoted here by T(xn). To apply the dis-
crete Fourier transform (DFT), the transfer function must be defined at the
correspending negalive [requencies as well, e. at n =—=F,. .., -1. There is no
need to perform additional calculations. The transfer function valuc at a neg-
ative frequency, f(~nr), is the complex conjugate of the corresponding value at
the positive frequency, f{#).

The next step 1s to convert the frequency sequence [rom —F 1o F o the
sequence from 0 to 2F, that is the convenient practice for the DFT [16, p. 153].
This 15 done using the formula

T =T"N+1-m), n=F+1,...,N. N=2F (8.9)

The Matlab code
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for n=fF+1:N
OutputVeltage(n)=conj {Qutputvoltage (N+1l-1}) ;
end

in the script xwg34 .m performs the same operation and is equivalent (o Eq.
(8. 9) The transter function is now defined at the discrete frequency points #
=1,..., N. Since we do not have a dc component, neither in the pulse spec-
trum nor in the transfer function, the value at n = 0 is always equal to zero
and can be ignored.

The DFT of a voltage pulse p(r) can be written in the following form
[td-16]:

N1 Ry
Pin)=Y p(!{)exp( / i’f}‘”) (8.10)
k=0 -

Here P(n) are N values of the frequency spectrum of a pulse at frequerncies
An): p(k) are N values of the time domain pulse form sampled at times f — Tk,
The discrete Fourier transform implies that the sampling time interval, T,
equals

l 1
AFN "2 max(f(n))

il

T (8.11)

Substitution of the corresponding values from Eq. (8.8) shows that 7 = (.08
ns if the upper frequency is 6.25 GHz.
The inverse DFT is given by [14-16]

[ t2mkn ] (8.12)

.f

1 &
plk)=— ~ ZP (n)exp

fd=d)

The standard DFT (Matlab functions L£t and 1££t) employs N time samples
and N frequency samples. Sometimes, the number of time samples is not equal
to the number of frequency samples [14,16]. The script rwg34.m allows
varying the number of time samples and the size of the time window in order
to simuitaneously observe the transmitted pulse and a time-delayed received
pulse. Note that for a pulse with zero de content, the summation in Eqs. (8.10)
and (8.12) can be done from 1 to ¥V instead of 0 to N — 1. The script rwg34 .m
uses directly the DFT method described by Egs. (8.10) and (8.12).

8.13. RECEIVED VOLTAGE PULSE

With the help of the previous section. the temporal form of the received
voltage pulse. py(#). is obtained using the spectrum multiplication and the
inverse DFT
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prlk) = —l—i Pr(m)exp(+j2mkn/NY, Pr(n)=P(n)T(n) (8.13)

1=()

Here P(n) is the frequency spectrum of the transmitted pulse given by Eq.
(8.10); T(n) is the antenna-to-antenna transfer function from Eq. (8.9). The
spectrum multiplication is performed in the script rwg34.m. Finally, Eqs.
(8.12) and (8.13) output two temporal pulse forms: one of the original trans-
mitted pulse and another of the received pulse. Figure 8.11 shows the script
output for three Gaussian pulses (Section 8.3} of different durations.

The pulse durations are 2, 1, and 0.25ns. The solid line is the voltage pulse
across the feed of the first antenna; the dotted line is the received voltage
across the feed of the second antenna. The second (receiving) antenna is
placed 1m apart from the first antenna (Fig. 8.10).

If the input pulse duration is 2 nis, then the received pulse is totally distorted
(Fig. 8.11a). The reason for such a distortion is the large discrepancy between
the pulse center frequency and the pass band of the antenna-to-antenna fiiter
shown in Fig. 8.10. According to Eq. (8.4), the puise center frequency in that
case 1s 0.6 GHz and is considerably below the pass band of the band-pass filter
in Fig. 8.10. A similar situation occurs when the center frequency is too high
{(beyond the pass band), meaning that the pulse length is too short. Figure 8.11¢
gives the results for the pulse of 0.25ns duration with the center frequency at
4.8GHz. The received pulse appeared longer in duration than expected,
having relatively small power.

The best transmission results are obtained when the pulse center frequency
and the center frequency of the antenna-to-antenna transfer function are close
to each other. Figure 8.115 shows the received voltage pulse if the transmit-
ted pulse has the duration of 1ns (center frequency is 1.2 GHz). The received
pulse has nearly the same duration and the highest peak voltage compared to
other cases. Similar results are obtained for the pulse of 0.5 ns duration (center
frequency is 2.4GHz). It is interesting that the received pulse at 1ns resem-
bles the second derivative of the initial pulse. The shape of the second deriv-
ative 1s shown in Fig. 8.11» within a box. The present results are still an
idealized approach in the sense that we do not take into account the coupling
of the transmitting and receiving antennas to a load. This question is addressed
in the next section.

Note that the results for the (.25ns long pulse may not be very accurate
when the maximum sampling frequency is 6.25GHz. A better approach is to
double this value.

8.14. IMPEDANCE MISMATCH

A more realistic model of the transmitting antenna is shown in Fig. 8.12¢. The
antenna, represented by an equivalent input impedance Z,. 1s connected to a
generator with the characteristic impedance Z,. The incident voltage pulse is



2ns
08

04

e
ot
T

voltage, V
)
p
)
)
}
P

\d

Received pulse

=
E
T

o
(=2}
T

0.8

0sl 1nsg

0.6

o
.
T

voltage, V
(]
= r
Su
1

o
v

Received pulse

=
'S
T

06

0.8 -

0.8 0.25ns

0.6

=2
i
T

=
o
L)

),

A

Received pulse

_ voltage, V
=
P2 =

Y

=
Y
Ll

o
[
T

08 F

1o g 2 7 5 8 10 12

t, ns

Figure 8.11. Transmitted (solid line) and received (dotted line) voltage pulses in the antenna
feed. (a) Pulse durafion is 2ns; (b) 1ns; {¢) 0.25ns.



tMPEDANCE MISMATCH 215

a}
Z; Z.
jv —
Vo~ Transmitting anenna z
s Cj cireuit “
A —
Mo, e
Generalor Artenna
b)
ZJ’\ ZT
Receiving antenna
V,e, G“) cireuit |:| Z
———-—-O—_—-
e
| ——
Antenna Load

Figure 8.12. (a) Model of the transmitting antenna; (b) moedel of the receiving antenna.

sent by a pulsc generator to the antenna through the transmission line of the
same impedance Z; = Z;. Since there is usually a mismatch between Z, and
Z, part of the pulse will be reflected back toward the generator.

Assuming an infinitely long transmission line. we obtain the reflection coef-
ficient, I', of a harmonic wave of frequency @in the form (see {17, pp. 398-399]
or [18, p. 502])

B “;:;)+(w) =T (w)p* (o) (8.14)

where superscripts + denote the incident and reflected wave, respectively. The
transmission line typically has the frequency-independent real impedance of
Zy =500, The antenna impedance is certainly different from that value (see
Fig. 8.6). Therefore a reflection takes place across the anlenna feed. The total
vollage across the feed is the sum of the transmitted and reflected signals:

plo)=p e +p (w)= [%]p*(co) (8.15)

The quantity in square brackels is the fransmission coefficient of the antenna.
We assume that the incident voltage, p™(®), has the form of the Gaussian
monopulse (8.1). In order to account [or the distortion of the incident pulse
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at the antenna feed, the transmission coefficient (8.15) should be inserted into
Eq. (8.13).

Another addition implies the receiving circuit shown schematically in
Fig. 8.125. A convenient way to model the receiving antenna is using an ideal
voltage source of strength V, in series with the impedance Z, (Thévenin
equivalent) [19]. In our case, V, is the voltage across the feed of the receiving
antenna calculated in Section 8.11; Z,, is the input antenna impedance calcu-
lated in Section 3.7. The receiving antenna is also connected to an infinite
transmission line, whose impedance, Z7, is equal to the load impedance, Z;.
According to the voltage division principle, the voltage delivered to the trans-
mission line (to the load) is equal to

{TZ_;%}V’* (@) (8.16)

To summarize these two contributions, a factor

2Z.~'1 ZT :| .
8.1

where Zr = 500, should be inserted into Eq. (8.13). Thus the corrected version
of Eq. {8.13) takes the form

2Z . (n)Z; s P(n)T(n) (8.18)

1 & [+j27rkn
A+ Zr

pali) = 3, Balmexp| 22 ) Patr)=

or, in terms of the corresponding Matlab code,

SPECTRUM=0OutputVoltage.*FDIRECT. *,
(2*Impedance. / (Impedance+50) ) . * (50./ (Impedance+50}) ;

Equation (8.18) assumes that a Gaussian pulse, p{f), from a pulse generator is
sent to the transmitting antenna through a 50 transmission line. In turn the
received pulse, px(¢). i1s now the voltage across the load connected to the
antenna through the infinite transmission line with the characteristic imped-
ance of 500 These assumptions would closely correspond to a real commu-
nication system if we could afford ideal impedance matching between various
system components.

8.15. VOLTAGE PULSE AT A LOAD

The script rwg34.m also calculates the received pulse, pr(r), assuming the
50€ transmission lines for the receiving and transmitting antennas. The
more realistic model of Eq. (8.18) is used. Figure 8.13 shows the script output



YOLTAGE PULSE AT A LOAD 217

2ns a)
QEF

=
Il
T

o
=
T

o
3
T

voltage, V
O

Y

Der Raceived pulse

1 b)
1ns

0.8 -

04F

k=
[
T

voltage, V
=
)
]
]

0.2 Received pulse

0.4}

1 c)
osk 0.25ns

0.6

0.2F

voltage, V

&
5]
T

Y

Received pulse

04

08

-2 0 2 4 B 8 10 12
fns

|
s

Figure 8.13. Transmitted (solid line) pulse at the generator and received (dotted line) voltage
pulse at the load. (a} Pulse duration is 2ns; (o} 1ns; (¢} 0.25ns,



218 ULTRA-WIDEBAND COMMUNICATION ANTENNA: TIME DOMAIN ANALYSIS

for three Gaussian pulses with durations 2, 1, and 0.25ns (500 matching
impedance).

The solid line is the transmitted voltage pulse at the generator, whereas the
dotted line indicates the received voltage across the load. Both voltages are
plotted using the same scale. The second receiving antenna is again placed 1
m apart from the first antenna (Fig. 8.10).

It is usetul to compare Figs. 8.11 and 8.13 in order to sec the differences
produced by the impedance mismatch between the antenna and the trans-
mission line. For a 2ns long pulse, the received pulse in Fig. 8.13¢ is almost
7ero, whereas Fig. 8.11a predicts a reasonably high received voltage. Thus the
received voltage 1s expected to be smaller than in the ideal case.

Fortunately, in thc most important case of the 1ns long pulse, the imped-
ance mismatch has almost no effect on the received voltage. If we compare
Fig. 8.115 and Fig. 8.13b, the only difference we find is a slight change in the
shape of the received pulse. The received pulse is no longer the second deriv-
ative of the incident voltage depicted in a box in Fig. 8.1356. At higher pulse
durations (Figs. 8.11¢ and 8.13¢), the impedancc mismatch leads to a drop in
the pulse magnitude but does not change the pulse form considerably.

The present investigation shows that the slot antenna introduced in this
chapter 1s well suited for the transmission of 1ns long pulses. For shorter, and
especially longer, pulses its performance is rather unsatisfactory. The further
optimization of the antenna geometry seems to be possible and desirable. Also
the antenna performance at different elevation angles should be investigated
to complete the study.

The model of the infinitely long transmission line does not take into account
the multiple reflection of the pulse in the transmitting circuit. As a result
of these rellections. a delayed pulse replica can be radiated one or more
times. This replica, if not properly damped, may destrov results shown in
Fig. 8.13.

8.16. CONCLUSIONS

The time domain analysis by the MoM method presented in this chapter
requires rather lengthy calculations. However., it can be done routincly, using
the well-established MoM solver in the frequency domain. The problems at
the end of the chapter extend the method to other broadband antenna types.
That is to say. the reader can check the performance of the spiral antenna and
the bowtie antenna for pulse transmission.

Another possible time domain analysis consists in formulating the original
integral equations not in the {requency domain but in the time domain [20].
In this method we do not even need to solve the matrix equations because the
solution can be obtained using a time domain propagator (the so-called march-
ing-on-in-time method) [20]. The method, however, suflers from instabilities
and requires some spectal computational tools [21].
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PROBLEMS

8.1.

3.2

8.3.

8.4,

8.5.

8.0.

Using the script bowtie.m from subdirectory mesh. create a struc-
ture for a bowtie antenna of total length 13.4cm?; a flare angle of 90°,
and a feeding edge length of Smm. Plot the antenna-to-free-space
transfer function (amplitude and phase of the dominant E-compo-
nent) 1m apart on the antenna axis (the z-axis) in the range 25 MHz
to 6.0GHz. The number of sampling frequency points is 50.

Using the script spiralplane.m from subdirectory mesh. create a
structure for the Archimedean spiral antenna of total size 13.4em’
with 5 turns and a strip width of 10mm. Plot the antenna-to-free-
space transfer function (amplitude and phase of two dominant E-
components) 1 m apart on the antenna’s axis (the z-axis) in the range
25MHz to 6.0 GHz. The number of sampling frequency points is 50.

Using the structure antenna0l .mat for the slot antenna, plot the
antenna-to-free-space transfer function (amplitude and phase of the
dominant £-component) at 1m from the antenna center, in the xz-
plane, at elevation angles 15% and 43°, respectively. The frequency
range is 100MHz to 6.0GHz. The number of sampling frequency
points is 50.

Repeat Problem 8.3 for a bowtie antenna of total length 13.4cm (the
size of the slot antenna from the present chapter), a flare angle of 90°,
and a feeding edge length of 5mm.

The voltage across the feed of the transmitting slot antenna shown in
Fig. 844 (antennall.mat) is a Gaussian pulse of 1ns duration.
Determine and plot the radiated pulse (dominant component of the
electric field) on the antenna axis (the z-axis) at z = 0.5m.

The voltage across the feed of a transmitling bowtie antenna of total
length 13.4¢m, a flare angle of 90°, and a feeding edge length of 5Smm
is a Gaussian pulse of 1ns duration. Determine and plot the radiated
pulse {(dominant component of the electric field) on the antenna axis
(the z-axis) at z = 0.5m.

* [3.4¢m is the size of the slot antenna of the present chapter in the direction of the slot (see

Fig. §.4).
* Ibid.
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a)

-005 0O

Figure 8.14. Three combinations of receiving and transmitting antennas.

The voltage across the feed of a transmitting Archimedean spiral
antenna of total size 13.4cm with 5 turns and the strip width 10mm 1s
a Gaussian pulse of 1ns duration. Determine and plot the radiated
pulse (two dominant components of the electric field) on the antenna’s
axis (the z-axis) at z = 0.5m.

The voltage across the feed of a transmitting bowtie antenna of total
length 13.4cm, a flare angle of 90°, and a feeding edge length of 5mm
is a Gaussian pulse of 1ns duration. Determine and plot the voltage
pulse received by a second identical bowtie antenna (voltage across
the feed). The receiving antenna is located at 1m, face to face to the
transmitting antenna (Fig. 8.14a).

The voltage across the feed of a transmitting Archimedean spiral
antenna of total size 13.4cm with 5 turns and the strip width 10mm
is a Gaussian pulse of 1ns duration. Determine and plot the voltage
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pulse received by a second identical spiral antenna (voltage across the
fced). The receiving antenna is located at 1 m, face to face to the trans-
mitting antenna (Fig. 8.145).

The voltage across the feed of a transmitting Archimedean spiral
antenna of total size 13.4cm with 5 turns and the strip width 10mm is
a Guaussian pulse of 1ns duration. Determine and plot the voltage
pulse received by a second bowtic antenna of total length 13.4cm,
a flare angle of 90°, and a feeding edge Jength of 5mm. The receiv-
ing antenna is located at 1 m, face to face to the transmitting antenna
(Fig. 8.14¢).
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Problems

9.1. INFRODUCTION

The transient response of perfectly conducting cylindrical electric dipoles and
monopoles 1s characterized by a number of reflections from the ends ol the
antenna {typically from the free end), resulting in an erratic response long
after the excitation pulse is ended. This is why the standard dipole/monaopole
cannot be used for the broadband antenna design (for UWB purposes).

A classical approach to prevent the reflection from the end of a dipole or
monopole antenna is to introduce a variable internal resistance per unit
length. This is the so-called Wu and King model [1,2]. Although the antenna
is purely reflectionless at only one particular frequency, the frequency depen-
dence is weak, resulting in a current distribution that is very nearly indepen-
dent of frequency [3].

Another approach to prevent the reflection from the end of the dipele or
monopole, keeping the ohmic losses negligible, is to use a variable capacitance

223
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per unit length. It originates with Hallén [4]. The same objective is achieved
of nearly occluding the reflecting wave from the end of the monopole but by
way of a reactive distributed impedance instead of the real one. The corre-
sponding theory somewhat follows the Wu and King model. The reasoning
behind such a replacement is that in eliminating the ohmic losses of pure resis-
tive loading, one could increase the antenna’s efficiency as a radiator. Capac-
itive loading was further investigated in [5,6]. A comprehensive review of
different loading types is given in [7]. The NEC code for loaded antennas is
discussed in [8].

In this very short chapter we study the lumped and distributed loading of
the simple antenna types. The RWG edge elements are ideally suited for mod-
eling the antenna loading. Actually we only need to change slightly the diag-
onal terms of the impedance matrix. The corresponding theory was developed
in [9,10].

9.2. CODE SEQUENCE

The code sequence of Chapter 7 remains practically unchanged. The only
script that is changed is rwg3 .m. This script has a new block that introduces
the lumped loading of a few RWG edge elements. Distributed loading can be
stmulated using a straightforward modification of this block.

9.3. LUMPED RESISTOR, INDUCTOR, AND CAPACITOR

Figure 9.1 illustrates the idea of the loaded edge (RWG edge element) for four
different loading types with RWG edge elements [9]. One of them, which is
the voltage feed, has been already investigated in the preceding chapters.
Equally with the voltage feed, we can introduce a resistive, inductive, or capac-
itive load of an edge element.

To see how the loaded edge works we return to the voltage feed model
discussed in Chapter 4. First, we treat a loaded edge » as if it were exactly
the voltage source edge, with an unknown voltage in the feed V. Next, the
unknown voltage is expressed In terms of the total current through the edge
n. According to Eq. (4.7) this current is equal to /,f,, where [, is the edge length,
The corresponding expression is given by

V=2z,.1,) (9.1)

where z, is the lumped impedance (or resistance for a purely resistive
load). Eq. (9.1) is none other than circuit Ohm’s law for an impedance
¢lement z,.

Next, the vaoltage drop (9.1) is incorporated into the moment equations
according to Eq. (4.5) and moved to its left-hand side (to the impedance
matrix). Since the source voltage and the load voltage must have the opposite
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Physical model

Priving Resistive
edge edge
inductive Z Capacitive
edge " adge

Figure 9.1. lllustration of the loaded edge for four types of loaded RWG elements.

polarities (see the passive and active reference configurations for an electric
circuit), the sign of the impedance contribution must be the opposite of the
feed voltage contribution (alternatively, we could use—V instead of V).

Thus, if the edge »n is the only loaded edge, only one diagonal element
of the impedance matrix Z has to be modified according to the following
formulas (see also [9]):
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Resistance R: Z,, — Z,, +(Z,T)2R

, ) 1
Capacitance C:  Z,, = Zo, +(,)’ —
wC'

Inductance £.: Z.rm — Zmr + (zn )2’(0[‘

Impedance Z:. Z,, — Z,, +{I, )EZ (9.2)

The impedance contribution is programmed in the script rwg3 .m. First,
we identify positions of the lumped elements and the LCR (inductance/
capacitance/resistance) values for cvery clement. The “direction™ of the
lumped element has to be given in order to make clear exactly which edge is
loaded. The code below illustrates these steps:

$IMPEDANCE ELEMENTS
tLumped impedance format

% LoadPoint Lumped element locationg

% LoadValue Vector of L, C, and R

% LoadDir “Direction” of lumped element
LNumber=2;

LoadPoint (1:3,1)y={0 0.50 01-°;
LoadvValue(1:3,1)=[0 1lel6 100]1‘; %LCR
LoadDir (1:3,1)=[0 1 0}’;
LoadPoint (1:3,2)=[0 -0.50 0]°;
Loadvalue (1:3,2)=[0 1lels 100]‘; %LCR
LoadDir (1:3,2)=[0 1 017;
for k=1:LNumber
Deltaz{k)=j*omega*Loadvalue{l . k)+. . .
1/ {j*omega*LoadValue (2, k) )+LoadValue (3, k};
end

Next, a corresponding modification of the impedance matrix is made for
some edge elements. These elements are identified in the following way: the
corresponding edges are those closest to the load points and are perpendicu-
lar to the associated load “directions.”

The concept of impedance loading is physically very clear for thin strips or
wires, where we have only one RWG edge element per strip width. The loaded
edge corresponds to a resistor, or a inductor, or a capacitor that breaks the
thin strip or the thin wire. Many practical realizations of this design are dis-
cussed in [8].

At the same time we can formally introduce lumped loading for plates or
other surfaces. It is, however, a difficult question of how to realize such a
loading in practice. One way might be to cut narrow slots in the metal surface
and “shorten” them by the lumped elements.
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Feeding edge

Loading edge (100 Q} l.oading edge (100 Q)

Figure 9.2. Feed and load positions for the 2m long dipale.

Table 9.1. Radiation Characterisiics of the Resistively Loaded Dipole 75MHz

Model Input Impedance, £2 Feed Power, Radiated
W Power, W

Present calculation 188 —j = 14 0.0026 0.0011

Equivalent wire monopole 198 + 7 x 0.1 0.0025 0.0012

(SuperNEC) with 39
segments

9.4. TEST

As a test example we consider the 2m long dipole simulated by a strip with
80 triangles and a width of 0.02m. This corresponds to a wire radius of
0.005m. The structure s generated using the script strip.m in subdirectory
mesh. Two loading edges are shown n Fig. 9.2. We investigate the resistive
lumped loading using two resistors, 100 Q each. The frequency is 75 MHz (half-
wavelength dipole).

Table 9.1 compares the simulation results of the present chapter with the
SuperNEC simulation results [11] for a loaded wire dipole of an equivalent
radius. The agreement is quite satisfactory. Table 9.1 also indicates the differ-
ence between the radiated power of the lossy antenna and the power deliv-
ered to the antenna in the feed. The former value is considerably smaller than
the latter. In the present case the ratio of two powers (antenna efficiency) is
only about 50%. The feed power (at 1V feed voltage) is calculated in the script
rwg3 .m, whereas the total radiated power (array TotalPower) is found in
the script efield2 .m.

9.5. EFFECTS OF RESISTIVE AND CAPACITIVE LOADING

First, we investigate the antenna performance in the frequency domain for
the resistive loading. The same 2 m long strip is considered, with the same posi-
tion of the loading elements. Parameters of the frequency loop are specified
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in the script rwg3 .m. We choose the band from 25 to 500 MHz with tatally
200 frequency steps. Since the strip only has 79 edge elements, the frequency
loop does not take more than 1.5 minutes. The impedance parameters are
obtained by running the script sweeplot .m. Note that this script also outputs
the return Joss of the antenna as a function of frequency.

Figure 9.3 compares three plots for the input impedance: the unloaded
dipole (), the dipole loaded with two 100 Q resistors (b), and the dipole loaded
with two 200Q resistors (c). Notice that the moderate resistive loading (Fig.
9.3b) still preserves the impedance peaks but makes the impedance behavior
smoother compared (o the unloaded dipole. The strong resistive loading may
completely change the impedance curves (Fig. 9.3¢). As can be seen, the posi-
tion of the load plays a significant role for the dipole. In particular, the second
resistance peak in Fig. 9.3 remains practically unchanged, since there is almost
no current through the resistors at the corresponding frequency.

To obtain the reflectionless dipole, the resistive loading per unit length (y
changes from —h to /) should be given by [1,7] (in /m)

Ry

R= :
L=/

(9.3)

The value of R; (in Q/m) is calculated separately [1]. The variable internal
resistance can be implemented as a thin conductive tube of variable thickness,
surrounding a nonconductive dielectric rod [7]. The dependency (9.2) can be
approximated by a number of lumped resistors as well.

NexL, the capacitive loading is studied. Figure 9.4 compares three plots for
the input impedance of an unloaded dipole (a), a dipole loaded with two
10pF capacitors (b), and a dipole loaded with two 1 pF capacitors (¢). The posi-
tion of the load corresponds to that in Fig. 9.2.

As shown in the figure, the capacitive loading makes the impedance curves
smoother compared to the unloaded dipole. Furthermore the 10pF capacitive
loading shifts the impedance curves slightly to the right. In other words, the
capacitive loading makes the antenna “shorter” than it physically is. On the
other hand, an inductive loading can be shown to make the antenna “longer”
than it is. This inviting feature of inductive/capacitive loading is widely used
in practice.

When the loading capacitance is very small (impedance magnitude is very
high),' the impedance behavior changes completely. This is shown in Fig. 9.4c.

9.6. CONCLUSIONS

In this chapter we briefly discussed a simple model of lumped impedance
loading as adapted to RWG edge elements. Although the impedance loading

' Tt may be difficult to realize such small capacitance in practice.
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1s incorporated very simply into to the numerical model, its practical realiza-
tion can be difficult [7,8], especially at higher frequencics [8]. Resistive or
capacitive, or resistive/capacitive, loading is generally used to design broad-
band nonresonant dipoles {7]. Distributed loading can approximately be rep-
resented as a number of lumped elements with the adequate impedance per
unit length (arca).
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PROBLEMS
9.1. For a2m long dipole estimate the effect of inductive loading on the input
impedance and the return loss. Use a frequency sweep of 75 to SO0MHz
with a total of 200 frequency steps. The loaded elements are shown in
Fig. 9.2. The inductance value is 0.1 uH per element.

9.2. Repeat Problem 9.1 if the inductance value changes to [ gH.
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load position

05 55

Figure 9.5. Moncpole for Problem 9.5.

For a 2m long dipole estimate the effect of combined inductive/capaci-
tive loading on the input impedance and the return loss. Use a frequency
sweep of 75 to S00 MHz with a total of 200 frequency steps. The position
of the two loading elements is shown in Fig. 9.2. The capacitance value
is 10pF (for each element). The inductance value is 0.1 gH (for each
element), What is the antenna efficiency then?

For a 2m long dipole estimate the effect of the combined inductive/resis-
tive loading on the input impedance and the return loss. Use a frequency
sweep of 75 to S00MHz with a total of 200 frequency steps. The loaded
elements are shown in Fig. 9.2. The inductance value is 1pH (for each
glement). The resistance value is 200Q (for each element).

For a 0.5m long base-driven monopole on a 1 by 1 m finite ground plane
(Fig. 9.5), estimate the effect of the resistive loading on the input imped-
ance and the return loss. The resistance value is 100Q. The load position
is in the middle of the monopole. Use a frequency sweep of 150 to
1000 MHz with a total of 50 frequency steps. The antenna structure 1s
generated using the script monopole.m from subdirectory mesh.
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10.1. INTRODUCTION

Patch or microstrip antennas [1,2] are probably the most widely used class of
antennas today. They are important in many commercial applications, such
as mobile radio and wireless communications. These antennas are low-profile
and conformable to planar and nonplanar surfaces ranging from aircraft and
rocket shapes to human bodies. The modern patch arrays perhaps constitute
the most sophisticated and intriguing electromagnetic journey today. A com-
prehensive review of canonic patch/array shapes can be found in [2].
Compared to the other antenna shapes modeled in the preceding chapters,
there are two new concepts that should be introduced when patch antennas
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Metal patch

\ Metal ground plane

Coaxial connector

Figure 10.1. Typica!l probe feed for the migrostrip antenna.

are studied. One concerns the supporting dielectric, and the other concerns
the antenna fecd. Patch antennas are very sensitive to the specific feeding
method. Many of these methods cxist [2].

Two groups of patch antennas may be considered: air-filled or low-
dielectric (g ~ 1} patch antennas and metal-dielectric antennas (g ~ 2-50).
The presence ol a high-g dieleciric generally shilts the operation frequency to
a considerably lower value and reduces its QO [1.3].

In this chapter we will study air-filled as well as low-¢ finite-size patch anten-
nas. The approximation of an electrically thin substrate [4] is used in the latter
case. Such an approximation does not add much computational complexity to
the MoM method used in the preceding chapters. Also the computational time
remains nearly unchanged.

There are many configurations that can be used to feed patch antennas.
The most popular are microstrip line feed, probe feed, and a proximity-
coupled feed [1,2]. In this chapter we will mostly study the coaxial probe-
feed patch antennas. This feed confipuration is shown in Fig. 10.1. The way to
model the probe feed is very similar to that for the base-driven monapole
{Chapter 4).

The microstrip feed can be introduced in the algorithm as well. In this case
the feeding edge should be the one of the strip edges. A printed dipole can be
simulated in the same way. Then the feeding edge must the center edge of the
dipole.

This chapter presents a simple patch antenna mesh generator that is used
to creale patch antenna structures in a matter of seconds. This generator
employs the Matlab mouse [unction ginput to identify triangles belonging
to the patch and the feed position. Multiple feeds and parasitic patches can
be introduced.

10.2. CODE SEQUENCE

The code sequence is very similar to that of Chapter 7. The corresponding
flowchart s shown in Fig. 10.2. To simplify the code, we omit 3D radiation
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Patch antenna mesh from
subdirectary mesh

—®  rwgl.m
mesh1.mat (‘

Creates RWG edge elements

rwg2.m
< mesh2 mat
Computes impedance matrix
and solves MoM equations,
Outputs impedance and current
) eurrent.mat distribution
current.mat : i
. sweeplot.m Plots input impedance
and return loss
mesh2.mat ] Determines and visualizes
> rwgbsingle.m surface currents at a single
current.mat frequency
mesh2.mat
L 4 o

efield3single.m

} Computes directivity

> patiern(s) at a single frequency
current mat

Figure 10.2. Flowchart of the code sequence of Chapter 10. The script containing the frecuency
loop is grayed.

patterns. Significant changes are made in the script rwg3 .m where the code
is modified to take the effect of dielectric into account. We will describe these
changes in this chapter. The dielectric constant € (electric permittivity of the
dielectric substrate) should be specified at the beginning of this script.

The script rwgl .m introduces a new array EdgeIndicator that is used
to identify edge clements belonging to the different parts of the patch antenna.
The following values are available:

- metal ground planea

- feeding bottom edges
connecting =trip (probe feed)
- feeding top edges

- patch area

al gC oR of of
[T S I B O e |
|

Indexes 1 and 3 corresponds to the edge elements that have one triangle, which
belongs to the probe [eed, and another triangle, which belongs to the ground
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plane or to the patch, respectively. Also all triangles of the structure now have
the following identification numbers:

$t(4,:)=0 triangles of the metal ground plane

Bt (4,:)=1 triangles of the probe feed

Bt (4, :)=2 triangles of the patch

L (4,:)=3 triangleg of the upper boundary of dielectric

10.3. MODEL OF THE PROBE FEED

The thin-strip model of the probe feed is based on the algorithm of Chapter
4, and it essentially reproduces the model for the bottom-fed monopole.
Figure 10.3 shows the probe feed model adapted to RWG edge elements. The
starting point is a strip in Fig. 10.3a, which models the probe connector. In Fig.
10.34, two RWG edge elements, having common triangle 7, support the surface
current J that is directed exactly along the strip axis. For a thin strip the radius
of the equivalent cylindrical wire is given by Eq. (4.1), that is, a.,, = 0.25s, where
s 18 the strip width.

A model of the strip-plate junction is shown in Fig. 10.35. There arc two
edge elements that have the common edge /... Such a model can connect two
and more plates together as demonstrated in Fig. 10.3c¢.

For the base-driven probe, the feeding edge at junction /,, requires special
treatment (Chapter 4). It is common to both the plate and the strip. Therefore
two RWG elements correspond to the same edge. To separate these two ele-
ments it is convenient to “double” the junction edge, that is, just repeat it twice
in the mesh code. The delta-function generator is then applied to edge /.. The
input impedance of the antenna is given by ratio of the common voltage
through edge /, (1 V) and the sum of the currents of two edge elements cor-
responding to /.

The feed identification is made in the seript rwg3 .m. This is done using the
array EdgeIndicator introduced in Section 10.2. Since a bottom-driven

Figure 10.3. Mode! of the probe feed. (a) Single strip supporting vertical current; (b) strip-
fo-plate junction; (c) strip connecting two plates. 1, 2 indicate two possible positions of the
feeding edge.
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probe is mostly considered (EdgeTndicator==1), the following code is used
to find the antenna impedance

Index=find (EdgeIndicator==1)
V (Index)=1*EdgelLength (Index) ;

CapCurrent (FF}=sum (I (Index) . *EdgelLength{Index)’) ;
GapVoltage (FF}=mean (V (Index) . /EdgelLength {Index) ) ;
Impedance (FF) =GapVoltage (FF) /GapCurrent (FF)

The coaxial connector should be small enough compared to the antenna size.
Otherwise, the model of the TEM magnetic frill should be employed [5] to
properly model the coaxial line excitation.

10.4. GENERATION OF THE ANTENNA STRUCTURE

Before attempting the calculations for the paich antenna, we must first create
the antenna structure. This is done in the scrip patchgenerator.m from the
subdirectory mesh of the Matlab directory of this chapter. As an example we
will execute that script and not change anything in the code. The Matlab plot
is shown in Fig. 10.4a.

This figure shows the ground plane of a patch antenna. The other three
figures follow the next three steps:

1. Use the Matlab mouse cross and the left mouse button to mark the
white triangles shown in Fig. 10.4b. These triangles will belong to the
patch(es).

2. Press return key after you are ready. The return key fixes the patch(es)
structure. The picture will be updated as shown in Fig. 10.4c.

3. Use the Matlab mouse cross and the left mouse button to mark the white
triangles shown in Fig. 10.4d. The edge between these triangles will belong
to the feed(s). Press return kewv.

After these steps are completed, the antenna structure is created. It appears
on the screen as shown in Fig. 10.5. The structure is the probe-fed finite patch
antenna 10 x 5 x 1cm in size, with a rather narrow patch. This structure could
be rotated to change the observation direction.

Looking through the script patchgenerator.m, one can see that it
employs the Matlab function delaunay in order to create the ground plane
mesh. Next it separates the patch triangles using the method of images i the
ground plane and lifts them up to a certain height. After that, the probe feed
is introduced as a common edge to two triangles identified at step 3. The script
patchgenerator.m allows the following parameters to be changed
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Figure 10.4. Four stages of paftch antenna generation. Matlab mouse cross is seen.
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Figure 10.5. Antenna structure after execution patchgenerator.m.

%Separation distance between patch and ground plane
h=0.01;

L.=0.10; %¥Plate length (along the x-axis)
W=0.05; $Flate width {along the vy~axis)
Nx=17; $Discretization parameter (length)
Ny=9; $Digscretization parameter (width)
ENumber of rectangles of the feeding strip:
Number=3;

The script can introduce multiple patches and multiple feeds. The problems at
the end of the chapter provide corresponding examples. The patch antenna’s
structure is not limited in size, but it is recommended that the total number of
triangles does not exceed 4000.

Surprisingly the Matlab mouse’s output has been found to be sensitive to
the geometrical size of the structure. When the size of the structure is a small
fraction of 1 (as it is usually the case), the mouse’s output may stop working
properly if the number of triangles exceeds 1000. Therefore it is necessary to
rescale the antenna before the mesh generation.

Another problem with the script patchgenerator . mis that the width of
the feeding strip is limited by the discretization accuracy of the ground plane.
The two patch generators considered below are free of this limitation.

10.5. INPUT IMPEDANCE, RETURN LOSS, AND THE
RADIATION PATTERN

Although the primitive patch antenna model introduced in the previous
section (Fig. 10.5) is not very practical, it can readily be used to start the basic
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Figure 10.6. Input impedance (a) and return loss (b} of the simple patch antenna. The circle
corresponds to the bandwidth area of the antenna.
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calculations. First, the script rwgl . m would be run and reproduce Fig. 10.5.
Next, rwg2 . m would be executed. After the RWG edge elements are created,
the script rwg3 . m would be run. By default this script does a frequency loop
of 21 points over the band from 1 to 6 GHz. The default dielectric constant
(relative dielectric permittivity) of the substrate is 1. The execution time for
the script rwg3 . mshould be about 6 minutes on a Pentium IV processor with
Intel™ motherboeard.

After the script rwg3 .m is executed, the script sweeplot.m provides us
with the input impedance and return loss of the antenna over the desired fre-
quency band. Figure 10.6 shows the input impedance of the antenna and its
return loss. The solid line denotes the resistance (impedance real part), and
the dashed line corresponds to the reactance (impedance imaginary part).

The input impedance exhibits typical “resonance” behavior with the resis-
tance peak {1, p. 763]. Such behavior is very common for other resonant anten-
nas, as we learned in Chapter 7, and not only for the patch antenna. The return
loss has a minimum ot approximately —5dB at 2.5GHz. When a finer fre-
quency step 1s employed, the minimum value drops to approximately —8dB.
To ensure proper load matching, the antenna center frequency must therefore
be close to 2.5 GHz.

The radiation patterns are obtained using the script efield3single.m.
They are shown in Fig. 10.7. It is seen that the present patch antenna performs
rather poorly. In particular, the zero radiated field occurs on the antenna’s axis.
This is a weak design since the microstrip patch should have its maximum
radiation normal to the patch (broadside radiator) [1].

'There arc two reasons why the broadside radiation is missing. First, the
structure is symmetric. Since the currents on the “dipole patch” are oppositely
directed, their contributions cancel each other in the far field. Figure 10.8
shows the surface current distribution on the patch obtained using the script
rwgSsingle.m at 2.5GHz.

Second, the patch itself is too narrow to radiate effectively. In conventional
patch antennas it is not the patch but the regions along the patch’s edges that
radiate the electromagnetic signal [1]. In these regions the E-field lines are
fringed. The region beneath the patch is basically a high-Q cavity reso-
nator with an approximately uniform electric field. So, in order to achieve
better radiation, we have to make the patch wider and enlarge its radiating
circumference.

10.6. WHY DO WE NEED A WIDE PATCH?

In this section we modify the preceding example in order to make the patch
antenna work properly. The new antenna structure is shown in Fig. 10.9. The
structure 1s again obtained running the script patchgenerator.m We do
not have to change anything in the code. However, in contrast to the previous
example, we increase the patch size (the patch now contains 9 x 5 rectangies).
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a} xz-plane b} yz-plane

Z

219

Figure 10.7. Radiation patterns of the dipole patch antenna at 2.5GHz.

D.05

Figure 10.8. Surface current distribution of the dipole patch antenna at 2.5 GHz. The white color
corresponds to larger magnitudes.
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Figure 10.9. Patch antenna structure after execution patchgererator .m.

Also the antenna fecd is shifted toward one of the patch edges. Both of these
changes are critical for the antenna’s performance. The interested reader
should follow exactly the steps of Section 10.4 to creale the patch antenna
shown in Fig. 10.9.

The main code sequence rwgl .m, rwg2 .m, and rwg3 .m is executed. The
result for the return loss is shown in Fig. 10.104. We see that the minimum of
return loss again occurs at 2.5 GHz. This is the center frequency of the antenna.
The load matching at 2.5 GHz is excellent, so the return loss drops to —16dB.

Two radiation patterns of the antenna are shown in Fig 10.105. Clearly, the
present patch antenna performs very well as a broadside radiator with approx-
imately a 60° beamwidth.

We know from the literature [1,2] that real input impedances are obtained
when the palch dimensions are roughly A/2 on a side. In Fig. 10.9, the patch
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Figure 10.10. Return loss and radiation patterns of the “wide” patch antenna at 2.5 GHz.
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length is approximately 5.6 cm, which corresponds to A =11.2¢m and a center
frequency of f=2.7 GHz. This value is in a good agreement with the frequency
f=2.5 GHz which corresponds to the minimum of the return loss in Fig. 10.10a.

10.7. A PRACTICAL EXAMPLE

Now we consider a practical example of the dual-band E-shaped patch
antenna studied in [7]. The air-filled patch antenna operates at 1.9 as well as
2.4GHz[7,sec. IIT]. The patch height is 0.015m. The antenna is fed by a coaxial
probe. The probe location corresponds to the center of the common edge of
two small white triangles in Fig. 10.11a. A large but finite ground plane is
assumed according to Ref. [7, fig. 1].

The antenna has a large ground plane and a slotted patch (Fig. 10.11).
Therefore the mesh of equal triangles created by patchgenerator.m will
be too large. It is not appropriate for our purposes. We need a nonuniform
mesh that has the finest resolution close to the patch slots as well as to the
feed.

The initial 2D antenna template is created using the mesh generator of the
Matlab PDE toolbox as shown in Fig. 10.11a. The corresponding PDE file is
eshape.m in subdirectory mesh. If you have the PDE Toolbox installed on
your machine, you can run this file using the Matlab command prompt to see
the template. The large rectangle created by rectangle tool corresponds
to the ground plane. An E-shaped polygon inside the rectangle is created using
polygon tool, and it corresponds to the patch. A small rectangle within the
patch is also created to refine the mesh close to the feed.

After we export the mesh to the main Matlab workspace (use export
mesh and then press ok button) and save the result as eshape .mat, the array
of triangles will have in its last row the following display:

tid, :) =1 triangles of the metal ground plane
t(4, ) =2 (or 3) triangles of the patch

The Matlab script pachgeneratorl.m in subdirectory mesh is intended
to work with the PDE toolbox. It reads the binary file eshape.mat and
creates the 3D patch antenna based on the existing triangle indication. It is
not necessary to identify the patch shape using mouse. However, the mouse
input still exists to identify the probe feed by marking two white triangles
somewhere on the patch. The output of the script is shown in Fig. 10.11b.
The width of the feeding strip is 0.0015m. The structure has totally 1395 edge
elements.

Scripts patchgenerator.mand patchgeneratorl.mare two alterna-
tives to the patch antenna mesh generation. Whereas the first script is rather
a “quick and dirty” mesh generator, the second allows more precise adjust-
ments in the equivalent size of the probe feed.
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Figure 10.11. Patch antenna from Ref. [7] to scale. {a) Cutput of the PDE toolbox; (b) ouiput
of patchgeneraterl.

Next, the main code sequence rwgl .m, rwg?2 .m, and rwg3 .m is executed.
Calculations are done over the band 1.5 to 3.0GHz. Two models are consid-
ered: (1) feeding edge at the bottom edge of the strip (bottom feed 1 in Fig.
10.3¢); and (2) feeding edge at the middle edge of the strip (center feed 2 in
Fig. 10.3c). The results for the return loss are presented in Fig. 10.12, The
experimental data [7] (dashed curve) and the HP-HFSS simulation (stars)
performed in [7] are also given.
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Figure 10.12. Return loss of the E-shaped antenna as a function of frequency. Dashed line:
experiment [7]; stars: HFSS simulation [7]; solid line: present simulation. {a) Bottom feeding
edge; (h) center feeding edge.

In Fig. 10.12a¢ we see that the bottom feed provides good agreement
between the present results and experiments/simulations done in [7]. At the
same time the center feed model (Fig. 10.12b) fails in almost the entire fre-
quency domain. Very similar results were obtained for other orientations and
sizes of the feeding edge on the patch plane. Thus the bottom feeding edge
with two adjacent edge elements reasonably well describes the probe excita-
tion of the patch antenna. The coaxial line diameter should be small enough
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compared to the antenna size. Otherwise, the model of the TEM magnetic frill
should be employed [5] for coaxial line excitation.

10.8. DIELECTRIC MODEL

The full-wave analysts of patch antennas via MoM involves substantial com-
putational complexity. For infinite substrates, the Green’s function of the
grounded dielectric slab has to be evaluated carefully [8-10]. For finite ground
planes, different sets of basis functions are necessary either for the
volume/surface formulation or for the electric and magnetic currents of the
EFIE [11,12].

The simple moment method solution presented here must be viewed as an
approximate solution valid for electrically thin dielectric slabs. It originates
from the paper of Newman and Tulyathan [4]. The finite dielectric slab is

removed and replaced by the equivalent volume polarization currents J
(A/m?),

J=jweler —1E (10.1)

where ¢ is dielectric permittivity of vacuum, & is relative permittivity, and E
is the actual electric field in the slab. The dielectric volume is divided into tri-
angular volume elements as shown in Fig. 10.13. Triangles of the surface mesh
are used for that purpose. The electric field within each volume element is
assumed to have only one significant vertical component. This component is
defined by the surface charges at the top patch and the bottom patch of every
volume element

.1 :
z?g(p: —p, ) between ground plane and patch (Fig. 10.134)

1
—E(p;’ —~0)  between ground plane and vacuum (Fig. 10.135)

- (10.2)

z

i

Figure 10.13. Quasi-static electric field distribution in a dielectric substrate.
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where p¥is the surface charge density on the metal ground plane and the metal
patch. Equation (10.2) is the well-known quasi-static relation for the parallel-
plate capacitor. The surface charges are those for the RWG elements on the
metal surface.

The volume polarization currents (10.1) alter the electric field on the metal
surface. They also interact with each other through the radiated electric field.
The radiated electric field of a single volume element shown in Fig. 10.13¢ is
obtained using the dipole model (see Chapter 3). The dipole model replaces
the current in the volume element by a finite-length vertical dipole of height
h. For better accuracy, several dipoles can be considered that are uniformly
distributed over the cross section $ of the volume element.

The modified moment equations take the form (index S refers to metal and

index D to dielectric)
[z ~Zos }{1 } ) m o
ZSD Z.’)D - [ II_) D '

where I, is the vector of unknown volume currents. Matrix Z; 1s filled using
the dipole model. Its mn-element is proportional to the electric field on RWG
element 71 due to volume element n. Function point_ . mis used to calculate
the electric ield of a finite-length dipole. Matrix Zsy, is filled using the capaci-
tor model (10.2). Its mn-clement is proportional to the electric field in volume
element m due to RWG element #. Square matrix Z,; (self-interaction
matrix) is filled using the dipole modcl as well.

These changes are incorporated into the script rwg3 . m where the matrixes
Zss, Zps. Zosn, and Zpp are calculated separately. The total execution time is
approximately 100% higher than the execution time of the pure metallic
model. The execution time can be reduced using the code vectorization.

To pursue the (ull-wave solution, the lateral electric current in the dielec-
tric must be supported. This can be done by doubling the ground Iayer of RWG
edge elements and lifting it up by #/2, where 4 is the paich height. Such an
intermediate layer is capable of supporting any lateral current distribution in
the dielectric. The full-wave dielectric solution for the patch antennas using
RWG edge elements will be announced on the book website.

10.9. ACCURACY OF THE DIELECTRIC MODEL

Figure 10.14 shows a dielectric patch antenna setup to scale. This setup is a
modified project DEMO-366 of WIPL-D software [5]. The modifications imply
that (1) patch thickness is reduced to minimum, (2) the feeding point is moved
from the patch boundary to the inner point (0.1 0.166) of the patch, and (3)
the patch height is increased to 0.05m. The probe radius 0.004 m is chosen, and
it corresponds to a strip width of 0.016m. WIPL-D presumably uses “theorem
of transfer of excitation” [5, p. 58] and the center-fed wire segment to model
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Figure 10.14. Dielectric-filled patch antenna setup to scale. {(a) Intermediate result after
identifying the feed position; (i) output of patchyenerator2.

the probe feed of a patch antenna. Therefore, for the purposes of comparison,
the center feed model of Fig 10.3¢ is used here. It is programmed in the script
rwg3.mjust below the code for the base-driven probe.

The initial uniform 2D mesh is created with the help of the seript patch-
generator2.min the subdirectory mesh. This script essentially repeats the
script patchgenerator .m. However, it manually introduces additional ver-
texes in order to refine the uniform mesh X, Y in the vicinity of the probe feed
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and control the probe thickness. This is done by adding four points to the exist-
ing vertexes. The addition to the code of patchgenerator.mmay have the
following form:

$Identify probe feed edge

x=[0.0%2 (0.108];

v={0.166 0.166];

X=[X x];

Y=[Y,vl:

Xl=[mean(x) meani{x)i;

vi=mean (y)+2* [max(x}-mean{x) min{z)-mean{x)];
X=[X =17];

Y=[Y,y1l1l;

The rest of the script remains unchanged. The result is seen in Fig, 10.145. The
total number of RWG edge elements (359) matches the number of unknowns
in the corresponding WIPL-D model {variable from 310 to 474).

Antenna calculations are done over the band 200 to 400MHz. The results
for the return loss are presented in Fig. 10.15a to ¢ for three different values
of the dielectric constant & = 1.0, 1.5, 2.6. The solid line corresponds to the
present code, whereas stars denote the WIPL-D results.

Reasonably good agreement is observed in Fig. 10.15. We can track the
evolution and decay of the fundamental antenna resonance shown by black
arrows as & increases. Also noticeable is a significant disagreement for the
pure metallic model in Fig. 10.15a. We believe that this disagreement is due
to insufficient discretization accuracy close to the antenna feed.

10.10. CONCLUSIONS

We have presented the code sequence for the air-filled patch antennas and for
the patch antennas in the approximation of the electrically thin substrate.
These codes were tested for a few examples.

The patch antenna structure can be created using one of the scripts patch-
generator/patchgeneratorl/patchgenerator?.m in the subdirec-
tory mesh. These scripts are described in the text. To enable faster structure
processing, all generator scripts include mouse output. Multiple feeds and a
paich antenna array can be created using these scripts.

The total execution time of the model is approximately 100% higher than
the execution time of the pure metallic model. To pursue the full-wave solu-
tion, the lateral electric current in the dielectric must be supported. This can
be done by doubling the ground Jayer of RWG edge elements and lifting it up
by h/2, where 4 is the patch height. Such an intermediate layer is capable of
supporting any Jateral current distribution in the dielectric. No other surface
or volume discretization becomes necessary. The interested reader can modify
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the source code accordingly. The full-wave dielectric solution for the patch
antennas using RWG edge elements will be announced on the book’s website.
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PROBLEMS

10.1.

10.2.

10.3,

10.4.
10.5.

10.6.

10.7.

10.8.

Using the script patchgenerator .m:

a. Create the antenna structure shown in Fig. 10.164.
b. Create the antenna structure shown in Fig. 10.166.
¢. Create the antenna structure shown in Fig, 10.16¢.
d. Create the antenna structure shown in Fig. 10.164.

Using the script patchgenerator? . m:
a. Create the patch array shown in Fig. 10.174.
b. Create the patch array shown in Fig. 10.17.

For the antenna shown in Fig. 10.16a calculate the return loss over the
band 0.5 to 5 GHz. Use 41 frequency points per band. Based on those
calculations:

a. Find the center frequency of the antenna.

b. Plot radiation patterns and the surface current distribution at the
center frequency.

¢. Is the patch antenna broadside or end-fire?

Repeat Problem 10.3 when the patch height is two times smaller.

For the antenna shown in Fig. 10.16b calculate the return loss over the
band 0.5 to 6 GHz. Use 41 frequency points per band. Based on those
calculations:

a. Find the center frequency of the antenna.

b. Plot radiation patterns and the surface current distribution at the
center {requency.

For the antenna shown in Fig. 10.16¢ calculate the return loss over the
band 0.5 to 6 GHz. Use 41 frequency points per band. Based on those
calculations:

a. Find the center frequency of the antenna.

b. Estimate the antenna bandwidth.

¢. Plot radiation patterns and the surface current distribution at the
center frequency.

Is the patch antenna broadside or end-fire?

The antenna in Fig. 10.164 is a series-connected patch array [1,p. 773].
Find the center frequency of the antenna over the band 1 to 6 GHz.
Use 81 frequency points per band. Plot the radiation patterns at that
frequency.

Use the script patchgenerator2.mto create the antenna structure
shown in Fig. 10.14. Change the antenna height to 0.03m, and calcu-
late and plot the return loss over the band 200 to 400 GHz at
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Figure 10.16. Various patch antenna configurations.
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Figure 10.17. Various patch antenna configurations (planar array).

a. & = 1.0
b. Ep = 15

Use 41 frequency points per band.

10.9. A high-impedance surface has recently been proposed that improves
the characteristics of patch antennas [13-15]. The surface has a typical
“mushroom” structure as shown in Fig. 10.18. Create and plot the
high-impedance surface shown in Fig. 10.18.
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05 s

Figure 10.18. High-impedance “mushroocm” surface similar to [13—15].

10.10.* The patch antenna array shown in Fig. 10.18 is created using patch-
generator.m. It has multiple feeds (one feed per patch). All feeds
have EdgeIndicator=1 (see Section 10.2) and cannot be separated
in the present code. Change the code of the script xwg3 .m in order
to make only one certain feed active. Attach the corresponding code
modification and test it. Hint: Use a simplified model with only two
patches to test the code.



APPENDIX A

OTHER TRIANGULAR
MESHES

A1, Plate Mesh

A.2. Cube Mesh and Volume Metal Grid
A.3. Cavity Model

A.4. Strip Mesh

A.5. Spherical and Cylindrical Structures

A.1. PLATE MESH

The mesh for a plate of arbitrary length/width having an arbitrary discretiza-
tion accuracy is created running the script plate . m. This is essentially equiva-
lent to the script strip.m used in the main text. The script outputs the mesh
into binary file plate.mat. Run this script to see the result.

A.2. CUBE MESH AND VOLUME METAL GRID

The code volumemesh.m is intended to create rectangular volume grid
meshes having arbitrary discretization accuracy. It creates a mesh cube as a
degenerate case. Although it is being extensively tested, this code has not yet
been properly optimized, Therefore it is very lengthy and slow. The script uses
function strip_ .m, which is nof equivalent to the code strip.mof the main
text. The input parameters of the seript are illustrated in Fig. A.L.

259
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Nx=d: Ny=4,
Size=0.5;

Figure A.1. Input parameters for the script volumemesh . m {left upper comer) and the
resulting mesh.

Figure A.2 shows the script output for two other sets of input parameters.
These include a cube (Nx=Ny=1) and a 9 x 10 thick metal grid (Nx=Ny=10).
Strictly speaking, the number of bars perpendicular to the x-axis is not equal
to INx but to Nx-1, Variable size controls the mesh grid size.

A.3. CAVITY MODEL

The code volumemeshl .m is a modification of the code volumemesh.m. It
removes the upper layer of triangles and creates an “open” volume metal
mesh. The degenerate case of the cube thus corresponds to an open rectan-
gular cavity. Figure A.3 shows two possible cavity meshes.
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Figure A.2. Input parameters for the script volumemesh . m (left upper corner) and the result-

ing mesh. (a) Metal cube; {b) metal grid.
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Figure A.3. Input parameters for the script volumeneshi . (left upper comer ) and the result-
ing mesh, (a} Deep rectanguiar cavity; (b) shallow cavity.
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A.4. STRIP MESH

The code volumemeshl.m at i = 0 outputs planar meshes of intercepting
strips with various cell sizes and strip widths. Figure A.4 provides an example.
Note that these planar meshes can be combined together to form a volumet-
ric lattice of strip layers.

A.b. SPHERIC AND CYLINDRICAL STRUCTURES

Sphericae and cylindrical structures (sphere.mat, spherel.mat,
cylinder.mat) ave imported to Matlab in ASCII format. They are shown
in Fig. AS5. There are no special mesh generators for these structures.
Structure sphere.mat has the radius of 1m and 300 triangles.
Structure spherel.mat has the radius of 1 m and 8000 triangles. The finite
10:1 cylinder aylinder.mat has 340 triangles.

N=10; M= 10;

Vo, v e S %
2 iﬁ?&?‘%@%}%ﬁg}.ﬁ AH AN
e %&ﬁ%@? AN 'S

Figure A 4. Input parameters for the script volumemeshl . m {left upper corner} and the result-
ing planar strip mesh.
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Figure A.5. Meshes for the sphere and cylinder used in text. (a) Sphere.mat; (b)
sphere’ .maz; (€) cyiinder.max.



APPENDIX B

IMPEDANCE MATRIX
CALCULATION

B.1. impedance Malrix Galculations
B.2. Self-coupling Terms
References

B.1. IMPEDANCE MATRIX CALCULATIONS

Below we present the algorithm for the impedance matrix calculation
employed in the present text. The algorithm essentially utilizes “the face-pair”
method discussed in 1] but is not equivalent to it. It is based on the summa-
tion of contributions due to integration over separate triangles. The names of
variables are kept as close as possible to the original variables used in the
source code for the impedance matrix (function impmet .m).

A triangle T, p = [1: TrianglesTotal] may be a part of a few edge ¢le-
ments that include 7, as the “plus” triangle. The numbers of those elements
are stored mn the array Plus:

Plus =find{TrianglePlus-p==0); (B1)

Note that the array Plus may have any length from 0 to 3. The same triangle
T, p=[l: TrianglesTotal] may be a part of a few other edge elements
that mclude 7, as the “minus™ triangle. The numbers of those elements are
stored in the array Minus:

Minus =find{(TriangleMinus-p==0); (B2)

The array Minus may have any length from 0 to 3.
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It can be seen from Egs. (2.2} and (2.4) of Chapter 2 that only the follow-
ing elements of the impedance matrix:

Z:i:}:dge;‘:?c;alj JFius (BS)

and

Z'[]_:Eéges'f‘o:al-.j s Minus (84)

mclude the integrals over triangle 7. Indeed, along with the integrals over T,
they may include integrals over other triangles,

It is therefore suggested to find all possible integrals over 7, first and then
accumulate these in the appropriate elements of matrix Z given by {B3) and
(B4). Hence, the “contribution” of triangle 7, into the impedance matrix will
be completed.

Next, triangle 7., is considered. Contributions associated with the integrals
over T, are accumulated in the appropriate elements of £ in the same way.
Further. the process continues as a loop over all triangles of the structure.
Once integrals over all triangles are calculated, the impedance matrix is filled,

In particular, the integrals over 7, are accumulated in the following way
(combination of Egs. (2.2) and (2.4) of Chapter 2):

z‘n‘.. r=Plus k'™ Z’m, n=Flus

ot

Ct)!m ) Z o — A= = ’
+[14 ][M)A f[gmpm 07 )+ g pl (e dS

{
— m m ds’
+{4MJA+Jg - gn]

4
T

z’n n=Minus kT Zrl, r=Minusik)

i (_}ajm ](%] zi - [g”’pn; ’ p;.r_(r')+g;; pr:z_ : Qr_(r,)] -dS’

L, Y

—| —— i U;r jS’
(Mjme)AgT &5 - gl
p - jk ity

S (B5)

Eqs. (B5) are programmed in the function impret .m. Functions g, p, p~ are
given by Matlab arrays g. RHO___Plus/Minus, and PHO P /M. The latter (con-
temporary) arrays are replicated versions of the arrays RHO_Plus/Minus
over nine triangle sub-points.
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B.2. SELF-COUPLING TERMS

One must realize that the 9-point numerical quadrature (2.1) of Chapter 2 is
a simple but not necessarily the most accurate method of the impedance
matrix calculation, especially for the diagonal terms. More accurate numeri-
cal quadrature or an analytical formula may be employed.

The accuracy of quadrature (2.1) for the diagonal terms of the impedance
matrix is discussed below. Here, all integrals containing singularity 1/r within
the triangle (the so-called self-coupling terms) are approximated using the
analytical formula given in {2]. All other non-singular integrals still use the 9-
point quadrature. Surprisingly, the mixed approach gives the results that are
very close to the results of Chapter 2. The reason for this is likely the inte-
grable character of the singularity 1/[r| on the plane. Interested readers may
use the algorithm of Appendix B instead of the algorithm of Chapter 2. The
scripts rwg2 .m, rwg3.m, and impmet .m should be replaced by those from
the Matlab directory of Appendix B.

The impedance matrix introduced in [1] originally included the following
double integrals:

o) [ b asds? (B6)
Jatw] b1,

where @ and & may be either p or a constant. The next step of Ref. 1 was to
climinate integration over r by introducing the one-point approximation. at
the triangle centroid r‘. This is the way in which the impedance matrix in
Chapter 2 (and Eq. (B5)) was obtained. In order to calculate the sell-coupling
terms (when p = g in Eq. (B6)) we will start with the original expression Eq.
(B6). When the triangle size is small compared to wavelength, one can use
Taylor series expansion

e M = ke -] (B7)
Therefore
»— ik r=r|
J.a ;[b deS =~ —]kja r)[J;b ¥ )dSdS’ + J:a pr - |deS’
(B3)

Further. the function a(r) is replaced by its value at the triangle centroid r°.
The function &(r’) may be replaced either by its value at the triangle centroid
or by its averaged value over the triangle area. Thus, one has to calculate the
potennal integral in the last term on the right-hand side of Eq. (B8). Accord-
ing to [2]
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4A; 7 F—r|

1 h{ (a—b+~ad)(b+ac) }

6va (—a+b+m)(fb+x/aic)

1 In[(—b+c+«@)(b+ﬁ)}+ lﬁ1n[(a—h+w‘ﬂ)(ﬁb+c+wﬁ)}

6vVe  L(b—c+~Ned)~b+ac)] 6vd (b—c+~ed)(—a+b+~ad)
d=a-2b+c¢

a=(t—n) (r-n); b=(1'_1.—1‘1)'(1'3'-l’2); Cz(fs—rz)‘(l'a—l'z) (BY)

where indexes 1, 2, and 3 denote triangle vertexes, A » 1s the triangle area.

Integrals (BY) are now programmed in the script rwg2 .m and used to cal-
culate the impedance matrix. The easiest way to incorporate {B9) and (BS)
into the existing “uniform” algorithm is to replace the corresponding diago-
nal elements of the Green's function. This is done in the function impmet . m.
The corresponding Matlab codes are located in the Matlab directory of
Appendix B. They are equivalent to the codes of Chapter 2 (scattering) except
for the different way of calculating the self-coupling terms of the impedance
matrix.

The test of the code has demonstrated minor improvement compared to
the case of the uniform 9-point quadrature. For example, if one uses the code
of Appendix B, the calculations of Chapter 2 are reproduced almost identi-
cally, with the difference in surface current magnitudes less than 1%.
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Active impedance, see Impedance, active
Archimedean spiral antenna, see Spiral

antenna

Antenna

aperture, see Elfective aperture

arrays, see Antenna arrays

circuit, see Antenna circuit

efficiency, 227

far-field, see Antenna far-field

feed, see Feed model

impedance, see Impedance

loading, see Antenna load

polarization, see Polarization

radiation mode of, 4244

receiving mode of, 11-12, 79-80

resonance, 158

transmitting mode of, 39-40

Antenna arrays

active impedance of, 118

array factor of, 130-131

bowtie, 143-145

broadside, 124-127

circular, 116-117

dipole, 115-117

clectronic beam steering of, 124

end-fire, 124, 128-130, 133-139

Hansen-Woodyard model, 133,
135-136

linear, 115-116

monopole, 116-117

network equations, 123-124

paich, 256-257

pattern multiplication theorem,
130-133

planar, 256-257

phased, 114, 139-142

INDEX

terminal impedance, see Impedance,
terminal
two-element array, 119-122

Antenna circuit

conjugate matched load, 82

equivalent circuit, 81,215

reflection coefficient, 160, 215

return loss, 160

terminal impedance. see Impedance,
terminal

transmission coefficient, 215

Antenna far-field

bandwidth, 152
beamwidth, 125-126
Clts

E-plane, 46, 205

H-plane, 46, 205
directivity, 47-48
divectivity patterns, 47-49, 76-79
effective aperture, 51-52
far-field distance, 44
gain, 50-51
Poynting vector, 45
radiated field at a point, 44-45
radiated power, 72, 75
radiation density, 46
radiation efficiency, 227
radiation intensity, 46
radiation resistance, 74-76
side lobes, 125

Antenna load

capacitive load, 230

lumped elements, 224-225

modification of impedance matrix,
226

resistive load, 227-229

269
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Balanis, C. A, 2
Bandwidth, 152
Barycentric triangle subdivision, 18
Beamwidih, 125-126
Bi-divectional antenna, 169
Bowtie antenna
gain, 166, 168
input impedance, 166-167
mesh generator. 165-166
radiation patterns, 169-171
resonance, 106, 168
scattering, 2829
surface current distribution, 29
V-shaped, 188
Broadband antenna, 152
Broadside array, 124-127

Capacitive loading, see Antenna load

Capacitor model for diclectric, 248-
249

Cavity, 262

Circuit, see Equivalent circuit

Circular array, 116-117

Complementary antennas, 32

Conjugate matched load, 82

Cube, 261

Current radiator, 93

Cylinder, 264

Dipole antenna
capacitive load. 230
feed model, 60-62
eain, 160-162
input impedance, 65-66, 158-160
mesh generator, 60
radiation patterns, 73, 76-77
resistive load, 227-22Y
resonance, 158, 160-162
resonant length, 158
return loss, 160-162
scattering, 23-28
strip model, 60
strip model, comparison with NEC
solver, 162-165
surface current distribution, 63—
ad
with reflector, 84-86
Dipole array, see Antenna arrays
Directivity, 47-50

Directivity patterns, 48-49, 76-78
Disk, 37

Effeclive aperture, 531-52

Efficiency of antenna, 227

End-fire array, 124, 128-130, 133-]39
E-planc, see Antenna far-field, cuts
Equivaleni circuit, 81, 215-216

Far-field, see Antenna far-field
Far-field distance, 44
Feed model
array, {15, 118
bottom feed, §69-70
center feed, 60-62
coaxial probe feed, 234, 236
delta gap voltage generator. 61-62
gap voltage, 11
feeding/driving edge, 61, 63, 70
magnetic frill, 237
voliage excitation vector, 22, 62
Fractal antenna
gain, 185
input impedance, 181-182
input reflection coefficient, 183
mesh generator, [56-157, 179180
radiation patterns, 183
resonance’s, 181, 183-184
surface current distribution, 184-185
Free-space impedance, see Impedance,
[ree space
Frequency loop, 153-155
Friis transmission formula, 81-82

Gain, 50-51

(aussian voltage pulse
duration, 197
center frequency, 197
half-power lower frequency, 198
half-power highcr frequency, 198
half-power bandwidth, 199

Hansen-Woodyard model, 135-137
Helical antenna

axial modc, 105

input impedance, 104, [07

mesh generator, 102, 105

normal mode, 102

radiated field at a point, 107



radiation patterns, 103, 106, 108

surface current distribution, 103, 106

108
f-plane, see Antenna (ar-ficld. cuts

Impedance
active. 118
antenna, 65, 71
antenna array, 118
bowtie, see Bowtie antenna
dipole, see Dipole antenna
free space, 24-25
matrix, see Impedance matrix
monopole, se¢e Monopole antenna
mismaich, 213, 215-216
mutual impedance, 123
scif-impedance, 123
spiral, see Spiral antenna
terminal, 118-120. 123-124
ultrawideband antenna, 203
Impedance matrix
antenna loading, 226
calculation, 265
filling time, ¥
integration, (8
maximum size, 8, 144-145
metal structure, 19-21
metal-diclectric structure, 249
RWG edge elements, 5-7, 16-17
self-coupling terms, 266
Impulsc antenna. 193-194
[nput impedance, see Impedance
[nput reactance
capacitive, 95
inductive, 95
Input resistance
loss component, 227
radiation component, 74-76
Isotropic antenna, 48

Kraus, I. D, 115,119

Linear array, 115-116
Load, see Antenna load
Loop antcnna
axial mode, 100-102
elecirically large. 93
electrically small, 93
input impedance, 95, 102

»
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mesh generator, 90-91

radiated field at a point, 98
radiation patterns, Y6-97, 99, 101
surface current disiribution, 94

Lumped elements, see Antenna load

Matlab

antenna related packages, |

compiier, 33-34

disabling Java virtual machine, 145

function(s), see Matlab functions

execution times, 8

loop(s). 7. See afso
Parameter/Frequency loop

matrix solver(s), 22-23

mesh, see Mesh generator(s)

mouse mput, 67, 237

PDE toolbox, 14-16, 28, 30-31, 199,
245

scripts, converting to functions, 33

under LINUX, &, 34

under Windows, 8

Matlab functions

angle, 207
delaunay, 165
delaunav3i, 14
Gaussian elimination, 23
ginput, 67
gmres, 23

inv, 23
rotate3d, 16
polar, 48
subplot, 48
view, 13
unwrap, 207

Mesh(es}

antenna, see Mesh generator(s)
cloning of, 115

generator{s), see Mesh generator(s)
steuctured, 15

unstructured. 15

Mesh generator(s)

array of bowties, 141
array of dipoles, circular, 116-117
array of dipoles, linear, 115-116
array of monopaoles, 116-117
bowtie
Matlab script, 163-166
V-shaped, 188
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cavity, 262

cube, 261

cylinder, 264

dipole, 60

dipole with reflector, 85-86

disk, 37

fractal antenna, 136-157, 179180

helical antenna, 102, 105

loop antenna, 90-91

metal lattice, 260, 261, 263

mouse input, 67, 237

overview, 4

patch antenna, 237-239, 245246,
250-251

patch array, 256257

PDE toolbox mesh generator, 14-16,

28, 30-31, 199, 245
plate
bent, 84-85
Matlab script, 67, 259
reflector, 84-86
siot, 30

siot antenna of Time Domain, Co.,

199
sphere, 264
spiral, 153, 172-173
strip, 60
volume metal mesh, 260-261
Method of Moments (MoM)
equations of,
scattering, 21-22
radiation, 62
metal-dielectric, 249
for pulse antenna, 193
impedance matrix, see Impedance
matrix
in time domain, 195. See also
Time-domain analysis
MolM, see Method of Moments
Monopole antenna
feed model, 70
gain, 74
input impedance, 71
mesh generator, 67-70
radiated field at a point, 72
radiation patterns, 72-74
resistive load, 232
surface current distribution, 69

Monopole array, see Antenna arrays
Mouse input, see¢ Matlab

Multiband antenna, see Fractal antenna

Omnidirectional antenna. 50

Pattern multiplication theorem, 130-133

Parameter loop

versus element spacing for broadside

array, 122-123
versus phase shift for end-fire array,
133-135
Patch antenna
array, 256-257
dielectric model, 24%-249
feed model, 234, 236-237
input impedance, 240
mesh generator, 237-239, 245-246,
250-251
radiation patterns, 242. 244
resonance, 241, 244, 247, 252
return loss, 240, 244, 251-252
Patch array, 256-257
Phase, see Matlab functions, unwrap
Phased array, 114, 139-142
Planar array, 256-257
Plane wave. 22
Plane wave approximation, 44
Plate
bent, 84-85
mesh using PDE toolbox, 15
mesh using plate.m, 67,259
scattering, 24-25
Polarization
circular, 107
dipole versus slot, 32
linear, 22, 27
Power gain, see Gain
Power resonance’s, 158, 160
Poynting vector, 45
Progressive phase shift, 128, See aiso
Phased array
Pulse
bandwidth, see Gaussian voltage
pulse

center frequency, see Gaussian voltage

pulse
Adelity, 209



Radiated field at a point, 44-45
Radiated power, 72
Radiation
density, 46
efficiency, see Efficiency of antenna
intensity, 46
resistance, 74-76
Radiation of surface currents, 42—4
Recetving antenna, 11-12, 79-80,
209-210
Reflection coetficient, 160, 215, See also
Impedance
Reflector, 84-86
Resistive loading, see Antenna load
Resonant length, 158
Return loss, 160. See afso Impedance
RWG edge clements, 5-7, 16-17

Scattering
bowtie, 29
dipole, 27
incident field, 22. 286, 28, 30
plate, 24
slot, 31-32
Side lobes, 123
Slot, see Mesh gencrator(s)
Slot antenna
input impedance lor different feed
models, 201
mesh, 29-30
polarization, 31-32
scattering, 29-32
ultra-wideband, 193194
Sphere, 264
Spiral antcnna
active region, 176
contcal, 190
gain, 177
imput impedance, 172-176
mesh generator, 155, 172-173
radiation patterns, 178-179
resonance, 174
surface current distribution, 179
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Strip, see Mesh generator(s)

Stirip mesh, 60

Surface electric currents
density, 21
radiation of, 42-44
visualization, 23-24
independent of frequency, 223

Terminal impedance, see Impedance,
terminal
Time-domain analysis
anlenna-lo-antenna transfer function,
209211
antenna-to-free-space transfer
function, 207-209
discrete Fourier transform, 211-213
MoM for time domain, 195
Transverse electromagnetic (TEM)
waves, 44
Transfer function, see Time-domain
analysis
Transmission coefficient, 215
Transmitting antenna, 39-40

Ultra-wideband antenna, 152, 193-
194
Ultra-wideband antenna of Time
Domain. Co.
feed model, 199-200
input impedance, 201, 203
mesh generator, 199-200
radiated field at a point, 208
radiation patterns, 203-206
surface current distribution, 202

Voltage radiator, 93
Volume metal mesh, 260-261

Wire antenna
strip model of a wire, 7. 60

radius of equivalent wire, 60

Yagi-Uda antenna, 138
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