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PREFACE 

Although no text of reasonable length can cover all possible topics, it 
seemed to us that the first edition of this text would be improved by 
including material on two further items. Thus the main change in the second 
edition is the addition of two entirely new chapters, Chapter 6 (Splines and 
other approximations) and Chapter 11 (Matrix eigenvalues and eigen- 
vectors). In the preface to the first edition we stated that the material was 
equivalent to about sixty lectures. This new edition has adequate material for 
two separate semester courses. 

When this book first appeared in 1973, computers were much less 
'friendly' than they are now (1995) and, in general, it was only specialists 
who had access to them. The only calculating aids available to the majority 
of our readers were mathematical tables and desk calculators; the latter were 
mainly mechanical machines, which are now museum pieces. In contrast, 
the readership of our second edition will be able to appreciate the power and 
elegance of the algorithms which we discuss by implementing them, and 
experimenting with them, on the computer. (Sounding like our parents of 
old, we can say to our students 'We never had it so easy: you are lucky!') 
To encourage the active pursuit of the algorithms in the text, we have 
included computing exercises amongst the problems at the end of each 
chapter. 

Despite the changes made in the second edition, the flavour of this text 
remains the same, reflecting the authors' tastes: in short, we like both 
theorems and algorithms and we remain in awe of the masters of our craft 
who discovered or created them. The theorems show how the mathematics 
hangs together and point the way to the algorithms. 

We are deeply grateful to our readership and to our publishers for keeping 
this text in print for such a long time. We also owe much to the many 
colleagues from many countries with whom we have shared the sheer fun of 
studying mathematics in our research collaborations, and we mention their 
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names here as a sign of our respect and gratitude: G. E. Bell, L. Brutman, 
B. L. Chalmers, E. W. Cheney, F. Deutsch, D. K. Dimitrov, D. Elliott, Feng 
Shun-xi, D. M. E. Foster, H. T. Freitag, R. E. Grundy, A. S. B. Holland, 
Z. F. Koqak, S. L. Lee, W. Light, J. H. McCabe, A R. Mitchell, D. F. Paget, 
A. Sri Ranga, B. N. Sahney, S. P. Singh, E. L. Wachspress, M. A. Wolfe, 
D. Yahaya. 

G. M. PHILLIPS 
Mathematical Institute 
University of St Andrews 
Scotland 

December 1995 

P. J. TAYLOR 
formerly of the 
Department of Mathematics 
University of Strathclyde 
Scotland 



FROM THE PREFACE TO THE FIRST EDITION 

We have written this book as an introductory text on numerical analysis for 
undergraduate mathematicians, computer scientists, engineers and other 
scientists. The material is equivalent to about sixty lectures, to be taken after 
a first year calculus course, although some calculus is included in the early 
chapters both to refresh the reader's memory and to provide a foundation on 
which we may build. We do not assume that the reader has a knowledge of 
matrix algebra and so have included a brief introduction to matrices. It 
would, however, help the understanding of the reader if he has taken a basic 
course in matrix algebra or is taking one concurrently with any course based 
on this book. 

We have tried to give a logical, self-contained development of our 
subject ab initio, with equal emphasis on practical methods and mathemati- 
cal theory. Thus we have stated algorithms precisely and have usually given 
proofs of theorems, since each of these aspects of the subject illuminates 
the other. We believe that numerical analysis can be invaluable in the 
teaching of mathematics. Numerical analysis is well motivated and uses 
many important mathematical concepts. Where possible we have used the 
theme of approximation to give a unified treatment throughout the text. 
Thus the different types of approximation introduced are used in the 
chapters on the solution of non-linear algebraic equations, numerical 
integration and differential equations. 

It is not easy to be a good numerical analyst since, as in other branches of 
mathematics, it takes considerable skill and experience to be able to leap 
nimbly to and fro from the general and abstract to the particular and 
practical. A large number of worked examples has been included to help the 
reader develop these skills. The problems, which are given at the end of 
each chapter, are to be regarded as an extension of the text as well as a test 
of the reader's understanding. 

Some of our colleagues have most kindly read all or part of the 
manuscript and offered wise and valuable advice. These include Dr J. D. 
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Lambert, Prof. P. Lancaster, Dr J. H. McCabe and Prof. A. R. Mitchell. Our 
thanks go to them and, of course, any errors or omissions which remain are 
entirely our responsibility We are also much indebted to our students and to 
our colleagues for the stimulus given by their encouragement. 

G. M. PHILLIPS 
Department of Applied Mathematics 
University of St Andrews 
Scotland 

P. J. TAYLOR 
Department of Computing Science 
University of Stirling 
Scotland 

December 1972 
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Chapter 1 

INTRODUCTION 

1.1 What is numerical analysis? 

Numerical analysis is concerned with the mathematical derivation, 
description and analysis of methods of obtaining numerical solutions of  
mathematical problems. We shall be interested in construct ive  methods  in 
mathematics; these are methods which show how to construct solutions of  
mathematical problems. For example, a constructive proof of the existence 
of a solution to a problem not only shows that the solution exists but also 
describes how a solution may be determined. A proof which shows the 
existence of a solution by reduct io ad  a b s u r d u m t  is not constructive. 
Consider the following simple example. 

Example 1.1 Prove that the quadratic equation 

X 2 q- 2bx  + c = 0  (1.1) 

with real coefficients b and c satisfying b2> c has at least two real roots. 

Construct ive p r o o f  For all x, b and c, 

X 2 + 2bx  + c = x 2 + 2bx  + b 2 + c - -  b 2 

= ( x  + b )  2 + c -  b 2. 

Thus x is a root of (1.1) if and only if 

( x + b ) 2 + c - b 2 = O  

that is, 

( x + b ) Z - - b 2 - c .  

I" In such a proof we assume that the solution does not exist and obtain a contradiction. 
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On taking square roots, remembering that b 2 -  c > 0, we see that x is a root 
if and only if 

x + b= +~/(b2- c) 
that is 

x= - b • b 2 - c). (1.2) 

Thus there are two real roots and (1.2) shows how to compute these, t-I 

Non-constructive proo f  Let 

q (x)= x2 + 2bx + c. 

Suppose first that there are no roots of (1.1) and hence no zeros of q. As q 
is a continuous function (see w 2.2), we see that q(x) is either always 
positive or always negative for all x. Now 

q ( - b ) = b 2 - 2 b 2 + c  

= c - b 2 < 0  

by the condition on b and c. Thus q(x) must always be negative. However, 
for I xl large, 

x2> 12 bx + c l 

and thus q(x) > 0 for I x l large. We have a contradiction. 
Secondly, suppose that q has only one zero. Then from the continuity of q 

we must have q(x)> 0 for x large and q(x)< 0 for - x  large or vice versa. This 
contradicts the fact that q(x) > 0 for [ x l large, regardless of the sign of x. 

This proof does not show how to compute the roots. E! 

The word 'algorithm' has for a long time been used as a synonym for 
'method' in the context of constructing the solution of a mathematical 
problem. Measured against the long history of mathematics it is only 
relatively recently that a proper mathematical definition of algorithm has been 
devised. Much of this important work is due to A. M. Turing (1912-54), who 
gave a definition based on an abstract concept of a computer. For the purposes 
of this book we define an algorithm to be a complete and unambiguous 
description of a method of constructing the solution of a mathematical 
problem. One difficulty in making a formal definition is deciding precisely 
what operations are allowed in the method. In this text we shall take these to 
be the basic arithmetical operations of addition, subtraction, multiplication 
and division. In general, the solution and method occurring in an algorithm 
need not be numerical. For example, the early Greek geometers devised 
algorithms using ruler, pencil and compass. One such algorithm is that for 
constructing the perpendicular to a straight line at a given point. However, 
the greatest of the Greek mathematicians, Archimedes (287-212BC), 
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constructed a most elegant numerical algorithm for approximating the area of 
a circle (thus estimating zt), by bounding it above and below by the areas of 
regular polygons with an increasingly large number of sides. In this book we 
shall deal only with numerical algorithms. 

It is interesting to note that until the beginning of the twentieth century 
much mathematical analysis was based on constructive methods, and some 
of the finest mathematicians of every era have produced important 
algorithms and constructive proofs, for example Isaac Newton 
(1642-1727), L. Euler (1707-83) and K. F. Gauss (1777-1855). It is 
perhaps ironic that the trend in more recent years has been towards non- 
constructive methods, although the introduction of calculating devices made 
the execution of algorithms much easier. 

The rapid advances in the design of digital computers have, of course, had 
a profound effect on numerical analysis. At the time the first edition of this 
book was published in 1973, computers could already perform over a million 
arithmetic operations in a second, while around 1960 speeds had been nearer 
one thousand operations a second. As we prepare the second edition of this 
text we reflect that the most impressive and important development in 
computers over the past two decades has been the dramatic decrease in their 
cost, leading to their near universal availability. Yet, while lengthier and more 
complex calculations may be tackled, the scope for error has correspondingly 
increased. Unfortunately, the expectations of users of numerical algorithms 
have more than matched the improvements in computers. However, one 
cannot select the best algorithm for the problem in hand without having a 
sound understanding of the theoretical principles involved. 

Although most numerical algorithms are designed for use on digital 
computers, the subject of numerical analysis should not be confused with 
computer programming and information processing (or data processing). 
Those who design and use numerical algorithms need a knowledge of the 
efficient use of a digital computer for performing calculations. Computer 
programming is primarily concerned with the problem of coding algorithms 
(not necessarily numerical) in a form suitable for a computer. Information 
processing is concerned with the problems of organizing a computer so that 
data can be manipulated. The data is not necessarily numerical. 

1.2 Numerical algorithms 

For many problems there are no algorithms for obtaining exact numerical 
values of solutions and we have to be satisfied with approximations to the 
values we seek. The simplest example is when the result is not a rational 
number and our arithmetic is restricted to rational numbers. What we do ask 
of an algorithm, however, is that the error in the result can be made as small 



Numerical analysis 

as we please. Usually,  the higher the accuracy we demand,  the greater is the 
amount of computation required. This is illustrated in the following 
a lgor i thmt  for computing a square root, based on bisection, where a 
demand for higher accuracy in the result means completing more basic 
arithmetical operations, as well as increasing the accuracy with which these 
are performed. 

E x a m p l e  1.2 Given a > 1 and e > 0, we seek an approximation to ~/a with 
error not greater than e. At each stage we have two numbers Xo and x~. In the 
calculation, we change Xo and x~, keeping Xo ~< ~/a ~< x~ and at the same time 
repeatedly halving the interval [x0, x~ ]. Initially we take Xo = 1 and x~ = a, as 
1 <~/a<a. We compute the midpoint  x =  (Xo+X~)/2 and then decide 
whether x is greater than ~/a. Since we do not know ~/a, we compare x 2 and 
a. If  x2> a we replace the number  x~ by x; otherwise we replace the number 
x 0 by x. We stop when X l -  Xo ~< 2e, since then we must have 0 ~  < x -~ /a  <<. e, 
where e was chosen in advance to give the accuracy we desire in the final 
approximation x. [2 

A l g o r i t h m  1.1 (square root by bisection) We begin with a > 1 and e > 0, 
and x0 = 1, x t = a. 

repeat  
x := (x0 + x , ) / 2  
if  x2>  a then  x~ "= x 

e lse  Xo := x 
unti l  x~ - x0 ~< 2 e !-1 

In the above algorithm, the symbol := should be interpreted as 'becomes 
equal to'. The ' loop '  of  instructions between repea t  and unti l  is called an 
iteration. If we make the positive number e smaller, the number of 
iterations required increases. We must also make the arithmetic more 
accurate as e is decreased, as otherwise the test whether x2> a will give 
incorrect results and x o and x~ will not remain distinct. If  we are prepared to 
do the arithmetic to arbitrary accuracy, we can make e as small as we 
please, provided it is positive. We cannot take e = 0 as this would require an 
infinite number of iterations, l--I 

In Algorithm 1.1 we compute the first few members  of  a sequence of  
values (the midpoints x) which converge (see w 2.3) to ~/a, the solution of  
the problem. As we can calculate only a finite number of  members  of the 
sequence, we do not obtain the precise value of  ~/a. Many algorithms 

t" This algorithm is not recommended; it is given merely as a simple illustration. A more 
efficient square root algorithm is described in w 8.6. 



Introduction 5 

consist of calculating a sequence and in this context we say that the 
algorithm is convergent if the sequence converges to the desired solution of 
the problem. 

In the analysis of an algorithm we shall consider the error in the 
computed approximation to the solution of our problem. This error may be 
due to various factors, for example, rounding in arithmetic and the 
termination of an infinite process, as in Example 1.2. Errors, which are a 
deliberate but often unavoidable part of the solution process, should not be 
confused with mistakes which are due to failure on the part of the human 
user of an algorithm, particularly when writing a computer program. For 
each algorithm we look for an error bound, that is, a bound on the error iff 
the computed solution. A bound which is not directly dependent on the 
solution and therefore can be computed in advance, is called an a priori 
error bound. When directly dependent on the solution, a bound cannot be 
computed until after the completion of the main part of the calculation and 
is called an a posteriori bound. If, as is often the case, an error bound is 
very much larger than the actual error, the bound cannot be used to provide 
a sensible estimate of the error. For this reason we also devise alternative 
methods of estimating the error for some problems. Error bounds and 
estimates are often very valuable in telling us about the asymptotic 
behaviour of the error as we improve approximations made in deriving an 
algorithm. 

There are two ways in which we measure the magnitude of an error. If a 
. 

is some real number and a ~s an approximation to a we define the absolute 
a* a* error to be [ a -  [ and we define the relative error to be l a -  I / l a  1. 

We can see that the absolute error may be quite meaningless unless we have 
some knowledge of the magnitude of a. We often give relative errors in 
terms of percentages. 

One important point we must consider in looking at an al~orith m is its 
efficiency. We usually measure this in terms of the number of basic 
arithmetical operations required for a given accuracy in the result. Some- 
times we also consider other factors such as the amount of computer storage 
space required. 

1.3 Properly posed and well-conditioned problems 

There is one important question which we must investigate before 
applying a numerical method to a problem and that is 'How sensitive is 
the solution to changes in data in the formulation of the problem?' For 
example, if we are solving a set of algebraic equations, the coefficients 
in the equations form data which must be provided. There will certainly 
be difficulties if small changes in these coefficients have a large effect 
on the solution. It is very unlikely that we can compute a solution without 
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perturbing these coefficients if only because of errors due to rounding in 
the arithmetic. 

Suppose that S(d) representst  a solution of a problem for a given set of 
data d. Now suppose that d + 6d is a perturbed set of data and S(d + 6d) is 
a corresponding solution. We write II 6d  II to denote a non-negative number 
which is a measure of  the magnitude of the perturbation in the data and we 
write II S(d+ 6d)-S(d)II to denote a non-negative number which is a 
measure of the magnitude of the difference in the solutions. We say that the 
problem is properly posed for a given set of data d if the following two 
conditions are satisfied. 

(i) A unique solution exists for the set of data d and for each set of  data 
'near '  d. That is, there is a real number e > 0  such that S(d+ 6d) exists 
and is unique for all 6d with II 6d II < e. 

(ii) The solution S (d) is continuously dependent on the data at d, that is 

II S(d  + 8d) - S(d)  II ~ 0 whenever II ~d II ~ 0. 

If  there were more than one solution for a given set of data, then we 
would not know which solution (if any) our numerical method obtains. 
Usually we can avoid existence of more than one solution by imposing extra 
conditions on the problem. For example, if we wish to solve a cubic 
equation we could stipulate that the largest real root is required. 

If the condition (ii) above is not satisfied, it would be difficult to use a 
numerical algorithm as then there are data which are arbitrarily close to d 
and such that the corresponding solutions are quite different from the 
desired solution S (d). 

We say that a problem which is properly posed for a given set of data is 
well-conditioned if every small perturbation of that data results in a 
relatively small change in the solution. If the change in the solution is large 
we say that the problem is ill-conditioned. Of course these are relative terms. 

Often the solution of  a properly posed problem is Lipschitz dependent on 
the data (see w 2.2). In this case there are constants L > 0 and e > 0 such that 

II s (d + Od) - S (d) II ~ L II Od II (1.3) 

for all 6d with II 6 d  II < e. In this case we can see that the problem is well- 
conditioned if L is not too large. The restriction, II 6d I1 < e, only means that 
there are limits within which the data must lie if (1.3) is to hold. This 
restriction should not worry us unless e is small. If L has to be made large 
before (1.3) is satisfied or if no such L exists, then a small change in the 
data can result in a large change in the solution and thus the problem is ill- 
conditioned. 

t S(d) and d may be numbers, functions, matrices, vectors or combinations of these 
depending on the problem. 
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As we remarked earlier, an ill-conditioned problem may be difficult to 
solve numerically as rounding errors may seriously affect the solution. In 
such a case we would at least need to use higher accuracy in the arithmetic 
than is usual. If the problem is not properly posed, rounding errors may 
make the numerical solution meaningless, regardless of the accuracy of the 
arithmetic. Sometimes the data contains inherent errors and is only known to 
a certain degree of accuracy. In such cases the amount of confidence we 
can place in the results depends on the conditioning of the problem. If it is 
ill-conditioned, the results may be subject to large errors and, if the problem 
is not properly posed, the results may be meaningless. 

The next example illustrates that the properties properly posed and well- 
conditioned depend on both the problem and the data. 

Example 1.3 We consider the computation of values of the quadratic 

q(x) - x 2 + x - 1150. 

This is an ill-conditioned problem if x is near a root of the quadratic. For 
example, for x =  100/3, q ( 1 0 0 / 3 ) = - 5 0 / 9 - - - 5 . 6 .  However, if we take 
x=  33, which differs from 100/3 by only 1%, we find that q ( 3 3 ) = - 2 8  
which is approximately five times the value of q(100/3). To obtain a 
relation of the form (1.3) when x=  100/3 we need to take L = 7 0  (see 
Problem 1.5). V1 

Suppose that we wish to solve a problem which we will denote by P. We 
often find it necessary to replace P by another problem P~ (say) which 
approximates to P and is more amenable to numerical computation. We now 
have two types of error. Firstly, there is the difference between P and P1 
and we write Ep to  denote some measure of this error. Often this results 
from cutting off an infinite process such as forming the sum of an infinite 
series (see w 2.3) after only a finite number of steps, in which case we call it 
the truncation error. Secondly, there is the error consisting of the difference 
between the solutions of P and P~ and we denote some measure of this by 
Es. This second type of error is sometimes called the global error. Of 
course there is a relation between Ep and Es, but it does not follow that if Ee 
is small then so is Es. We shall derive relations between Ep and Es for 
different types of problem and, for a satisfactory method, will require Es to 
become arbitrarily small as the approximation is improved, so that Ep tends 
to zero. If this property does hold we say that the resulting algorithm is 
convergent. Unfortunately there are problems and approximations such that 
E s does not tend to zero as E p is decreased. 

Example 1.4 Suppose that f is a given real-valued differentiable function 
of a real variable x and that we seek values of the derivative f '  for given 
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particular values of x in the interval a ~ x ~< b. We will assume that f '  cannot 
be obtained explicitly as f is a very complicated function but that we can 
compute f ( x )  for any given value of x. 

Our algorithm consists of replacing f by another function g which can 
easily be differentiated. We then compute values of g' (x) instead of f '  (x). 
In Chapter 5 we will describe one way in which g can be chosen and 
that provided f satisfies certain conditions we can make the error 
E e ( x ) = f ( x ) - g ( x )  arbitrarily small for all x with a<~x<, b. Unfortunately 
it is possible for E s ( x ) = f ' ( x ) - g ' ( x )  to be arbitrarily large although 
Ee(x)  is arbitrarily small. For example, if Ee(x )=  ( l /n)s in(n2x) ,  where 
n = 1,2, 3, ... corresponds to different choices of g, then 

Ep(x) ---> 0 as n ---> ,,0, 

for all values of x. However, 

Es(x) = n cos(nZx) 

and thus Es(x ) --->00 as n ---> ,,<,, for x = 0. H 

If we replace a problem P by another, more convenient problem P~ 
which is an approximation to P, we shall normally expect both P and P~ to 
be properly posed and reasonably well-conditioned. If P were not properly 
posed, in general we would not obtain convergence of the solution of P~ to 
that of P. We are almost certain in effect to perturb the data of P in making 
the approximation P~. We therefore require, as a necessary condition for the 
convergence of our algorithm, that the original problem P be properly 
posed. The convergence will be 'slow' unless P is well-conditioned. 

We also have to solve P~ using numerical calculations and we are almost 
certain to perturb the data of P~, which should therefore be properly posed 
and well-conditioned. If P is well-conditioned, we normally expect P l to be 
well-conditioned; if not, we should look for a better alternative than P~. 

In some numerical algorithms, especially those for differential equations, 
we compute elements of a sequence as in Example 1.2 but are interested in 
each element of the sequence and not just the limit. In both types of 
problem we use a recurrence relation, which relates each element of a 
sequence to earlier values. For example, we may compute elements of a 
sequence (Y,)~+0 using a recurrence relation of the form 

y,,+, = F(y , ,  y,,_, . . . . .  Yn-m) (1.4) 

for n = m ,  m + l ,  m + 2  . . . . .  where F is a known function of m + l  
variables. We need starting values Yo, Yo,. . . ,  Ym and normally these must be 
given. In using (1.4) we are certain to make rounding errors. Now an error 
introduced in any one step (one value of n) will affect all subsequent values 
and, therefore, we need to investigate the propagated effect of rounding 
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errors. These effects may be very important, especially as computers allow 
us to attempt to compute very many elements of  a sequence and so 
introduce many rounding errors. In this context we use the term stability in 
referring to whether the process is properly posed and well-conditioned. 

Example 1.5 If (Y.)~--0 satisfies 

y.+~ = 100.01y.-y ._~,  n~> 1, (1.5) 

with y0 = 1 and y~ =0.01 then ys=  10 -~~ whereas if Y0-1  + 10 -6 and 
y t - 0 . 0 1  then Ys----1.0001. The large difference in the value of Y5 shows 
that the process is very ill-conditioned. In fact we say that the recurrence 
relation is numerically unstable. Further details are given in w 
particularly Example 13.18. i-1 

Problems 

Section 1.1 

1.1 Give both constructive and non-constructive proofs of the following 
statements. 

(i) Every quadratic equation has at most two distinct real roots. 
(ii) There are at least two real values of x such that 

2 cos(2 c o s - I x ) =  1. 

(iii) Given a straight line f and a point P not on f, there is a perpendicular 
to f which passes through P. 

Section 1.2 

1.2 Show that an a priori error bound for the result of the bisection 
method for finding ~/a with 0 < a < 1 is 

[ x - ~ / a  I <<.(I-a)~2 u, 

where N is the number of iterations completed. 

1.3 In Algorithm 1.1 we have at each stage 

x~ - x0 
Ix- 4al 

2 

Show that if 

(Xl - Xo) 2 < 4ae  2, 
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then the relative error in x as an approximation to 4 a  satisfies 

-4a 
4a 

< E .  

Hence modify the algorithm so that the iterations stop when the relative 
error is less than e. 

Section 1.3 

1.4 Show that the equations 

x + y = 2  

~x+-~y=�89 

x + 2 y = 3  

have a unique solution, but that the problem of computing this solution is 
not properly posed, in the sense given in w 1.3. Notice that, if we express 
coefficients as rounded decimal fractions, there is no solution. 

1.5 If q(x) is the quadratic of Example 1.3, show that 

q(x + 6 x ) -  q(x) = (2x + 6x + 1)6x 

and thus that, if 33 ~ x ~ 34 and I t~xl ~ 1, then 

I q (x  + t~x) - q (x)  l <~ 701 t~xl. 



Chapter2 
BASIC ANALYSIS 

2.1 Functions 

Definition 2.1 A set is a collection of  objects. The number o f  objects 
may be finite or infinite. D 

We write 

S = { a , b , c  . . . .  }, 

where S denotes a set and a, b, c . . . .  denote the objects belonging to the set. 
We call a, b, c . . . .  the elements or members of  the set S and we write a E S 
as a shorthand for ' a  belongs to S'. If S and T are sets such thatt  
x E T =~ x E S, we say that T is a subset of  S and write T C S. 

Example  2.1 The set of  all numbers x such that a ~< x~< b is denoted by 
[a, b] and is called a closed interval. The set of  x such that a < x < b is 
denoted by (a, b) and is called an open interval. We write (a, b] to denote 
the set of x such that a<x<.  b and (-00,  o0) to denote the set of  all real 
numbers. D 

Definition 2.2 If, given two sets X and Y, there is a relation between them 
such that each member  of  X is related to exactly one member  of Y, we call 
this relation a function or mapping from X to Y. D 

Example 2.2 If, at some instant, X denotes the set of all London buses in 
use and Y the set of  all human beings, the relation 'y is the driver of  x, with 
x E X, y E Y' is a function from X to Y. D 

t The symbol =a means 'implies'. 
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Example  2.3 If X is the set [0, 1 ] and Y is the set of all real numbers y, 
then the relation 

y = x + 2 ,  

defines a function from X to Y. 

0~<x~<l, 

FI 

We sometimes write y = f ( x ) ,  where x E X and y E Y, to denote a function 
by which x is mapped into y. We then refer to this as 'the function f ' .  Note 
that not every y E Y need be such that y - f ( x ) ,  for some x E X. X is called 
the domain of f and the set of  all y ~ Y such that y = f (x ) ,  for some x E X, 
is called the range of f or ran( f ) .  Thus we have 

r a n ( f )  C Y. 

In Example 2.3, the domain is the closed interval [0, 1 ] and the range is [2, 3 ]. 

Example  2.4 Let X denote the set of all vectors x with n real elements and 
A denote an n x n matrix with all elements real. Then (see Chapter 9) 
Ax E X and the relation y = Ax is a function from X to X. l'-i 

We may depict a function schematically as in Fig. 2.1, which shows the 
sets X, Y and r a n ( f )  and shows a 'typical element' x E X being mapped into 
an element y E Y by f. 

If  X and Y are subsets of  the real numbers and y = f (x )  denotes a function 
from X to Y, the reader will be used to representing the function by a graph, as 
in Fig. 2.2. Such a function is called a function of one (real) variable. 

Example  2.5 Let X denote the set of ordered pairs (x, y) where x and y 
are reals and let Y denote the set of  all real numbers. A mapping from X to 
Y is called a function of two real variables. Similarly, we may define a 
function of n variables. The set of  all ordered pairs (x, y) is called the xy- 
plane. Geometrically, the function z = f ( x ,  y) may be represented by a 
surface in xyz-space. Thus, for instance, the function z = 1 + x + y  is 
represented by the plane which passes through the three points with 
coordinates ( - 1 ,  0, 0), (0, - 1 ,  0), (0, 0, 1). D 

Definition 2.3 A function f from X to r an ( f )  C Y is said to be one-one  if 
to each y ~ r a n ( f )  there corresponds exactly one x E X such that y - f ( x ) .  I-I 

Fig. 2.1 Schematic representation of a function. 
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y~ 

ran (f) I 

y =f(x) 

I I ~__ 
~ x 

Fig. 2.2 Graph of a function from the reals to the reals. 

Thus the function of Example 2.3 is one-one.  The function defined by 
y = x 2, -1  ~< x~< 1, is not one-one since each y such that 0 < y~< 1 corre- 
sponds to two values of x. 

Definition 2.4 If f is a one-one  function from X to r a n ( f ) C  Y, we may 
define the inverse function of f by 

x=f-I(y). 

The inverse function f-~ maps y E ran(f )  into the unique x ~  X such that 
y =f(x).  Note that ran( f  -1 ) = X. [3 

Example 2.6 If y=f(x), x EX, is the function y=x+2, 0<~x<~ 1, of 
Example 2.3, then the inverse function x=f-~(y) exists and is given by 
x=y-2,2<.y<.3. D 

For the remainder of this chapter we shall be concerned mainly with 
functions from the reals although most of the functions may also be defined 
for a complex variable. We start by briefly considering polynomials and 
circular functions. Later in the chapter we look at logarithmic and exponen- 
tial functions. 

Polynomials 

The function 

Y = ao + a l x  + "'" + an Xn,  (2.1) 

where x belongs to the reals and the coefficients a0, a~ . . . . .  a.  are fixed real 
numbers with a.  * 0, is called a polynomial in x of degree n. 

The function in Example 2.3 is thus a polynomial of degree 1. Through- 
out the text, we use P.  to denote the set of all polynomials of degree n or 
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less. I f  p is a polynomial of  degree n>~ 1 and a is a zero of  p, that is 
p ( a )  = 0, then we have (see Problem 2.2) 

p ( x )  = ( x -  a ) q ( x )  (2.2) 

where q is a polynomial of  degree n -  1. I f  p is a polynomial  of  degree 

n~> r >  1 and 

p ( x )  = ( x -  ~)rq(x), 

where q is a polynomial of  degree n - r such that q ( a ) , O ,  we say that a is 
a multiple zero of  p of  order r. I f  r = 2, we say that a is a double zero. For 
example,  p(x )  = - ( x - 1 ) 2 ( x  - 2) has three real zeros, a single zero at x =  2 
and a double zero at x = 1. 

We can use (2.2) to prove that a polynomial  of  degree n cannot have 
more than n real zeros unless the polynomial  is identically zero (that is, all 
its coefficients are zero). This result is clearly true for a polynomial  of  
degree one (whose graph is a straight line) and using (2.2) and the principle 
of  induction (see w we can extend this to the general case. 

Circular functions 
In Fig. 2.3, AB is an arc of  a circle of  radius 1 and centre O. In radian 
measure,  the angle 0 is def ined as the length of  the circular arc AB. Thus 
the angle of  one complete revolution is 2zt and a fight angle is �89 
Evidently BC and OC are functions of  0 and these are denoted by 

BC = sin 0, OC = cos 0, 0 < 0 < �89 ~r. 

Since the sum of  the angles of  triangle OBC is zr, we have 

cos 0 = sin (�89 zr - 0), (2.3) 

where 0 < 0 < �89 ~r. 
The domain of  the sine function may be extended from (0, �89 zt) to all real 

0 as follows: 

sin 0 = 0, sin �89 zt = 1, 

s i n ( z t -  0) = sin 0, 0~< 0~<~zt, 

s i n ( -  0) = - s i n  0, 0 ~  0~< zt, 

s i n ( 0 +  2nzt) = sin 0, n = 0 ,  +1, +2 . . . . .  

(2.4) 

(2.5) 

B 

O C A 

Fig. 2.3 OA -OB - l, sin 0 = BC, cos 0 = OC 
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The domain of cos 0 is then extended to all real 0 by allowing (2.3) to hold 
for all 0. Note that the values in (2.4) are chosen to make sin 0 continuous 
(see w Equation (2.5) demonstrates the periodic nature of sin 0. Both 
sin 0 and cos 0 are said to be periodic, with period 2zr (see Fig. 2.4). We 
note some identities satisfied by the sines and cosines" 

sin 2 0 + c o s  2 0 - -  1, for all O, (o+o / 
sin 0 + sin ~ - 2 sin cos , 

2 2 

(2.6) 

(2.7) 

cos 0 + c o s ~  = 2 c ~  0+q~)2 cos (  "0 - q~ ) 2 "  (2.8) 

The identities (2.7) and (2.8) hold for all 0 and q~. Other circular functions 
(for example, tan 0) may be defined in terms of the sine and cosine. 

y JL 
1~ y = sin x 

I I SS~" 

X \ / I "- '-..._ _ 

~ S x 

y = cos x 

F i g .  2 . 4  T h e  s ine  a n d  c o s i n e  f u n c t i o n s .  

Further classes of functions 

Definition 2.5 A function f from the reals to the reals is said to be even if 
f ( - x )  = f ( x )  and to be odd i f f ( - x ) =  - f ( x ) ,  for all x. E] 

Thus sin x is odd, cos x is even and 1 + x is neither. 

Definition 2.6 A function f defined on [a, b] is said to be convex if 

f (2x l  + (1 - A)x2) < Jtf(x I ) + (1 -- A)f(x2) 

for all x~,x2 E [a, b] and any ;t ~ (0, 1). E] 

Geometrically, this means that a chord joining any two points on the 
curve y - f ( x )  lies above the curve, as for the function x 2 on (-oo, oo). We 
can similarly define a concave function by reversing the inequality so that 
points on a chord must lie below the curve. 
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Definit ion 2.7 A function f is said to be bounded above on an interval I 
(which may be finite or infinite) if there exists a number M such that 

f ( x )  <~ M, for all x E I. 

Any such number M is said to be an upper bound of f on I. The function is 
said to be bounded below on I if there exists a number m such that 

f ( x )  >~ m, for all x E I. 

If a function is bounded above and below, it is said to be bounded, tq 

If f is bounded above on I, it can be shown that there exists a least upper 
bound, say M*, such that M*<~ M, for every upper bound M. The least 
upper bound, which is unique, is also called the supremum, denoted by 

sup f (x) .  
x E !  

The supremum is thus the smallest number which is not less than any f ( x ) ,  
x E I. Similarly, if f is bounded below on I, we have the greatest lower 
bound or infimum, denoted by 

inff(x),  
x E !  

which is the greatest number which is not greater than any f ( x ) ,  x E I. 

Example  2.7 For sin x on [0, 2zt], we have 

inf s i n x = - l ,  sup s i n x = l ,  
0 ~ x ~  2 n  0 ~ x ~  2a' 

the infimum and supremum being attained at x = 3z~/2 and zt/2 respectively. 
D 

Example  2.8 For 1Ix 2 on ( - ~ ,  oo) there is no supremum, since 1Ix 2 is 
not bounded above. However, we have 

inf 1/x 2 = 0 
--oa < X <  oo 

although the infimum is not attained, since there is no value of x for which 
1/x2=O. D 

If a supremum is attained, we write 'max' (for maximum) in place of 'sup'. 
If an infimum is attained, we write 'min' (for minimum) in place of 'inf'. 

2.2 Limits and derivatives 

We define 
sin x 

1 g ( x ) -  ~ ,  0 < x <- ~ zt. 
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Table 2.1 Limit of  (sin x)/x as x--->0 

x 0.50 0.20 0.10 0.05 0.02 
(sin x)/x 0.959 0.993 0.998 1.000 1.000 

Note that we have not defined g(0). What can we say about g(x) near x = 0? 
Inspection of a table of values of  sin x (see Table 2.1) suggests that g(x) 
approaches the value 1 as x approaches 0. To pursue this, we see from Fig. 
2.5 that 

area of  AOAB < area of sector OAB < area of  AOAC 

or (see Problem 2.11) 

�89 sin x < �89 x < �89 tan x, 

This yields 

x 1 
1 < < 

sin x cos x 

0<x<�89 

and thus 

sin x 
cos x < < 1. (2.9) 

Since cos x approaches the value 1 as x approaches 0, (2.9) shows that 
(sin x)/x also approaches 1 as x approaches 0. More precisely, we deduce 
from (2.9) (see Problem 2.12) that 

sin x I x 2. (2.10) 0 < 1  < i  

c 

B 

x I I  

D A 

Fig. 2.5 OA = OB = 1" AB is a circular arc; OAC is a right angle. 
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This shows that (sin x ) / x  may be made as near to 1 as we please for all 
values of x sufficiently near to zero. This is an example of a limit. 

D e f i n i t i o n  2.8 Suppose that Xo E [a, b] and the function g is defined at 
every point of [a, b] with the possible exception of x0. We say that g has 
limit c at Xo if to each e > 0 there corresponds a number 6 > 0 such that 

x E [ a , b ] w i t h  Ix-xol < 6andx,x0=  Ig(x)-cl 
As a short-hand for the classical e - 6  terminology, we write 

lim g(x) = c. i-1 
x--~x b 

Example  2.9 The function (sin x ) / x  has the limit 1 at x = 0. Given e > 0, 
we may take 6 =  (2e) I/2 since, for all x such that x E (0, zt/2) with 
I xl < (2e) 1/2, we have �89 2 < e and thus from (2.10) 

sin x 
< E ,  

as required by Definition 2.8. 

We say that 

lim g(x) = c 
X ---~ ~ 

if to any e > 0 there corresponds a number M such that 

I g(x)  - c l < e, for all x > M. 

P r o p e r t i e s  o f  l i m i t s  

If the functions g and h are both defined on some interval containing x0, a 
point at which both have a limit, then 

(i) lim (ag(x) + flh(x)) = a lira g(x) + fl lim h(x), 
x ~ x o x---) x o x ~ x  o 

where ot and fl are any constants; 

(ii) x--,~olim g ( x ) h ( x ) = (  x--,xolim g(x)~lim/v -'~~ h(x)); 

1 
(iii) lira , = 1/lira g(x) 

x--,~o g(x) x--,~o 

provided lim g(x) , O. 
x-.-~a b 
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Continuity 
Consider the function g(x)defined by 

g(x )=[- l '  -1  < ~ x ~ 0  

I 1, 0 < x ~ < l .  

We say that g has a discontinuity at x = 0, where the value of g(x) jumps 
from -1  on the left to + 1 on the fight. 

Definition 2.9 A function g defined on [a, b] is said to be continuous at 
x0 E [a, b] if g has a limit at x0 and this limit is g(xo), r-] 

Thus g is continuous at a point Xo~ [a, b] if, to each e > 0 ,  there 
corresponds a number ~ > 0 such that 

xE [a, b] with Ix-x01 ~ I g ( x ) -  g(xo) l < e. 

We say that g is continuous on [a, b] if g is continuous at each 
x0 ~ [a, b]. The concept of continuity is applied also to functions defined 
on open and infinite intervals. 

Definition 2.10 A function g, defined on [a, b], is said to be uniformly 
continuous on [a, b ] if, to each e > 0, there corresponds a number 6 > 0 such 
that 

x~[a,b]with Ix-x01 ~ Ig (x ) -g (xo) l  <e (2.11) 

for every Xo E [a, b ]. rq 

The point of  this definition is that, given an e > 0, the corresponding 6 
which appears in (2.11) is independent of x0, so that the same 6 will serve 
for each point of  [a, b]. We state without proof that if a function g is 
continuous on the closed interval [a, b] it is also uniformly continuous on 
[a, b]. 

We quote the following theorems concerning continuous functions. The 
first of these is a simple consequence of the properties of limits. 

Theo rem 2.1 If f and g are continuous on an interval I, so also are fg and 
ctf+ fig, where a and fl are constants. If f is continuous on I and f ( x ) .  0 
for all x E I then 1 / f  is continuous on I. [-q 

Theo rem 2.2 If  f is continuous on [a, b] and r / i s  a number lying be- 
tween f ( a )  and f (b ) ,  then there is a number ~ E [a, b] such that f ( ~ )  = r/. [3 

Thus a function f which is continuous on [a, b] assumes every value 
between f (a)  and f(b). As a special case of this, we have the following 

result. 
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Theorem 2.3 If f is continuous on [a, b l, there exists a number 
E [a, b] such that 

f ( ~ ) = � 8 9  + f (b) ) .  t-q 

The notion of continuity is easily extended to functions of several 
variables. For example, for two variables we state the following. 

Definition 2.11 A function f ( x ,  y) defined on some region R of the xy- 
plane is said to be continuous at a point (x0, Y0) of R if, to each e > 0, there 
corresponds a number 8 > 0 such that 

( x , y ) E R w i t h  I x - x 0 [  < 6 a n d  l y - y 0 [  < ~  

Lipschitz condition 

If(x,  y) - f (xo, Yo) I < e. 
D 

Thus on [ - 1 ,  1 ] 

Example 2.10 Consider f ( x )  - x 2 on [ -  1, 1 ]. Then 

f ( x l ) -  f (x2)=  x 2-  x~= (x, - x2)(x I "4" X2). 

If(x,)-f(x2) I ~<2lXl-  x2 I, 

showing that f ( x )=-x  z satisfies a Lipschitz condition on [-1,  1] with 
Lipschitz constant 2. !"1 

Example  2.11 Consider f ( x )  --- x ~/2, with x ~> 0. Then 

f ( x , ) -  f(x2) = x',/2- x~/1= (x, - x2)/ (x',/2 + x~2/2). 

By taking x~ and xz sufficiently close to 0 we can make 1/(x~/2 + xt2/2) as 
large as we please. Thus the function x ~/2 does not satisfy a Lipschitz 
condition on any interval which includes x = 0. E! 

This last example demonstrates that not every continuous function 
satisfies a Lipschitz condition. 

Definition 2.12 A function f ,  defined on [a, b], is said to satisfy a 
Lipschitz condition on [a, b ] if there exists a constant L > 0 such that 

[ f (x , )  - f(x2) I ~< L I x , -  x2 l, (2.12) 

for all x~, x2 ~ [a, b ]. L is called the Lipschitz constant. V] 

We may deduce from (2.12) that i f f  satisfies a Lipschitz condition on 
[a, b l, then f is uniformly continuous on [a, b ]. 
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Derivatives 
We are often interested in how much f(x) changes for a given change in x. 
As a measure of the rate of change as x varies from, say, x o to Xo + h, we 
may calculate the quotient 

f(xo + h) -f(xo) QR 

(x0 + h) - Xo PR 

as shown in Fig. 2.6. Geometrically, this ratio is the gradient of the chord 
PQ. The number h (shown as positive in Fig. 2.6) may be positive or 
negative. The rate of change of f(x)  with respect to x at Xo is defined as 

lim f(xo + h) - f(xo) 
9 

h--,o h 

assuming that this limit exists. Geometrically, the limit gives the gradient of 
the tangent to the curve at P. Replacing Xo by x, we write 

f'(x) = lim f(x + h)- f (x)  (2.13) 
h-,O h 

and call this limit the derivative of f with respect to x. Instead of f '  (x) we 
sometimes write (d/dx)f(x), df/dx or dy/dx if y =f (x) .  If the derivative of 
f exists for all x in some interval I, we say that f is differentiable on I and 
write f '  for the resulting function on I. 

Properties of  derivatives 

d d d 
(i) dx (ctf(x) + fig(x)) = ot dx f(x) + fl ~ g(x). (2.14) 

d d d 
(ii) - ~  (f(x)g(x))=fix) ~ g(x) + g(x) ~ f(x). (2.15) 

y =f(x) 

1 I 
x0 x 0 + h 

Fig. 2.6 Measurement of rate of change. 

X 
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(iii) If we write u = g(x), then 

d df  du 
= f ' ( g ( x ) ) g ' ( x ) .  (2.16) 

d x  f ( g ( x ) )  = du  dx  

It is assumed that all the derivatives occurring in the fight sides of these 
equations exist. The verification of these properties uses the basic properties 
of limits. 

Property (iii) is called the f u n c t i o n  o f  a f u n c t i o n  ru le  or c h a i n  rule.  One 
application of this rule concerns inverse functions. If the function y = f (x )  
has an inverse function x = q~ (y), we may write 

y = f (  qb(y) )  

and deduce from (2.16) that 

dy dy dx 
~ ~ 

9 

dy dxdy 

so that 

- ~ y = l  (2.17) 

The derivative of an arbitrary polynomial is obtained by first showing 
directly from the definition of a derivative (see Problem 2.16) that 

d 
X n / I X  n -  ! 

= , n an integer. (2.18) 
dx 

(This result holds also if n is any real number.) Applying (2.14) repeatedly 
and using (2.18) we find 

d 
- - -  (ao + a]x + a2x 2 + . . .  + a . x  ~) = an + 2 a 2 x  + . . .  + n a . x  ~- 1 

dx  

For the derivatives of the circular functions, we find (Problem 2.18) that 

d 
sin x = cos x. (2.19) 

dx 

Making the substitution t=  ~ r / 2 - x ,  using the chain rule and finally 
replacing t by x, we deduce from (2.19) that 

d 
cos x = -s in  x. 

dx 
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We now discuss two simple but very important theorems involving 
derivatives. 

Theorem 2.4 (Rolle's theorem) If f is continuous on [a, b] and is 
differentiable in (a, b) and f ( a ) = f ( b ) = O ,  then there exists at least one 
point ~ E (a, b) such that f '  (~) = 0. rq 

We omit the proof. Notice that the same result holds if we substitute the 
single condition ' f  is differentiable on [a, b] '  in place of the more 
complicated conditions ' f  is continuous on [a, b] and is differentiable in 
(a, b)'. The reason why this simplification is not usually adopted is because 
it weakens the theorem's generality. 

Let f be continuous on [a, b] and differentiable in (a, b) and define 

g(x) = f ( x ) - f ( a ) - ( x - a ) ( f ( b ~ - a - f  (a)) 

on [a, b]. (The function g is the difference between f and the polynomial 
which interpolates f at a and b. See (4.3).) It follows from the above 
conditions on f that g also is continuous on [a, b] and differentiable in 
(a, b). In addition, we have g(a)= g(b)= 0 and 

g'(x) = f'(x) - ( f ( ~  - f(a) a 

in (a, b). Thus g satisfies the conditions of Rolle's theorem and we deduce 
that there exists a ~ E ( a , b )  such that g ' ( ~ ) = 0 .  Hence we obtain the 
following result. 

Theorem 2.5 (mean value theorem) If f is continuous on [a, b] and 
differentiable in (a, b), then there exists at least one point ~ E (a, b) such 
that 

f (b )  - f (a )  = (b - a)f '  (~). (2.20) [21 

Recall the remark after Theorem 2.4 on how the conditions on f could be 
simplified, at a cost of loss of generality of the theorem. This remark 
applies to Theorem 2.5 also. 

Rolle's theorem is a special case of the mean value theorem, which is in 
turn a particular case of Taylor's theorem 3.1. We shall need Rolle's 
theorem in the proof of Theorem 3.1. 

From the mean value theorem, if x~, x2 ~ [a, b ] then 

f ( x l ) -  f(x2) = (x, - x2)f' (~), 



24 Numerical analysis 

where ~5 depends on the choice of x~ and x2 and thus 

I f ( X l )  - f ( x 2 )  [ <- Z l x ,  - l , 

where 

L =  sup If'(x)l. 
a ~ x ~ b  

Hence 

differentiability =~ Lipschitz condition =~ uniform continuity. 

We cannot reverse these implication symbols, as may be seen from Example 
2.11 and Problem 2.19. 

Higher derivatives 

If the derivative of f '  exists at x, we call this the second derivative of f 
and write it as f"  (x). Similarly, we define third, fourth and higher order 
derivatives from 

f(")(x) = d ( f t ,_  1)(x)) n = 3 4, 
9 9 o l o  . 

c~ 

The nth derivative is sometimes written as d"f/dx" or d"y/dx ~ if y=f (x ) .  
To unify the notation, we sometimes write f(~ and f(~)(x) to denote f ( x )  
and f '  (x) respectively. 

We have already noted the geometrical interpretation of f '  (x) as the 
gradient of the tangent to y =f (x )  at the point (x, f (x)) .  Thus if f '  (x)> 0, 
f ( x )  is increasing and if f '  (x)< 0, f ( x )  is decreasing. The second derivative 
too is easily related to the graph of y =f(x) :  if f"  (x )>0 ,  f '  is increasing 
and therefore f is convex (see Problem 2.20). If f " ( x ) <  0, - f  is convex 
and thus f is concave. 

We now consider a simple extension of Rolle's theorem which involves 
higher derivatives. Suppose that f is continuous on [a, b] and differentiable 
in (a, b), and is zero at n + 1 points, to < tl < ... < t,, of [a, b]. (For the 
special case of n =  1 with t0--a and t~= b, this just reproduces the 
conditions of Theorem 2.4.) Let us apply Theorem 2.4 to the function f on 
each of the n intervals [ti_~, ti], 1 -< i-< n. We deduce that f '  has at least n 
zeros in (a, b) since there is a zero of f '  in each of the subintervals 
(t~_~, t~). We now assume further that f '  is continuous on [a, b] and is 
differentiable in (a, b). Then if n ~> 2 we may apply Theorem 2.4 to the 
function f '  on each of the intervals between consecutive pairs of its zeros 
to show that f"  has at least n -  1 zeros in (a, b). This line of reasoning may 
clearly be extended and we deduce the following result. 
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Theorem 2.6 (extended Rolle theorem) If f(t~) = 0, i = 0, 1 . . . . .  n, 
where a<<.to<t~<...<t,~b, and f(,-l)  is continuous on [a,b] and is 
differentiable in (a, b), then there exists at least one point ~" E (a, b) such 
that f(" ) (~) = O. D 

Note (cf. the remarks made after Theorems 2.4 and 2.5) that the latter 
condition could be simplified by merely asking that f(") exists on [a, b], 
resulting in a loss of generality of the theorem. 

M a x i m a  a n d  m i n i m a  

Definition 2.13 We say that f(xo) is a local maximum of a function f if 
there exists a number 8 > 0 such that f (xo)>f(x)  for all x such that x * x0 
and [X-Xo[ <8.  D 

We often drop the adjective 'local' and speak simply of a maximum of 
f (x)  at x = Xo, meaning that f(xo) is the greatest value of f (x)  in the vicinity 
of x0. Similarly we say we have a minimum of f (x)  at x =Xo if f(xo) is the 
smallest value of f (x)  in the vicinity of Xo. If f(xo) is the greatest (least) 
value of f (x)  for all x E [a, b], we call f(xo) the global maximum 
(minimum) on [a, b ]. 

Theorem 2.7 If f" is continuous at Xo and f '  (Xo)= 0 then f(xo) is a local 
maximum (minimum) if f" (Xo) < 0 (>0). l--1 

The truth of this result is intuitively obvious from our remark above that 
f" (Xo)<0 (>0) implies that the function f (x )  is concave (convex). The 
theorem is easily proved (Problem 3.5) with the aid of Taylor's theorem. 
Notice that Theorem 2.7 tells us nothing if f '  (Xo) = f" (x0)= 0. 

Part ia l  d e r i v a t i v e s  

For a function of two variables, f(x,  y), it is convenient to analyse the rate 
of change of f with respect to x and y separately. This involves the use of a 
partial derivative, defined by 

~)f = lim f (x + h, y) - f (x, y) (2.2 1 ) 
c)x h-,O h 

if the limit exists. Note that Of/Ox is obtained by treating y as a constant and 
differentiating with respect to x in the usual way. Similarly we obtain Of/3y 
on differentiating f with respect to y, treating x as a constant. 

For given values x = Xo, y = Yo, Of/3x is the gradient of the tangent in the 
x-direction to the surface z =f(x, y) at the point (x0, Y0). Sometimes we 
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write fx and fy for i)ffigx and i)f/igy respectively. We also have higher partial 
derivatives, for example 

= 2 = a x  

f ~ ' :  / ) x S y : ~ f x  ~ "  

E x a m p l e  2.12 If f ( x ,  y ) =  X 2 COS y, we have 

f~ = 2x cos y, fy = - x 2 sin y, 

fx~ = 2 cos y, f,y = - 2 x  sin y, 

f yx = - 2 x  sin y, f yy = --X 2 COS y. D 

If f is a function of two variables x and y and each of these variables is in 
turn a function of say t, we have the function of a function (or chain) rule 

d f  ~gf dx Of dy 
= + ~ ~ .  (2.22) 

dt 3x dt ~gy dt 

The definition of a local maximum or minimum of f (x ,  y) at (x0, Y0) is 
similar to that for a function of one variable. For a local maximum or 
minimum, we require f,, =fy = 0  at (x0, Y0) but these are not sufficient 
conditions. 

2.3 Sequences and series 

Sequences 

Consider a function whose domain is the set of positive integers such that 
the integer r is mapped into an element Ur. The elements u~, u2, u3 . . . .  are 
called collectively a sequence, which we will denote by (Ur) or (Ur)r-~. The 
sequences in which we will be most interested are those with real members 
(elements). 

Definition 2.14 We say that the sequence of real numbers (Ur)7= l 
converges if there is a number, say u, such that 

lim Ur = U, (2.23) 
r - - - )  o o  

and u is called the limit of the sequence. D 
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By the limit (2.23) we mean that to each e > 0 there corresponds a number 
N such that 

r > U  ::~ [Ur--Ul <e. 

If a sequence does not converge, it is said to diverge. 

P r i n c i p l e  o f  i n d u c t i o n  

Let Sr denote a statement involving the positive integer r. If  

(i) S~ is true, 
(ii) for each k~> 1, the truth of  Sk implies the truth of  Sk§ 

then every statement in the sequence (S~)r=~ is true. This is known as the 
principle o f  induction. 

Example  2.13 If  0 ~< a ~< 1, show that 

(1 - a)~>~ 1 - ra,  r = 1, 2 . . . . .  (2.24) 

If S~ denotes the inequality (2.24), we see that S~ is obviously true. 
Assuming S, is true, we have 

(1 - a)*~> 1 - k a  

and, on multiplying each side of  this inequality by 1 - a I> 0, we have 

(1 - o [ ) k + l  >~ (1 - a) (1  - ka )  

= 1 -  (k+  1 ) a +  k a  2>I 1 - ( k +  1)a, 

showing that S, + ! is true. By induction, the result is established. [3 

C o n v e r g e n c e  o f  s e q u e n c e s  

Having defined convergence of a sequence (Definition 2.14) we now state a 
result which is often referred to as Cauchy 's  principle of  convergence. 

Theorem 2.8 (Cauchy)  The sequence (Ur)7= 1 converges if, and only if, to 
each e > 0, there corresponds a number N such that 

n > N = ,  l u , + , -  u,I < e, for k =  1, 2 . . . . .  7q 

This result enables us to discuss convergence of a sequence without 
necessarily knowing the value of the limit to which the sequence converges. 

Ser ie s  

A sum 

C 1 + C 2 +  . . .  + C n,  
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where c~, c2 . . . . .  c, are real numbers,  is called a finite series. Suppose that 
we have an infinite sequence of  real numbers (Cr)r--~ and that 

u, = c~ + c2 + "'" + c,. (2.25) 

I f  the sequence (u,)*~.~ converges to a limit u, we write 

u = c~ + c2 + ' "  (2.26) 

and say that the infinite series on the fight of (2.26) is convergent with sum 
u. We call u,  the nth partial sum of the infinite series. 

E x a m p l e  2.14 Consider the infinite series 

1 1 1 
1 + - - + - - + . . . + - - + - - - .  

2 3 n 

From the inequalities 

1 1 1 1 
--+-- > 2 x - -  = - - ,  
3 4 4 2 

1 1 1 1 1 1 
- - + - - + - - + - > 4 x - = - -  
5 6 7 8 8 2 '  

and so on, we have 

1 1 1 1 
1 + - - + - - + . . . + - -  ~> l + - - n .  

2 3 2" 2 

Thus the partial sums can be made as large as we please by taking enough 
terms and the series is divergent. D 

U n i f o r m  c o n v e r g e n c e  

Consider now a sequence (Ur(X))7.0 of  which each member  u~(x) is a 
function of  x, defined on the interval [a, b ]. 

Def in i t i on  2.15 The sequence (Ur(X))7.0 is said to converge pointwise on 
[a, b] if, for each x E [a, b ], the sequence converges. D 

Def in i t i on  2.16 
function u(x)on [a, b] if the sequence 

sup lug(x)-  u(x) 
a ~ x ~ b  

The sequence (Ur(X))7_ 0 is said to converge uniformly to a 

)?o (2.27) 

converges to zero. D 
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It is clear that uniform convergence to u(x) implies pointwise conver- 
gence to u(x). We now see that the converse does not always hold. 

Example  2.15 Consider the sequence (X r) o n  [ 0 ,  l ] .  For any x E [0, 1), 
x r---~O as r--->,,* and at x =  1, xr---> 1 as r--->**. Thus (x r) converges 
pointwise on [0, 1 ] to the limit function u(x) defined by 

0, 0_<x  < 1 
u(x)= 1, x= l. 

However, for any r >~ 0, 

sup Ix r - u ( x ) l =  sup I x r l = l  
0 ~ x ,  1 0 ~ x <  1 

and therefore the sequence (x r) does not converge uniformly (see 
Fig. 2.7). D 

In Example 2.15, each member of the sequence is continuous on [0, 1 ] 
but the limit function u(x) is not continuous. This could not have occurred 
had the convergence been uniform, as the following theorem shows. 

Theorem 2.9 If each element of the sequence (Ur(X))r= o is continuous on 
[a, b] and the sequence converges uniformly to u(x) on [a, b], then u(x) is 
continuous on [a, b]. D 

If all the ur(x) and u(x) are continuous on [a, b] we can replace the 'sup'  
in (2.27) by 'max' .  

As an alternative definition of uniform convergence of (Ur(X))r=O, we 
may say that to each e > 0 there corresponds a number N such that 

n>N=~ l u, ,(x)- u(x) l < e, for all x E  [a, b]. 

ul(x) \ 

Y/ I l i  

0 x 

Fig. 2.7 Non-uniform convergence. 
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y 

u,,(x) 
i 

2e ] ~" u (x) 
T 

2e 

a b x 

Fig. 2.8 Uniform convergence. 

Notice that N does not depend on x. This statement is represented in 
Fig. 2.8. Given e, we draw a strip about u(x) of width 2e:  for n>N,  the 
graph of  u,(x)  lies entirely inside this strip. We can make the strip as 
narrow as we please. 

The following theorem (cf. Theorem 2.8) is also useful. 

T h e o r e m  2.10 The sequence (U~(X))r.0 converges uniformly on [a, b] if, 
to each e > 0, there corresponds a number  N such that 

n > N ~ I u . §  - u . ( x )  l < 

for all x E [a, b] and k = 1, 2 . . . . .  [El 

Let c~, c2 . . . .  denote an infinite sequence of  functions defined on [a, b]. 
We will form partial sums (as we did for a sequence of real numbers in 
(2.25)) and write 

u . ( x )  = c,  ( x )  + c 2 ( x )  + . . .  + c . ( x )  

for a ~  x ~  b. If  the sequence of  functions (u,(x))~=~ converges uniformly 
on [a, b] to a limit function u(x),  we say that the infinite series 
c~ (x) + Ca(X) + ".. converges uniformly to u(x) on [a, b] and write 

u(x) = cl (x) + c:(x) + .... (2.28) 

2.4 Integration 

We consider a function f ,  continuous on an interval [a, b ] which we divide 
into N equal sub-intervals with points of sub-division x ~ = x o +  rh, 
r - 0, 1 . . . .  , N, with xo - a, so that xN = b and h - (b - a)/N. Then the sum 

N 

SN = E hf(xr) (2.29) 
r - - !  
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Fig. 2.9 Area approximation by a 'sum' of rectangles. 

is the sum of the areas of the rectangles depicted in Fig. 2.9. If (SN)~=I 
converges, we write 

lim SN = f(x) dx. (2.30) 
N - - - ~  a 

We call this limit a definite integral and say that f is integrable on [a, b]. It 
can be shown that the limit always exists if f is continuous and the definite 
integral is thus interpreted as the area under the curve y -  f (x) ,  above the x- 
axis (assuming f is positive) and between the limits x -  a and x -  b. If we 
allow the rectangles, which contribute to the sum SN, to vary in width and 
ask that the longest width tends to zero as N - - ~ ,  the sequence (SN) still 
converges to the same limit. Also, we remark that continuity of f is not a 
necessary condition for convergence of the sequence (SN). 

In (2.30), the right side is a constant and x is therefore called a dummy 
variable. Thus we could equally express (2.30) as 

lim SN- f(t) dt. 
N - - - ~  o 

Now we allow the upper limit b to vary, so that the integral becomes a 
function of b. Writing x for b, we define 

I x F(x) = f(t) dt 
a 

and note that F ( a )  = 0. We have the following result. 

T h e o r e m  2.11 If f is continuous on [a, b l, then 

F'  (x) = f (x) ,  a ~< x ~ b. U] 

We write ~ f (x)  dx, called an indefinite integral, to denote any function 
such that tp' ( x ) - f ( x ) .  The function is sometimes called an anti- 

derivative of f. From Theorem 2.11 we deduce the following. 
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Theorem 2.12 

[ bf(t) dt = r - ~(a), (2.31) 
J a 

where ~ is any anti-derivative of f. E] 

We usually abbreviate the fight side of (2.31) to [~ ( t ) ]  b. This important 
theorem allows us often to evaluate an integral without explicitly relying on 
the limiting process (2.30). We shall also require the following results. 

Theorem 2.13 (mean value theorem for integrals) If f is continuous 
and g is integrable on [a, b] and g(x)>. 0 for a ~< x ~< b, then there exists a 
number ~ E (a, b)such that 

I I b f (x)g(x)  dx = f(~) g(x) dx. i-i a a 

Theorem 2.14 (integration by substitution) 
[a, b], 

If g' is continuous on 

I b f g(b) 
f(g(t))g'(t) dt = f (u)  du. 

a J g ( a )  

(We obtain the integral on the fight from that on the left by making the 
substitution u = g(t) . )  l-q 

Theorem 2.15 (integration by parts) 
[a, b], 

If f '  and g' are continuous on 

This is proved by integrating (2.15). D 

Suppose that a given infinite series c ~ ( x ) + c 2 ( x ) + . . ,  converges 
uniformly to u(x)  on [a, b] and that all of these functions can be integrated 
to give, say, 

I x I x U(x) = u(t) dt and Cj(x) = c~(t) dt, j = 1,2, ... (2.33) 
a a 

for a ~ x ~< b. Then it can be proved that 

U(x)  = C~ (x) + C2(x) + . . . ,  (2.34) 

where the series on the fight of (2.34) converges uniformly to U(x)  on 
[a, b]. Thus, in view of (2.33), we have integrated the given infinite series 
term-by-term to give (2.34). This result is summarized as follows. 
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Theorem 2.16 ( term-by term integrat ion)  If an infinite series of  func- 
tions converges uniformly to a given limit function u(x) on [a, b], then the 
series can be integrated term-by-term to give a new series which converges 
uniformly on [a, b] to the integral of  the limit function u(x). l-q 

For an application of this theorem, see Example 7.1 of Chapter 7. 

2.5 Logarithmic and exponential functions 

We define the function 

i 
x dt 

log x = ~ (2.35) 
i t 

for x > 0  and call log x the natural logarithm of x. The integral in (2.35) 
exists for all x>  0 as the integrand is continuous. From the definition and 
Theorem 2.11 we have 

d 
log x = 1Ix. (2.36) 

dx 

From (2.35) we also deduce (Problem 2.28) that 

log x~x2 = log xt + log x 2 (2.37) 

for x~ >0,  x2>0. (It is this property of the logarithm, allowing multipli- 
cations to be replaced by additions, which motivated the construction of 
logarithm tables in the early part of the seventeenth century.) If N >  2 is a 
positive integer, 

N dt N dt 
l o g N = I  - - = E I : -  - -  

1 t r - - 2  1 t 

and thus 

I I I 
log N > -- + -- + .-. + - - .  (2.38) 

2 3 N 

From this inequality and Example 2.14, it follows that log x---)** as 
x---)**. Also putting x~ = N, x2 = 1/N in (2.37) and noting that log 1 = 0, 
we have 

log (1/N) - - log N 

and we see that log x ~ - .o  as x---)0 from above. 
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Since the logar i thm funct ion is evidently o n e - o n e ,  we may  def ine  its 
inverse function.  I f  x = log y, 0 < y < oo, we def ine  the inverse function 

y = exp(x) ,  (2.39) 

which is thus def ined  for -,,,, < x < .o. We see that exp(x)---~ 00 as x---~ oo and 
exp(x) - -~  0 as x ~ -0,,. We deduce f rom (2.37) (see Prob lem 2.29) that 

exp(x~) exp(x2) = exp(x~ + x2), (2.40) 

w h e r e - * *  < x~, x2 < 0-. 
To obtain the derivative o f  y = exp(x) ,  we use (2.17) to give 

and 

dx d 
= ~ (log y) = 1/y = 1/exp(x). 

dy dy 

Thus 

d 
(exp(x)) = exp(x). (2.41) 

dx 

Hereaf ter ,  we shall write e x in place o f  exp(x) .  The number  e = e ~ evidently 

sat isf ies  the equat ion 

i e d t = l  

t 

and, in fact,  e = 2.71828 . . . .  For any a > 0 we def ine  

a x = e ~ log a (2.42) 

and this  is a lso ca l led  an exponential function. It fo l lows  f r o m  (2.41) 
that  

d X X 
- - - a  = a  l o g a ,  
dx 

and it is essent ial ly the simplif icat ion which occurs for a = e, namely  

d - - d = d ,  
dx 

which makes  e x the exponent ial  function. 
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P r o b l e m s  

Section 2.1 

2.1 For the following functions f, state the range of  f and say which 
functions have an inverse. 

(i) 1 + x + x 2, x E (-**, *,,), 
(ii) (1 + x)/(2 + x), x E [ -  1, 1], 

(iii) 1 + x + x 2, x E [0, **). 

2.2 Show that, for any real numbers x and ct, 

x " -  a " =  ( x -  a ) ( x " -  ' + a x " -  2 + a 2 x . -  3 + ... + i x " - ' ) .  

Hence, i f  p ( x ) =  ao + a~ x + ... + a , x " ,  a,  =/= O, show that 

p ( x ) -  p(ct)= ( x -  ct)q(x), 

where q is a polynomial of  degree n - 1, and thus obtain (2.2). 

2.3 Suppose that x~ < x 2 < ... < Xk and that p is a polynomial which satisfies 
the conditions ( - 1 ) p ( x l ) > 0 ,  ( - -1)kp(xk)>0 and p (x~)=0  for 2<~i<~k-1. 
Show that p has at least k - 1  zeros in (x~,xk). (Hint: if k is even, 
p(x~).p(xk)<O and p has therefore an odd number of  zeros in (x~,xk). 
Investigate also the case where k is odd.) 

2.4 With the notation of  the previous problem, show that if p satisfies the 
conditions ( -  1)~p(x~)>~0, 1 ~ i<~ k, then p has at least k -  1 zeros in [x~,xk]. 

2.5 If  p and q are polynomials and 

p(x) = ( x -  tx)r+ lq(x), 
show that p Ck)(ot) = 0 for k = 1,2 . . . . .  r. 

2.6 Assuming that (2.3) (for all values of  0) and (2.7) hold, deduce that 
(2.8) holds. 

2.7 Assuming that (2.3) holds for all values of O, deduce from the behaviour 
of the sine function that cos 0 satisfies the properties cos (z t -  0) - - c o s  0 and 
c o s ( -  0) = cos 0. 

2.8 By writing 1 - c o s  x = cos 0 + c o s ( z t - x )  and using (2.8), or otherwise, 
deduce that 1 - cos x = 2 sin2 �89 x. 

2.9 Show directly from Definition 2.6 that y = x 2 is convex on (-**,-0).  

2.10 Investigate which of the following suprema and infima exist and, of  
those that exist, find which are attained. 

(i) sup (2 - x - x2), (ii) inf (2 + sin x)e x, 
1 < X < O O  --co ~ X < oo 

(iii) inf I c o s x l o g x l  (iv) sup ( 1 - x - x 2 ) .  
0 < X < o a  0 ~ X < O O  
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Section 2.2 

2.11 In Fig. 2.5 show that 

(i) area of AOAB = �89 = �89 sin x, 
(ii) area of AOAC = �89 = �89 tan x, 

(iii) area of sector OAB -�89 x, assuming that the area of a circle with radius 
unity is zt. 

2.12 Deduce from (2.9) that 

sin x 
0 < 1 < 1 -  cosx, 0 < x  < 7~.  

x 

Use the result of Problem 2.8 and the fight inequality of (2.9) to show that 

0 < 1 - cos x < �89 x 2, O<x<�89 
thus verifying (2.10). 

2.13 Which of the following functions are continuous on [ -  1, 1 ]? 

(i) x"' ( i i ) Ix[ '  (iii) sin( 1 ) ' l + x  (iv) cot x. 

2.14 Verify Theorem 2.1. 

2.15 Show that if f satisfies a Lipschitz condition on [a, b ], f is uniformly 
continuous on [a, b ]. 

2.16 Using the identity 

a" - b " =  ( a -  b ) ( a " -  l + a " -  2b + ... + a b " -  2 + b " -  l), 

n a positive integer, verify (2.18). (Treat separately the cases n positive and 
n negative in (2.18).) 

2.17 From the de f in i t ion ,  obtain the derivatives of 

(i) 2x 2 + 3x, (ii) 1 / ( x  + 1), (iii) x 1/2. 

2.18 Writing sin(x + h) - sin x - sin(x + h) + s in ( -x )  and using (2.7) and 
the result of Example 2.9, find the derivative of sin x directly from the 
definition of a derivative. 

2.19 If f ( x ) - =  [ x[  on [ -1 ,  1 ], show that f satisfies a Lipschitz condition 
with Lipschitz constant L = 1 on [ -1 ,  1 ], but that f '  (x) does not exist at 
x = 0 .  

2.20 Suppose that f"  is continuous on [x~, X2] and that p~ (x) = 0 denotes the 
equation of the chord joining the points (Xr, f ( X r ) ) ,  r =  1,2, SO that 
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p~ ( X r )  --" f(xr). Then, anticipating the result of (4.13), we have 

f ( x ) -  p , (x)= �89 ( x -  x , ) ( x -  xz)f" (~), 

for some ~ E [xt, x2]. Deduce that if x ~ [xl, x2] and f" (x) > 0 on [x~, x2] 
then f is convex on [xt, x2]. 

Sect ion  2.3 

2.21 Show that the sequence (u,)*~= t converges, where u, = (n + 1)/2n. 

2.22 Prove by induction that 

1 2 + 2 2 + . . .  + n 2= n ( n +  1)(2n + 1)/6 

and hence find the limit of the sequence (s,), where 

1((1)2 ( 2 )  2 ( n )  2) 
s . = - -  + + - - . +  . 

n 

2.23 If u.(x)= ao + a,x + ... + a.x" and l ar [-< K for all r, use Theorem 
2.10 to show that (u.(x))*~.o converges uniformly in any interval I - p ,  p], 
where 0 < p < 1. 

2.24 Show that the infinite series 

1+�89 
has partial sums 

1 
Ur= 2 - - - - ,  r - - 0 , 1 , 2  ..... 

2 r 

and deduce that the series is convergent with sum 2. 

2.25 Show that the sequence (u,(x))*~= ~ with 

[?. O < . x ~  1In 
= nx, 1In < x < 2/n 

u.(x) [0, 2/n<-x<-2 

is pointwise convergent to u(x)=--O on [0,2] but that it is not uniformly 
convergent. 

Sect ion  2.4 

2.26 Evaluate ~ x 2 dx in two different ways: 

(i) by finding an anti-derivative (Theorem 2.12), 
(ii) by treating the integral as the limit of a sum, as in (2.29), using the 

result of Problem 2.22. 
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2.27 Deduce from Theorem 2.13 that, if f is continuous on [a, b ], 

m(b - a) ~ ~ f ( x )  dx <~ M(b  - a) 

where m and M denote the minimum and maximum values of f ( x )  on 
[a, bl.  

Section 2.5 

2.28 For Xl,X 2 >0, write log XlX 2 as an integral, as in the definition (2.35). 
Split the range of  integration [1,xlx2] into [1,Xl] and [Xl,X~X2] and make 
the change of variable t -  x~ u in the second integral. Thus establish (2.37). 

2.29 If y~ = exp(xi), i = 1,2, use (2.37) to deduce (2.40). 



Chapter3 
TAYLOR'S POLYNOMIAL AND SERIES 

3.1 Function approximation 

One very important aspect of numerical analysis is the study of approxima- 
tions to functions. Suppose that f is a function defined on some interval of 
the reals. We now seek some other function g which 'mimics' the behaviour 
of f on some interval. We say that g is an approximation to f on that 
interval. Usually we make such an approximation because we wish to carry 
out some numerical calculation or analytical operation involving f, but we 
find this difficult or impossible because of the nature of f. For example, we 
may wish to find the integral of f over some interval and there may be no 
explicit formula for such an integral. We replace f by a function g which 
may easily be integrated. Other problems include" 

�9 evaluating f for a particular x, especially if f is defined to be the solution 
of some equation; 

�9 differentiation of f; 
�9 determining zeros of f (that is, finding roots of f(x) = 0); 
�9 determining extrema of f. 

In all such cases we may need to replace f by some approximation g. We 
choose g so that it is more amenable than f to the type of operation involved. We 
can rarely then determine the exact solution of the original problem, but we do 
hope to obtain an approximation to the solution. There are, of course, many 
different ways in which an approximating function g may be chosen but we 
would normally restrict g to a certain class of functions. The most commonly 
used class is the polynomials. These are easily integrated and differentiated and 
are well-behaved, in that all derivatives exist and are continuous. 

One very desirable property, which we expect of any class of approxi- 
mating functions, is that, for any function f with certain basic properties on 
some finite interval, it is possible to approximate to f to within arbitrary 
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accuracy on that interval. The class of  all polynomials  satisfies this 
property,  with only the requirement  that f be continuous. This remarkable 
result is embodied in Weiers t rass ' s  t heoremt  in Chapter 5. It must be 
stressed, however,  that polynomials  are not the only functions with this 
property but are certainly the most  convenient  for general manipulation. 

Even if the approximating function g is restricted to be a polynomial of a 
given degree, there are still many ways of  choosing g and the question of  
determining the most suitable g is very complicated. We will return to this 
point in Chapter 5. 

3.2 Taylor's theorem 

In this chapter we shall consider a polynomial  approximation which mimics 
a function f near one given point. We will restrict our choice of  polynomial 
to an element of P, ,  the set of  all polynomials of  degree not exceeding n. 
We will seek coefficients a0, a~ . . . . .  a~ such that the polynomial  

p, , (x)  = ao + a , x  + ... + a , x "  

approximates to f near x = Xo. Assuming that f is n times differentiable at 
x = Xo, we try to choose the coefficients of p ,  so that 

p~J) (Xo) = f(J)(Xo), j = 0, 1,2,  . . . ,  n, (3.1) 

where p~~ and f r 1 7 6  Thus we seek p,, such that the 
values of  p ,  and f are equal at x = x  o and the values of their first n 
derivatives are equal at x = x0. 

The equations (3.1) are 

2 n - i  
a o + alx 0 + azX o + "" + an_ ]Xo 

n - 2  
a~ + 2 a2xo + "-- + (n - 1)a,,_ ~Xo 

rl 
+ a,,xo =f(ab) 

+ na,,x~-' =f'(xo) 

(n - 1)!a,,_ l + n(n - 1) . . .  2a, xo = f ("-  ])(Xo) 

n!a, = fr 

(3.2) 

These are n + 1 equations:l: in the n + 1 unknown coefficients a0, a~ . . . . .  a ,  
and we see that these coefficients are determined uniquely by (3.2). The last 
equation in (3.2) gives a ,  and then, from the penultimate equation, we may 
determine a,_]. By working through the equations in reverse order we may 
determine a , ,  a,_~, a,_2 . . . .  , a0 uniquely. Hence p ,  is unique, that is, there is 
only one member  of  P ,  satisfying (3.1). 

I" Due to the German mathematician K. Weierstrass (1815-97). 
1: These are triangular equations, and their solution is discussed in detail in Chapter 9. 
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We do not usually bother to obtain a0, a~ . . . . .  a ,  explicitly (see Problem 
3.1) but instead write p ,  in the form 

(x - Xo) (x - xo) 2 ( x -  x0)" 
p,(x) =f(xo) + ~ f ' ( x o )  + ~ - - - ~ f " ( x o )  + "'" + ~ f ( " ) ( X o ) .  (3.3) 

1! 2! n! 

It should be noted that (3.3) is a polynomial in x, as each term is a poly- 
nomial in x. (Remember that x0 is a constant.) We call p , ( x )  of (3.3) the 
Taylor p o l y n o m i a l t  of f constructed at the point X=Xo. The reader is 
probably familiar with (3.3) as the first n + 1 terms of the Taylor series of 
f(x) ;  however, it is instructive to verify that the Taylor polynomial does 
indeed satisfy (3.1). 

Example  3.1 For f ( x )  = e x (the exponential function), f ( r ) ( x )  - e x and 
f(r) (0)= 1 for r = 0 ,  1,2 . . . . .  Thus the Taylor polynomial of degree n 
constructed at x = 0 is 

2 3 n 
X X X 

p~(x) = 1 + x + ~ + ----- + . . .  + ~ .  [3 
2! 3! n! 

Example  3.2 For f ( x )  = sin x, 

f(2r)(x)= ( - - 1 )  r sin x and f(2"+~)(x)= ( - 1 )  r COS X, r = 0 ,  1,2 . . . . .  

Thus, for example, the Taylor polynomial of degree 4 constructed at x = 0 is 

3 
X 

p4(x) = x -  ~ .  
3! 

In this case the coefficients of 1, x 2 and x 4 are zero. 
At x = ~ / 4  we obtain 

1 ( (x - zt/4) (x - Jr/4) 2 (x - ~/4) 3 (x - ~/4) 4 ) 
p4(x) = - - ~  1 + - - + . 

1! 2! 3! 4l 

The function f ( x ) -  p . ( x ) =  R.(x),  say, is the error introduced when we use 
p . ( x )  as an approximation to f ( x )  and the following theorem, which is very 
important in classical mathematical analysis, gives an expression for R. (x ) .  

Theorem 3.1 (Tay lor ' s  theorem)  Let f ( x ) ,  f '  (x)  . . . . .  f ( " ) ( x )  exist and be 
continuous on some interval [a, b], f("+~)(x) exist for a <x  < b  and p , ( x )  be 

I" Af ter  B. Tay lo r  ( 1685 - 1731). 
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the Taylor polynomial (3.3) for some XoE [a ,b ] .  Then, given any 
x E [a, b l, there exists ~, (depending on x) which lies between Xo and x and 
is such that 

( X -  X0) n+ 1 
R,(x)  =f(x) - p, (x )  = f(o+ l)(~x). (3.4) 

( n +  1)! 

Alternatively, if we let x -  Xo + h, we may write (3.4) as 

h h 2 
f(xo + h)=f(xo) + H f ' ( x o )  + -~. f"(Xo) + "" 

h ~ h ,,+l 
+ ~  f(")(Xo) + ~ f("+ l)(Xo + 0hh), (3.5) 

n! (n + 1)! 

where 0 < 0h < 1. 

P r o o f  Let a E [a, b ] be the point at which we wish to determine the error. 
We suppose (without loss of generality) that a > Xo. Let 

g(x)  = f ( a )  - f ( x )  _ ~x_........~(a - f ' ( x )  . . . . .  ~)x.~(a - fc , ) (x) .  (3.6) 
1! n! 

Then g' (x) exists for x E (a, b) and 

g'(x)  = - ( a -  x)_______~ ~ ft~+ 1)(x). 
n! 

Now consider the function 

= - g ( x o ) ,  

Ot 

for which 

(3.7) 

G ( x o )  = G ( a )  = O. 

From the differentiability of g and (a  - x )  ~+~ it follows that G is differenti- 
able on any subinterval of (a, b) and we may apply Rolle's theorem 2.4 to 
G on the interval [Xo, a].  Thus there exists ~ E (Xo, a)  such that 

G ' ( ~ )  =0 ,  

which yields 

( a -  ~)" 

n! 
f(~+ 1)(~) + (n + 1) 

( a -  ~)" 
( a -  xo) ~§ g(xo) = 0, 
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so that, since a -  ~ .  0, 

( a -  xo) ~§ 
g(xo) = f("+ ')(~). 

(n+  1)! 

Now 

and, therefore, 

g(xo) = f ( a )  - p . ( a )  = R.(et) 

R.(a) ( a -  Xo) "§ = f ( n +  1)(~a) , 
(n+  1)! 

where ~ E (x0, et). On replacing 0t by x, we obtain (3.4). ffl 

There are various expressions for the error term R, other than (3.4). Some 
of these may be found by making a slightly different choice of G(x)  than 
(3.7), as is seen in Problem 3.3. With n = 0 ,  we obtain the mean value 
theorem and we sometimes call Theorem 3.1 the generalized mean value 
theorem. 

3.3 Convergence of Taylor series 

We have seen in the last section how we may construct a polynomial p ,  
which approximates to a function f near a given point. We now ask whether 
the error R , ( x ) = f ( x ) - p , ( x )  converges to zero as n is increased. Since 
p , (x )  is the nth partial sum of the infinite series 

( X -  X0) (X -- X0) 2 ( X -  XO) r 
f(xo) + ~ f'(xo) + ~ f"(Xo) + "" + ~ f ( r ) ( x o )  + " " ,  (3.8) 

1! 2! r! 

we are equivalently concerned with the convergence of this series to f ( x ) .  
We call (3.8) the Taylor series of f constructed at x = x0 and R,, the error 
when the series is terminated after n + 1 terms, is called the remainder. 
Sometimes it is possible to investigate the convergence of (3.8) directly, but 
usually we consider the behaviour of R, (x )  as n ---).o. In Chapter 2, we gave 
two definitions of convergence of such a sequence of functions, each 
defined on an interval 1. We say that the sequence (R,(x))7__o converges 
(pointwise) to zero on I if 

R.(x)---)O as n---)**, for all x E  I (3.9) 

and (R,(x))*~=o converges uniformly to zero on I if 
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Corresponding to (3.9) and (3.10), we say respectively that the Taylor series 
(3.8) is (pointwise) convergent or uniformly convergent to f ( x )  on I. It is 
not always easy to determine the behaviour of R , ( x )  from (3.4), as ~ 
depends on x and the form of this dependence is not known explicitly. 

Example  3.3 We investigate the convergence of the Taylor series of 
f (x )  = (1 + x) - ~ at x = 0. Clearly 

f(r)(x ) = ( -- 1)rr! 

(1 +x)  ~§ 

and, therefore, the required Taylor polynomial of nth degree is 

p , ( x )  = 1 - x + x 2 - -  x 3 -[- . . .  -[- ( - x )  n. 

On any interval not containing x = - 1 ,  all the derivatives of f exist and are 
continuous and from (3.4) the remainder is 

.+1 +l )! +l 
x ( - 1 )  ~ ( n + l  ( - x ) "  

R,,(x) = = . (3.11) 
(n + 1)! (1 + ~x) ~+2 (1 + ~),+2 

We first show that the sequence (R,,(x))7=o is uniformly convergent to zero 
(and, therefore, that the Taylor series is uniformly convergent) on any 
interval [0, b] with 0 < b < 1. For 0 ~< x ~< b we have 0 ~< ~ ~ x with equality 
only if x - 0. Thus 

1 
<~ 1 (3 .12)  

l+~'x 

and from (3.11) 

Now x ~< b and, therefore, 

I R. (x)  [ ~ x ~+'. (3.13) 

sup IR (x) l ~ b "+'. 
x E  [O,b) 

From 0 <  b<  1 it follows that b "+~ --)0 as n--)oo and we have uniform 
convergence of (R, , (x) ) .  In this case we were able to remove ~'x by using an 
inequality. 

Secondly, we show that (R , , ( x ) )  is (pointwise) convergent to zero on 
[0, 1). Again (3.12) and, therefore, (3.13) hold and, for any given non- 
negative x < 1, 

I R . ( x )  [ <~ x "§ --->0 as n ~ o .  

However, as we have seen before (Example 2.15), 
n + l  

sup x - 1 for all n 
xE [O,l) 
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and, therefore, we cannot prove that the suprema of the ]R,(x)]  converge 
to zero on [0, 1). 

In fact, the Taylor series is not uniformly convergent on [0, 1) as can be 
seen by a more direct approach. For this is a geometric series and 

1 - ( - x )  "§ 
p,,(x) = , x .  - 1, (3.14) 

l + x  

so that 

R . ( x )  = f (x)  - p . ( x )  = 

( __ x ) n +  1 

l + x  
(3.15) 

T h u s  

sup IR.(x)  l = �89 for all n 
xE  [0,1) 

and (I R.(x) [ ) does not converge uniformly to zero. 
The investigation for all intervals [a, 0] where -1  < a ~< 0 is not possible 

using the remainder form (3.4) and the more explicit result (3.15) is 
required. Alternatively, one of the remainder forms described in Problem 
3.3 may be considered. Thus we find that the Taylor series 

1 - x + x 2 -  X 3 + " ' "  

is uniformly convergent on any interval [a, b] with -1  < a ~  b <  1 (see 
Problem 3.6). l--1 

E x a m p l e  3 . 4  

Example 3.2) 
For f ( x ) = s i n  x the Taylor series at x = 0  is (see also 

3 5 7 
X X X 

X - - ~ +  F - - . .  

3! 5! 7! 

The remainder is 

R . ( x )  = 

xn+l( - 1) n/2 COS ~x 

(n+ 1)! 

x.+ l( _ 1)(,,+ 1)/2 sin ~.,. 

(n+ 1)! 

for even n 

for odd n 

where ~. lies between 0 and x. In both cases 

IR.(x) I ix[ n+  1 

( n+  1)! 



46 Numerical analysis 

and on any interval [a, b], with c = max{ I a I, I b l 1, 
n+l 

c 
sup IR.(x) l ~ -  ~ o, as n ---)**. 

x~ta.b] (n + 1)! 

Thus ( I R , ( x ) [ )  is uniformly convergent to zero (and therefore the Taylor 
series converges to f ( x ) =  sin x) on any closed interval. This is also true on 
any open interval as we can always embed such an interval in a larger closed 
interval. D 

If, on some interval [a, b], all the derivatives of f exist and have a 
common bound M (say), so that 

max If~ I ~< M, for all n, (3.16) 
x E [a,b] 

then from (3.4), if Xo E [a, b ], 

(b - a) "+ l 
sup IRo(x)I<- 

.,E t,,.bJ (n + 1)! 
M~ 

It follows that 

max If(x) - p~(x) l = sup IR.(x) l O, 
x E [a,b] x E [a,b] 

a s  r/----) oo. 

Equivalently we can say that, given any e > 0, there is an N such that 

max I f ( x ) -  pn(x)[ < e, for all n N. 
x E [a,b] 

Thus we can choose a polynomial p,(x)  which approximates to f to within 
any arbitrary accuracy on any interval [a, b], by choosing n sufficiently 
large, provided f satisfies (3.16). This is a proof of a weak form of 
Weierstrass's theorem which states that we can approximate to any 
continuous function to within arbitrary accuracy using a polynomial. The 
condition (3.16) is very severe though it is satisfied by many functions 
including that of  Example 3.4. 

3.4 Taylor series in two variables 

We extend Theorem 3.1 to functions of two variables. 

Theorem 3.2 Suppose that f (x ,  y) is a function of two real variables such 
that all the (n + 1)th order partial derivatives of f exist and are continuous 
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on some circular domain D with centre (Xo, Yo). If  (Xo + h, Yo + k) E D, then 

f(xo + h, Yo + k ) =  f(xo, Yo) + - -  h - -  + k f (xo,  Yo) + " "  
ax 

+ ~  ~ + k f (xo ,  Yo) 
n! ax 

(n+  1)l ax 
~y) n +  1 

+ k f(xo + Oh, Yo + Ok), (3.17) 

where 0 < 0 < 1. 

P r o o f  Let  x = Xo + ht and y = Yo + kt, where 0 < t ~< 1. Let 

g ( t )  =f (xo  + ht, Yo + kt)  

when, by the chain rule, 

Similarly 

( , d_..gg = dx a f  F = h ~ + k  . 

g = dt dt ax dt ay ax 

and 

(~ "= = - - + k  - - + k  = h - - + k  f 
g dt 2 ax ax ax 

= = ~ + k  f ,  r = 0 ,  l . . . .  , n +  1. 
dt r ax 

We now construct the Taylor series of  g( t )  at t -  0 and apply Theorem 3.1 
to obtain 

lg'(O) 12g"(0) lng(,)(O) in+ ~g(n§ ~)(0) 
g(1) = g(0) + I + "'" + + , (3.18) 

1! 2! n! (n + 1)! 

where 0 < 0 < 1. On substituting for g and its derivatives in (3.18), we obtain 
(3.17). i--1 

3.5 Power series 

In many applications of Taylor 's theorem we take x0 = 0. The Taylor series 
becomes 

2 
X X 

f(O) + - -  f'(O) + - -  f"(0) +- - .  (3.19) 
1! 2! 
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and is sometimes known as a Maclaurin seriest in this form. The series 
(3.19) is a special case of a power  series, that is, a series of the type 

ao + a~x + a2 x2 + a3x 3 + "", 

where the coefficients ao, a~, a2 . . . .  are real constants, independent of x. As 
we have seen earlier, such a series may be convergent for only certain values 
of x. We define the radius o f  convergence of such a series to be the largest 
positive number r (if it exists) such that the series is convergent for any x 
with [x I < r. Note that this does not imply anything about the convergence 
or otherwise when I xl - r. 

E x a m p l e 3 . 5  We reconsider the Maclaurin series of (1 + x )  -~ (see 
Example 3.3), 

1 - - X + X 2 - - X 3 q  " " " .  

The partial sum is (3.14), 

1 - ( - x )  "§ 
p,,(x) = 

l + x  

and this is convergent for Ix I < 1 and divergent for [xl > 1. The radius of 
convergence is + 1. D 

Example  3.6 The Maclaurin series of the exponential function e x is 

2 3 
X X X 

1 + - - + - - + - - + . . .  
1! 2! 3! 

and this is convergent for any x. We say that the radius of convergence is 
infinite. Iq 

There are various tests for determining the convergence of a power series 
and details of  these may be found in any good text on advanced calculus. It 
can also be shown that a power series is uniformly convergent on any 
interval [ - a , a ] ,  where 0 < a < r .  We have only considered real power 
series, but the definitions may easily be extended to such series with 
complex coefficients and complex argument. 

If  we use the partial sum of a convergent infinite series as an approxima- 
tion to the sum of the infinite series, the error thus introduced is called the 
truncation error. In the case of a Taylor series expressed as a power series, 
this truncation error is the remainder, which takes the form 

hn+l  

R,(xo + h )=  f("+ l)(xo + Oh) 
(n+  1)! 

I" Named after the Scots mathematician Colin Maclaurin (1698-1746).  
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if f satisfies the conditions of Theorem 3.1 on some interval [a, b]. If, in 
addition, for some fixed n we are given that fr ~) is bounded on (a, b) (for 
example, this will be true i f f  ~"§ is continuous for a_< x_< b), then we write 

R.(xo + h)= O ( h  n§ 

and say that R, is of order h "§ By this we mean that there exists M 
independent of h such that 

I R.(x0 + h) l <~ M h  "+l (3.20) 

provided h is sufficiently small. The inequality (3.20) tells us how rapidly 
I R. I decreases as h --> 0. 

Problems 

Section 3.2 

3.1 Show that the solution of equations (3.2) is 

( -- X0)......~ ] (r 
ar = fir! f *J)(x0), r = 0, 1 . . . . .  n. 

j=0 

(Hint: see (3.3).) 

3.2 Construct the Taylor polynomials of degree 6 at x = 0  for the 
following functions: 

cos x, (1 - x) -~, (1 + X) 1/2, log(1 + x), log(1 - x). 

3.3 Let f ( x ) ,  g(x),  ct and x0 be as in Theorem 3.1. For some positive 
integer m replace (3.7) by 

(ox)  
Gm(x ) = g(x) - g(xo) 

tX- Xo 

and thus show that for some ~ (depending on m and x) between x0 and x, 

gn(X) _. (X-  xo)m(x- ~)n-m* I f ("§  1)(~). 

m.n! 

In particular, for m = 1, show that 

( x -  Xo)(X- ~')",  f(,+ 1)(~.) = h"+l( 1 - 0)" 
R~(x) 

n! n! 
f("+ l)(x 0 + Oh), (3.21) 

where x = Xo + h and 0 < 0 < 1. 
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3.4 If  p,(x)  denotes the Taylor polynomial of degree n for e" constructed 
at x = 0, find the smallest value of n for which 

max l e x -  p,(x) I <~ 10 -6. 
O ~ x ~ l  

3.5 Show that, if f satisfies the conditions of Theorem 2.7 and h is 
sufficiently small, 

f (x o + h) = f (x o) + �89 h 2 f"  (Xo + Oh) 

and thus prove the theorem. 

S e c t i o n  3 . 3  

3.6 By considering the remainder form (3.21), show that the Taylor series 
at x = 0  of f ( x ) =  (1 + x) -~ (see Example 3.3) is uniformly convergent on 
any interval [ a ,0 ]  with - 1  < a < 0 .  Combine this result with that of 
Example 3.3 to show that the series is uniformly convergent on any interval 
[a, b] with - 1  < a ~  b <  1. 

3.7 Show that the Taylor series at x = 0 of f ( x ) =  (1 + x) ~/2 is (pointwise) 
convergent for - 1  < x < 1 and uniformly convergent on any interval [a, b] 
with - 1 < a ~< b < 1. (Hint: show from (3.4) that 

IR. (x)  I = 
n+l 1 . 3 . 5 . . .  (2n - 1) x 

2.4.6. . .  2n 

n + l  
x 

< 
(1 + ~), ,  1/2 ' 

2(n + 1)(1 + ~)"+ !/2 

forx  > 0 

and thus that R,(x)---)O as n---)** for 0~<x< 1. Similarly show from (3.21) 
that 

lB . (x )  I - 
1.3.5...  (2n - 1) x ( x -  ~)" 

2.4.6. . .  2n 2(1 + ~)"+ q2 

x(x- O" 
(1 + ~).+ 1/2 

f o r x .  0 

so that R,(x) --->0 as n--->** for -1  <x  < 0.) 

3.8 Show that the Taylor series at x = 0  of  f ( x ) =  log(1 + x) is (pointwise) 
convergent for - 1 < x ~< 1. As in Problem 3.7 consider - 1 < x < 0 and 
0~<x~< 1 separately. What happens when x = - 1 ?  (See also Example 
2.14.) 
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Section 3.5 

3.9 Show that the Taylor series at x - 0  of  log(1 + x )  has radius of  
convergence + 1. 

3.10 Show that the Taylor series at x - 0  of  sin x has infinite radius of  
convergence. 

3.11 Show, using Problem 3.7, that 

(1 + x )  1/2= 1 +�89 

3.12 If  A is a given constant and h = A/n where n is a positive integer, 
show that 

(1 + O(h2))" = 1 + O(h), as n --)oo 

and 

3.13 

(1 + O(h3)) n= 1 + O(h2), as n--->,,0. 

Show that for x ~> 0 and any fixed integer n ~> 1: 

e x ~> 1 + x, 

eX= 1 + x + O ( x 2 ) ,  

e ~ ~  > (1 + x)", 

e"~= (1 + x)" + O(x2). 



Chapter4 
THE INTERPOLATING POLYNOMIAL 

4.1 Linear interpolation 

We have seen that the Taylor polynomial is designed to approximate to a 
given function f very well at one point. There is a much simpler type of 
polynomial approximation in which the agreement with f is not all focused 
at one point, but is spread over a number of points. This is the 
interpolating polynomial, which was discovered before the Taylor 
polynomial. 

A simple case is the linear interpolating polynomial: given the values of 
f (x)  at two points, say x0 and x~, we can write down a first-degree polynomial, 

pl(x) = xl f(xo) + f(xl), (4.1) 
Xl Xl 

which takes the same values as f (x)  at x0 and x~. Geometrically (see 
Fig. 4.1) it is clear that this is the unique straight line which passes through 
the two points (xo,f(xo)) and (x~,f(x~)). We can easily construct a 
polynomial of degree greater than one which passes through these two 
points. However (see Problem 4.3), such a polynomial is not unique. 

It will be useful to us later to note that p~ (x) may also be written as 

or as 

(x - xo)f(x,) - ( x -  xl)f(xo) 
p~(x) = (4.2) 

XI - XO 

pl(x) = f(xo) + (X-  Xo)l f(xl-)-- f(x~ ). (4.3) 
x~ - Xo 

We will examine (4.3) further and assume that x0 <x~. From the mean value 
theorem 2.5, if f is continuous on [x0, x~] and is differentiable in (x0, x~), 
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there exists a number ~ E (x0, x~) such that 

f (x,) - f (xo) 
=f'(~).  

x~ - Xo 
(4.4) 

Hence (4.3) may be expressed in the form 

p,(x)= f(xo) + (X-xo) f '  (~). (4.5) 

which shows that p~ approximates to f at x = x0 in a way similar to the 
approximation by the Taylor polynomial of degree 1. If we keep x0 fixed 
and let xt tend to x0, the limit of (4.4) becomes f '  (x0) (assuming continuity 
of f ' )  and pt in (4.5) becomes precisely the Taylor polynomial. 

The main purpose of constructing p~ is to evaluate Pt (x) for a value of x 
between x0 and xt, and to use this as an approximation to f(x); this is called 
interpolation. If x is outside the interval [x0, x, ] the term extrapolation is 
sometimes used, although we will not normally make this distinction. Since 
p~ is a linear function of x, the evaluation of p~(x) is called linear 
interpolation. The question of how well Pt approximates to f is one which 
we naturally ask; we pursue this later using a technique similar to that 
employed in examining the error of the Taylor polynomial. 

Some insight into linear interpolation can be gained by studying tables of 
standard mathematical functions. Such tables were an indispensable part of 
the toolkit of the numerical analyst from, say, the seventeenth century to the 
later part of the twentieth century, when the universal availability of adequate 
computing power made them obsolete. In these mathematical tables, functions 
are usually tabulated at equal intervals. A mathematician who constructed such 
a table had to answer two questions: to how many decimal places and at what 
interval (between consecutive entries in the table) should the function be 
evaluated? In practice these questions turned out to be related. The constructor 
of a mathematical table first decided on  the number of decimal places to 
which the function would be evaluated at the tabulated points. The interval 
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size was then chosen so that linear interpolation between consecutive entries 
would roughly preserve this level of  accuracy. (It is easy to think of this 
graphically: choose an interval small enough so that the graph of  the function 
is sufficiently close to the graph of a straight line.) As an example, for the 
function sin x we find that an interval of  0.01 radians is used in the four- 
figure table, while an interval of  0.001 is used in the six-figure table. 

Example 4.1 From a set of four-figure tables of natural logarithms, we find 
that log 2.1 is 0.7419 and log 2.2 is 0.7885. We use linear interpolation on these 
two values to estimate log 2.14. Here it is simplest to calculate p~ (x) from (4.3), 
with x0 = 2.1, x~ = 2.2, f ( x o )  =0.7419, f ( x ~ ) = 0 . 7 8 8 5  and x = 2.14. Thus 

p1(2.14) = 0.7419 + 0"04(0"0466) = 0 " 7 6 0 5 4 " 0 . 1  

For comparison, log 2.14 = 0.76081 to five decimal places. i-I 

4.2 Polynomial interpolation 

We will now generalize most of  the results of the last section to the case 
where we are given the values of  the function f at n + 1 distinct points x = x0, 
x~ . . . . .  x,. These are not necessarily equally spaced or even arranged in 
increasing order; the only restriction is that they must be distinct. We want to 
construct a polynomial p ,  which takes the same values as f at the n + 1 points 
x0, x~ . . . . .  x,. We might suspect that p ,  E P,.  Certainly this fits in with the case 
n = l, which we have just discussed, where there are two interpolating points 
and the interpolating polynomial is of  degree 1. We could write 

p ~(x )  = ao + a~x + ...  + a,,x" 

and, on putting pn(Xr)=f(Xr), r = 0 ,  1 . . . . .  n, we obtain n + l  linear 
equations in the n + 1 coefficients a 0, a~ . . . . .  a,. Since these equations are 
difficult to solve unless n is small, we prefer a different approach based on a 
generalization of  (4.1). We write p,, in the form 

p , ( x )  = L o ( x ) f ( x o )  + Ll ( x ) f ( x l )  + "" + L , ( x ) f ( X n ) ,  (4.6) 

where each L~ E P, .  The polynomial p ,  will have the same values as f at 
x = Xo, x l, ..., x, if 

L~(xj) = 6 ~j, 0 <. i <~ n. (4.7) 

In (4.7) we have written 6~j to denote the Kronecker  delta function, which takes 
the value 0 when i , j  and the value 1 when i = j .  So, for example, Lo has the 
value zero at x = x~, x2 . . . . .  x, and has the value 1 at x = Xo. Therefore, if we put 

L o ( x )  = C ( x -  x , ) ( x  - x 2 ) . . . ( x  - -  X n )  , (4.8) 



The interpolating polynomial 55 

where C is a constant, Lo will indeed be zero at x = x~, x 2 . . . . .  x n and L0 E P,. 
Putting x -  Xo in (4.8), the condition L o ( x o ) =  1 gives 

1 - C ( x o - x l ) ( X o -  x2)'" (Xo- x~), (4.9) 

which fixes the value of C. On substituting this value in (4.8) we obtain 

(x  - x , ) ( x -  x2) . . .  (x  - x~) 
Lo(x)  = 

(Xo - x~)(Xo - x2) . . .  ( X o -  x~) 

which may be written more neatly as 

Lo(x)  = 
j= ~ Xo xj 

Similarly, for a general value of i, 0 <- i -< n, we obtain H(x ) 
L,(x) = 

j--o x~ xj 
(4.10) 

j*i 

In (4.10) the product is taken over all values of j from 0 to n except for 
j - i .  From (4.10) we see immediately that Li is zero at all values x = Xo, 
x~ . . . . .  xn, except for x = xi when L~ takes the value 1. This agrees with the 
requirement (4.7) and the interpolating polynomial can be written in the 
form 

Pn(X) = ~ L (XV(Xi)" (4 .1  1 ) 
i=O 

This is known as the Lagrange form of the interpolating polynomial, after 
the French-I tal ian mathematician J. L. Lagrange (1736-1813).  

Example  4.2 Given the values of f ( x )  at distinct points x = x0, x~ and x2, 
write out explicitly the interpolating polynomial P2- We have 

(x  - x~)(x - x2) ( x -  X o ) ( X -  x2) 
pE(x) = f (xo) + f (x,)  

(Xo - x~)(Xo- x2) (x, - xo)(x~ - x2) 

( x -  Xo)(X- x~) 
+ - - -  f(x2). (4.12) 

(X2 -- Xo)(X2 -- Xl) ['-] 

Example  4.3 Find the interpolating polynomial for a function f,  given that 
f ( x )  = 0, - 3  and 4 when x = 1, - 1  and 2 respectively. (The reader should 
draw a graph.) Putting x0 = 1, x~ = - 1  and x 2 = 2  in (4.12) (these three 
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values could have been assigned in any order), we obtain 

(x + 1)(x-  2) ( x -  1)(x- 2) 
P2(X) = x 0 + x - 3  

(1 + 1)(1- 2) ( -  1 -  1)(- 1 - 2 )  

( x -  1)(x + 1) 
4 x4,  

( 2 -  1)(2 + 1) 

which simplifies to give p 2 ( x ) = ~ ( 5 x 2 + 9 x  - 14). As a check on our 
calculations, it may be verified from this last equation that p2(1)=0,  
p2( -1)  = - 3  and p2(2) = 4. I-I 

The above example invites the question: is the interpolating polynomial 
unique? With the question put in this way, the answer is obviously no. For 
example, the polynomial 

q ( x ) = ~ ( 5 x 2 + 9 x  - 14) + C ( x -  1)(x+ 1 ) (x -  2), 

with any choice of the constant C, also interpolates the data of Example 
4.3. However, the following is true. 

Theorem4.1  Given the values of f at the n+ 1 distinct points 
x0, x~ . . . . .  x,, there is a unique polynomial of degree at most n which takes 
the same value as f at these points. 

Proof  First, notice the crucial phrase 'of degree at most n' in the 
statement of the theorem. We already know that there is at least one 
polynomial p, E P,  which interpolates f at x -x0,  xi, ...,x,. This is displayed 
in (4.11). Now consider any q, E P,  such that q,(x~) = f(x~), 0 <. i <. n. It 
follows that p , - q , E  P, is zero at the n + 1 points Xo, X~ . . . . .  x,. But a 
polynomial of degree at most n has no more than n zeros unless it is zero at 
every point, that is, it is identically zero. Thus p , ( x ) -  q , (x) ,  showing the 
uniqueness of the interpolating polynomial and completing the proof. [3 

4.3 Accuracy of interpolation 

In this section, we will examine the accuracy with which the interpolating 
polynomial approximates the function f. First, it is not going to be possible 
to estimate the size of the error f - p ,  from a knowledge of the values of f 
at x = x0, x~ . . . . .  x, alone. Some further information about f is required. To 
see this, consider the n+  1 points (xo, f(xo)) ,  ( x l , f ( x l ) )  . . . . .  (%, f ( x , ) ) ,  
where x0, xl . . . . .  x, are distinct. These fix the polynomial p,, but we are free 
to draw any curve which passes through these n + 1 points and let this define 
the function f. Hence we can arrange for f ( x ) -  p , (x )  to be arbitrarily large 
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at any value of  x, except X=Xo, X~ . . . . .  x,,, where f ( x ) - p , ( x )  is zero. 
However,  we can estimate the error f - p ,  in terms of the (n + 1)th 
derivative of  f ,  if this exists. 

T h e o r e m  4.2 Let [a, b] be any interval which contains all n + 1 points 
x0, xl . . . . .  x,. Let f , f ' ,  . . . .  ft~) exist and be continuous on [a, b] and let f(~* l) 
exist for a < x < b .  Then, given any x E [a, b],  there exists a number  ~'x 
(depending on x) in (a, b) such that 

f (x) - p,,(x) = (x - Xo) "" (x - x.) 
f("+ ')(~x) 

(n+  1)! 
(4.13) 

P r o o f  The statement of  this theorem is similar to that of Taylor 's  theorem 
3.1, whose proof depends on Rolle 's  theorem 2.4. We use Rolle 's  theorem 
again in this proof. First, since f - p ,  and ( x - x 0 ) ' "  ( x -  x,) have zeros at 
the n + 1 points x0, x~ . . . . .  x,, so also does the function 

g ( x )  = f ( x )  - p . ( x )  + A . ( x -  X o ) . . . ( x -  x . ) ,  (4.14) 

where 2 is any constant. We now choose 2 so as to ensure that g has at least 
n + 2 zeros. If we wish to estimate the error at the point x = a in [a, b],  we, 
choose ;t in (4.14) so that g ( a )  - 0. This gives 

O= f ( a ) - p . ( a ) +  2 ( a - X o ) . . . ( a - x . ) .  

With this choice of  2, 

(x - Xo). . .  (x - x,)  
g ( x )  = f ( x )  - p , , ( x )  - �9 ( f ( a )  - p , , ( a ) ) .  ( 4 . 1 5 )  

( a  - xo) . . .  ( a  - x . )  

The function g is seen to be zero at not less than n + 2 points including 
x = x0, x~ . . . . .  x, and x = a .  On applying the extended Rolle theorem 2.6 to 
g, we deduce that g ~" § ~) has at least one zero, say ~ in (a, b). Differentiat- 
ing (4.15) n + 1 times gives 

(" + ')(x) f("+ ')(x) (n + 1)! g = - �9 ( f ( a )  - p,,(a)), (4.16) 
( a -  xo) ... ( a -  x.) 

since, on differentiating n + 1 times, p .  vanishes and the term X n+|  in the 
product ( x - X o ) . . . ( x - x . )  is reduced to (n + 1)!. Substituting the zero ~,, in 
(4.16) we obtain 

0 = f ( n .  ,)(~) _ 
(n + 1)! 

( a -  xo) ... ( a -  x.) 
( f (a)  -p . (a ) ) .  
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Lastly, rearranging this last equation and replacing a by x gives 

f(,+ 1)(~,) 
f i x )  - p . ( x )  = ( x  - X o ) . . .  ( x  - x~)" 

(n+  1)! 
ff] 

To use the error estimate (4.13) we need to estimate f("§ Usually we do 
not know the value of ~., in (4.13) and have to work with bounds for the 
(n + 1)th derivative, as we show in the following example. In w 4.8, we 
mention a method for estimating the (n + 1)th derivative, when the points x~ 
are equally spaced. 

Example  4.4 Use Theorem 4.2 to estimate the error in linear interpolation, 
with particular reference to Example 4.1, where we estimated log2.14, 
given the values of log2.1 and log2.2. For linear interpolation of f ( x )  
between x = x0 and x~, (4.13) yields 

f ( x )  - p l (x )  = (x - Xo)(X - xl) 
f"(~,) 
~ .  (4.17) 

2! 

Here f ( x ) =  logx, f '  (x )=  1 / x  and f "  (x )=  - 1 / x  2. Putting x =  2.14, x0 = 2.1 
and x~ = 2.2, we obtain from (4.17) an error - (0 .04)  x (-0.06)/(2~.~). Since 
~, lies between 2.1 and 2.2, the error lies between 0.00024 and 0.00028. i--1 

4.4 The Neville-Aitken algorithm 

The interpolating polynomial can be evaluated very elegantly and efficiently 
by a scheme known as the N e v i l l e - A i t k e n  algorithm, which we now 
describe. 

Algori thm 4.1 
denotes f(xi). It computes f0., =p , (x ) .  

for i := 0 to n 

f i .o :=f i  

Yi := x - x i 

next i 

for k :=0  to n -  1 

for i :=0  to n - k -  1 

f~.k+, := (Y;L+~.k -Y,+k+~ f i . k ) / (Y i - -Y i§  

next i 

next k 

This begins with X, Xo . . . . .  x ,  and f0 . . . . .  f , ,  where fi 

(4.18) 
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The heart of  the algorithm is (4.18), which repeatedly uses the same pattern 
of calculation as in the linear case (4.2). F-i 

Each fi,k is a function of x; we could write it as fi.k(x). It can be shown by 
induction that f~.k(x) is the interpolating polynomial for f at the points 
x~, x~§ ~ . . . .  , x~§ so that, in particular, 

fo.,,=fo.,,(x)=p,,(x), (4.19) 

the interpolating polynomial for f at the n + 1 points x0, x~ . . . . .  x,. We have 
to apply the algorithm for every value of x for which we want to evaluate 
p,(x).  

In order to gain experience of the algorithm, it is helpful to work through a 
calculation 'by hand', before implementing it on the computer. It is convenient 
to set out the calculation as in Table 4.1, which illustrates the case where n = 2. 
The arrows in Table 4.1 link the sets of four numbers required to calculate fo.~ 
and f~.~; the four boxed numbers are used to calculate f0.2. 

Table 4.1 The Neville-Aitken algorithm 

fo.o Ix- Xol  
x - x, ~ f ,  .o fo.2 

[x-x l- -'I o 

Example 4.5 Suppose we are given the values of the function e-x at the 
following four points and wish to estimate e -" at x = 0.2. 

x 0.10 0.15 0.25 0.30 
e -x 0.904837 0.860708 0.778801 0.740818 

The numbers generated by the algorithm in this case are displayed in Table 
4.2. Thus the required interpolated value is 0.818730 to six figures. From 
(4.13), the interpolation error is 

E = (0 .01) (0 .05) ( -0 .05) ( -0 .1 )e -~ /24 ,  (4.20) 

Table 4.2 Application of the Neville-Aitken algorithm 

x - x i  e -x ,  

0.10 0.904837 
0.8165790 

0.05 0.860708 0.8186960 
0.8197545 0.8187302 

-0.05 0.778801 0.8187643 

-0.10 0.740818 
0.8167840 
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where 0.1 < ~ < 0.3 and so, from the table, e -e lies between 0.904837 and 
0.740818. From this and (4.20) we see that E satisfies 

0.77 x 10 -6 < E < 0.95 x 10 -6. 

This shows that the error (neglecting the effects of  rounding errors) is 
almost one unit in the sixth place. D 

4.5 Inverse interpolation 

Let us write y =f (x) .  So far we have been interpolating in the x direction. It 
is possible to consider interpolation in the y direction also. This is referred to 
as i n ve r se  i n t e rpo la t ion .  In this case it is the numbers f ( x i )  which we require 
to be distinct. The roles of x and f ( x )  are interchanged. Otherwise, the 
calculation of the interpolating polynomial, say by the Nevil le-Aitken 
algorithm, may be carried out as before. The resulting interpolating 
polynomial may be regarded as a polynomial in y. 

Example  4.6 Use inverse interpolation at x = 0, �89 and 1 to estimate the 
only real root of the equation 

x 3 + x  2 + x -  1 = 0 ,  

which lies between x = 0 and 1. Secondly, use inverse interpolation at only 
x = 0.5 and 0.6 to estimate this root and estimate the accuracy of the result. 

We see that the first derivative of y = x3+ x2+ x -  1 is always positive, 
showing that there is exactly one real root of the given equation. At x -  0, �89 
and 1, y has the values - 1 ,  - ~  and 2 respectively. The Nevil le-Aitken 
algorithm gives the scheme set out in Table 4.3. We have written y -  Yi in 
the first column, although y = 0, to emphasize the pattern of the calculation. 
From the table, the result for inverse interpolation at the three points 
is 199/357 =0.557 to three decimal places. Secondly, at x =0.5 and 0.6, 
y = -0 .125  and 0.176 respectively. Inverse interpolation this time gives, as 
the estimate of the root, x =  163/301 =0.5415 to four decimal places. We 

Table4.3 Inverse interpolation for 
Example 4.6 

Y - Yi xi 

1 0 
4/7 

! 1 ~ 199/347 
9/17 

-2 1 
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now want to estimate the accuracy of the last result. Suppose that x = q~(y) 
and y = f ( x ) .  Assuming that q~" exists on [ -0 .125,  0.176], the error formula 
(4.13) gives an error 

(Y-Yo) (Y-Y~)q~"  (q)/2!.  (4.21) 

In (4.21) q lies in an interval containing y, Yo and y~ which, in this case, are 
the values O, -0 .125 and O. 176. We have 

q~"(y)= dY 2 -~y -~y 1 -~y f ' (x )  

provided f '  ( x ) ,  0. Thus 

~"(Y) = dx ' 

so that 

f"(x)  1 

[f'(x)l 2 f ' (x)  

f"(x)  ~"(y) = _ ~ .  
[ f ' (x ) ]  3 

Since f ( x )  = x 3 + x 2 + x -  1, f '  (x) = 3x 2 + 2x + 1, f"  (x) = 6x + 2 and so 

(6x + 2) 
~"(y) = _ 

(3X 2 + 2x + 1)~ 

For x between 0.5 and 0.6, q~" (y) lies between -0 .25 and -0.15.  From 
(4.21), it follows that the error lies between 0.001 and 0.003, so the result 
x -  0.5415 is certainly correct to two decimal places. 

The problem of finding solutions of an algebraic equation is discussed 
more generally in Chapter 8. El 

Uncritical use of inverse interpolation (as also for direct interpolation) 
can produce misleading results. For example, consider the function y = x 4 
with x >I 0 tabulated at the four points where y = 0, 1, 16 and 81. It is left to 
the reader to verify (in Problem 4.20) that cubic inverse interpolation based 
on these four points produces the approximation x = -33 .4  at y = 64, where 
the correct result is x = (64) ~/4= 2~/2. In this case, we are approximating to 
x = y  1/4 by a cubic polynomial in y. The error term includes the fourth 
derivative of  y~/4 with respect to y, which explains why such a large error 
can occur, as this derivative is infinite at y = 0. 

4.6 Divided differences 

Another approach to the interpolating polynomial is to use divided 
differences, which will now be discussed. This method is due to Isaac 
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Newton. As well as being of  theoretical interest, it presents the interpolating 
polynomial in a form which may be readily simplified, when we later 
choose the interpolating points to be equally spaced. 

At the moment, however, we allow the numbers x0, Xl . . . . .  x~ to be any 
n + 1 distinct numbers and attempt to write p, ,  the interpolating polynomial 
for f at these points, as 

p , ( x ) =  ao + ( X - X o ) a ,  + ( X - X o ) ( X - x l ) a 2  + "" 

+ ( X - - X o ) ( X - - X l ) ' " ( X - - X , _ I ) a , .  (4.22) 

Substituting x =  Xo, X~ . . . . .  x ,  in turn into (4.22), we obtain the following 
simultaneous equations: 

f(xo) = ao 
f ( x l )  = ao + (Xl - xo)a~ 

f(x2) - ao + (x2 - Xo)a~ + (x2 - Xo)(X2 - x~)a2 (4.23) 

f (xn) = ao + (Xn - Xo)a~ + . . .  + (Xn - Xo ) " "  (xn - Xn- ~)an. 

We see that these equations]- determine values for ao . . . . .  an uniquely. The 
first equation in (4.23) gives a0 and the second gives a~, as (x~-  x0)*0.  
Knowing a0 and a~, the third equation gives a2, as (x2 -Xo) (X2-x~)*0 .  
Finally, knowing ao, a~ . . . . .  an_~, the last equation gives an, since 
(X~- -Xo)" ' (Xn - -Xn_~)*O.  Hence p , ( x )  can be written, as in (4.22), in a 
unique way. Moreover, the coefficients which appear in (4.22) enjoy what is 
called p e r m a n e n c e .  If we add one further point Xn+~, distinct from 
Xo . . . . .  Xn, and write the interpolating polynomial constructed at all points 
Xo . . . . .  Xn. ~ in the form 

p,+l(X) = bo+ ( X - X o ) b l  + ' "  + ( X - X o ) . . . ( x - x , _ z ) b ,  

+ ( x -  Xo)""  ( x -  x , ) b n . l ,  (4.24) 

we find that b0 = ao, bz = a~ . . . . .  b , = a , .  For, on writing down the linear 
equations obtained for determining the b~ by substituting x =  Xo, X~ . . . . .  x , .~  
into (4.24) in turn, we have 

f(xo) = bo 

f ( x i )  = bo + (xl - xo)bl 

i (4.25) 
f ( x , )  = bo + ( x , -  xo)b, + . . .  + ( x , -  Xo)"" ( x , -  x,_ l)bn 

f ( x ,  + l )  = b0 + ( X n  + 1 - -  xo)b, + . . .  + (x~ +l  -- X0 ) " "  ( X n  +l  -- x~)b~ + , .  

An examination of  the first n + 1 equations in (4.25) shows that they are the 
same as the equations (4.23), which justifies the statement that b~=a~, 

"t These are triangular equations, the solution of which is discussed in detail in Chapter 9. 
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0 ~  i <~ n. In fact, we now see that a0 involves only f(x0), at involves only 
f ( xo)  and f ( x l ) ,  and so on. In general, we see that aj involves f ( xo) ,  
f ( x l )  . . . . .  f ( x j )  only. We now rewrite aj as 

aj=f[Xo,  X l . . . . .  xj] 

to emphasize its dependence on these suffixes. It is instructive to compare 
(4.22) with the Lagrange form (4.6). If we equate coefficients of  x", we 
obtain 

f[xo, . . . ,x,] = Z f ( x3  . (4.26) 

i-o ~ (x~-xi) 
j=O 
j . i  

Thus, for example, 

f(xo) f (x l )  
f [xo, xt , xz] = + 

(X 0 -- Xt ) (X 0 -- X2) 

f ( x 9  
+ " 

(x2 - xo)(X2 - X,)  

( x ,  - X o ) ( x ,  - x 2 )  

(4.27) 

and in general the right side of (4.26) consists of a linear combination of 
the function values f(x~). Can we express these coefficients more simply? 
For example, we might try to find numbers ot and fl so that 

f [xo ,  x, ,  x2, x3] = etf[xo, xt ,  x2] + i~f[xt,  x2, x3], (4.28) 

for certainly (from (4.26)) each side of this equation is a sum of multiples 
of f (xo) ,  f ( x t ) ,  f(x2) and f(x3). Comparing the term in f ( xo)  in (4.26) and 
(4.28), we need to choose ot = 1 / (x0 -  x3), and a comparison of the term in 
f(x3) requires fl = 1 / ( x 3 -  x0). It may be verified that this choice of a and fl 
agrees also with the terms in f ( x t )  and f(x2), so that 

f[x~,x2,x3] - f[xo, xl,x2] 
f[xo, x,,x2,x3] = . (4.29) 

x3-Xo 

This shows why these expressions are called divided differences,  especially 
as a similar recurrence relation holds generally. We have 

f[xl . . . .  , x,] - f[xo . . . . .  x, _ i] 
f[xo . . . . .  x,] = . (4.30) 

x , - a b  

The last relation may be verified by substituting for each divided difference 
its representation in the form (4.26). It is helpful to exhibit these divided 
differences, as in Table 4.4, to remind us of how they are calculated. To 
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Table 4.4 Calculation of divided differences 

Xo f[xo] 
f[xo, x,] 

x, f[x, ] f[Xo, xl, x2] 
f[x,, x2] f[Xo, x,, x2, x3] 

Numerical analysis 

X 2 f [x  2 ] f[X,,X2, X3] 

x~ f[x~] 
f[x~,x,] 

preserve the pattern, we have written f [ x~  ] for f(x~). Thus, for example, we 
calculate f [ x  2, x3] from 

and f [ x , ,  x2, x3] from 

f [x2,x3]  = 

f[x3] - f [x2] 

x3-x2 

f [x2, x3] - f [x~, x2] 
f [x~ ,x2 ,x3 l  = - �9 . 

x3 - x~ 

Applying this notation to (4.22), we write the interpolating polynomial in 
the Newton form 

p , , ( x )  = f[xo] + (x - xo)f[xo, xi ] + "-. 

+ ( x -  Xo) "" ( x -  X._l)f[xo . . . . .  x . ] .  

We now give an algorithm for evaluating divided differences. 

(4.31) 

Algor i thm 4.2 This begins with the values Xo . . . . .  x. and fo . . . .  , f . ,  where 
f ~ = f ( x i ) ,  0<~ i<~ n,  and computes a~. =f[x0 . . . . .  xk], 0~< k~< n. The general 
divided difference f [ x i  . . . . .  xi +k ] is also computed and is denoted by Fi,k. 

ao := fo 
for  i := 0 to n 

Fi ,o :=f i  

next  i 

for  k : = 0  to n -  1 

for  i : = 0  to n - k -  1 

Fi.k +1 := (El+ l.k -- Fi .k) /  (Xi+k + l - Xi) 

next  i 

ak+l := Fo.~+l 

next  k F! 
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Table 4.5 Calculation of divided differences for 
Example 4.7 

x f ( x )  Divided differences 

1 0 

-1 -3  

2 4 

- 3 - 0  3 

- 1 - 1  2 

4 - ( - 3 )  7 

2 - ( - 1 )  3 

7 / 3 -  3/2 5 
�9 - ,  m 

2 - 1  6 
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Example4 .7  By using divided differences, obtain the interpolating 
polynomial which we sought in Example 4.3, where f ( x ) =  0, - 3  and 4 at 
x -  1, -1  and 2 respectively. The calculation of the divided differences is 
shown in Table 4.5. We see from this table that f[xo, X~]= 3 and 
f[xo, x~, x 2 ] = -56 so that, from (4.3 1), the required interpolating polynomial is 

p 2 ( x ) = 0 +  ( x -  1)-32 + ( x -  1)(x+ 1)~. 

This simplifies to give 

p2(x) = ~ (5x 2 + 9x - 14), 

as we found in Example 4.3 by the Lagrange method. rq 

We now comment on the relative merits of the divided difference form 
and the Neville-Aitken algorithm for evaluating the interpolating poly- 
nomial. The Neville-Aitken algorithm has the advantage that each number 
generated by (4.18) is an interpolating polynomial (evaluated at the same 
point x) for some part of the data. The level of agreement between these 
numbers provides some empirical evidence about the accuracy of the 
interpolation (see, for example, Table 4.2). On the other hand, if we wish to 
evaluate p,,(x) for many values of x, the divided difference form is the more 
efficient method, since the divided differences f[xo . . . . .  x~], being indepen- 
dent of x, only need to be computed once. 

4.7 Equally spaced points 

We now consider the special case where the interpolating points are equally 
spaced: we let xj = Xo +jh, 0 <. j <~ n, where h > 0 denotes the equal spacing 
between the points. Thus the interpolating points are completely determined 
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by only two parameters, Xo and h, compared with n + 1 parameters in the 
general case. We will see that this leads to a simpler form of the interpolat- 
ing polynomial. 

First we note that 

f[xi,  xi+, ] = (fi+, - f i ) / h  

where we have written f; as an abbreviation of f(x~). We also find that 

f[xi, X i .  1 , Xi+ 2 ] = ( f / + 2 -  2f /+l  "4- f i ) /2h  2. 

To follow up what happens to higher order divided differences, we introduce 
the forward difference operator A. We write 

Af (x )  = f ( x  + h) - f ( x ) ,  
so that 

Af ,=f ,+ ,  - L .  

This is called a f irst  difference. We define higher order differences 
recursively from 

A T M  f ( x ) = A ( k * f ( x ) ) ,  k=  1,2 . . . .  , 

so that 

and 

A 2 f ( x ) = A ( A  f ( x ) ) =  A(f(x  + h ) - f ( x ) )  

= ( f ( x  + 2h) - f ( x  + h)) - ( f ( x  + h) - f ( x ) )  

= f ( x  + 2h) - 2 f ( x  + h) + f ( x )  

A2 f,=f,+2- 2f,+, +f,. 

This is a second difference. For completeness, we also write 

A ~ f ( x )  = f ( x ) .  

An induction argument can be used to verify that 

A~ 
f[xi, xi + ~ . . . .  , xi + k] = ~ .  (4.32) 

k!h k 

Note that this only holds when the xj are equally spaced. Table 4.6 shows 
how the divided difference Table 4.4 simplifies in the equally spaced case. 

We now turn to Newton's  divided difference formula (4.31). Let us 
introduce a new variable s, defined by x = Xo + sh. Then 

(X--Xo) '"(X--Xk_I)= hks(s - 1 ) . . - ( s -  k+  1). 

From this and (4.32), the divided difference formula (4.31) becomes 
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Table4.6 Divided differences with equally spaced 
points, expressed in terms of forward differences 

Xo fo 

h 
l 2 

x, fl 2/~2 A fo 

x2 A 

x3 A 

• Af~ 1 A3f0 
h 6h 3 

1 
--Af~ 
h 

1 zx~f, 
2h 2 
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which is called the forward difference formula. In (4.33) we have used the 
binomial coefficient 

Isls,sl, 
l,k! kl 

for k =  1,2 . . . . .  n. By convention, when k = 0  we write (~)= 1. In this 
notation, the interpolating polynomial plus error term (4.13) can be 
expressed as 

f(x~ f ( ' ' ~ ) ( ~ s ) ' k - o  n +  1 (4.34) 

The forward difference formula is often attributed't" to Newton and to his 
Scots contemporary James Gregory (1638-75).  However it was used earlier 
by the English mathematician Thomas Harriot (1560-1621)  and was known 
very much earlier, at least for small values of n, to the Chinese mathema- 
tician Guo Shoujing (1231 - 1316). 

Example  4.8 Given the following table, use the forward difference 
formula to estimate sin x at x = 0 . 6 3  and determine the accuracy of the 
result. 

x 0.6 0.7 0.8 0.9 1.0 
sin x 0.564642 0.644218 0.717356 0.783327 0.841471 

"I" Hildebrand (1974, p. 129) makes an interesting comment on the naming of interpolation 
formulas. 
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Table 4.7 A table of differences for sin x 

x sin x Differences 

0.6 10.564642] 
[79576] 

0.7 0.644218 [-64381 
73138 1-729] 

0.8 0.717356 -7167 
65971 -660  

0.9 0.783327 -7827 

1.0 0.841471 
58144 

Numerical analysis 

The differences for this data are set out in Table 4.7. For convenience, the 
decimal point has been omitted from the differences. This is normal practice. 
In this case, Xo- 0.6 and h -  0.1, so in using (4.33) to interpolate at x = 0.63, 
we choose s = 0.3 and n = 4. We see from Table 4.7 that f0, Afo, A2f0, A3f0 
and A4f0 have the values 0.564642, 0.079576, -0.006438, -0.000729 and 
0 . 0 ( 0 6 9  respectively, which are boxed in the table. With these figures, the 
estimate for sin(0.63) provided by (4.33) is 0.589145, to six decimal places. 
Using (4.34) to estimate the error, the fifth derivative of sin x is cos x, which 
never exceeds 1 in modulus. Hence the error is not greater than the modulus of 

10-5(0.3)(-0 .7)(  - 1 .7 ) ( -2 .7 ) ( -3 .7 ) /5 ! ,  

which is smaller than 0.3 x 10 -6. r-I 

In Chapter 13 we require a companion formula to (4.33) which starts at 
the fight-hand end (i.e. at x = x,) of a set of equally spaced data and uses 
differences constructed from function values to the left of  x = x,. To obtain 
this, we return to the divided difference representation of p , ( x ) ,  in (4.31). 
In this formula, the numbers x0 . . . . .  x, are distinct, but otherwise arbitrary. 

In particular, we could rename Xo, X ~ , . . . , x ,  as x,, x,_~ . . . .  ,Xo which 
would give 

p , ( x )  = f [ x , ]  + (x  - x , ) f [ x , ,  x ,_ l  ] + ... 

+ (x - x , ) ( x -  x , _ l )  "" ( x -  x l ) f [ x ,  . . . . .  x0]. (4.35) 

To simplify this when the xj are equally spaced, it is convenient to introduce 
the b a c k w a r d  di f ference operator  V ,  for which 

and V"+~f~= V(V"f~), as for forward differences. Proceeding as we did in 
deriving the forward difference formula, we obtain from (4.35) 

 4.36, 
j-O 

This is the b a c k w a r d  di f ference fo rmula .  
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It should be emphasized that the forward and backward difference 
formulas are merely different ways of representing the same polynomial. It 
may also be noted that it is not strictly necessary to have both operators A 
and V. For example, Vf~, V2f, and V3f~ denote the same numbers as Af~_~, 
A2f~_2 and A3f~_3 respectively. As another illustration, consider Tables 
4.8(a) and 4.8(b) whose corresponding entries are numerically the same; 
only the notation is different. Nevertheless, it is convenient to have these 
alternative ways of expressing differences. For expressing differences 
symmetrically, there is a third operator 6, called the central difference 
operator, defined by 

6 f ( x )  = f ( x  + �89 h) - f ( x  - ~ h). 

Also 

62f(x) = 6 ( f ( x  + �89 h) - f ( x -  �89 h)) 

= f ( x  + h ) -  2f(x) + f ( x -  h). 

Hildebrand (1974) discusses several interpolating formulas which use 
central differences. However, we will not pursue this here, since such 
formulas are primarily of use in highly accurate interpolation of tables, and 
are rarely required nowadays. 

Table 4.8 Forward and backward differences 

(a) 

Xo fo 
Afo 

X, f, A2fo 
Aft A3f0 

x~ A a~f, 

x3 A 
AA 

(b) 

Xo fo 
WI 

x, f, v'A 
vA v ~  

x~ A vV, 

x, A 
vA 

We now give algorithms to evaluate forward differences and the forward 
difference formula. 

Algorithm 4.3 This begins with values f0,--., f~ and computes ak = A kf0, 
0 ~< k ~< n. In the algorithm, Fi. k = A k f i .  The Fi.k are computed from 

Fi.k+l := Fi+l,~- - Fi A. 

Apart from this change in the calculation of the Fi.k, this algorithm is 
identical to Algorithm 4.2. UI 

Having computed the differences A~f0, we use the following to evaluate 
p, (x)  = p,(xo + sh) using (4.33). 
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A l g o r i t h m  4 .4  
p = p . ( x o  + sh) from the forward difference formula (4.33). 

Numerical analysis 

This begins with s and a, = Akfo, 0<~ k<~ n, and computes 

p := a n 
for  i := 1 to n 

P : = a . _ i +  ( s - n +  i ) p / ( n - i +  1) 

n e x t  i !-I 

4.8 Derivatives and differences 

One often observes that differences of a function (tabulated at equal 
intervals) tend to decrease as the order of the differences increases. This 
appears to be the case in Table 4.7. To explain this, we make use once more 
of divided differences. Let us write 

f (xo) - f (x) 
f [ x ,  xo] = 

X o  - X 

which may be rearranged as 

f ( x )  = f ( xo )  + ( x -  xo)f[x,  Xo]. 

Also 

(4.37) 

f[X, Xo, Xi] = 
f[xo, x, ] - f [ x ,  Xo] 

X i  - -  X 

which gives the equation 

f [ x ,  xo] = f[xo,  x, ] + ( x -  x , ) f [ x ,  xo, x, ]. 

Substituting for f [ x ,  Xo] from (4.38) into (4.37) gives 

f ( x )  = f[xo] + (X - Xo)f[xo, xl ] + (x - Xo)(X - x l ) f [ x ,  xo, x, ], 

where we have written f[xo] instead of f ( xo )  for the sake of uniformity of 
notation. This may be extended, by considering f [ x ,  Xo, x~, x2], and so on, 
until we obtain by induction 

(4.38) 

f ( x )  = f[xo] + (x - x0)f[x0, x, ] +.--  

+ (x  - x 0 ) - "  (x  - x , _ , ) f [ x o ,  . . . ,  x , ]  

+ (x - Xo)"" (x - x . ) f [ x ,  Xo, . . . ,  x .] .  

Comparing this with (4.31), we see that (4.39), is of the form 

f ( x )  = p . ( x )  + (x - Xo)'" (x - x . ) f [ x ,  Xo . . . . .  x.] 

(4.39) 

(4.40) 
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and, on comparison with the error formula (4.13), we find that 

f~"* ')(~x) 
f[x, Xo . . . . .  x,,] = , (4.41) 

(n + 1)! 

where ~. is some point in an interval containing X, Xo . . . . .  x,. This last 
formula holds for any n and any distinct numbers x, Xo . . . . .  x,, provided that 
the (n + 1)th derivative of f exists. In particular, omitting the point Xo in 
(4.41), we have 

f~ 
f [ x , x ,  . . . .  ,x,,] = ~ ,  (4.42) 

n! 

where r/A lies in an interval containing x, x~ . . . . .  x,. Now put x = x0 in (4.42) 
and let x0 . . . . .  x, be equally spaced. On using (4.32), we obtain 

A"f0 = h"f~")(rlo), (4.43) 

where r/0 lies in the interval (Xo, Xo + nh).  In the same way, we have 

A " f  l = h"f(")(rll) ,  

where r/~ lies in the interval (x~, x~ + nh) ,  and so on. This shows that nth 
differences behave as h" times the nth derivative of f. It is now clear why in 
Table 4.7, where h =0.1,  differences are decreasing by approximately a 
factor of 10, from one column to the next. 

As an aside, if in (4.42) we put x = x0 and retain the divided difference 
notation we have 

f (")(r/o) 
f[xo . . . . .  x.] = ~ ,  (4.44) 

n! 

which shows the close connection between the divided difference represen- 
tation for f ,  (4.39), and the Taylor polynomial representation. Indeed, 
allowing Xo, ..., xn to be equally spaced in (4.44) and letting h---~0, we 
obtain 

f(")(Xo) 
lim f[xo . . . .  , x~l = (4.45) 
h~O n! 

and (4.39) becomes the Taylor polynomial for f about x0, with remainder. 
What we have given is a proof of Taylor 's  theorem. 

In practice, it is usually difficult to evaluate f~"+~)(x). It is then desirable 
to use an (n + 1)th difference in place of ft"*~)(~x) to estimate the error term 
(4.13) for polynomial interpolation. If in Example 4.4 we are given 
log 2 .3=0 .8329  we find that, with h = 0 . 1  and f ( x ) = l o g  x, 
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Table 4.9 Evaluation of a polynomial by 'building-up' 
from its differences. Here p(x) = x 3 -  3x + 5, so third differ- 
ences are constant 

Differences 

x p(x) 1st 2nd 3rd 

0 5 
- 2  

3 6 
4 6 

16 6 
23 ~ 18 

~ 3 4  6 
57 24 

58 
5 115 

A2f(2 .1)=-0 .0022.  (For x between 2.1 and 2.3, h2f"(x) actually lies 
between -0.00227 and -0.00189.) 

The relation (4.43), which connects differences with derivatives, reveals one 
other property of polynomials. If p E P, ,  its nth derivative is constant and 
higher derivatives are zero. Substituting p(x) into (4.43), we see that the same 
statement holds for differences so that, for p E P,, differences higher than the 
nth must be zero. We can make use of this property to tabulate a polynomial. 

Example 4.9 In Table 4.9 the polynomial p(x)= x 3 -  3x + 5 is evaluated at 
x -  0, 1,2, 3 and differenced, to produce all the numbers which appear above 
the line shown in the table. Further entries are constructed by using the 
property that third differences are constant. So, below the line, we insert the 
entries 6, 18, 34, 57 in that order. Next, returning to the constant third 
differences, we insert the entries 6, 24, 58, 115, and so on, to extend the table. 

D 

4.9 Effect of rounding error 

We now consider how the accuracy of the function values f(xi) affects the 
accuracy of interpolation. We recall the Lagrange form (4.11), 

p,,(x) = Z Li(x)f(xi). 
i=0 

Suppose that, instead of exact values f(x~), we have approximate values 
f* (xi), where 

I f (x , )  - f *  (x;)l ~< e, (4.46) 
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for each i. For example, if the exact values f ( x i )  are rounded to four decimal 
places, we can take e -  �89 x 10 -4. Thus, instead of the true polynomial p , ( x ) ,  
we evaluate 

p~ (x) - Li(x) f* (x~). (4.47) 
i - O  

(We will ignore the effects of rounding error in evaluating the right side of 
(4.47), so as not to obscure the main point.) We deduce, using (4.46), that 

I p . ( x )  - p .  (x) l ~ e2.(x), (4.48) 
where 

2,(x) = ~ [ L~(x)1. (4.49) 
i = 0  

The function 2n(x), which is called a Lebesgue funct ion ,  gives an upper 
bound for the 'magnification factor' between the errors in the f ( x i )  and the 
error in p , ( x ) ,  due to rounding. If we are interpolating within an interval 
[a, b], we will be interested in the values of 2,  on [a, b]. We note that the 
Lebesgue function 2 , ( x )  depends only on the interpolating points and not 
on the function f. Suppose the x~ are ordered so that x0 < xl < .-. < x,. The 
number 

A,, = max 2,(x) (4.50) 
a , x , b  

is called the Lebesgue constant of order n. It is an interesting task to 
compute A, for different choices of interpolating points. When the xi are 
equally spaced on [ -1 ,  1 ] it may be verified (see Problem 4.33) that A, < 30 
for 1 ~< n <~ 10, where [a, b] in (4.50) is taken to be [ -  1, 1 ]. The case n = 1 is 
particularly simple. We find that 2~ (x)= 1 for x0 ~< x~< x~, so that 

]p, (x) - p* (x) l ~< e 

for x0 ~< x~< Xl, whenever (4.46) holds. This can be deduced directly from 
Fig. 4.1, by drawing above and below p~, at a distance e, two straight lines 
parallel to p~. We see that p* must lie between these two parallel lines. 

4.10 Choice of interpolating points 

We now return to the formula (4.13), obtained for the error incurred by 
using the interpolating polynomial p,  in place of f :  

f (x) - p,,(x) = (x - Xo)'" (x - x,,) 
f("§ ')(~'x) 

(n+ 1)! 
(4.51) 
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which is valid provided f("+~) is continuous. We suppose that p,(x) is used 
to approximate to f(x) on some finite interval which, to be definite, we will 
take to be [ - 1 ,  1 ]. Then, if Ift"+~)(x) [ is bounded by M,+~ on [ - 1 ,  1 ], we 
have 

max If(x) - p,(x)] ~< /14',+~ max i(x - x0)... <x- x~)I, (4.52) 
- l - x - I  (n + 1)! - 1 , x , 1  

We naturally ask: is there a choice of  interpolating points x~ for which the 
fight side of (4.52) is minimized? This is a very difficult question to answer 
directly. 

The answer is to be found in the study of a sequence of polynomials 
discovered by the Russian mathematician P. L. Chebyshev (1821-94).  By 
applying an induction argument to the trigonometrical identity 

cos(n + 1)0 + cos(n - 1)0 = 2 cos nO cos 0 (4.53) 

we can see that cos nO is a polynomial of degree n in cos 0 for n = 0, 
1,2 . . . . .  We therefore put x = cos 0 and write 

T,(x)=cos(n cos -) x), -1  ~<x~ 1, (4.54) 

to denote this polynomial of  degree n, which is called a Chebyshev 
polynomial. On rearranging (4.53), we obtain 

T,+~(x) = 2xT,(x)-  T,_~(x), n>~ 1, (4.55) 

with To(x)= 1 and TI ( x ) -  x. This is a recurrence relation which enables us 
to evaluate the Chebyshev polynomials. By using (4.55), with the above 
initial values for To and T~, we derive in turn 

T2(x ) = 2x 2 -  1, T3(x ) = 4x  3 -  3x, 

T4(x) = 8x 4 -  8x 2 + 1, Ts(x) = 16x 5 - 20x 3 + 5x, 

to give only the first few. In practice we do not need to display these 
polynomials in algebraic form, as above. For any given values of n and x 
we can evaluate T,(x) by the following algorithm. 

A l g o r i t h m  4.5 

i f  n = 0 then  T. := 1 

e lse  if  n -  1 then  T. := x 

e lse  To := 1, T t : - x  

for  k :=  1 to n -  1 

Tk +~ := 2xT, -  T,_~ 
next  k ffl 
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It is very easy, using a computer and Algorithm 4.5, to draw graphs of 
the Chebyshev polynomials. As an example, the graph of Za(x ) is displayed 
in Fig. 4.2. 

These graphs suggest the following three properties of the Chebyshev 
polynomials: 

(i) I Z.(x) I -< 1 for - 1 ~< x ~< 1, 
(ii) T, has n distinct real zeros in the interior of [ - 1 ,  1 ], 

(iii) I T.(x) I attains its maximum modulus of 1 on [ -  1, 1 ] at n + 1 points, 
including both endpoints +1, and T,,(x) takes the values +1 alternately 
on these points. 

We will now verify these properties. First we see that (i) follows 
immediately from the definition (4.54). Second we note that 

T , ( x ) = 0  =,  cos n 0 = 0 ,  

whence nO = (2k + 1)n:/2, with k an integer, and 

x = c o s  0=cos{  (2k+ 1)~r/(2n)}. 

We obtain exactly n distinct values of x on [ - 1 ,  1 ] for which T,,(x)= 0 by 
taking k = 0, 1 . . . . .  n -  1. Since T, ~ P, ,  there cannot be more than n such 
values. Therefore we must have found all the zeros of T,. Finally, 

IZo(x) l= 1 =~ cos nO = +1 

whence n 0 = kzt, with k an integer, and 

x = cos 0, with 0 = kzt/n. 

y 

Fig. 4.2 The Chebyshev polynomial T4(x). 
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Corresponding to this value of x we have 

T~ (x) = cos n 0, with 0 = kz t /n ,  

so that 

T, (x )  = cos kzt - ( -  1) k. 

This shows that T~(x) takes the values +1 altemately as x takes the values 
cos ( k z t / n ) ,  0<~ k<. n. Note that k - 0  and n correspond to x =  1 and -1  
respectively. These n + 1 points where T, assumes its maximum modulus on 
[ -  1, 1 ] are called the extreme points  of 7',. 

We now state and prove a theorem due to Chebyshev which settles the 
question posed at the beginning of this section about the choice of 
interpolating points: the theorem shows that this difficult question has a 
simple answer. 

Theorem 4.3 If q E P.  has leading coefficient 1 (that is, the coefficient 
of x" is + 1) thent ,  for n ~> 1, 

[[qll.. = max [q(x)[ 
- 1  , x ~  1 

is minimized over all such choices of q when q = T , / 2 " - t .  

P r o o f  We suppose that the statement of  the theorem is false and seek to 
establish a contradiction. Thus we assume the existence of a polynomial 
r E P,  with leading coefficient 1 such that 

II rll..< 1/2"-'. 
Let us consider the polynomial 

1 
r(x) - q(x) - r(x) 2 "-~ T~(x), (4.56) 

which belongs to P,_~. On each of  the n + 1 extreme points of T,, the first 
term on the fight of (4.56), r(x) ,  has modulus less than 1/2 "-~, while the 
second term, T , ( x ) / 2  ~-~, takes the values +1/2 "-~ alternately. Thus the 
polynomial r - q  takes positive and negative values alternately on the n + 1 
extreme points of T,. This implies that r - q E  P,_~ has at least n zeros, 
which provides the required contradiction. I-1 

Since (x - Xo). .. (x - x,,) is a polynomial belonging to P,+~, with leading 
coefficient 1, we have the following important corollary to Theorem 4.3. 

t [[ q [[.. is called the maximum norm of q (see w 5.1). 
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Corollary 4.3 The expression 

max I(x - xo).-. (x - x,)[ 
- 1  ~ x ~  I 

is minimized, with minimum value 1/2", by choosing x0 .. . . .  x, as the zeros 
of the Chebyshev polynomial T~. ~ (x). Vl 

We now apply this result to the inequality (4.52) which, being derived 
from the error formula (4.51), requires continuity of f("+~). If we choose 
p,  E P, as the polynomial which interpolates f o n  the zeros of T,+~, then 

M~+l 
II f -  P, II** ~< , (4.57) 

2"(n + 1)! 

where M,+l is an upper bound for If~"+~(x) I on [ -  1, 1 ]. 

4.11 Examples of Bernstein and Runge 

In this section we consider examples which warn us of the limitations of 
using interpolating polynomials as approximations to functions. First we 
consider I xl on [-1,  1]. Since the first derivative is discontinuous at the 
origin, the error formula (4.13) is not valid in this case. Nevertheless, since 
the function I xl is continuous, the reader may believe intuitively that the 
sequence of interpolating polynomials, whether interpolating at the 
Chebyshev zeros or at equally spaced points on [ - 1 ,  1 ], will converge 
uniformly to I xl on [ -1 ,  1 ]. Table 4.10 suggests that such intuition is 
misleading: for the given range of values of n, we see that the errors grow 
catastrophically for the equally spaced interpolation points. The behaviour 
of the errors for interpolation at the Chebyshev zeros is much more 
satisfactory and indeed these errors diminish with increasing n, although not 
as rapidly as one might wish. (The entries in Table 4.10 are given to two 
significant figures.) 

Our second example is 1/(1 +25x  z) on [ - 1 , 1 ] .  In this case, all 
derivatives are continuous on [ -  1,1 ]. Table 4.11 presents numerical results 
for the error of interpolation for this function in the same format as used in 
Table 4.10 for I xl.  We note that the results in Table 4.11 are broadly 

Table 4.10 Maximum modulus of f ( x )  - p , ( x )  on [ -  1, 1 ] for f ( x )  = [ x I, for interpolation 
at equally spaced points and at the Chebyshev zeros 

n 2 4 6 8 10 12 14 16 18 20 

Equally spaced 0.25 0.15 0.18 0.32 0.66 1.6 4.1 11 32 95 
Chebyshev 0.22 0.12 0.087 0.067 0.055 0.046 0.040 0.035 0.031 0.028 
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Table 4.11 Runge's example: maximum modulus of f ( x )  - p , ( x )  on [ -  1, 1 ] for 
f ( x ) -  1/(1 + 25x2), where the interpolating points are equally spaced. For comparison, we 
also give the results for interpolation at the Chebyshev zeros 

n 2 4 6 8 10 12 14 16 18 20 

Equally spaced 0.65 0.44 0.62 1.0 1.9 3.7 7.2 14 29 60 
Chebyshev 0.60 0.40 0.26 0.17 0.11 0.069 0.047 0.033 0.022 0.015 

similar to those of Table 4.10, with catastrophic results for the equally 
spaced case and errors which decrease very slowly in the Chebyshev case. 
The disastrous behaviour of interpolating polynomials on equally spaced 
points for the function 1/(1 + 25x 2) on [ -1 ,  1] was first demonstrated by 
the German mathematician C. Runge (1856-1927) near the beginning of 
the twentieth century. Just a few years later, the corresponding problem for 
Ix I, which we have described above, was first discussed by the Russian 

mathematician S. N. Bernstein (1880-1968). 
After these two 'bad' examples, we end this chapter on a more positive 

note by looking again at (4.57). We deduce that if all the derivatives of a 
given function f exist and 

/14,+1 
lim = 0, 
',--'** 2"(n + 1)[ 

where M.§ is the maximum modulus of f<"§ on [ - 1 , 1 ] ,  then the 
sequence of polynomials which interpolate f at the Chebyshev zeros 
converges uniformly to f on [ -  1, 1 ]. An example of such a function is e x. 

Problems 

Section 4.1 

4.1 If f ( x ) =  1 and 5 at x = 0 and 1 respectively, construct the interpolating 
polynomial Pl which matches f at these points. 

4.2 Using (4 .1 )wi thx~=x0+ h , x = x o +  s h a n d  f ( x ) = e X ,  s h o w t h a t  

p l ( x o +  s h ) =  [1 + s(e h -  1)]e x0 

is the polynomial which interpolates e x at x0 and x~. 

4.3 Show that for any real number 2 ~: 0 and any positive integers r and s 
the polynomial 

q(x) = 2(x - xo)r(x -- X])" + " f(Xo) + f(x]), 
Xo -- X] X] 
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which is of  degree r+s ,  passes through the points (xo,f(xo)) and 
(x , , f (x , ) ) .  

4.4 Use linear interpolation to estimate cos 50 ~ given that cos 45 ~ = 1/./2 
(0.7071 to four decimal places) and cos 60 ~  ! 2 o 

4.5 By using interpolation at x = 1 and 4, find approximations to the 
function y = x ~/2 at x = 2 and x = 3. 

4.6 Write a program for carrying out linear interpolation. Extend the 
program so that, for given values of x0 and h, it prints the values 

le x~ +'h-p,(Xo + sh) l 
for s = 0.1,0.2 . . . . .  0.9, with p~ as in Problem 4.2. Use this to estimate the 
maximum error of linear interpolation between successive entries in a table 
of  e x, assumed to be tabulated at intervals of  h = 0.01 on [0, 1 ]. 

Section 4.2 

4.7 Find the interpolating polynomial for the function f which agrees with 
the following data: f ( x )  = 1, - 1 and 1 at x = - 1 ,0  and 1. 

4.8 Obtain the interpolating polynomial for the function x 2 + 1 at x = O, 1, 
2 and 3. 

4.9 Construct a cubic polynomial p such that, at x -  0 and 1, p takes the 
same values as f (0 and 1 respectively) and p'  has the same values as f '  ( - 3  
and 9 respectively). (Hint: let p(x)--ax3+ bx2+cx+d, derive four 
equations in a, b, c, d and solve them. See also w 6.4 on Hermite 
interpolation.) 

Section 4.3 

4.10 Estimate the accuracy of the results obtained in Problem 4.4, noting 
first that each cosine must be expressed in radian measure: for example, 
cos 50 ~ as cos (50:t/180). 

4.11 Suppose that a function f is tabulated at equal intervals of length h 
and that I f"  (x)[ ~< M throughout the table. Show that the modulus of the 
error due to the use of linear interpolation between any two adjoining 
entries in the table cannot be greater than ~ Mh 2. 

4.12 Verify that your computed results for Problem 4.6 are consistent with 
the general result in Problem 4.11. 

4.13 At what step size h ought the function sin x to be tabulated so that 
linear interpolation will produce an error of not more than �89 x 10-67 (Use 
the result quoted in Problem 4.11.) 
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Section 4.4 

4.14 Verify by induction on k that f~,k(x) is the interpolating polynomial 
for f a t  the points x~, x~.~ . . . . .  x~.k (see Algorithm 4.1). 

4.15 Set out the Nevil le-Aitken algorithm (as in Table 4.1) for interpola- 
tion of the function x ~/2 at x = 2, with x0 -  0, Xl = 1 and x2 = 4. Use the error 
formula (4.13) to help explain why it is possible for the result of interpola- 
tion based on all three points to be less accurate than that of interpolation 
based on x -  1 and 4 only. 

4.16 Write a computer program to implement Algorithm 4.1 
(Neville-Aitken). Use the data of Example 4.5 to test your program. 

Section 4.5 

4.17 In the following table, y denotes the function x sin x - 1  (to two 
decimal places). Use inverse interpolation to estimate the smallest positive 
root of the equation x sin x = 1. 

x 1.0 1.1 1.2 
y -0 .16  -0.02 0.12 

4.18 Write a program to carry out inverse interpolation based on three 
points. The program should read x0, Xl, x2, with Xo<X~ <x2, and three 
numbers F(xo), F(x,), F(x2), with F(xo)F(x2)<O. Assuming that F(x) = 0  
has exactly one root in [x0, x2], use inverse interpolation to estimate the root. 
Test your program on the data of Problem 4.17. Also use it to estimate 
the root of x - e - X = 0 ,  taking x0, xt and x2 as 0.50, 0.55 and 0.60 
respectively. 

Section 4.6 

4.19 It is alleged that a certain cubic polynomial in x matches the 
following data. Construct the polynomial by using divided differences. 

x - 3  -1  0 2 3 
y - 9  5 3 11 33 

4.20 By using divided differences, construct the cubic polynomial in y 
which matches the function x = y  1/4 at  y = 0 ,  l, 16 and 81. Evaluate the 
polynomial at y - 64 (see p. 61 ). 

4.21 Let us define 

f[xo . . . . .  x,,, x, x] = lim f[xo .. . .  , x,,, x + h, x]. 
h ~ O  



The interpolating polynomial 81 

Deduce that 
d 

f [xo . . . . .  x~, x, x] = ~ f [xo . . . . .  x~, x] . 
dx 

4.22 Write a program to implement Algorithm 4.2 (divided differences). 
Test it using the data of Table 4.5. 

4.23 Extend the above program so that, beginning with x, x0 . . . . .  x~ and 
f(xo),  ..., f ( x , ) ,  it evaluates the interpolating polynomial p,(x) .  

Section 4.7 

4.24 For the following data, calculate the differences, write down the 
forward and backward difference formulas and show that they give the same 
polynomial in x. 

x 0.0 0.1 0.2 0.3 0.4 0.5 
f ( x )  1.00 1.32 1.68 2.08 2.52 3.00 

4.25 In the following table, S(r) refers to the sum of the squares of the 
first r positive integers. From a table of differences of S(r),  form a 
conjecture that S(r)  can be represented exactly by a polynomial of some 
degree in r. Use the forward difference formula to construct this polynomial 
in r. 

r 1 2 3 4 5 6 7 8 
S(r)  1 5 14 30 55 91 140 204 

4.26 Show that A ( f ( x ) g ( x ) ) = f ( x ) .  Ag(x) + Af(x).  g(x  + h), and note the 
similarity this result bears to an analogous result for derivatives. Show also 
that 

A ( f ( x ) g ( x ) )  = f(x).  a g ( x )  + 6 f ( x ) .  g(x)  + zXf(x). ZXg(x). 

4.27 Construct the difference table for the following data. What is the 
lowest degree of polynomial which matches the data exactly? 

x 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
y 0.000 0.541 1.168 1.887 2.704 3.625 4.656 5.803 7.072 8.469 10.000 

4.28 Consider the forward difference formula (4.33) for the case where 
f ( x )  = e x. First show that, for this particular function, A~fo = u~'fo, where 
u = e h_ l, and deduce that 

sh, [l + (S) l u+ + .. + (s) ]xo  e 
(Note that the above factor which multiplies e x~ consists of the first n + 1 
terms of the binomial series for (1 + u) ' -e~h.) 
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4.29 Show by induction on k that 

Al'f~ = ~'~ ( -  iffio 1)i(k) fk-i" i 
Hint: use A k § l f0 = A kfl -- Akf0 and Pascal's identity 

(:)+(i k_ l)_(k+ l). 

4.30 For the case where the xj are equally spaced, write a program to 
evaluate the interpolating polynomial by the forward difference formula, using 
Algorithms 4.3 and 4.4. Use the data of Example 4.8 to test your program. 

Section 4.8 

4.31 Evaluate the polynomial p(x)= x2+ x + 7 for x = 0, 1 . . . . .  10 by first 
evaluating p(x) at x = - 1 ,  0 and 1 and then 'building up' from the constant 
second differences. 

Section 4.9 

4.32 Consider the Lebesgue function (4.49). Note that, as x varies, L~(x) 
changes sign only when x passes through one of the points xj. Deduce that 
2 , (x)  is a piecewise polynomial; that is, it is a polynomial on each sub- 
interval [xj, xj+~]. By considering the interpolating polynomial (4.11) for 
f =  1, show that 

~ L , ( x )  = 1 

i - 0  

and deduce that 2 , (x)  ~ > 1 for all x. Finally, show that 2,(xj) = 1,0~<j<~ n. 

4.33 Write a program to evaluate the Lebesgue function 2 , (x)  and draw its 
graph. Estimate 

A~= max A~(x) 
-1  ~ x ~  1 

for 1 ~< n ~< 10, when the xj are equally spaced. 

Section 4.10 

4.34 Show, by an induction argument based on the recurrence relation 
(4.55), or otherwise, that 

T,(-x)=(-1)"T~(x), 
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that is, the Chebyshev polynomials are odd or even functions according to 
whether n is odd or even respectively. 

4.35 Derive the recurrence relation 

T2,,~2(x) = 2(2x 2 -  1)T2,(x) - T2,_ 2(x) 

and note that this can be used to compute the even order Chebyshev 
polynomials recursively, without computing any odd order polynomials.  
How could the odd order polynomials similarly be computed 
separately? 

4.36 Show that Tm(Tn(x)) = Tm.(X ). 

4.37 Write a program to evaluate T,(x), using Algorithm 4.5. Hence use 
the computer to draw the graph of T,(x) f o r -  1 ~< x~< 1 and a given choice 
of n. 

4.38 Note how the gradient of T,(x) near x = •  increases sharply in 
modulus as n increases. In particular, show that T',(1)= n 2. Alternatively, 
note how close the largest zero of T, is to x = 1 by noting that 

cos = 1 - ~ .  
8n 2 

4.39 By considering the function x ( 1 -  x), show that, if n is a positive 
integer, r (n -  r)/n2= (r/n)(1 - r/n) and 

r(n - r) 1 
0<<. ~ - -  

n 2 4 

for 0~< r ~< n. Next show that 

m a x  
0 ~ x ~ l  

(x - -~)(x n -n r ) 1 

4 

and hence that 

m a x  
0 ~ x ~  i 

x(x_a)(x 1, 
1 

~< 
2 . +  1 

4.40 Use the final result of Problem 4.39 to show that, if p,  denotes the 
interpolating polynomial constructed for e" at the n + 1 equally spaced 
points x = r~ n, 0 <~ r <~ n, then 

e 
m a x  l e x - p ~ ( x )  I ~< 

0 , x ,  l 2 "+ l (n  + 1)! 
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What value of n will ensure that the error of interpolation is less than 10 -6 

in modulus? Compare your result with that of Problem 3.4. 

4.41 If x - �89 (1 + t), verify that 

lY-I (x - / )  1 ILI (t- --~--- 
i=O m 7 i=0  

2 i -  

Deduce from the result of Problem 4.39 that 

max I ( t -  Xo) . . .  ( t -  x . )  l <. 1 
-1 ~t,~ 1 

where x0 = -1 ,  x, = 1 and the xj are equally spaced on [ -1 ,  1 ]. 

4.42 In order to be able to evaluate sin x for any real x, it suffices to be 
able to evaluate f ( x ) -  sin[zt(1 + x)/4] on [ -1 ,  1 ]. Show that 

max [fix) - P.(X) I ~< 2(z~/8) "+ ' / ( n  + 1)!, 
- l ~ x - 1  

where p. interpolates f at the Chebyshev zeros. What are the smallest values 
of n which guarantee accuracy to 2, 4 and 6 decimal places respectively, 
assuming rounding errors are negligible? 

4.43 With f and p. as in the previous problem, use your computer program 
for evaluating the interpolating polynomial (Problem 4.23) to estimate the 
values of 

max If(x) - p~(x)[ 
- l - x ~ l  

for the first few values of n. How do these compare with the error estimates 
obtained in the previous problem? 

4.44 Show that the change of variable 

b-a) 
. . . .  

x =  2 t +  

maps the interval - l~<t~<l onto the interval a~<x~<b and that 
x - Xr = �89 (b  - a )  ( t  - tr), where Xr and tr are connected by the above change 
of variable. Hence show that 

min ~,x,bmax[(x-x~ 2( b-4 a)  "§ 

the minimum being attained when Xr = �89 (b  - a )  t r + �89 (b + a )  and the tr are the 
zeros of T~+ I. 
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4.45 Apply the result of Problem 4.44 to map [ -1 ,  1] onto [0, 1 ]. From 
this, show that if we construct the interpolating polynomial q, for e ~ at the 
n + 1 points �89 (1 + t r ) ,  0<~ r<~ n, where the t r a r e  the zeros of T,+~, 

max [eX-q,,(x)[ <~ 
0 ~ x ~ l  2 2n§ l(n + 1)l 

Compare this result with that in Problems 3.4 and 4.40. 

4.46 Extend your interpolating polynomial program (Problem 4.23) so that 
it evaluates f ( x )  and p , (x ) ,  allowing two options: where the xj are equally 
spaced and the xj are the zeros of T,+~. Arrange for the graphs of f and p,  to 
be drawn for -1  ~< x~< 1. Test your program on 'good' examples like e x 
and the function in Problem 4.42, and on 'bad' examples like Ix[ 
and 1/(1 + 25x2), all on [ -  1, 1 ]. 



ChapterS 
'BEST' APPROXIMATION 

5.1 Norms of functions 

In earlier chapters we have seen how both the Taylor polynomial and the 
interpolating polynomial can be used as approximations to a given function 
f ,  and in w we favoured interpolation at the Chebyshev zeros as an 
approximation to a function f E C "§ [ - 1 ,  1 ], the class of functions whose 
(n + 1)th derivatives are continuous on [ -  1, 1 ]. 

In this chapter we will explore other types of polynomial approximation 
which are based on minimizing the norm of the error function. First we 
must define the norm of a function, which is a measure of the 'size' of a 
function. We write Ilfll ,  which we read as 'the norm of f ' .  

Definition 5.1 The norm of a function belonging to some class of 
functions C is a mapping from C to the non-negative real numbers which 
sends f E C into II f I] ~> 0, subject to the following three properties or axioms. 

(i) Ilfll >0  unless f i s  the zero function, when Ilfll =0. 
(ii) For any real number 2 and any f E C, 

1] 2f  II- I ;t I Ilfll. 
(iii) For any f ,  g E C, 

Ilf+ g II "llfl l  + II g II. (5.1) U] 

Property (iii) is known as the triangle inequality. We will be using norms 
for two classes of functions. One is C[a, b], the class of continuous 
functions on [a, b]. The other is the class of functions defined on a finite 
set of  distinct points X = {x0, xl . . . . .  xN} and we will denote this by C(X). 

In w 4.10 we have already met an example of a norm: 

I l f lL= max If(x)l. (5.2) 
a ~ x ~ b  
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This is defined on C[a,b] and is called the maximum, Chebyshev or 
**-norm. It is easy to check that all three axioms of  Definit ion 5.1 are 
satisfied. It is customary to use a suffix, as we have used 0,, in (5.2), to 
denote a particular norm. This suffix can be omitted if it is clear which norm 
is meant or if we are making a statement which is valid for any norm. 

There is a family of  norms, called the p-norms, defined by 

(5.3) 

where f E  C[a, b] and p~> 1. Each value of p>~ 1 gives a norm, although the 
only two finite values of p which are used in practice are 1 and 2. It is easy 
to verify that (5.3) satisfies axioms (i) and (ii) of Definit ion 5.1. Axiom 
(iii) is easily verified for p = 1 and does not hold for p < 1, which explains 
our restriction p I> 1 above. For p > 1 we can approximate to the integral by 
sums and show that the verification of  axiom (iii) is equivalent to carrying 
out the same exercise for the discrete p-norm defined by (5.5) below. 

As well as the above norms for C[a,b], there are norms defined 
analogously for C (X). These are the discrete *o-norm, 

[Ifll~ = max I f(x,)l (5.4) 
O ~ i ~ N  

and the discrete p-norm, 

; : o  

the latter again being defined for all p I> 1. It can be verified that (5.4) and 
(5.5) satisfy Definition 5.1 and so are indeed norms. The verification of  the 
triangle inequality, axiom (iii), is difficult for (5.5), except for the 
important special cases p -  1 and p -  2. We will meet these discrete norms 
again in Chapter 10. 

The reader will note that in (5.2) and (5.4) we have used I l f l l  ~ t o  denote 
two different norms, one on C[a,b] and one on C(X), and we have 
similarly used llfll  to denote two different norms. As long as it is clear 
from the context which class of functions is being discussed, this dual use 
of notation causes no confusion. 

There is a close connection between the max imum norm (5.4) and 
the p-norms of  (5.5), given by 

lim If(x~) I p - max If(x~)I. (5.6) 
p - . ~  O~ i ~ N  

i = 0  

(See Problem 5.5.) This explains the notation Ilflf-,  and there is an 
analogous result for the norms (5.2) and (5.3) on C[a, b ]. 



88 Numerical analysis 

5.2 Best approximations 

Suppose we have a function f in C and we have chosen some norm on C, 
where the class of functions C is either C[a, b] or C(X). This leads us to an 
interesting class of polynomial approximations to f which are called best 
approximations. 

Definition 5.2 We say that p E P,  
respect to a given norm if 

is a best approximation to f E C with 

I I f -  p II = inf I I f -  q II. (5.7) 
qe  e. 

On the fight side of (5.7), the infimum is taken over all polynomials 
q E P,. Recall that ' infimum' means the greatest lower bound. It is 
important to realize that a greatest lower bound is not always attained (see 
Example 2.8). In this case, we want to know whether the infimum is 
attained by any polynomial p E P,. If there is such a polynomial p, we will 
say that the best approximation exists. Anyone who still thinks it is obvious 
that the best approximation exists should consider another approximation 
problem: find inf[ t t -  "~/2-1, where the infimum is over all rational numbers 
or. Obviously the infimum has the value zero, but there is no rational 
number closest to the irrational number q}-. This is an example of an 
infimum not being attained. Besides the question of existence of a best 
approximating polynomial, we naturally want to know if it is unique, 
whether it has any characteristic properties and how it can be computed. We 
should also ask what happens as the degree of the approximating poly- 
nomial is increased: can we obtain a sequence of approximating 
polynomials which converges uniformly to f on [a, b ]? 

In fact, there is always a polynomial p which satisfies (5.7), for any 
choice of norm, and therefore such a best approximation always exists. For 
a proof, which relies on the theory of normed linear spaces and so is beyond 
the scope of our text, see Davis (1976, pp. 137-9). We will consider the 
question of the uniqueness of best approximations, and the other questions 
raised above, throughout the rest of this chapter as we study important 
special cases of best approximations defined by (5.7). 

Before getting down to details, we make a simple observation about best 
approximations for f E C(X), with X = {x0, x~ . . . . .  xN}. If n>_. N, we need 
only choose p E P, as the interpolating polynomial for f on X and then 
[ I f -p l l  =0. We therefore exclude this trivial case by seeking best 

approximations from P, with n < N. 
We now give an example on best approximations for a function in C[0, 1 ] 

to make the point that, in general, different norms lead to different best 
approximations. 
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1/2 Example 5.1 The following are best approximations in P~ for x 
C[0, 1 ] with respect to the norms given in parentheses. 

�88 (3 - ~-) + ( '~- -  1)x (1-norm) 

l~ + ~ x (2-norm) 

+ x (~o-norm) 

These can all be found by elementary means and the last two may be derived 
by methods to be developed later in this chapter. To find the above 1-norm 
approximation, see Problem 5.32. U] 

Best approximations with respect to the maximum norm (*o-norm) are 
called minimax approximations, because this best approximation minimizes 
the maximum error II f - q  II- over all q ~ P~. There is also a special name 
for best approximations with respect to the 2-norm. These are called least 
squares approximations, for obvious reasons. 

Two classes of approximation problems can be distinguished. The first is 
approximation to a function on a finite interval, for example, the problem 
of choosing a polynomial which approximates within some given accuracy 
to e '  on [0, 1 ]. Such a polynomial could be used in a computer for evaluat- 
ing e x. For this purpose, a minimax approximation seems the most 
appropriate to use, amongst all the types of approximations which we have 
mentioned so far. In practice, as we will see later, it is preferable to use a 
polynomial which is near to the minimax but is easier to determine. 

The second class of problems deals with approximation to a function 
whose values are given at only a finite number of points. An example is a 
set of experimental results where the value of some function f has been 
determined at points x -x0 ,  x~ . . . . .  XN. If the points are distinct, we could 
construct the interpolating polynomial which matches f at each point. 
However, experimental data generally contain errors. It is therefore usually 
more appropriate to construct a polynomial of lower degree n < N which 
does not necessarily pass through any of the points, but has the effect of 
smoothing out the errors in the data. We now consider what type of 
approximation will do this satisfactorily. Suppose we try a minimax 
approximation and minimize 

max [ f (xi) - q(xi) l 
O ~ i ~ N  

over all polynomials q E P,, the set of polynomials of degree at most n. In 
fact, this can be most unsatisfactory as we now demonstrate by taking an 
especially bad case. We suppose that in Fig. 5.1 the extreme fight-hand point 
would be in a straight line with the others, but for experimental error. The 
minimax straight line approximation for this data is that labelled qt (x) in 
Fig. 5.1. Notice how the presence of only one inaccurate point has 
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Fig. 5.1 Minimax straight line approximation. 

substantially shifted the minimax approximation. Having seen an obvious 
disadvantage of minimax approximations for a function defined on a finite 
set of  points we naturally turn to a best approximation with respect to one 
of  the p-norms. We will consider in detail least squares approximations,  
which are the simplest to compute. 

5.3 Least squares approximation 

In this section, it is expedient to generalize the set of  approximating 
functions. A polynomial  of degree n may be thought of  as a linear 
combination of  the functions 1, x, x 2, . . . ,  x ". A key property of  these 
monomials  x r is that no linear combination of them (that is, no polynomial  
of  degree at most n) has more than n zeros, except for the polynomial  
which is identically zero. It is useful to have a special term to describe 
functions which have this property. 

Definition 5.3 A set of  functions { ~Po. ~ . . . .  , ~ , 1 ,  each continuous on an 
interval 1, is said to be a Chebyshev  set (or, equivalently, is said to satisfy a 
H a a r  condi t ion)  on I if, for any choice of  ao, a~ . . . . .  a ,  not all  zero,  the 
function 

e~(x) = ~,, r (5.8) 
r - 0  

has not more than n zeros on I. V1 

Thus the monomials  {1, x . . . . .  x"}, for any n, form a Chebyshev set on 
any interval. Another example of  a Chebyshev set is {1, cos x, 
sin x . . . .  , cos kx, sin kx } on 0 ~< x < 2zt, where k is any positive integer. 

Suppose we wish to approximate to a function f whose values are known 
at x = x0 . . . . .  xN by a function ~ defined by (5.8), with n < N. Let I be 
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some interval which contains all the x~. Then the condition that the functions 
~)r forn'] a Chebyshev set on I certainly ensures that the set {~P0 . . . . .  ~P,} 
contains no redundant members. For we cannot express any ~p, as 

~Ps(x) = Z br~Pr(X), for all x ~ [a,b], (5.9) 
r=0 

since this implies that a linear combination of  the ~)r has more than n (in 
fact, an infinite number) of  zeros. A set of  functions which satisfy a 
relationship of  the form (5.9) is called linearly dependent. It is useful to 
give a formal definition. 

Definition 5.4 A set of  functions {~'0 . . . . .  ~p.} is said to be linearly 
independent on some interval I if 

~'~ar~Pr(x) = 0, for all x E I 
r=O 

only if a0 = a l . . . . .  a ,  = 0. Otherwise, the functions are said to be linearly 
dependent, i-7 

The concept of  linear independence will be met again in Chapter 9. It 
follows from Definitions 5.3 and 5.4 that if a set of functions is a Cheby- 
shev set on I, it is also linearly independent on I. The converse does not 
always hold, as we now show. 

Example  5.2 The set {1, x, x 3} is not a Chebyshev set on [ - 1 ,  1 ], since 
the function 0.1 + ( - 1 ) . x +  1.x 3 has three zeros belongingt  to [ - 1 ,  1 ]. 
However, these three functions are linearly independent on [ - 1 ,  1 ]. F! 

We now wish to find the least squares approximation to a function f on a 
finite point set {Xo, X~ . . . . .  xN} by a function of  the form Oa defined by 
(5.8). We assume that { ~P0 . . . . .  ~p,}, with n <N,  is a Chebyshev set on some 
interval [a, b] which contains all the x~. We require the minimum of 

N 

E(ao . . . .  , a,) = ~ (f(x,) - ~a(x,)) 2 
i=0 

over all values of  a0 . . . . .  a , .  A necessary condition for E to have a minimum 
is ~E/~a r = 0 for r = 0, 1 . . . . .  n at the minimum. This gives 

N 

- 2  ~ [f(x~) - ( a o ~ o ( X i )  -4- . ~  -I.. an~pn(Xi))]~)r(Xi) = 0 
i---O 

t" A simpler example is the set { x3}, since x 3 has a triple zero at x - 0. 
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which yields the equations 

N N N 

a~ Z ~)~ +"" + an Z ~')n(Xi)~')r(Xi) "-" Z f (xi)~)r(Xi)' 
i - -0  i=O i = 0  

(5.10) 

for 0 ~< r~< n. These n + 1 linear equations in the n + 1 unknowns a0 . . . .  , a,  
are called the normal equations. We state, without proof here, t  that these 
linear equations have a unique solution if there is no set of numbers 
b0 . . . . .  b, (except b0 = b, . . . . .  b, = 0) for which 

s brWr(X,) = o, 
r = 0  

O<. i<~N.  

Since N > n and the ~)r fOlTn a Chebyshev set, this condition is satisfied. It is 
for this reason that we use functions ~)r which form a Chebyshev set. 

We have seen so far that a necessary condition for a minimum of 
E(ao . . . . .  a , )  is that the a r satisfy the normal equations (5.10) and we 
know that these equations have a unique solution. It still remains to show 
that the solution of these equations does, in fact, provide the minimum. 
To see this, let a o . . . . .  a* denote the solution of (5.10). First, we 
consider the case where there are only two functions 'P0 and ~, .  Consider 
the difference 

E(~* + 60, a* + 6,)- E(a~, a*) 

-Ztnx,)-(Z 
i=O 

+ 6o)~o(Xi) - (a* + 6,)q,~(x,)] 2 

Z I f (x , ) -  a~ 
i . .O  

~Po(Xi) - a* ~l(xi)] 2 

N N 

= Z [6o~o(X~) + 6,~p,(x3] 2- 260 Z ~(x~)[f(x~) - a~ ~o(X~) - a* ~p,(x;)] 
i = 0  i = 0  

N 

- 26, Z ,fl,(x3[f(x3 - a~ ~o(X3 - a* Y4(x3]. 
i=0 

The last two summations are both zero, since a* and a, satisfy the normal 
equations (5.10) for the case n = 1. Therefore 

N 

E(a~ + Oo, a* + 6,) - E(a~,a*) = Z [6o~o(X3 + 6,~p,(x3] 2. 
i=0 

(5.11) 

t" See Problem 9.39 of Chapter 9. 
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The right side of (5.11) can only be zero if 

6o~o(X~) + 6,W,(x~)=0 

for 0 <~ i ~< N, which cannot be so, unless 6o = 61 = 0, since ~0 and ~ form a 
Chebyshev set. Thus the fight side of (5.11) is always strictly positive 
unless 6 o - 6 ~ - - 0 ,  showing that E(ao, a,) has indeed a minimum when 

* = a* For a general value of n < N, we may similarly show that ao = ao, al 
N 

, �9 ~ 
E(a~  + ~o, .-.,  ao + ~ )  - E(a~ . . . .  , a~ ) -  [ ~ o ( x ~ )  + "-" + O~,~(x;)l ~, 

i=O 

showing that the minimum value of E(ao . . . . .  a,) occurs when 

a o = a o ,  . . . ,  a n  = a n .  

Example 5.3 Find the least squares straight line approximation for the 
following data. 

x 0.0 0.2 0.4 0.6 0.8 
f (x )  0.9 1.9 2.8 3.3 4.2 

If we take n = 1, ~Po(X)- 1 and ~l(x)-= x, the functions O a defined by 
(5.8) will all be straight lines. To find the least squares straight line we must 
solve the normal equations (5.10) which in this case are 

N N 

ao(N + 1)+ al E xi = E f(xi) 
i-o i-o (5.12) 

N N N 

ao E x~ + a, E x2 = E f(xi)x~" 
i = 0  i - O  i - O  

For the above data, these equations are 

5a0+ 2a~=13.1 

2 a 0 + l . 2 a ~ =  6.84 

with solution ao = 1.02, a l =4. The required straight line is therefore 
1.02 + 4x. Ui 

The foregoing method is easily extended to cater for approximation to a 
function of several variables. To approximate to a function f (x ,  y) at the 
points (xo, Yo) . . . . .  (xN, YN) by an approximating function of the form 
~n.. 0 a r ~ r ( X  , y), again assuming N > n, we minimize 

N 

E [f(xi, Yi) - (ao~o(Xi, y~) + ' "  + a, tp,(xi, y,))]2. 
i - O  
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By taking partial derivatives with respect to the ar, we again obtain a set of 
linear equations, which are like (5.10) with (x;, y;) written in place of (x;) 
throughout. For example, if n = 2, ~o(X, y) = 1, ~p~ (x, y) = x, ~P2(x, y)= y, 
we have the system of three linear equations 

N N N N 

ao E 1  + al E x i  + a2 E y i  = Ef (x i ,  yi) 
i = 0  iffi0 i = 0  i = 0  

ao 

N N N N 

~,,xi + al E x  2 + a2 Eyixi  = E f ( x i ,  Yi)Xi 
i = 0  iffiO iffiO i = 0  

N N N N 

ao E Y ;  + al Ex~yi + a2 E Y ~  = E f ( x i ,  Yi)Yi 
i = 0  i = 0  i = 0  iffiO 

to determine a0, a~ and a 2. 
Although we have discussed the existence and uniqueness of least 

squares approximations constructed from a Chebyshev set of functions, in 
practice we tend to use mainly polynomial approximations. It is sometimes 
quite difficult to decide what degree of approximating polynomial is most 
appropriate. If we are dealing with experimental results, we can often see 
that a polynomial of a certain degree appears suitable, judging from the 
number of large-scale fluctuations in the data and disregarding small-scale 
fluctuations which may be attributed to experimental error. Thus two large- 
scale fluctuations suggests a cubic approximation, since a cubic can have 
two turning values. (Ralston and Rabinowitz, 1978, describe a more 
rigorous statistical approach to the question of choosing the degree of the 
approximating polynomial.) 

Increasing the degree of the approximating polynomial does not always 
increase the accuracy of the approximation. If the degree is large, the 
polynomial may have a large number of maxima and minima. It is then 
possible for the polynomial to fluctuate considerably more than the data, 
particularly if this contains irregularities due to errors. For this reason it is 
often more appropriate to use different low degree polynomials to approxi- 
mate to different sections of the data. These are called piecewise 
approximations, the most commonly used being spline approximations, 
which we will discuss in Chapter 6. 

5.40rthogonal functions 

We now consider the problem of finding least squares approximations to a 
function f on an interval [a, b], rather than on a finite point set. Again, we 
seek approximations of the form ~,'f~o ar~r(X) constructed from certain 
functions ~r, 0 ~ r ~ n. We now assume that the ~r are linearly independent 
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on [a, b] and that the ~Jr and f are continuous on [a, b]. We wish to 
minimize 

(X) -- ar~)r(X (iX 
r-O 

with respect to a0 . . . . .  a,. As before, we set to zero the partial derivatives 
with respect to each a r and obtain the (linear) equations 

i i i a~ a ~)o(X)~)r(X) d x  4- oo. + a~ . ~)n(X)~)r(X) d x  = a f ( x )~ ) r (X  ) d x ,  ( 5 . 1 3 )  

for 0 ~<r~ n. Notice that these equations may be obtained from their 
counterparts (5.10) in the point set case, on replacing summations by 
integrals. It can be shown that the equations (5.13) have a unique solution if 
the ~ are linearly independent (see Problem 9.16). 

In the particular case where ~ r ( X )  = X ~ and [a, b] is [0, 1 ], the equations 
(5.13) become 

, 1 I '  
ao + i a~ + " "  + a , =  f ( x )  d x  

n + l  0 

l l 1 [1 
i ao + ~ a~ + . . .  + a ,  = j f ( x ) x  d x  

n + 2  0 
(5.14) 

1 1 1 r l  
ao + a~ + . . .  + ~ a~ = J f ( x ) x  ~ dx .  

n+ 1 n + 2  2n+ 1 o" 

Unless n is quite small, these equations are of a type for which it is difficult 
to calculate an accurate solution. Such equations are called i l l - c o n d i t i o n e d ,  a 

term which will be made more precise in Chapter 10. As n increases, the 
accuracy of computed solutions of these linear equations tends to deterior- 
ate rapidly, due to rounding errors (see Example 10.4). Similar behaviour is 
exhibited by the linear equations which arise in computing least squares 
polynomial approximations to f on a finite point set. The remedy is to use 
only low degree approximating polynomials, perhaps n ~ 6 or so, or to use 
orthogonal polynomials, which are described in w 5.5. 

It is natural to ask whether we can make a more appropriate choice of the 
functions ~ r than the monomials x r. We observe that, if the functions ~ r  satisfy 

Ib 
a ~r(x)~ps(x) d x  = O, r ,  s ,  (5.15) 

for all r and s, O<~r,s<.  n,  then the linear equations (5.13) 'uncouple' to 
give 

I I ar a (u d x  = a f ( x ) l f f r (X)  d r ,  (5.16) 
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for 0~< r ~< n. Note that both integrals in (5.16) exist, since f and the ~flr a r e  

continuous on [a, b]. Further, since the ~')r a r e  assumed to be linearly 
independent, the integral on the left of (5.16) is non-zero and therefore a r 

exists. This provides the solution immediately. 

Definition 5.5 A set of functions {~/'0 . . . . .  ~p.}, which does not include 
the zero function, is said to be orthogonal on [ a ,b ]  if the ~Pr satisfy 
(5.15). I-1 

It can be shown that a set of  orthogonal functions is necessarily linearly 
independent (see Problem 5.14). Before studying particular sets of 
orthogonal functions, we note the p e r m a n e n c e  property of least squares 
approximations using orthogonal functions. Suppose we have found the 
coefficients a0 . . . . .  a ,  from (5.16) and wish to a d d  a further continuous 
function ~p,§ orthogonal to the others, to find the best approximation of 
the form v ,  + L , r =  0 a r l P r ( X  ) .  We see that we need only calculate a,§ (from 
(5.16) with r =  n + 1); the values a0 . . . . .  a,, will be as we have already 
obtained. 

Example  5.4 The functions 1, cos x, sin x, cos 2x, sin 2x, . . . ,cos kx, 
sin kx are orthogonal on [-~:,  ~].  We need to verify that the appropriate 
integrals are zero (see Problem 5.16). rq 

With the set of orthogonal functions of Example 5.4 the best approxima- 
tion to f on [ -  Jr, at] is 

k 
1 
?- a0 + ~ (at cos rx  + b~ sin rx) ,  (5.17) 

r = !  

where from (5.16) 

I dx f(x) 

cos 2 rx  d x  = f ( x )  cos rx  dx,  
r - y t  - T t  

I sm rx  d x  - f ( x )  sin rx  dx,  
b r - z t  - z t  

l ~ r < ~ k ,  

l < ~ r < ~ k .  

We find that the integrals on the left sides of the last two equations have the 
value :r (see Problem 5.16), so that 

ar = - -  f ( x )  cos rx  dx ,  br = - -  f ( x )  sin rx  dx.  (5.18) 
7 [  - rt 7 t  - n " 

In (5.17), we write �89 a0 rather than a0 so that (5.18) also holds for r - 0. 
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Letting k--->,,* in (5.17), we obtain an orthogonal series for f which we 
will refer to as the classical Fouriert series. Some authors use the term 
'Fourier series' solely for this particular orthogonal series. The general 
orthogonal series for f on [a, b] is ~r=0 ar~Pr(X), where the ~r satisfy the 
orthogonality property (5.15). To denote the relationship between f and an 
orthogonal series for f ,  we will write 

oo 

f(x) .- E ar~Pr(X). 
r=O 

Note that, in general, we cannot assume that this infinite series converges 
to the function f nor even that the infinite series has a finite value. From the 
definition of the least squares approximation we have 

f-- ar rll =inf  f-~br~Pr I , 
r = 0  2 r = 0  2 

where the infimum is taken over all choices of b0 . . . . .  b,+~. Since one 
particular choice of the bris br= ar for 0 ~<r~< n and b,+~ =0 ,  it follows that 

r=O 2 r,,O 2" 

Thus the sequence of numbers (11 f -  Y~r"=O ar ~)r II is decreasing. We will be 
particularly interested in cases where this sequence tends to zero. 

Definition5.6 If Ilf-~r__oar~Prl[2--->O as n--->**, we say that the 
orthogonal series ~r"--0 a r~Pr converges in the least squares sense to f on 
[a, b]. [-1 

There is also a stronger form of convergence in which we work with the 
maximum norm of the error, rather than the least squares norm. 

Definition 5.7 If Ilf--Y~rL0 ar~/'rll~.--'>0 as n--->,,,,, we say that the 
orthogonal series ~r~=0 a r~Pr converges uniformly to f on [a, b ]. V1 

We can verify directly from the definitions of the norms that 

f --s <~ (b-a)'/21lf -s [ (5 19) 
r--0 2 r = 0  00" " 

This inequality shows that uniform convergence implies convergence in the 
least squares sense. The following example shows that the converse does not 

I" Named after the French mathematician J. B. J. Fourier (1768-1830). 
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hold. This is why we say that uniform convergence is a stronger form of 
convergence than convergence in the least squares sense. 

Example 5.5 

f , ( x ) = x "  

as approximations to f on [0, 1 ]. We have 

[ ~ [Ax) -f.(x)] 2 dx = 
J 0 

and 

L e t  f ( x )  - 0  on [0, 1 ] and consider the functions 

1 

2n+ 1 

max If(x) -f~(x) I = 1. 
0 ~ x ~ l  

Thus ( f . )  converges in the least squares sense to f, but does not converge 
uniformly to f on [0, 1 ]. D 

If f is continuous on [ -z t ,  ~t], it can be shown that the classical Fourier 
series converges in the least squares sense to f. Much investigation has 
been done on the u n i f o r m  convergence of the classical Fourier series. This 
investigation is concerned with finding conditions on f which ensure that 
its Fourier series converges uniformly to f on [-a t ,  at]. The assumption 
that f is continuous on [ -a t ,  at] is not sufficient to guarantee uniform 
convergence. If, however, f is periodic, with period 2at, and the classical 
Fourier series converges uniformly to f on [-at ,  at] then, due to the 
periodicity of all the functions involved, the series will converge 
uniformly to f everywhere. For more information on these convergence 
questions, see Davis (1976). 

Example 5.6 
We have 

Find the classical Fourier series for the function f ( x ) =  x .  

I S "  a~ = - -  x cos r x  d x  = 0 
-zt 

for all r, since x cos r x  is an o d d  function, and 

b 1 I  ~ 1 I =  __d ( 1 rx) 
= - -  x s in  r x  d x  = - -  x - - -  cos 

- n  ~ - n  d x  r 
dx 

~ r  

l I "  
[x cos rx]~_~ + cos r x  d x  

atr -= 

= ( -  l f - ' 2 / r ,  
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since cos rzt = c o s ( -  rzt) = ( -  1) r and the last integral is zero. Hence 

X . . . 2 Z  ( - 1 )  r - !  

r r = l  

sin rx .  1--I 

E x a m p l e  5.7 
function defined by 

! 
--~, 

f ( x ) =  O, 

Find the classical Fourier series for the 'square wave'  

- z ~ < x < O  

x = O  

O < x ~ z ~  

and f periodic elsewhere, with period 2zt (see Fig. 5.2). Since f is an odd 
function, a,  = 0 for all r and 

b , -  - -  f ( x )  sin r x  d x  = - -  f ( x )  sin r x  d x  
~ - n  j,g 0 ~ 

- - -  sin r x  d x .  
~ o 

0, r even 
br  = 2/(7tr), r odd 

[21 

We find that 

and therefore 

2 ~ sin(2r + 1)x 
f ( x )  "- - -  

zt . 2 r +  1 

f (x) 

- 2 ~  - ~  rt 2tr 3 1 r  

i 

r 

47r x 

Fig. 5.2 The 'square wave' function. 
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5.50rthogonal polynomials 
To give a unified treatment of approximation, it is convenient to generalize 
the least squares norm by introducing a weight function. Let to denote some 
function which is integrable, non-negative and not identically zero on a 
given interval [a, b ]. Then we define 

We note that when to(x) - 1 (5.20) reduces to the 2-norm, defined by (5.3) 
with p = 2, and comparing the two definitions we observe that 

II f; to = II ,o ~/2f I1~. (5.21) 

From this it is clear that (5.20) defines a norm. We can determine best 
approximations with respect to this norm, using Definition 5.2. Given f, 
~Po . . . . .  ~p, as before, we wish to minimize 

x , -  ar  X, 
r - ,0  

over all choices of  a 0, ..., a, .  Proceeding exactly as before, we find that the 
introduction of to does not cause any dramatic changes. The ar still satisfy 
linear equations and if we now choose the functions ~)r SO that 

in to(X)~r(X)~,(X) dx = O, r ,  s, (5.22) 
a 

the normal equations uncouple, as before, to give 

ar I~ to(x)(g'r(X))2 dx = I~ to(x)f(x)~Pr(X) dx. (5.23) 

Note that, when we take to(x)-= 1, (5.23) reduces to (5.16) as we should 
expect. 

Functions which satisfy (5.22) are said to be orthogonal on [a, b] with 
respect to the weight function to. The resulting infinite series ~,7.o arg)r(X) 
is referred to as an orthogonal series, as before. We now show that we can 
construct polynomials which satisfy (5.22). Since we are now to deal with 
polynomials, we will write Pr in place of g'r. We will construct polynomials 
Pr, r---0, 1 . . . .  , such that Pr(X) is a polynomial of degree r with leading 
term x r (with coefficient 1) and 

I~ to(X)pr(X)p~(x) dx = O, r ,  s. (5.24) 

This is done recursively. Suppose that, for some integer k~>0, we have 
constructed polynomials Po, P~ . . . . .  Pk, each with leading coefficient 1, 
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which are mutually orthogonal on [a, b] with respect to w. (This is easily 
achieved for k = 0 ,  where we select po(X)=--1.) We can verify (Problem 
5.14) that P0 . . . . .  p ,  are linearly independent and thus any polynomial of  
degree k + 1 with leading coefficient 1 can be expressed in the form 

k 

Pk + ~(x) = xpk(x) + E CrPr(X)" (5.25) 
r=O 

We need to choose the c r so that p,  + 2 is orthogonal to P0, P~ . . . . .  p,. First we 
have to cope with the awkward first term on the fight of (5.25): we know 
that the polynomials Po . . . . .  p ,  are orthogonal, but what can be said about 
xp, (x)?  The following lemma comes to the rescue. 

Lemma 5.1 If 0 ~ s ~ < k - 2 ,  

i b og(x)xp,(x)p,(x) dx = O. 
(I 

Proo f  We may write 

xp,(x) = p , .  l(x) + s djpj(x), (5.26) 
j=0  

for some constants dj, since xp, (x)  and p,+~(x) are both polynomials of 
degree s + 1 with leading coefficient 1 (see Problem 5.23). On multiplying 
each term of (5.26) by to(x)pk(x) and integrating over [a, b], the proof of 
the lemma follows from the orthogonality property (5.22). I"1 

By Lemma 5.1, the choice of Co = c~ . . . . .  c,_2 = 0 in (5.25) makes P,+~ 
orthogonal to P0,Pl . . . . .  P,-2. We now replace c,_~ by - Y ,  and c, by - i lk  
and write (5.25) as 

P,+l (x )= ( x -  f l k )pk (x ) -  ykpk-l(x) .  (5.27) 

It remains only to choose values of flk and Y, to make p~.+~ orthogonal to 
P,- i  and P,. From (5.27), 

I I og(x)pk +1(x)p,(x) dx = w(x)(x - flk)pk(x)p,(x) dx 
a a 

and we require the integral on the left of (5.28) to be zero for s -  k -  1 and 
s = k. For s = k -  1, since P,-~ and P, are orthogonal, we obtain 

I I , o~(x)xpRx)p,_ ~(x) dx - y~ , o~(x)(p~_ ~(x)) 2 dx - O. 
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We can simplify the first of the two integrals above by writing xpk_~ (x) as 
we did with xp , (x )  in (5.26) and obtain, by orthogonality, 

)'k = ,, to(x)(pk(x)) 2 to(x)(pk- I(X)) 2 dx. (5.29) 

With s = k in (5.28), the required orthogonality of Pk.! and Pk immediately 
yields 

= to(x)x(pl,(x)) 2 to(x)(pk(x)) 2 dx. (5.30) 

It is convenient to define the trivial polynomial P-i  (x) - 0 .  This is not, of 
course, one of the orthogonal polynomials. The introduction of P- l ,  together 
with p o ( x ) -  1, allows us to use (5.27) from k = 0  onwards, instead of from 
k = 1. Since P-l  = 0 the value of 7o is irrelevant in (5.27), but to be definite we 
take Y0-0.  Then (5.27), (5.29) and (5.30) allow us to compute the poly- 
nomials p~, P2, .-- recursively. The computation is carried out in the order 

flo, Pl; ill, )'~,P2; flz, 72,P3; f13, )t3, P 4 ;  . . . .  (5.31) 

In general, we will need to use numerical integration to evaluate fla and )'k. 
We will return to the practical details of this later. 

Given a system of orthogonal polynomials P0, P~ . . . . .  it is clear that the 
system 60P0, 61Pl . . . .  is also orthogonal, where 60, 61 . . . .  are any non-zero 
real numbers. These two systems are equivalent in the sense that an 
orthogonal series in terms of the Pr would be the same as that in terms of 
the Or Pr" This is why we have 'normalized' (scaled) the Pr tO have leading 
coefficient 1. Subject to this normalization, there is a unique orthogonal 
system with respect to a given to on [a, b ]. 

Example  5.8 The most obvious weight function is w ( x ) -  1, and we will 
take [a, b] as [ -  1, 1 ]. Then, following the scheme (5.31), we obtain for the 
first few coefficients and polynomials 

o, x; o, x o, o, 9 ,  x 4_  + 

These are called the Legendre polynomials.  Traditionally, this name is 
reserved for the multiples of these polynomials for which p~(1)= 1 for all r. 
Thus the first few Legendre polynomials proper are 1, x, (3x 2 -  1)/2, 
(Sx 3 -  3x)/2,  (35x 4 -  30x 2 + 3)/8. These satisfy the recurrence relation (see 
Davis, 1976) 

(k + 1)pk+j(x) = (2k + 1)xp, t . (x) -  kpk_~(x).  (5.32) I--i 

Once we have computed the system of orthogonal polynomials Pr, we can 
find the best approximation, which minimizes (see (5.20)) 

r = 0  2 
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by computing the coefficients a r from (5.23) with ~)r replaced by Pr" Thus 

a~ = ,, to(x)f(X)pr(X) to(x)(pr(X)) 2 dx. (5.33) 

This will require numerical integration, in general. 

Example 5.9 Let us find the first three terms of the Legendre series for 
eL We use (5.33) with to(x) - 1 and [a, b] = [ -  1, 1], with P0 = 1, p~ = x, 
P2-- x 2 -  �89 as found in Example 5.8. Using integration by parts, we obtain 

a0 = ( e -  e - l ) / 2 ,  al = 3e -l, a2= 1 5 ( e -  7e- t ) /4 .  

The least squares polynomial for e x on [ - 1 ,  1 ] is therefore 

a 0 + a l x  + a E ( x  2 - ~ ) = 0.996 + 1.104 x + 0.537 x 2 

which is not so different from the Taylor polynomial. In practice it would be 
more sensible to use numerical integration to evaluate the a r. I"-I 

In w 4.10 we introduced the Chebyshev polynomials. We now ask if there 
is a weight function which makes them orthogonal on [ - 1 ,  1 ]. For this we 
require 

I' I 0 = to(X)Tm(x)T~(x) dx - to(cos 0) cos mO cos nO sin 0 dO, 
- !  0 

on making the substitution x = cos 0. The orthogonality property is satisfied 
if to (cos 0) sin 0 - 1 since (cf. Problem 5.16) 

This gives 

I " cos mO cos nO dO = O, 
0 

m ~ n .  

w(cos 0 )=  1/sin 0 =  1 / ( 1 - c o s  2 0) !/2 

and we have shown that the Chebyshev polynomials are orthogonal on 
[ - 1 ,  1 ] with respect to weight function (1 - x2) -~/2. 

The recurrence relation for the Chebyshev polynomials (4.55), 

Tk+l (x) = 2xTk(x )  - Tk-l (X), 

does not fit the general form (5.27) due to the presence of the factor 2 on 
the fight This discrepancy would be righted if each T r w e r e  scaled to have 
leading coefficient 1. 

A third set of orthogonal polynomials which is frequently encountered 
(although not as commonly as the two sets we have just mentioned) are the 
Chebyshev  po lynomia l s  o f  the second kind, defined by 

Uk(x)  = sin(k + 1)0/sin 0, (5.34) 
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where x = cos 0. It is left as an exercise for the reader (in Problem 5.29) to 
show that these polynomials are orthogonal on [ - 1 ,  1 ] with respect to 
weight function ( 1 -  x2) '/2. Note that, as defined by (5.34), these poly- 
nomials do not have leading coefficient 1. The polynomials Ur play an 
important role in best approximations with respect to the 1-norm, defined by 
(5.7) and (5.3) with p = 1. We state without proof the following. 

T h e o r e m  5.1 If  f is continuous on [ - 1 ,  1] and f - p  has at most n + 1 
zeros in [ - 1 ,  1 ] for every p E P, ,  then the best 1-norm approximation from 
P,  for f on [ - 1 ,  1 ] is simply the interpolating polynomial for f constructed 
at the zeros of U,,+ ~. I--I 

Thus best 1-norm approximations are surprisingly easy to compute, for 
functions f which satisfy the conditions of  this theorem. This result enables 
us to justify that the best 1-norm approximation for x ~/2 on [0, 1] is that 
given in Example 5.1 (see Problem 5.32). We will not pursue 1-norm 
approximations any further. (See Rivlin, 1981.) 

Of  all the orthogonal polynomials, those which concern us most here are 
the polynomials Tr. The orthogonal series based on these, called the 
Chebyshev series, is of  considerable theoretical and practical interest. It is 
usual to write the series as 

oo 

Z '  arTr(x), (5.35) 
r = 0  

where ]~' denotes a summation whose first term is halved. To find the 
coefficients we use (5.33) with to(x)= ( l - x 2 )  -1/2, [ a , b ] =  [ - 1 ,  1] and 
P r  = Z r .  Because we have �89 a0 as the first term in (5.35) we need to replace 
a0 by �89 a0 in (5.33) when r = 0. Putting x = cos 0, the denominator on the 
right of (5.33) is 

I' Io -l (1 - x2)-I/2(T~(x)) 2 d x -  cos rO dO, (5.36) 

which has the value ~ /2  for r > 0 and the value ~: for r=  0. Thus from (5.33) 

21 ' a~-  - -  -1 (1 - xZ)-V2f(x)T~(x) dx. (5.37) 

The Y.' notation allows us to use the one formula (5.37) to stand for both 
r -  0 and r > 0 ,  despite the two different values of (5.36). On making the 
substitution x - c o s  0 in (5.37), we obtain 

2j. 
a r = - -  f(COS 0) COS rO dO, (5.38) 

7 t  0 "  

which reminds us of the classical Fourier coefficients. Denoting the 
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classical Fourier coefficients of f(cos 0) by a r and b r ,  w e  have from 
(5.18) that 

a~ 1 I ~ f(cos O) cos rO dO, 
1 STt 

b* = - -  f(cos 0) sin rO dO. 

Since the above two integrands are respectively even and odd functions on 
[ -z t ,  zt], we have br* = 0 and 

�9 2fo ar = --  f(cos 0) cos rO dO = ar. 

Thus the Chebyshev series for f ( x )  is just the classical Fourier series for 
f (cos  0) and therefore we may apply results concerning convergence of the 
latter series. For example (see Davis, 1976), if f '  is piecewise continuous on 
[ -  1, 1 ], the Chebyshev series converges uniformly to f on [ -  1, 1 ]. 

Example 5.10 Find the Chebyshev series for f ( x ) =  ((1 + x)/2)  1/2. Since, 
with x = c o s  0, ((1 + x) /2) l /2=cos �89 0, we obtain 

ar = - -  cos i 0 cos rO dO. 
0 

From (2.8) we have 

2 c o s  � 8 9 1 8 9 1 8 9  

and so obtain 

a r = ( - 1 )  r - !  
at(4r 2 - 1) 

for all r. This gives the Chebyshev series 

(l+x) ~/2 2 4 ~  ) r -  _ 
, . -  --  + --  ( - 1 1Tr(x)/(4r2 1). 

2 ~ Yi7 r . .  1 

D 

The above account of weighted orthogonal expansions was derived from 
the weighted 2-norm defined by (5.20). We can analogously define 

['f; t~ Jl2 = { Z  t~ (5.39) 

for a function defined on a point set {x0 . . . . .  XN}, given a finite set of 
positive weights { too . . . . .  tON}. We can verify that (5.39) defines a norm, in 
the same way as we did for (5.20). Given a function f and linearly 
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independent functions ~P0 . . . . .  ~p, we can define a best approximation 
(Definition 5.2) with respect to the norm (5.39) and we can repeat the 
discussion presented at the beginning of this section. We can likewise 
construct a system of orthogonal polynomials induced by this norm. These 
satisfy 

N 

OOmr(X,)p,(z~) = o, 
i=O 

r :# s ,  

which is analogous to (5.24). If we believe that, for the given f ,  the data 
at some x~ are more reliable than at other points, we can choose values for 
the weights to~ accordingly. Otherwise, we can set each toi = 1 for equal 
weighting. As for approximation on an interval, we find that the 
orthogonal polynomials satisfy the same form of recurrence relation (see 
(5.27), 

pk+,(x)= (x-  flk)Pk(X)-- YkPk-i(X). 
In this case, we compute flk and ~'k from 

flk = ~ to, xi(pk(xi)) to,(p~(x,)) 2, 
i = 0  

(5.40) 

(5.41) 

Yk = ~ ~o, (Pk(X3) 2 w,(p,_ ,(x3) 2, (5.42) 
i = 0  

which are analogous to (5.30) and (5.29) respectively. If the denominator in 
(5.41) is zero, fl, is not defined. This can only happen if p,(x~)=0, 
i =0  . . . .  ,N, and therefore only if k~> N + 1, since p, is a polynomial of 
degree k. The least squares polynomial for f of degree ~ n is 

~ arPr(X), (5.43) 
r = 0  

where 

ar = ~ toif(x,)pr(Xi) O0i(pr(X3) 2, 
i=0 

(5.44) 

which is analogous to (5.33). If in (5.43) we choose n =N,  the least 
squares polynomial must coincide with the interpolating polynomial for f 
constructed at x - x 0 ,  .... xN and, therefore, we terminate the orthogonal 
series for f after N + 1 terms. Thus the orthogonal series for a function on 
a finite point set is a finite series, which is evaluated in the same way as 
described above for the evaluation of weighted orthogonal series on 
[a, b]. In fact, a weighted orthogonal series on [a, b] will usually be 
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computed as if it were an orthogonal series on a finite point set, since the 
integrals in (5.29), (5.30) and (5.33) will be estimated by numerical 
integration. If we use an integration rule with all weights positive (see 
Chapter 7), the integrals become sums exactly as in (5.41), (5.42) and 
(5.44) above. 

The determination of least squares approximations using orthogonal 
polynomials avoids the ill-conditioning, referred to in w which is 
encountered in the direct method of solving the normal equations. 

Example 5.11 Construct least squares approximations of degrees 1, 2 and 
3 for the following data. 

xi - 2  -1 0 1 2 
f i  - 1  - 1  0 1 1 

We take every tos= 1, p _ ~ ( x ) - 0 ,  p o ( x ) - 1 ,  7 0 = 0  and find that f lo=O. 
Thus p, (x) = x, fl~ = 0, )'~ = 2; p2(x) = x 2 - 2, f12 = 0, )'2 = ~; 
p3(x)= x 3 -  ~x.  Hence ao=0,  a~ = 3, a2=0,  a 3 = - - ~ ,  SO that the best 
approximation of degrees 1 and 2 is 3x; that of degree 3 is ( 7 x - x 3 ) ~ 6 ,  
which interpolates f at all five points, t--1 

The above example was so simple that we were able to write down the 
polynomials. In the algorithm which follows, the polynomials are 
evaluated in a purely arithmetical way without being displayed in 
algebraic form. In the first instance, the algorithm evaluates the least 
squares approximation defined by (5.43) and (5.44). It can also be used 
to calculate the least squares approximation with respect to tO on [a, b], 
whose coefficients are given by (5.33). For example, if t O ( x ) -  1 on 
[ -1 ,  1 ], we can evaluate the Legendre series by taking equally spaced 
points 

x s = - 1 + 2 i / N ,  0 <~ i ~ N,  

and choosing weights 

(.DO= t O N =  �89 tol  = "-- = t oN_I  = 1,  

for some suitably large N. Then the integrals (5.29), (5.30) and (5.33) will 
be estimated by the trapezoidal rule (see Chapter 7). 

Algori thm 5.1 The input consists of Xo . . . . .  XN, too . . . . .  tON and f i  =f(xi), 
0-< i -< N, with n < N. 

for i := 0 to N 
p_~.i:=O, P0.i:= 1 

next i 

70:=0 
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compute fl0 and a0 from (5.41) and (5.44) 
for r := 1 to n 

for i :=0 to  N 
compute Pr,i = pr (X i )  from (5.40) 

n e x t  i 
if r < n compute J~r and )'r from (5.41) and (5.42) 
compute a r from (5.44) 

n e x t  r 

For any required value of x, we can now find p r ( X ) ,  0 <~ r<. n, using the 
recurrence relation (5.40) and hence compute Y~r"--O a r P r ( X )  �9 1"7 

Note that we do not compute ~r and 7r as above in the case of the 
Legendre series, since the recurrence relation is known explicitly 
(see(5.32)). Likewise, for the Chebyshev series on [ - 1 ,  1 ], we should not 
use Algorithm 5.1 as it stands, since we again know the coefficients j~r and 
Yr of the recurrence relation. We will return to the evaluation of Chebyshev 
series later, when the following property of Chebyshev polynomials will 
prove useful. 

Example 5.12 Let xj denote cos(stj/N). The point set Ix0 . . . . .  XN} consists 
of the extreme points (that is, points of maximum modulus) of TN. The 
Chebyshev polynomials Tr, for 0~< r~< N, are orthogonal on this point set 
with respect to weights { �89 1 . . . . .  1, 1,�89 }. We can show (see Problem 
5.37) that 

N 

j=O 

r * s, (5.45) 

where ~" denotes a summation whose first and last terms are halved. We 
now use our results on orthogonal series to obtain least squares approxima- 
tions for a function f for the given sets of points and weights. To obtain 
polynomials with leading coefficient 1, we write pr  = Z r / 2  r-I  (for r ~> 1) in 
(5.43) and define I ~  r "--  a r / 2  r - l ,  where a r is given by the appropriate form of 
(5.44). On checking the coefficients ar for the three cases r =  0, N and 
0<  r<N and using (5.45) we find that the least squares polynomial of 
degree n < N on the given point set is 

~'~' OtrT,(x), (5 .46)  
rffi0 

where 

2 ~ N  tt 
ar = - -  ) ,  f()f)Tr(Jg). (5.47) 

N . 7"; 
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If we take n = N, the least squares polynomial, which coincides with the 
interpolating polynomial for f at the xj, is given by 

N 

~'~j" ~rTr(X)o (5.48) D 
r=0 

5.6 Minimax approximation 

As we have just seen, the Chebyshev series for a given function f is the solution 
of a certain least squares problem. We shall see later that, surprisingly, this 
series is closely related to the best polynomials in the minimax sense. 

If f is continuous on [a, b], we write 

E , ( f )  = min II f -  P I1.0. (5.49) 
pEP. 

We found the least squares problem easy to solve because it required the 
minimization of a differentiable function of  several variables, for which we 
have the standard technique of setting partial derivatives to zero. It is also 
helpful that the resulting normal equations are linear. However, the solution 
of the minimax problem (5.49) is much more difficult and we cannot solve 
it by direct assault! It is helpful to look first at the following examples. 

Example 5.13 If we replace n by n + 1 in Theorem 4.3 we see that the 
minimax approximation from P, for x "§ on [ - l ,  1] is the polynomial p 
such that 

x "+1 - p ( x )  = T,+I (x)/2". (5.50) D 

Example 5.14 Find the minimax straight line approximation a + b x  to the 
function x ~/2 on [ �88 ]. It is convenient to draw a graph of x 1/2 on [ ~, 1 ]. On 
the graph, we can visualize a straight line segment y -  a + b x  which we 
move around in different positions, seeking 

1/2 
E = m i n  max Ix  - (a + bx )  ], 

a,b 1/4~x, ! 

the minimum being over all a and b. It is obvious geometrically that, as 
shown in Fig. 5.3, the best straight line is that for which the maximum error 
occurs at x--�88 x -  1 and at some interior point, say x -  ~. We therefore 
have 

a+b . �88  - (])~/2= E (5.51) 

a + b~"- ~1/2 = - E  (5.52) 

a + b.1 - 1 = E. (5.53) 
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So far, to find four unknowns a, b, E and ~, we have only three equations. 
From Fig. 5.3 it is clear that the error y = x ~/2- (a  + bx)  has a turning value 
at x = ~ and so has zero derivative there. This gives, as a fourth equation, 

�89 ~ . - 1 / 2  - -  b = O. (5.54) 

On subtracting (5.51) from (5.53) we obtain b =  2 and so, from (5.54), 
17 ~. = 9 .  Adding (5.52) and (5.53) yields a = ~ and finally we obtain, say 

17 from (5.53), E - ~ 8 -  Thus the best straight line is y =  ~ + 2 x ,  which 
approximates x ~/2 on [ �88 ] with error in modulus not greater than 4~. As an 
aside, we point out that this approximation may be used to estimate the 
square root of  any positive number. We need to multiply it by an appro- 
priate power of  4 to put it into the range [ �88 ]. See Problem 5.41. D 

The latter example also shows us how minimax approximations from P~ 
behave for all functions f whose second derivative has constant sign. (Draw 
a graph.) In such a case we can move the straight line by raising, lowering 
or rotating it around the graph of f until the maximum error occurs at the 
two end points and at some interior point, with the maximum error 
oscillating in sign over these three points. A definition is helpful here. 

Defini t ion 5.8 A continuous function E is said to equ iosc i l la t e  on n points 
of  [a, b] if there exist n points xi, with a ~< x~ < x2 <--" < x, ~ b, such that 

I E(x,)l - max IE(x)[, i = 1,. . . ,  n, 
a , x ~ b  

y = a  + bx 

I/2 y = x  

t I I I 
I " " -  0 ~ ~ l x 

F i g .  5 . 3  Minimax straight line approximation for x ~/2 on [�88 
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and 

E ( x i ) = - E ( x i + l ) ,  i= 1 . . . . .  n -  1. l--1 

Thus for the minimax approximation from P,  in Example 5.13 the error 
function equioscillates on n + 2 points and the same is true with n = 1 in 
Example 5.14. The equioscillation of the error on n + 2 points or more turns 
out to be the property which characterizes minimax approximation from P, 
for any f E C[a, b ]. 

Theorem 5.2 Let f be continuous on [a, b] and suppose that, for a certain 
polynomial p E P,, f - p  equioscillates on n + 2 points of [a, b ]. It follows 
that p is the minimax approximation from P, for f on [a, b ]. 

Proof  If p is not the minimax polynomial, we can 'adjust '  p by subtract- 
ing some non-zero q E P, so as to reduce the maximum error. Thus q must 
have the same sign as f - p  on its n + 2 equioscillation points. This entails 
that q E P, oscillates in sign on n + 2 points, which is impossible as q has at 
most n zeros, l-q 

Example  5.15 Find the minimax polynomial from P2 for Ix] on [ - 1 ,  1 ]. 
We might guess this to be of the form a + bx 2, since ]xl is even. Thus on 
[0, 1 ] we require a minimax approximation for x of the form a + bx 2. This is 
equivalent to finding a minimax approximation for x 1/2 from P~ on [ - 1 , 1  ] 
which, using the method of Example 5.14, is found to be ~ + x (see also 
Example 5.1 and Problem 5.38). So we conjecture that the required minimax 
approximation for Ix] on [ - 1 ,  1] is x 2+~. Since the error function 
Ix 1 - ( x 2 +  -~) equioscillates on the points - 1 ,  - �89  0, �89 1, Theorem 5.2 

shows that x 2 + -~ is the minimax approximation for I xl on [ -  1, 1 ] from P3, 
and so also from P2. ['1 

There is a converse of Theorem 5.2 which justifies our claim above that 
equioscillation of the error function on n + 2 points characterizes minimax 
approximation. 

Theorem 5.3 If f is continuous on [ a ,b ]  and p denotes a minimax 
approximation E P, to f on [a, b], then f - p  equioscillates on at least n + 2 
points of [a, b ]. 

Proof  Write E ( x ) = f ( x ) - p ( x )  and suppose that E equioscillates on 
k < n + 2 points. Then (see Problem 5.45) we can construct q E P, which 
takes the same sign as E on all points where II E II- is attained and is scaled 
so that II q II-= 1. We denote by S_ the set of points where E(x)q(x)<~O 
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and S. the set where E(x)q(x)>0. Thus S+ U S_ = [a, b] and S.  includes 
all points where IIE II- is attained. Let 

d = max I E(x)[ < IIEIl-. (5.55) 
x~S_ 

We choose any positive O and define ~ as any point in [a, b ] for which 

[ E ( ~ ) -  e q ( ~ )  [ = II E -  Oq II-. (5.56) 

if ~ E s_, we obtain from (5.56) that 

II E -  Oq I I -=  I e(~)  I + e I q(~) I 
and so 

IIE-Oqll.~d§ 

If ~ ES +, we deduce from (5.56) that 

II E -  eq II- <max{ I E(~) I, el q(~) I I 

so that 

II E -  0q II - < max{ II E II-, 01. 

By (5.55), we can now restict 0 so that 

0< 0< II E I I . - d  

and the two possibilities (5.57) and (5.58) both yield 

II E -  0q II- < II EII- 

which contradicts the statement that p is the minimax approximation. 

(5.57) 

(5.58) 

r-1 

Corollary 5.3 If f is continuous on [a, b], the minimax p E P, is an 
interpolating polynomial on certain n + 1 points of [a, b]. (This interpolat- 
ing property is shared also by the weighted least squares approximations. 
See Problem 5.25.) r-q 

Knowing the equioscillation property, it is not difficult to show the 
uniqueness of the minimax polynomial. 

Theorem 5.4 If f is continuous on [a, b l, there is a unique minimax 
polynomial approximation of degree at most n for f on [a, b ]. 

Proof This proof is essentially that of Theorem 5.2. We argue that if 
p E P, is not the unique minimax polynomial, we can subtract some non- 



'Best' approximation 113 

zero q E P, from p so that p - q is also a minimax polynomial. Since 

I f ( x )  - ( p ( x ) -  q ( x ) )  I = I ( f ( x )  - p ( x ) )  + q ( x )  l 

cannot exceed II f - P  II- at each of the n + 2 equioscillation points of f - p ,  
it follows that q E P~ is alternately ~ and ~< on these points. This is imposs- 
ible (see Problems 2.3 and 2.4). El 

5.7 Chebyshev series 

Having studied the equioscillation property, we can now appreciate the 
relevance of Chebyshev series. Intuitively, if the Chebyshev series 
~'rTO arTr(x) converges rapidly to f ( x ) ,  the error in the partial sum, 

r = 0  r = n +  1 

will be dominated by the leading term a.+~T.+~(x), which equioscillates on 
n + 2 points. (We assume here that a,, + ~* 0, although if a .  + ~ = 0, the first non- 
zero term in the error will still equioscillate on n + 2 points.) From Theorem 
5.2 we see that if the error were exactly a.§247 then the partial sum 

r/ Z' 
s.(x) = arr~(X) 

r = O  

would be precisely the minimax approximation for f ( x ) .  If the series 
converges rapidly, so that a, .2,  an+3 . . . .  are small compared with a, .~, we 
can expect sn to be close to the minimax approximation. 

There are algorithms for computing minimax approximations. However, 
these algorithms are not easy to use and hence the emphasis on Chebyshev 
series, which are much easier to handle. 

Example  5.16 Consider the function x ~/2 on [�88 ], for which we found 
the minimax straight line in Example 5.14. We make a linear change of 
variable, so that x ~/2 for ~ x ~ < l  becomes (~ u + ~ )!/2 for - 1  ~ u ~  1. To four 
decimal places, the first few Chebyshev coefficients ar for this function are 

r 0 1 2 3 4 5 
a r 1.5420 0.2465 -0 .0202 0.0033 -0 .0007 0.0002 

The remaining coefficients are zero, to four decimal places. Knowing these 
coefficients, we construct partial sums of the Chebyshev series. In Table 5.1 
these are compared with the minimax polynomials of the same degree. To 
make it easy to compare the polynomials themselves, we have expressed the 
Chebyshev part ialsums explicitly in powers of u. I-1 
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Table  5.1 Comparison of  Chebyshev series and minimax approximations o f  degree 0, 1, 2 
3 on [ - 1 ,  1 ], which is x 1/2 on [~, 1 ] for the function ( ~ u + ~ ),/2 

Degree o f  Minimax Maximum Chebyshev Max imum 
polynomial polynomial error partial sum error I a .  § 1 ] 

0 0.75 0.25 0.7710 0.2710 0.2465 
1 0.7708 + 0.2500u 0.0208 0.7710 + 0.2465u 0.0245 0.0202 
2 0.7920 + 0.2465 u 0.0035 0.7912 + 0.2465 u 0.0043 0.0033 

- 0 . 0 4 2 0 u  2 -0 .0404u  2 

The Chebyshev coefficients, as we saw in (5.38), are given by 

2I" 
a r = - -  f(cos 0) cos rO dO. (5.59) 

0 

It is not always possible to evaluate these integrals exactly, as we were able 
to do in Example 5.10. We have to find some method for approximating to 
these coefficients. The most obvious approach is to approximate to the 
integral in (5.59) by some numerical integration rule. On using the 
trapezoidal rule with N equal sub-intervals (see Chapter 7), we obtain from 
(5.59), as an approximation for a r ,  

2 u ,, 
o~,. = - -  Z f(.~)Tr(.~), (5.60) 

N j--o 

where xj= cos(~j/N). In Example 5.12 we saw that these same numbers Otr 
are coefficients in a finite orthogonal series for f defined on the point set 
{Xo ..... XN}, whose members are the extreme points of TN. This series has 
partial sums 

~-~t [~rZr(x) (5.61) 
r , -0  

which we can now think of as approximations to the partial sums of the 
Chebyshev series. Of course each [~r depends on N; we expect that, in 
general, as N is increased in (5.60), we will obtain closer approximations ~r 
to the Chebyshev coefficient at, given by (5.59). 

We now derive an explicit relation between the i~ r and the a r. First we 
extend the orthogonality relation (5.45) to polynomials Tr with r >N by 
noting that 

T ~ , u ~ ( ~ )  = c o s  = c o s  k z q  • . 
N 
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From the periodicity of the cosine function, we have 

Tz~• = Tr(Xj). (5.62) 

We also extend (5.45) to give, with r = s (see Problem 5.37), 

N (Tr(Xj))2 = {1 ,~--,,, 7 N, 0 < r < N 
(5.63) 

j=0 N, r = 0 o r N .  

Let us now assume that the Chebyshev series for f converges uniformly to f 
on [ - 1 ,  1 ]. Then it follows from (5.60) that 

t~l'r --" - -  Z '  asT,(29) Tr(xj) 
N j=0 s=0 

= - -  a, T,(xj)Tr(~). (5.64) 
N ,=0 j=0 

From (5.45), (5.62) and (5.63), if r ~: 0 or N, the only summations over j 
which are non-zero in (5.64) are those for which s = r, 2 N - r ,  2N + r, 
4 N -  r, 4N + r, and so on. So, if r :~ 0 or N, 

oo 
{)~r "-- ar + Z (a2"kN-r + a2kN* r)" (5.65) 

I 

k=l 
We find that (5.65) holds for r = 0 and N also, on examining these cases 
separately. If we keep r fixed and take N large enough, we expect from 
(5.65) that ~r will approximate closely to a r. 

W~e now consider an alternative method for approximating to the 
Chebyshev coefficients ar, which is based on another orthogonality property 
of the Chebyshev polynomials. This time, the orthogonality is on the zeros 
of TN, instead of on the extreme points as discussed above. We have (see 
Problem 5.47) that for 0 ~< r, s ~< N, 

U t [0/~/ r #: S or r = s = N  
Z Tr(x*)T,(g)= 2, r = s  q: 0 or N (5.66) 
j-I IN, r = s = 0  

where the xj are the zeros of TN. Following the same procedure as in 
Example 5.12, we find that for n ~< N -  1 

a, Tr(x) (5.67) 
r=O 

with 

, 2 ~ f(x*)Tr(x*), 
~r - - N . =  

(5.68) 
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is the least squares approximation to f on the point set {x~ . . . . .  xN}. The 
weights are all equal in this case. Thus the polynomial (5.67) is another 
approximation, easily computed, to the partial Chebyshev series. If we put 
n = N  in (5.67) the least squares approximation must coincide with the 
interpolating polynomial for f constructed at the x*, that is, the zeros of 
TN(x), which we discussed at the end of Chapter 4. Since then, we have in 
this chapter followed a full circle from interpolation via least squares and 
minimax approximations back to interpolation again. 

We now establish two relations between ar*, and ar as we did for ar and 
a r .  First, (5.68) may be regarded as an approximation to (5.59) obtained by 
using a quadrature rule. In this case (see Chapter 7), it is the midpoint rule. 
Second, we replace f ( x* )  in (5.68) by its Chebyshev series (again assumed 
to be uniformly convergent) and extend the orthogonality relation (5.66) by 
the relation 

T 2 k N + r ( X ~ )  : ( - - 1 ) k T r ( X ~ ) .  (5.69) 

Thus we obtain 

o o  

CL r -- ar de. ( -- 1)k(a2taV-r + a2tav + r) (5.70) 
k=l 

for 0<~ r<N.  
The above analysis suggests a simple, reliable method for estimating 

Chebyshev coefficients ar, for 0 ~< r ~< n. First we select a value of N > n and 
compute ~r and a*r ( 0~<r~ I"/) from (5.60) and (5.68). If [~r - -a r* l  is 
sufficiently small, we use (ar + ar*)/.2 to approximate to a r.  Otherwise, we 
increase N and re-calculate l~ r and a r.~' Finally, we observe from (5.65) and 
(5.70) that, if the Chebyshev coefficients tend to zero rapidly, we have 

ar  = ~ r  -- ( a 2 N - r  + a2N+r) 

and 

ar~-- Ogr + (a2N-r + a2N+r)- 

Thus we expect that a r will usually lie between ar and a*  and will be more 
closely estimated by (ar  + a*) /2 .  

5.8 Economization of power series 

Suppose we wish to approximate to the sine function with error not greater 
than 0.5 x 10 -3. It will be sufficient to approximate to sin(ztx/2) on [0, 1 ]. 
Forgetting all knowledge of interpolating polynomials, minimax 
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approximations and Chebyshev series, we might use the Taylor polynomial 

l 

We may verify that II s i n ( = x / 2 )  - p II- - 0 .157  • 10 -~, where the norm is on 
[ -  1, 1 ], and the first three terms of p do not give the required accuracy. We 
now express the powers of x which appear in (5.71) in terms of  the 
Chebyshev polynomials: 

x=  T l (x) 

x 3 = (3T m (x) + T3(x) ) /4  

xS= (10T~(x) + 5T3(x) + Ts(x)) /16 

x 7 = (35T1 (x) + 21T3(x ) + 7Ts(x) + T 7 ( x ) ) / 6 4 .  

Substituting these into (5.71) and collecting like terms, we obtain 

p ( x ) =  1 .133571Tl(x)-O.138123T3(x)  

+ 0.004469 Ts(x)  - 0.000073 T7(x), (5.72) 

where we have rounded the coefficients to six decimal places. Since 
II T~ I1-= 1 we may delete the last term in (5.72) to give a polynomial 
q ~ P5 which approximates sin (~rx/2) on [ -  1, 1 ] with error not greater than 
(0.157 + 0 . 0 7 3 ) x  10 -3, which is still within the required accuracy. In fact, 
by direct calculation we find that, with 

q(x )  = 1.133571T~(x) - 0.138123 T3 (x) + 0.004469 Ts(x), 

I l s in(z tx /2) -q[ [**=0.146 x 10 -3 so that in this case q ~  P5 is an even 
better approximation than p E P7. This simple process is known as econo- 
mization of power series. It is sometimes possible to neglect further terms 
besides the last one in the transformed series of Chebyshev polynomials. 

We can also turn an infinite power series into a Chebyshev series, as 
follows. Write 

x = cos 0 = �89 (e i~ + e-i~ 

where i 2 = - 1 .  Then xr= (e~~176 r and we apply the binomial 
expansion. For 0 ~< s <~ �89 r the coefficients of e iCr-Es~~ and e-~-2,~o are equal. 
(Look at the first and last terms, the second and second last terms, and so 
on.) Since 

Tr_2s(X ) = �89 (e i(r-2s)O -!- e-i(r-2s)o), 

x r can be expressed in terms of Tr, T~_2, and so on (see Problem 5.50). 
Thus, if 

f (x )  = ~ c~x r, (5.73) 
r=O 
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and the series converges uniformly to f on [ -  1, 1 ], we can express each x r 
in terms of Chebyshev polynomials and collect the terms in To, T~ . . . . .  to 
give the Chebyshev series 

oo t 

f(x) = ~ arT~(x), (5.74) 
r = 0  

where 

ar = 2 r - 1  2 2s S " 
s = 0  

5.9 The Remez algorithms 

We now return to the construction of minimax approximations and discuss a 
class of algorithms based on one first given by the Ukrainian mathematician 
E. Ya. Remez (1896-1975) in the 1930s. 

Algorithm 5.2 (Remez) This computes iteratively the minimax poly- 
nomial p E P, for f E C[a, b ]. Each time we carry out Steps 2 and 3 below, 
we compute a polynomial p E P, and a set X of n + 2 points. The sequence 

, 
minimax polynomial p E P, and of such polynomials p converges to thex ,  

the sequence of sets X converges to a set on which f - p  equioscillates. 

Step 1 Choose a set X = {x~ . . . . .  x,,2}. 

Step 2 Solve the system of linear equations 

f ( x i ) -p (x i )=( -1 ) i e ,  1 ~<i~<n+2, (5.76) 

to determine a real number e and a polynomial p E P,. 

Step 3 Change the set X in a suitable way (see below) and, unless some 
'stopping criterion' has been attained, go to Step 2. El 

When [a, b] is [ -  1, 1 ], a common choice for the initial set X in Step 1 is 
the set of extreme points of T,+~. (For this initial set, Step 2 gives the 
minimax polynomial immediately when f ( x ) -  x"+~.) In the general case 
(see Problem 5.52) the linear equations in Step 2 always have a unique 
solution. 

To carry out Step 3, we first need to estimate II f - P  il.,  where p e e~ is 
the polynomial which has just been computed in Step 2. If I l f - p  II is 
sufficiently close to ]el then, by Theorem 5.2, p is nearly the minimax 
polynomial and we terminate the iterative process. Otherwise, let ~" be a 
point such that [ f ( ~ ) - P ( ~ )  I = [I f -P 11o0. We include ~ in the point set X 
and delete one of the existing points in such a way that f - p  still alternates 
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in sign on the n + 2 points of X. If  ~ happens to lie between a and x I we 
discard xt or x,+ 2, and similarly if ~ happens to lie between x,§ and b we 
discard x~ or x,+ 2. Otherwise, ~ lies between two consecutive x~ and we 
discard one of these appropriately. 

We have described the simplest version of the Remez algorithms, where 
we change only one point at a time. In another version, which converges 
more rapidly, we change X by including not only a point where 11 f - P  11 .. is 
attained, but we include n + 2 local maxima or minima and delete existing 
points so that the new set X still consists of  n + 2 points on which f - p  
alternates in sign. 

Example  5.17 We will find the minimax p E P2 for f (x )  = ( ] x + ~ )1/2 on 
[ - 1 , 1 ] ,  which was quoted in Example 5.16. We choose 
X - { - 1 , - 0 . 5 , 0 . 5 ,  1} initially, the extreme points of T 3, and solve the 
linear equations (5.76) to give 

p(x) = 0.79188 + 0 .24665x-  0.04188x z, l e] =0.00335,  (5.77) 

to five decimal places. On evaluating f - p  at intervals of 0.01, we find that 
there are local maxima and minima at - 1 ,  -0 .61 ,  0.40 and 1 and f - p  
alternates in sign on these points, which we take as the new set X. Solving 
(5.76) again gives 

p(x) = 0.79196 + 0.24650x - 0.04196x 2, l el =0.00350. (5.78) 

We find that [ I f -P  II---0.00350 to five decimal places and therefore we 
accept this p as the minimax polynomial. 

Let us also carry out the simpler version of the Remez algorithm, where 
we change only one point at a time. We take the same initial X as above and 
obtain (5.77). Since, again working at intervals of 0.01, we find that 
I I f - P l I - i s  attained at approximately -0 .61 ,  we change X to 
{ - 1 ,  -0 .61 ,0 .5 ,  1 } and solve (5.76) to give 

p(x) = 0.79209 + 0.24655x - 0.04209x 2, l el = 0.00345. 

For this p, I! f - P  II--0.00363, attained at x = 0.40. So we take the next X 
as { - 1 , - 0 . 6 1 , 0 . 4 0 ,  1 } and solve (5.76) to give the minimax p as found in 
(5.78). V1 

We now state a theorem due to the Belgian mathematician C. de La 
ValMe-Poussin (1866-1962)  which allows us to determine lower and upper 
bounds for the minimax error 

E.(f)  = min II f -  P IL 
peP. 

at each stage of the Remez algorithm. 
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TheoremS.5  If f - p  alternates in sign on n + 2  points xi, with 
a ~< x~ <. . .  < x,.2 ~< b, where f E  C[a, b] and p E Pn, then 

min[ f(xi) - p(x~) [ ~< E,(f) <~ 1[ f -  p II-. (5.79) 
i 

Proof The fight-hand inequality is a consequence of the definition of 
E,(f) .  To pursue the left-hand inequality in (5.79), we write p*E P, to 
denote the minimax polynomial and consider 

g �9 
( f ( x i )  --  p(xi)) - (f(xi) - p  (xi)) =P (xi) - p(xi). (5.80) 

If the left inequality of (5.79) is false, 

[ f(x,)  - p* (x,)[ ~ E, ( f )  < [ f(x,) - p(x;) I 
for all i and the sign on the left of (5.80) will be that of f ( x i ) -  p(xi), which 
alternates. Thus p * - p E  P, alternates in sign on n + 2 points, which is 
impossible, tq 

Corollary 5.5 At each stage of the Remez algorithm, 

l el ~ E,(f)<~ [[f-Pll**, (5.81) 

where p and e are obtained from the solution of the linear equations (5.76). 
V1 

As we carry out the Remez algorithm, the sequence of numbers l el 
increases and the sequence II f - P  II- decreases. In principle, both sequences 
converge to the common limit E,( f ) .  Although in practice this limit is not 
attained because f - p  is evaluated only on a finite set of points, and we 
carry out only a finite number of iterations, the inequalities (5.79) allow us 
to monitor the progress of the algorithm after each iteration. 

5.10 Further results on minimax approximation 

The interpolatory property of minimax approximations (see Corollary 5.3) 
can be used to derive error estimates when f is sufficiently smooth. 

Theorem 5.6 If f E  c n + i [  - 1, 1 ], the minimax error satisfies 

I f  ("+ "($) } 
En(f) = 

2"(n + 1)! 

where ~ is some point in ( - 1 ,  1). 

(5.82) 

Proof First we have 

E~(f) ~< [ I f -  p. [10. ~< 
1 

max If("+l)( x) l, 
2n(n + 1)! -I , . , ,  

(5.83) 
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where p, is the interpolating polynomial for f on the zeros of T,+~. The left- 
hand inequality above follows from the definition of E , ( f )  and the fight 
inequality (see (4.57)) was obtained in w 4.10. 

Let p C  P, denote the minimax polynomial for f on [ -1 ,  1]. From 
Corollary 5.3, p interpolates f on certain n + 1 points of [ - 1 ,  1 ], say 
x0 . . . . .  x,, and we can write 

f("+ ')(~x) 
f (x) - p(x) = (x - Xo) ... (x - X n )  

(n+ 1)! 

it follows that 

E,,(f)  = II f -  P IIo. ~> 

From Corollary 4.3, 

(n+ 1)! 
II (x - ~ ) . . .  (x - x~) IL  min 

- 1  ~ x ~  1 

1 
II (x - Xo) . . .  (x - x , ) I I -  ~ - -  

2" 

[ f(" + ')(x) 1. 

and therefore 

1 
E, ( f )  I> min I f  ("+ l)(x) I. (5.84) 

2"(n + 1)! - l , , ,  l 

The theorem follows from (5.83), (5.84) and the continuity of f("§ V1 

The following corollary is verified in Problem 5.54. 

Corollary 5.6 If f E C"+l[a, b], 

E,,(f)  = (n + 1)! 4 I f  ("§ ')(~) l, (5.85) 

for some ~ ~ (a, b). VI 

As we remarked in Chapter 3, the main justification for using polynomials 
to approximate to a function f which is continuous on a finite interval [a, b] 
is Weierstrass's theorem, which we restate more rigorously here. 

Theorem 5.7 (Weierstrass's theorem) If f is continuous on [a, b] then, 
given any e > 0, there exists a polynomial p such that I f ( x )  - p(x) I < e for 
all x E [a, b]. D 

There are several quite different proofs of this fundamental theorem. 
One proof, published by S. N. Bernstein in 1912, uses the following 
polynomials. 
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Definit ion 5.9 The nth Bernstein polynomial for f on [0, 1 ] is 

B,,(f ; x) = f n J 
j=O 

(5.86) D 

By making a linear change of variable, we may construct similar poly- 
nomials on any finite interval [a, b ]. It can be shown rigorously that, if f is 
continuous on [0, 1 ], the sequence (B, ( f ;  x)) converges uniformly to f ( x )  
on [0, 1 ]. In addition, derivatives of the Bemstein polynomials converge to 
derivatives of f (if these exist). Also, if f is convex (Definition 2.6), so is 
each Bernstein polynomial. Unfortunately, such good behaviour has to be 
paid for: the Bernstein polynomials converge very slowly to f ,  and thus are 
of little direct use for approximating to f. However, the uniform conver- 
gence of the Bemstein polynomials to f gives us a constructive proof of 
Weierstrass's theorem and shows us that the minimax polynomials must also 
converge uniformly to f. 

The Bemstein polynomials are most efficiently computed as follows. 

Algorithm 5.3 
with n and x and the numbers f ( i / n ) ,  0<~ i <~ n, and computes f0t"] = B,( f ;  x). 

for i := 0 t o  n 

f t ,~ 

next i 

f o r m : =  l t o n  

for i := 0 to n - m 

fJm] := xflm;, ] + (1 - x)fi [m-I ] 

next i 

next m D 

The following theorem justifies the algorithm. 

This process, called the de Casteljau algorithm, begins 

Theorem 5.8 For 0 ~< m ~< n and 0 ~< i ~ n - m, 

m( )(mr / flm] ~ i + r  = xr (1  -- X) m-r.  

rffiO F/ 

The proof is by induction on m. r-q 

Corollary 5.8 f0 t ~] = B.(f ;  x). D 

We will find it useful to have the following alternative expression for 
f[m]. 
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Theorem 5.9 For 0 ~< m ~< n and 0 ~< i ~< n - m, 

m]_. m x , 
r 

where f i = f ( i/ n ). 

The proof is again by induction on m. [2 

Corollary 5.9 

= z r 0  
(5.87) E] 

Example  5.18 Let us use (5.87) to evaluate B,(x2; x). For f ( x ) =  X 2, we 
have f 0 = f ( 0 ) = 0 ,  A f o = f ( 1 / n ) - f ( O ) =  1/n 2 and A2fo = (E/n) 2 -  
2 (1 /n)  2 + 0 =  2/n 2. The third and higher differences are zero (see w 4.8) and 
therefore from (5.87) 

Thus 

()1 
B,,(x2; x) = n x n)x  2 

. 

2 n 2 

B,(x2; x ) -  x 2 + x(1 - x)/n.  E] 

This illustrates the point made above that B,( f ;  x) converges very slowly 
to f. Indeed, for any f ~  C2[0, 1 ], the error tends to zero like 1/n, as in the 
above example. 

Problems 

Section 5.1 

5.1 Verify that Ilfll- in (5.2) defines a norm and that (5.4) also defines a 
n o r m .  

5.2 Verify that the p-norm in (5.3) satisfies the norm axioms (i) and (ii) 
for all p and that axiom (iii) holds for p = 1. Repeat this exercise for the 
norm defined by (5.5). 

5.3 Show that, for the p-norm (5.3) with p - 2 ,  norm axiom (iii) is 
equivalent to 

-< Io 
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5.4 Prove that, for the p-norm (5.5) with p = 2 ,  norm axiom (iii) is 
equivalent to 

N 

Z f(xi)g(xi) <<" II f II g 
i - -0  

and, by squaring both sides, verify the above inequality. (Hint:  begin by 
squaring both sides of (5.1).) 

5.5 Show that 

Ilfll- IlflI, <~ ( N  + 1) '/p Ilfll-, 
where the above two norms are defined by (5.4) and (5.5). By taking the 
logarithm, or otherwise, show that (N  + 1)~/P---> 1 and hence Ilfll Ilfil- 
asp--->,.,. 

Section 5.2 

5.6 If p E P, is a best approximation for f with respect to a given norm, 
and q E P,, deduce from (5.7) that p + q is a best approximation for f + q. 

5.8 
data: 

Section 5.3 

5.7 Find the least squares straight line for f ( x )  = x ~/2 on [0, 1 ]. 

Find the least squares straight line approximation for the following 

x 0.0 0.1 0.2 0.3 0.4 0.5 0.6 
f ( x )  2.9 2.8 2.7 2.3 2.1 2.1 1.7 

5.9 Show that, if the functions ~'0 . . . .  , ~,, form a Chebyshev set on some 
interval [a, b], they are also linearly independent on [a, b]. 

5.10 A set of functions {~0 . . . .  ,~/,,} is said to be linearly dependent on a 
point set {x0 . . . . .  xN} if there exist numbers a0 . . . . .  a, ,  not all zero, such 
that 

'~arlffr(Xi) - -  0, i = 0, 1 . . . . .  N. 
r=O 

Show that the functions x, x 3, x 5 are linearly dependent on the point set 
1 - 2 ,  - 1 ,  O, 1, 2}. 

5.11 If  a~ and a2 are not both zero, find a number a so that 

a0 + a, cos x + a2 sin x = a0 + (a~ + a~)'/2 cos(x - a).  
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Then argue that the right side of the equation can be zero at no more than 
two points of [0, 2zt) and so [ 1, cos x, sin x} is a Chebyshev set on [0, 2zt). 
(Hint:  use the identity c o s ( x -  a) = cos x cos a + sin x sin a.) 

5.12 For the data of Problem 5.8, make a linear transformation so that 
]~x i= ]~x3=0 .  Hence find the least squares quadratic polynomial 
approximation for this data. 

5.13 Find the least squares planar approximation, that is, of the form 
z = ao + a~x + a2y, for the following five points (x ,  y ,  z): (0, O, 1.1), 
(0, 1, 1.9), (1, O, 2.2), (0, - 1,0.0), ( -  1, O, O. 1). 

Section 5.4 

5.14 Show that a set of orthogonal functions is necessarily linearly 
independent. (Hint:  show that 

) a r [~.)r(X)] 2 d x  = arlPr(X) d x  = O, 
a a r=O r=O 

if Yfl--o ar Wr = 0.)  

5.15 If the ~Pr satisfy the orthogonality conditions (5.15) and the 
orthogonal coefficients a r are given by (5.16), show that 

If( ~_~, ]2 dx [_,.b [f(x)]2 d x _  ~-~, (ib d x ) a ~  [~Pr(X)] 2 f x)  - ar~dr(X ) " - , , .  . 
r=0 r = O  

5.16 By using the well-known trigonometrical identities, including (2.7) 
and (2.8), show that the set of functions { I, cos x, sin x . . . . .  cos kx, sin kx} 
is orthogonal on [-:~,:~] and verify the formulas (5.18) for the Fourier 
coefficients. 

5.17 

5.18 

Obtain the classical Fourier series for f ( x )  = I xl on [-zt ,  zt ]. 

Find the classical Fourier series for f ( x )  = x 2 on [-zt ,  zt]. 

5.19 If Sk(x )  denotes the partial Fourier series (5.17), obtain as a special 
case of the result of Problem 5.15 that 

Jn I ~ a .  ( 1 2 ~ 2 )  [f(x) - Sk(x)] 2 dx = If(x)] 2 d x -  Jr ~ ao + (ar + b2r) . 
-~r  r =  l 

5.20 For the 'square wave' function of Example 5.7, deduce from the 
result of the previous problem that 

I 
Yt 

lim [ f i x ) -  S~(x)] 2 dx = k--~.o -zr 2 ar + 3 2 + ' ~  + " "  
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and show that this Fourier series converges to f in the least squares sense. 
(Hint: you may assume that ET=, (1/r 2) = ~2/6.) 

5.21 Write a program which evaluates the partial Fourier series 

7 ao + (ar cos rx + br sin rx) 
r = l  

for a given x, f and n, computing the coefficients by a simple integration 
rule (see Chapter 7). Your program should ask whether the function f is 
odd, even or neither. If the function is odd, each ar should immediately be 
set to zero and if it is even each br should be set to zero. 

Section 5.5 

5.22 Consider the polynomials which are orthogonal on [ - 1 ,  1 ] with 
respect to weight function to. If  to is an even function, use an induction 
argument on (5.27) and (5.30) to show that fl k = 0 for all k and Pk is even or 
odd according as k is even or odd. Further, deduce from (5.33) that a r=  0 
for odd r if f is even, and a r = 0 for even r if f is an odd function. 

5.23 The set of polynomials {P0 . . . . .  p,} with Pr E P,  is orthogonal with 
respect to a weight function to on [a, b]. Show that, given any q ~ P~, there 
is a set of  coefficients { a0 . . . . .  a,} such that 

q(x) = ~,, arPr(X). 
r=O 

Obtain an expression for the a r. (Hint: the weighted least squares poly- 
nomial approximation to q out of  P,, is unique and must be q.) 

5.24 Suppose the orthogonal polynomial p,  defined in Problem 5.23 has 
exactly k ~< n zeros on [a, b ], at x~ . . . . .  xk, and write 
q(x)  = ( x - x ~ ) . . . ( x - x k ) .  Why is k>~ 1? Then 

S 
b 

to(x)p,(x)q(x) dx , O. 

By applying the result of  the last problem, deduce that the orthogonal 
polynomial p,, has exactly n zeros on [a, b ]. 

5.25 
error 

Following the method of  the previous problem, show that the 

f(x) - ~ arpr(x) 
r=O 
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has at least n + 2 changes of sign on [a, b], where the set {P0 . . . . .  p, } is as 
defined in Problem 5.23. (Hint:  recall that 

for 0~< s~< n.) 

I b to(x)(f(x) -- ~ arPr(X)) ps(x) dx -" r=0 

5.26 With Pr as in the previous problem (and having leading coefficient 
1), let us write 

x - p.§ ~(x) = brPr(X). 
r--0 

Multiply each term above by t o ( x ) p s ( x ) ,  integrate over [a, b] and use the 
orthogonality property to show that x " * ~ - p , + ~ ( x )  is the least squares 
approximation with respect to to(x) for x "§ ~ on [a, b]. 

5.27 By combining the results of Problems 5.24 and 5.26, show that 

I b a to(X)(X -- Xo) 2 "'" (X -- Xn) 2 dx 

is minimized over all choices of x0 . . . . .  x, by choosing 
(x - x0)"" ( x -  x,) = p , .  ~ (x), where p , .  I is the orthogonal polynomial 
defined in the previous problems. 

5.28 Suppose that the polynomials Pr are orthogonal on [a, b] with respect 
to weight function to. By making the change of variable u = ( 2 x - b -  a ) /  
( b - a ) ,  find polynomials which are orthogonal on [-1,  1]. What is the 
weight function in this case? 

5.29 Show that the Chebyshev polynomials of the second kind Ur, 
defined by (5.34), are orthogonal on [ -  1, 1 ] with respect to weight function 
(1 - x2 )  I]2. 

5.30 From (5.34) deduce that the orthogonal polynomials U r satisfy the 
same recurrence relation as the T r. 

5.31 Show that the zeros of U, are x = cos(jzt / (n + 1)), 1 ~<j ~ n, and 
show from the recurrence formula that U, has leading term 2 nx". 

5.32 Verify that the conditions of Theorem 5.1 apply to the function 
f ( x ) =  x ~/2 on [0, 1]. Hence verify that the best 1-norm straight line 
approximation for x I/2 on [0, 1 ] is that given in Example 5.1. 

5.33 Find the Chebyshev series for f ( x ) =  cos -~ x. 

5.34 Derive the Chebyshev series for f ( x ) =  (1 - x2 )  1/2. 
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5.35 By calculating the coefficients ilk, Y, which are used in the recurrence 
formula (5.40), construct polynomials of degree r, 0~< r~<3, which are 
orthogonal on the point set {-2 ,  -1 ,  1, 2}. 

5.36 Write a program to compute the Legendre series, based on the 
adaption of Algorithm 5.1 described in the text. 

5.37 To verify (5.45), one may proceed as follows. Express each Tr(xj) as 
cos(rtrj/N) and apply the trigonometrical identity (2.8) to give the left side 
of (5.45) as a sum of cosines. Find the sum by using the identity 

cos kO = 
sin(k + �89 s in(k-  �89 

1 2 sin i0  

Verify (5.63) similarly. 

Sect ion  5.6 

Obtain the minimax first degree polynomial for f (x )= x ~/2 on [0, 1 ]. 

Obtain the minimax first degree polynomial for f (x )= 1/(1 + x) on 

5.38 

5.39 
[0, 1 ]. 

5.40 Let m and M denote the minimum and maximum values of a 
continuous function f on [a, b]. Show that the minimax polynomial of 
degree zero for f on [a, b] is �89 + M) and find the maximum error. 

5.41 Given any a > 0 ,  show that there is a unique integer k such that 
�88 If x=4~a,  we saw in Example 5.14 that, for �88 
XI/2 1 7  , . ,  - --- ~ + ~ x. Deduce that a 1/2 17 k k a 2 + 22 and find the maximum error 
incurred by using this approximation. Thus estimate ~/2, ~/3 and x/10 and 
estimate the error in each case. 

5.42 Show that the minimax polynomial from P2 for 1/(3x + 5) on [ -1 ,  1 ] 
is ( 9 -  8x + 6x2)/48. (Hint: first show that the error function has turning 
values at ] a n d -  2.) 

5.43 Suppose f is even on [ - a , a ]  and that p * E P ,  is the minimax 
approximation for f. By considering the n + 2 equioscillation points, deduce 
that p * ( - x )  is the minimax polynomial for f ( - x ) .  Since f ( - x )=- f ( x )  and 
the minimax polynomial is unique, deduce that p* ( - x )  - p  (x). 

5.44 Adapt the argument used in the previous problem to show that the 
minimax approximation for an odd function on [ - a ,  a ] is itself odd. 

5.45 Let E = f - p  equioscillate on exactly k < 1l + 2 points on [a, b], 
where f E C[a, b]. Then there are points x; such that a < x~ < .-. < xk_~ < b, 
E(x~) = 0, 1 ~< i ~< k -  1, and there is one equioscillation point in each of the 
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intervals [a, xl), (x~,x2) . . . . .  (xk_2, Xk-l), (Xk_l,b]. Show that we can 
choose a value of the constant C so that q ( x ) = C ( x - x ~ ) . . . ( x - x k _ ~ )  
satisfies the requirements of the q used in the proof of Theorem 5.3. 

5.46 Let p E  P, denote the minimax approximation for fEC"§  
Suppose there are k interior points of [a, b] where f - p  equioscillates. By 
Theorem 5.3, k I> n. Apply the extended Rolle theorem 2.6 to g = f ' - p '  to 
show that f t  ~ § has at least k - n zeros. Deduce that if f~" § ~) has constant 
sign there are exactly n interior equioscillation points plus two at the 
endpoints a and b. 

S e c t i o n  5 .7  

5.47 Verify (5.66) by following the method of Problem 5.37. 

5.48 Write a program to evaluate the partial Chebyshev series 
~.,,n arTr(x ). For each r choose a value of N and compute 0[ r a n d  o[ r from r = 0  

(5.60) and (5.68). If 10tr--l~r I is sufficiently small, let ar = �89 (Ctr + Cgr ) 
otherwise increase N and repeat the process. (Take account of the final part 
of Problem 5.22 to avoid the unnecessary calculation of zero coefficients 
when f is an even or odd function.) 

S e c t i o n  5 .8  

5.49 Show that, to approximate to e '  on [ - 1 ,  1] to an accuracy within 
10 -6 by a Taylor polynomial constructed at x = 0, we require the polynomial 
of degree n = 9 or more (cf. Problem 3.4). Verify that if n = 9 the maximum 
error is less than 0.75 x 10 -6. Given that 

x 9= T9(x)/256 + (terms involving lower odd order Chebyshev polynomials), 

xS= T~(x)/128 + (terms involving lower even order Chebyshev polynomials), 

find how many terms of the above Taylor polynomial can be 'economized'  
so that the maximum error remains less than 10 -6. 

5.50 Show that when r is odd 

X r , (:) 
2 r -  1 

Tr_ 2s(x) 
0 ~ s < r /2  

and when r is even we need to add the further term (1/2 r)(r/r2). 

5.51 Deduce from (5.73) and (5.75) that the Chebyshev coefficients for e '  

are given by 

1 ~ 1 
ar 

2 r- 1 s~0= 22~(r + S)!SV 
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Section 5.9 

5.52 Consider the matrix of the linear equations (5.76) and assume that 
the matrix is singular. Then its columns would be linearly dependent and 
there would exist numbers Co . . . . .  C,§ not all zero such that 

, i l~<i~<n+2 Co+ clxi + "" + c,xi = ( -  1) c,+~, 

Obtain a contradiction, considering separately the cases c,+~ = 0 and c,+~ . 0  
and deduce that the linear equations have a unique solution. 

5.53 Find the minimax p E P z  for e x on [ - 1 , 1 ] ,  using the Remez 
algorithm. Compare this with the corresponding partial Chebyshev series, 
whose coefficients are given in Problem 5.51. 

Section 5.10 

5.54 Let p E P, be the minimax approximation for f E C"+~[a, b]. Write 
x = ( b -  a) t /2  + (b + a) /2  and let f ( x )  = g(t) ,  p (x )  = q(t).  Deduce from 
Theorem 5.3 that q G P, is the minimax approximation for g on [ - 1 ,  1 ]. 
Verify Corollary 5.6 by applying Theorem 5.6 to g. 

5.55 Apply the methods of Theorem 5.6 and the result of Problem 5.25 to 
show that for fU. C"§ b] there is a ~ E [ -  1, 1 ] such that 

inf 11 f -  q 112 = C, If( '+ ')(~) ], 
p~ e. (n + 1)! 

where 

C, = inf II (x - Xo)---(x - x~)112. 
x, 

5.56 write  a program to evaluate B , ( f ;  x) using the de Casteljau 
algorithm. Hence draw graphs of B , ( f ;  x) for the function [ x[ on [ -  1, 1 ], 
for various values of n. (Note that Ix I on ( -  1, 1 ] is replaced by 12x-  1 I 
on [0, 1 ].) 

5.57 Verify Theorems 5.8 and 5.9 by induction on m and thus verify (5.87). 

5.58 Deduce directly from (5.86) and the binomial expansion that 

B,(eX; x )=  (1 + (e ~/"- 1)x)" 

and expand the latter expression in powers of x to show agreement with 
(5.87). 



Chapter6 
SPLINES AND OTHER APPROXIMATIONS 

6.1 Introduction 

We begin with a gentle warning that some of the material in this chapter is a 
little harder. For example, we have left the details of the proof of Theorem 6.1 
to be filled in by the reader, who may wish to defer this task to a second reading. 

In the previous three chapters we have discussed various types of 
polynomial approximations for a continuous function f defined on [a, b]. 
The emphasis on polynomials is justified by Weierstrass's theorem 5.7 
which assures us that by choosing a polynomial of sufficiently high degree 
we can approximate as closely as we wish to the given function. However 
there are cases where the convergence of polynomial approximants is very 
slow (cf. w 4.11) and this provides the motivation for developing other types 
of approximations. We now consider one of the simplest of these. 

Let us partition the interval [a, b ] into n sub-intervals [ti_ l, ti], 1 ~< i ~ n, 
where 

a =  to<t~ <-. .  < t,,= b. 

We refer to the t i as the knots. We approximate to a given function f in 
C [ a , b ]  by the polygonal arc Sn(x) which is formed by connecting 
consecutive pairs of points (ti, y~), 0~< i ~< n, with straight line segments. As 
a special case we may choose y~ =f(t~), and then Sn interpolates f at the 
knots t~. In this case, by choosing n sufficiently large and ensuring that each 
interval [ta_l, ti] is sufficiently small (for example, by taking equal sub- 
intervals) the continuity of f ensures that S, is as close to f as we wish. 

Example 6.1 Let us construct the polygonal arc S~ for x t/2 on [0, 1 ], 
where t i= i /n  and y~= t, 1./2. Thus S n interpolates x ~/2 at the knots, which are 
equally spaced. It may be verified (see Problems 6.1 and 6.2) that 

max [xl /E-S~(x)[  = 1 
0,x, l 4~t'n ' 
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the maximum error being attained on the first sub-interval, [0, I / n ] .  It 
follows that the sequence of approximating functions ( S , ( x ) )  converges 
uniformly to X 1/2 on [0, 1 ]. UI 

By taking some care with the choice of knots and not insisting that S, 
interpolates the function, we can sometimes obtain a much better approxi- 
mation, as achieved in the following example. 

Example  6.2 Again consider x ~/2 on [0, 1 ] and define S. as the polygonal 
arc connecting the points (ti, Y i ) ,  0 ~ i <~ n, where 

i(i + 1) = t]/2 + 
ti = Yi  �9 

n(n + 1) 4n(n + 1) 

In this case it is clear that S , ( x )  does not interpolate x ~/2 at the knots t;. We 
may verify that S , ( x )  restricted to [t~_~, ti] is the minimax straight line for 
x ~/2 on that interval and that 

max Ix '/z - S , (x)  I = 1 . (6.1) 
0 ,x ,  ! 4n(n + 1) 

The maximum error is attained at each of the knots ti, 0 ~< i ~< n, and also at 
one point ~i= ( i 2 /n (n  + 1)) 2 in the interior of each sub-interval. Figure 6.1 
shows the graphs of X 1/2 and S, for the case n = 2. !--1 

The polygonal arc functions S, defined above are called f i r s t  degree  
splines,  a special case of the general spline which we now define. 

y ~t 
J 

j f  1 

.4".-" 
f , t  

0 1 x 

Fig. 6.1 Graph of x ~/2 and the linear spline S2(x) .  
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Definition 6.1 Let [a, b] be partitioned into sub-intervals [t~_ ~, t~], 
1 <~i~< n, where a =  t 0< tt <--.  < t , =  b. A spline S, of degree k in [a, b] 
satisfies the following two properties: 

(i) S. restricted to [t i_ ~, ti] is a polynomial of degree at most k ~> 1, 
(ii) S. E C k- ~[a, b]. l--1 

Thus, for a given partition of [a, b], the spline consists of n polynomial 
segments with the appropriate continuity condition at each of the interior 
knots, which gives the spline a certain degree of smoothness. The first 
degree spline discussed above (satisfying Definition 6.1 with k=  1) is 
continuous but may have discontinuities in its first derivative at the knots. In 
many practical applications a greater degree of smoothness is usually 
desirable and we may choose k -  2 above to give a quadratic spline, which 
has a continuous first derivative, or choose k = 3 to give a cubic spline with 
continuous first and second derivatives. It is rare to use a spline of higher 
order than the cubic spline, which is the one most commonly used. For the 
general spline of degree k we require k + 1 conditions to determine the 
polynomial of degree k on each interval, less k conditions at each interior 
knot (to satisfy property (ii) of Definition 6.1). Thus, to determine a spline 
of degree k we require 

n(k + 1 ) -  ( n -  1)k -- n + k 

conditions. 

Example 6.3 Let us define the function C by 

2 'x2(2-Ixl), 0 Ixl 1 ~ - i  

' ( 2 - I x l )  3, 1 < [xl ~< 2 C(x)=  g 

O, Ixl > 2 

(6.2) 

It is easily verified that C is a cubic spline with respect to the knots - 2 ,  - 1, 
0, 1, 2 and that C has a continuous second derivative for all real x. The 
reader is encouraged to sketch the graph of C. This is a cubic B-spline, to be 
defined in the next section (see Fig. 6.5). O 

We are familiar with the fact that any polynomial p E P, can be expressed 
as a linear combination of n + 1 fixed linearly independent polynomials, 
collectively referred to as a basis. For example, we can take { 1, x . . . . .  x"} as 
a basis for P,. We will now obtain a basis for first degree splines. It is 
helpful to extend the sequence of n + 1 knots to, ..., t, so that they become 
part of an infinite sequence of knots 

�9 . . ,  t _  2, t _ l ,  t o ,  . . . .  tn ,  t , + l ,  t n §  . . .  
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where t_m--'> --oo and tm">tm a s  m--->**. We then define, for -**< i<**, 

, : ( x )  = 

0, X <~ t i 

X - -  t i 
) 

t i + l - - t i  

t i+ 2 -- X 

ti+ 2 -- ti+ 1 

t i < X <~ t i+ l 

t i+ 1 < X <~ ti+ 2 

O, ti+ 2 < X .  

(6.3) 

(See Fig. 6.2.) Note that B](t~+~) = 1 and B](x)=0 at all of the other knots. 
It is easily verified (see Problem 6.5) that the functions B~ are linearly 
independent and are a basis for the first degree splines. The expression of 
the spline S, in terms of the B~ is remarkably simple. We have 

S,(x) = Y i i- l(x), to ~< x <~ t,. (6.4) 
i - 0  

From (6.4) we see immediately that S,( t i ) -  Yi, as required, and it remains 
only to verify that the fight side of (6.4) reduces to a straight line segment 
on each sub-interval [ti_ ~, t~] (see Problem 6.4). 

In the next section we will define the B-splines of degree k, written B~, 
which generalize the first degree splines B~ defined above, and form a basis 
for splines of degree k. To aid our discussion of this later, we conclude this 
section by finding an alternative basis for the splines of degree k. 

We define the truncated power of degree k ~> 0 as a function of the form 

( x - t )  k, x~>t  
( x -  t)~ = 0, x < t  (6.5) 

where t is some fixed real number. Note that this is a spline of degree k 
with a single knot at x =  t. We now show that we can build up the 
representation of a spline, one sub-interval at a time, in terms of a 
polynomial and truncated powers. First, on [t0, t~ ] we can write a spline of 
degree k as 

k 

S,(x) = ~ cix i. (6.6) 
i = 0  

li l i+ I ti+ 2 

Fig. 6.2 Graph of a linear B-spline Bi ~ (x). 

r 
X 
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We now seek to add a suitable function to the fight side of (6.6) to extend 
the representation of S, from [to, t~ ] to [to, t2]. Note that any polynomial in 
Pk can be written in the form 

and if we adapt this to 

k 

E ai(x- tl) i 
i = 0  

k 

E ai(x- t,)i§ 
i = 0  

(6.7) 

we obtain a function (no longer a polynomial, but a spline of degree k) 
which is zero for x < t~, and so can be added to the fight side of (6.6) 
without disturbing the representation of S, on [to, t~ ]. However, in order to 
satisfy the smoothness requirement for the spline S, at tt, we must not 
disturb the continuity of either S, or its first k -  1 derivatives at t~. Thus in 
(6.7) we must take a0 = a~ . . . . .  a,_~ = 0  and, on renaming ak as d~, we 
find we can write 

k 

Sn(X) = E cixi + dl(X -- tl)~' 
i=O 

(6.8) 

and this is valid for the interval [to, t2]. Thus we need to choose Co . . . . .  Ck tO 
give the appropriate polynomial to define S, on [to, t~ ] and choose only one 
further coefficient, d~, so that the fight side of (6.8) gives also the correct 
polynomial which represents S, on [t~, t2]. We continue in this way, adding 
a suitable truncated power to give the correct polynomial on the next sub- 
interval while not changing the representation of S, in earlier sub-intervals. 
Finally, we obtain 

k n - 1  

s (x) = Z c,x' + Z a,(x- ,,)*+, 
i = 0  j = l  

(6.9) 

which is valid on the whole of [t0, t,]. We note that the number of 
coefficients ci and dj is n + k, which agrees with the number of conditions 
noted above to determine a spline of degree k on an interval with 
n -  1 interior knots. We emphasize that the representation of S, in the form 
(6.9) is only of theoretical interest. In order to evaluate a spline we will 
prefer to express it in terms of B-splines, which we will discuss in the next 
section. 

Example 6.4 Let us express the cubic spline of Example 6.3 in the form 
of truncated powers. We obtain, for x~  - 2 ,  

S(x)=~(x+2)3-](x+ 1) 3 + (x) 3 - ] ( x -  1) 3 + ~ ( x - 2 )  3. 
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This coincides with the function C ( x )  of  Example 6.3 for - 2  ~ x < **. If  we 
replace the first term 1 (x + 2) 3 by the truncated power ~ (x + 2) 3 we obtain 
an expression which agrees with C (x) for all x. 1--1 

6.2 B-splines 

As we have seen, the first degree splines B] form a basis for all first degree 
splines (with respect to a given set of  knots). We now show that the B~ ~ can 
themselves be expressed in terms of  still simpler functions. Let us define 

1, ti < x <<. ti+~ (6.10) 
B~  0, otherwise. 

Note that B ~ is not continuous at t~ and ti + ~ (see Fig. 6.3). It is easily verified 
from (6.3) and (6.10) that 

t i + 2 _ X  ) 
+ . . . . . . .  B~ ,(x). (6.11) 

ti+ 2 -- ti+ 1 

The B ~ are piecewise constant functions. They are clearly a basis for the set 
of  all piecewise constant functions. Such a function which takes the value Yi 
on the interval ti < x ~< t~ + ~, for 0 ~< i ~< n - 1, and the value zero elsewhere can 
be expressed as 

n - !  

Z y i B ~  
i=O 

The functions B ~ and B] are called B-splines of  degree 0 and 1 respectively. 
We now introduce functions B 2, B 3 . . . . .  defined recursively by 

n~(x) = x t! B~ l ( x ) +  . . . . . . . . . .  ni+ 
t i + k -  t i]  ti+k+ 1 - ti+ 1 

for each i and for k =  1,2 . . . . .  Note that for k =  1 (6.12) reduces to (6.11). 
Graphs of B~ and B 3 with equally-spaced knots are given in Figs. 6.4 and 6.5 

ti ti+ i "-X 

Fig. 6.3 Graph of the simplest B-spline B~ 
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ti ti+ I ti+ 2 ti+ 3 X 

Fig. 6.4 Graph of a quadratic B-spline B~(x) with equally spaced knots. 
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respectively. The function B~ k is called a B-spline of degree k. We need to 
justify that it is indeed a spline. First, by using induction on k in (6.12) it is 
clear that B~ is a piecewise polynomial of degree k, that is, on each interval 
[tj_~, tj], B~ is a polynomial of degree k. An induction argument on (6.12) 
also reveals how the support of B~ grows with k. (The support of a function f 
is the smallest closed set containing all x such that f ( x ) ~  0.) For k~>0 the 
support of B~ is the interval [t~, t~ + k + ~], that is, it consists of k + 1 of the sub- 
intervals created by our set of knots. 

I I 
r 

ti ti+ I ti+ 2 ti+ 3 t i+4 x 

Fig. 6.5 Graph of a cubic B-spline B ) ( x )  with equally spaced knots. 

It is not immediately obvious from (6.12) that B~ satisfies the smoothness  
condition necessary for a spline of degree k, namely that 
B~~ Ck-l(-,,, , ,*,,). However, this smoothness condition can be deduced 
from the following result. 

Theorem 6.1 For k > 1 

d B~(x) - k B~ (x) . . . .  B i+ ~ (x) (6.13) 
d x  t i + k  - t i  t i + ~ +  ! - t i+ l 

for all x. For k = 1, (6.13) holds for all x except at x = t~, t~+ ~ and t;+ 2, where 
the derivative of B] is not defined. 

P r o o f  We first prove the weaker result that (6.13) holds for all x 
excluding the knots tj. It is easily verified that (6.13) holds for k = 1 except 
at the knots ti, ti+~ and t;+2. Next we assume that (6.13) holds for some 
fixed value of k and all i. Differentiate both sides of  (6.12) with k replaced 
by k + 1 and replace the derivatives of B~ and Bki+i, using (6.13). Combine 
the terms in B~ -l, B~~ ~ and B~+-2 ~, using (6.12), to give terms involving B~ 
and B~+ 1- (Note that this involves splitting the term B k~7~ t into two parts.) 
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Thus verify that (6.13) holds when k is replaced by k + 1 and so complete 
the proof of Theorem 6.1 by induction (see Problem 6.7). 

We now pay careful attention to what happens at the knots. By induction 
on (6.12) it is obvious that, for k~ 1, B~ is continuous for all x. Thus for 
k~  2 we see that the fight side of (6.13) is continuous for all x. Also, we 
already know that (6.13) holds for all x except at the knots. It follows from 
the continuity of the right side that, for k I> 2, (6.13) holds for all x. FI 

Corollary 6.1 For k I> 1, B~* E C k-~(-oo, co). 

P r o o f  This follows from (6.13) by induction on k. r-1 

We will require the following identity in the proof of our next theorem: 

( - ) (  t - t i  ) 
t ti+,+ l (t i X) + (ti+k+ l t - x  . . . . . . . . .  x) .  (6.14) 
ti-- ti+k+ 1 ti+k+ 1 -- ti 

This is easily verified directly or we may observe that the fight side of 
(6.14) is the linear interpolating polynomial for t -  x (regarded as a function 
of t) at t=  t~ and t~+,+~. 

Theorem 6.2 (Marsden's identity) For any fixed k = 0, 1 . . . . .  
o o  

(t - x)* = Z (t - ti+ ,) "'" (t - ti+,.)B~(x) (6.15) 
i -~ - c , o  

where, for k = 0, the empty product ( t -  t~§ ~)... ( t -  t;§ ,) is replaced by 1. 

P r o o f  For k = 0, (6.15) gives 

1 = ~ B~ (6.16) 

which follows immediately from the definition of B ~ The proof is 
completed by induction on k. Let us suppose that (6.15) holds for some 
k>_.0. We multiply both sides of (6.15) by t - x  and, in each term in the 
summation on the fight side, we express t - x  as in (6.14). This gives two 
summations on the fight which we combine into one, using (6.12) with k 
replaced by k + 1. This gives (6.15) with k replaced by k + 1. if] 

Corollary 6.2 Every monomial x r, 0~< r<~ k, can be written as a sum of 
multiples of the B~*, with k fixed. 

P r o o f  Compare coefficients of powers of t l'-r o n  both sides of (6.15). l-1 

As a special case, comparing coefficients of t k in (6.15) yields 

1 =  Z B~(x) (6.17) 
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which generalizes (6.16). Note that Corollary 6.2 implies that any element in 
Pk can be expressed in terms of the B~ with k fixed. Now a polynomial in Pk is 
a special case of a spline of degree k on our given system of knots. Not only 
elements of Pk, but in fact all  splines of degree k can be expressed as a linear 
combination of the B~ with k fixed. We will content ourselves with justifying 
this in the next section for the special case of equally spaced knots. 

Example 6.5 Let us take k = 2 in Marsden's identity (6.15) to give 
o o  

t 2 -  2xt  + x 2 = Z ( t2-  (ti+l + ti+ 2)t + ti+ l ti+ 2)B~(x) 
i = - o o  

and we may compare coefficients of t 2, t and 1 to give expressions for 1, x 
and x 2 respectively. Thus any element of P2 can be written as 

o o  

Z a o + a l x + a 2  x 2 =  (ao+-~al ( t i+l  +t i+2)+aEt i+l t i+2)B~(x) .  I--! 
i - - * *  

6.3 Equally spaced knots 

B-splines become simpler when the knots are equally spaced. Let us choose 
ti = i, since any equally spaced system of knots can be obtained from these by 
making a linear change of variable. The recurrence relation (6.12) then becomes 

1 
B~(x) = _1 (x - i)B~- ~ (x) + - -  (i + k + 1 - x )B  k-~ § ~(x). (6.18) 

k k 

These are called uni form B-splines. We find that for any fixed value of k the 
functions B~, as i varies, are all 'copies' of each other. Specifically, we have 

B : ( x )  = B:+ , ( x  + 1) (6.19) 

and we say that B*i+t is a t ranslate  of B~. Also, for k > 0 ,  each B/k is 
symmetric about the centre of its interval of support [i, i + k + 1 ], that is, 

B ~ ( x )  = B~(2 i  + k + 1 - x) .  (6.20) 

Both (6.19) and (6.20) may be proved by induction on (6.18). 

E x a m p l e  6.6 Using (6.10) with ti= i and (6.18) we obtain the uniform 
quadratic B-spline 

! ~ ( x -  i) 2, i <x~< i+  1 

3 3))2, i+  x - ~ - ( x - ( i +  1 < ~<i+2 

(i + 3 - x )  2 i + 2 < x ~< i + 3 

O, otherwise. 

B (x) = 
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The corresponding cubic spline B~(x)= C ( x -  i -  2), where C is the spline 
defined in Example 6.3 above, i-'1 

We will require the following lemma. 

Lemma 6.1 For k = 0, 1 . . . . .  

r Ak(figi) = As rfi+rA gi" 
r=o 

(6.21) 

Proof We call (6.21) the Leibniz formula, after the analogous result for 
the kth derivative of a product. The proof of (6.21) is by induction on k, 
making use of the relation 

A r g i  + I = A r  + l g i  + A r g i  

(r k 1 ) + ( k r ) = ( k ;  1). 

and Pascal's identity 

D 

As an application of Lemma 6.1 we take fi = ( i -  x) m , g i -  i -  x and we 
note that f~g~= ( i -  x)7 +~ for m~>0. Since second and higher differences of 
i -  x are zero it follows from (6.21) that 

As(i - x) m§ = ( i -  x)-AS(i  - x)~ + kAS-l(i + 1 - x) m. (6.22) 

We now present a beautiful result due to I. J. Schoenberg (1903-90),  who 
carried out much of the pioneering work on splines. This shows the simple 
relation between the uniform B-splines and the truncated powers. 

Theorem 6.3 For any k >~ 0 and all i, 

B~(x) = 1 AS +,(i - x)k+. (6.23) 
k! 

Proof We emphasize that in (6.23), as in (6.22), the forward difference 
operates on i and not on x. The verification of (6.23) is by induction on k. 
First we show that (6.23) holds for k = 0. Then we assume (6.23) holds for 
some k - 1  ~>0 and use this in the right side of (6.18). The first term of 
(6.18) is then a multiple of ( x - i ) .As ( i - x ) k+  -~ which we rewrite using 
(6.22) with m = k -  1. The second term is a multiple of 

( i+  k +  1 - x ) A k ( i +  1-x)k+-~= kAk(i+ 1-x)k+ -~ 

+ (i + 1 - x)Ak(i + 1 - x)+ ~-l. (6.24) 
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We also apply (6.22), with i replaced by i + 1 and m = k -  1, to the latter 
term in (6.24). On simplifying the transformed right side of (6.18) we 
obtain (6.23). D 

There is also an inverse result to (6.23), in which a truncated power can 
be expressed in terms of uniform B-splines. 

Theorem 6.4 For any k ~> 0 and all i, 

( ) ( i - x ) k §  k + r  B k 
i -  k -  1 - r ( X )  �9 

= r 

(6.25) 

Proof We substitute (6.23) in the fight side of (6.25) and expand the 
forward differences (see Problem 4.29) to give 

( )( ) ~ (-1) '  k+r  k + l  ( i _ r _ s _ x ) ~  
4-" 

= s = o  r s 

We write r + s = m and express the above as 

m~0 (--1)' k+r  k + l  (i_m_x)k+. 
= r = m  r s 

The inner summation above, in which r + s = m  and also r~>O and 
0 ~ s ~< k + 1, is seen to be the coefficient of x m in 

1 = ( 1 - x ) - ( k + ~ ) ( 1 - x )  ~ .  

Thus the inner summation has the value 1 for m = 0 and zero for m > 0 and 
hence the double summation reduces to ( i -  x)~. v1 

Example 6.7 For a cubic truncated power, (6.25) gives 
oo 

( i -  x)3§ = Z (r + 1)(r + 2)(r + 3)B~_ 4-r(X)" 
r = O  

Note how the growth of the coefficients of B~_4_ r follows the cubic nature 
of the function ( i-x)3+.  0 

When the knots are not equally spaced, a truncated power can still be 
expressed in terms of B-splines, and vice versa. In this case the finite 
difference on the fight of (6.23) must be replaced by a divided difference. In 
view of (6.9) and the identity 

( t  i -- X)k= ( t  i -- X)k+ + ( - - 1 ) k ( x  - ti)k+ (6.26) 

(see Problem 6.12) the above results show that any spline of degree k can be 
expressed as a linear combination of the B k, with k fixed. 
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To compute a spline of degree k on the knots 0, 1 . . . . .  n, we need to use 
the B-splines B_ k Bk-k t . . . . . . .  k, . Bk, ~ for these are the only B-splines of  degree 
k which are non-zero on [0, n]. Note that there are n + k of  these, in 
keeping with our earlier observation that n + k conditions need to be 
satisfied in determining a spline of degree k. For example,  a cubic spline on 
[0, n] is of the form 

n - I  
3 

S(X) = Z a tBr(x) '  
r = -3 

0 ~< x ~< n. (6.27) 

From (6.19) we have, due to the equal spacing of  the knots, that 

B3r(X) = B3r_~(x - 1) . . . . .  B32(x  - r -  2). 

Let us write C ( x )  to denote B3-2 (x), the uniform cubic B-spline whose 
interval of  support is [ - 2 ,  2 ]. 

Then we obtain from (6.27) that 

n - I  

S(x) = Z a r f ( X -  r -  2), 
r =  - 3  

0 ~ x ~< n. (6.28) 

and 

C(0) =z 3, C ( + I )  = -~ 

and C (x) is zero at all other knots. Also 

C , ( _ I ) =  ~ ~, C (1) = - �89 

and C' (x) is zero at all other knots. Thus from (6.28) we obtain 

S ( i ) = ~ ( a i _ 3  + 4ai_2 + ai_ i )  

S'  ( i )  = �89 (ai_ , - ai_3) , (6.30) 

both valid for 0 ~< i ~ n. 
To determine the n + 3 values a_ 3, a_ z . . . . .  a n_~, thus determining the 

spline S given by (6.28), we need n + 3 appropriate conditions. Now 
suppose that S is an i n t e rpo la t ing  sp l ine  which interpolates a given function 
f at the knots x = 0, 1 . . . . .  n. We still need two further conditions, and obtain 
these by supposing that S' matches f '  at the endpoints x = 0 and x = n. 
Thus 

S' (0) = f '  (0) and S' (n) = f '  (n). 

(This is not the only possibility. One alternative, which yields what is called 
a na tura l  sp l ine ,  is to choose S" (0 )=  S" ( n ) = 0 . )  Then from (6.29) and 

(6.29) 

We have already given the function C explicitly in Example 6.3, from 
which we note that 
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(6.30) we can write down a system of n + 3 linear equations to determine 
the n + 3 unknowns a_ 3, a_ 2 . . . . .  a._ ~. These are 

f ( i )  = ~ (ai-3 + 4ai_2 + ai_l), 

f '  (0)= �89 (a_, - a_a) 

f ' ( n ) = � 8 9  

O<.i~n (6.31) 

(6.32) 

(6.33) 

(If the values of f '  are not available, they may be replaced by a finite 
difference.) It is convenient to eliminate a_ 3 between (6.32) and (6.31) with 
i = 0 to give 

f(0)  + ~f'  (0) = -~ (4a_2 + 2a_~) (6.34) 

and eliminate a ._  ] between (6.33) and (6.31) with i = n to give 

f (n )  - ~f' (n) = -~ (2a._3 + 4a._2). (6.35) 

We now solve the system of linear equations consisting of (6.31) for 
1 <~ i ~< n - 1 together with (6.34) and (6.35). This can be written in the form 

Ma  = b, (6.36) 

where 

and 

aT=[a_2, a_l, . . . ,a._2],  

b T = [6f(0) + 2f '  (0), 6f( 1 ) . . . . .  6f( n - 1 ), 6 f ( .  ) - 2f '  ( . )  ] 

(6.37) 

(6.38) 

2 
4 1 
1 4 1 0 .  M =  

".. "e. " .  

0 1 4 1 
2 4 

The solution of these equations yields a_2, a_ l . . . . .  an_ 2 and the remaining 
coefficients a_ 3 and an a,_~ are obtained from (6.32) and (6.33) respect- 
ively, thus determining the spline (6.28). The above system of n + 1 linear 
equations is called tridiagonal. It is also strictly diagonally dominant, 
meaning that in every row of the matrix the modulus of the element on the 
diagonal (4 for the matrix M above) exceeds the sum of the moduli of the 
off-diagonal elements. As we will see in Chapters 9 and 10, a diagonally 
dominant system has a unique solution and a tridiagonal system is easily 
solved numerically. 

The following example illustrates the above procedure for finding a cubic 
interpolating spline and also makes it clear that our choice of knots at 
integer points imposes no real restrictions. 



144 Numerical analysis 

Example  6.8 Let us apply the above method to the function e '/" on [0, n] 
for different values of n and so obtain cubic splines for e x on [0, 1 ]. For 
n = 1 the system (6.36) has only two equations which we solve to give a_2 
and a_~. We then obtain a_ 3 and a0 from (6.32) and (6.33), to give 

S(x) = -~(-5 + 2e)C(x  + 1) + ~(8 - 2e)C(x)  

+ -~(-2 + 2 e ) C ( x -  1) + ](8 + 4 e ) C ( x -  2) 

as an approximation for e ~ on [0,1]. Since (see Example 6.3) 
c(�89 = c(-  �89 = ~ and C(~) = C ( -  ~) = ~ we obtain S(�89 =~(5 + 3e)=  1.644 as 
an approximation for e~/2---1.649. For a general value of n we obtain the 
coefficients aj numerically by solving the tridiagonal system (6.36) and 
evaluate the spline using (6.28) and (6.2) for each required value of x. In 
Table 6.1 we list the maximum errors of these interpolating cubic splines for 
e x on [0, 1 ]. The coefficients for these splines mimic the growth of the 
exponential function. The coefficients for n = 1, given above, are approxi- 
mately 0.2910, 0.8545, 2.2910 and 6.2910. For n = 5 the coefficients are 
approximately 0.8133, 0.9934, 1.2133, 1.4819, 1.8100, 2.2108, 2.7002 and 
3.2981. The ratios of consecutive pairs of the latter coefficients are very close 
to e ~ I-3 

For a quadratic spline, it is not appropriate to interpolate at the knots, 
0, 1 . . . . .  n, for then the typical equation is 

f(i)=�89 
and the linear system is not strictly diagonally dominant. Further, in 
providing the additional condition required to make up the necessary n + 2 
conditions for a quadratic spline, we may even create a system of linear 
equations which is singular. Instead we interpolate at each of the midpoints 
of the n sub-intervals between the knots and also interpolate at both 
endpoints x = 0 and n. Intuitively this seems more satisfactory, not only 
because we are observing symmetry between the endpoints but, more 
important, because by interpolating at the midpoints we are picking up the 
maximum values of the quadratic B-splines (see Example 6.6). Thus we 
express the quadratic spline in the form 

n - I  

S(x) ~ 2 = a r B r ( x ) .  ( 6 . 3 9 )  

r--- - 2  

T a b l e  6.1 M a x i m u m  e r ro r s  o f  i n t e r p o l a t i n g  c u b i c  sp l i ne s  for  e '  w i t h  n + 1 e q u a l l y  s p a c e d  

k n o t s  on  [0, 1 ] 

n 1 2 3 4 5 

M a x i m u m  4.3  x 10 - 3 4 .0  x 10 -4  8.1 x 10 - 5 2 .6  x 10 - 5 1.1 x 10 - ~ 

m o d u l u s  o f  e r ro r  
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Applying the above interpolatory conditions we find that, for n > 1, a 
ao . . . . .  a._ 2 satisfy the tridiagonal system M a  = b, where 

and 

M 

5 1 
1 6 

1 

1 

6 1 

1 6 
1 

0 

T 
a = [a _ i, ao .... .  a, ,_ 2] 

(6.40) 

b T= [8f( �89  2f(0),  8f(3) . . . . .  8f(n _3), 8f(n - � 8 9  2f(n) ] .  

Then a _ 2 and a ,_  ~ are computed from 

a_ 2 = 2f(0) - a_,,  a ._,  = 2 f (n )  - a._ 2. 

In checking the details, the reader needs to be aware (Example 6.6) that 

B 2 3 = , B 2 = B 2 , 2_2 = 3. -2(--~) =B2-2(�89 ~ -2(--1) _2(0)=�89 B ( - �89  (6.42) 

(6.41) 

6.4 Hermite interpolation 

Suppose we are given the values of a function f and its first derivative f '  at 
n + 1 points 

a =  Xo<Xl < - "  < x . =  b. 

Since we have 2n + 2 conditions it seems possible that we can construct a 
polynomial P2~§ ~E P2.§ ~ such that 

P2n+! (Xi) = f(xi) and P'2,§ l(xi) = f '  (xi), 0 <~ i ~< n. (6.43) 

One way of obtaining P2,+~ is to construct the polynomial  which interpo- 
lates f on the 2n + 2 points x0 . . . . .  x.,  x0 + h . . . . .  x. + h and then let h tend to 
zero. We write the interpolating polynomial  based on the above 2n+  2 
points in the Lagrange form 

(a,(x; h)f(x,) + fl,(x; h)f(x~ + h)), (6.44) 
i=0 

where the Lagrange coefficients ai  and fli depend on h as well as on x. It is 
helpful to rearrange (6.44) in the form 

/ /  
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On letting h tend to zero we obtain 

P2o§ I(x) = ~ (ui(x)f(xi) + vi(x)f'(xi)), 
i = 0  

where 

and 

ui(x) = (1 - 2L; ( x i ) ( x -  xi))(Li(x)) 2, 

vi(x) = ( x -  xi)(Li(x)) 2 

(6.46) 

(6.47) 

(6.48) 

j =o  
j . i  

is the usual Lagrange coefficient. We call P2,.~ the Hermite interpolating 
polynomial for f on the given n + 1 points xi. Note that ui, v i and hence 
P2,§ t belong to P2,+ t. The derivation of (6.48) by writing 

vi(x) = lim hfli(x; h) 
h--~O 

in (6.45) is straightforward, although that of (6.47) from 

ui(x) - lim (ot~(x; h) + fli(x; h)) 
h ~ 0  

is a little more complicated. However, once one has obtained (6.47) and 
(6.48) it is easy to verify that (6.46) gives the required polynomial, by 
checking that 

u ~ ( x )  = ~ j ,  u" (x j )  = O, 
t v~(x~) = O, v~ ( x j ) =  6~j, 

for all i, j. Above, ~ij is the Kronecker delta function, which has the value 1 
for i = j and zero otherwise. 

Example 6.9 For sin :ix with interpolating points at 0, �89 and 1 we find that 
(6.46) simplifies to give 

ps(x) = ( 1 6 -  4zr)x2(1 - x) 2 + :rx(1 -- x). 

Since both sin :rx and ps(x) are symmetric about x = �89 we tabulate these for 
values of x in [0, �89 only in Table 6.2. r"i 

From (4.13) we know that the error of interpolation at the points 
Xo . . . . .  x , , x  o + h . . . . .  x, + h of a function f whose (2n + 2)th derivative is 
continuous is 

fc2"+2)(r 
(x  - Xo) ""  (x  - x . ) ( x -  Xo - h)  . . .  ( x -  x .  - h) 

(2n + 2)! 
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Table. 6.2 Comparison of sin :rx with the Hermite interpolating polynomial constructed at 0, 
-~ and 1 

X 0 0.1 0.2 0.3 0.4 0.5 

sin ~rx 0 0.3090 0.5878 0.8090 0.9511 1 
ps (x )  0 0.3106 0.5906 0.8112 0.9518 1 

where r depends on h as well as on x, f and the xj. Since P2n+l was 
obtained by taking the limit of the above interpolating polynomial as h tends 
to zero, we deduce that for Hermite interpolation 

f (2n + 2)(r].,. ) 

f ( x )  - P2n + 1(x) = (x - Xo) 2 . - .  (x - Xn) 2 ( 6 . 4 9 )  
(2n + 2)! 

for some r/x E (a, b). 
The form of the error (6.49) prompts us to ask whether we can expect more 

favourable results when using Hermite interpolation by making a particular 
choice of interpolating points xj. Let us assume the interval [a, b] is [ -1 ,  1 ], 
making a linear change of variable if necessary. Then the above question is 
easily answered: if we can select the interpolating points we should choose the 
zeros of the Chebyshev polynomial T,+~ since such xj minimize 
II ( x -  x0) --" ( x -  x,)I1..- Then by (6.49) the maximum error on [ -  1, 1 ] satisfies 

II f -  P2n+l - -  , (6.50) 
4" (2n+2)!  

valid only for Hermite interpolation at the Chebyshev zeros. In this case 
P2.+ t is given by (6.46) with 

= (Tn+l(X))2 (1-x~x)  

u i ( x )  Ii n + l (x  - xi)  2 

and 

l 
o, (x )  . . . . .  , , +  i x x, 

(6.51) 

(6.52) 

where xi = c o s [ ( 2 n -  2i + 1);r/(2n + 2)], 0~< i~  n, denote the zeros of Tn+ l 
arranged in order on [ - 1 ,  1 ] (see Problems 6.18 and 6.19). 

Example  6.10 If we interpolate at x = - l ,  0 and 1 and know that 
I f(6)(x) [ -< M on [ - 1 ,  1 ] we find from (6.49) that 

M )2 M 
II f -  ps II- -< II x (x - 1)2( x + 1 I1~ = 486----0' 
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the norm of x ( x -  1)(x + 1) being ~tained at x = + l /q3 .  For comparison, if 
we interpolate at x---0 and • the zeros of T 3, (6.50) shows 
that II f -  P5 II- ~< M/l1520 .  r-q 

Instead of constructing one polynomial as above which interpolates a 
function and its derivative at certain points, we can construct separate cubic 
polynomials which interpolate the function and its derivative at the 
endpoints of each sub-interval. Thus we take 

a= to<t~ <. . .  < tN = b 

and obtain a unique function H such that 

H(ti)  = f ( t i ) ,  H' (ti) = f '  (ti), O<. i <. N, 

and H is a cubic polynomial on each sub-interval. This is called piecewise 
cubic Hermite approximation. Note that H is not in general a cubic spline 
since H is only in C ~ [a, b] and not in C2[a, b ]. 

Let the piecewise cubic H ( x )  coincide with the cubic polynomial Hi(x) 
on [ti, ti+~]. Although Hi(x ) is simply (6.46) with n =  1 and x0 and x~ 
renamed as t~ and ti+~, we will derive Hi by using the divided difference 
form of the interpolating polynomial (see (4.31)) with interpolating points 
ti, t i+ h, ti+~ and ti+~+ h and letting h tend to zero. We obtain, for 
ti <~ X <~ ti + 1, 

Hi(x) = a o + a l ( x -  ti) + a 2 ( x -  t i )  2 + a 3 ( x - -  t i ) 2 ( x  - ti+l), (6.53) 

where 

ao= f( t i ) ,  al = f '  (ti), 

a2=( f [ t i ,  ti+ , ] - f ' ( t i ) ) / ( t i +  , -  ti), 

a3  = ( f '  ( t i  + I )  - 2 f [ t i ,  ti + l]  + f '  ( t i ) ) / ( t i  + l -  t i )  2" 

Note that the coefficients ao, a~, a2 and a 3 need be evaluated only once for 
each sub-interval Its, t~ + ~] and then Hi(x) can most efficiently be evaluated 
for values of x in [t~, t i + ~] by nested multiplication, that is by expressing 

Hi(x) = ( ( a 3 ( x -  t i + l) + a 2 ) ( x -  ti) + a l ) ( x -  ti) + ao. 

Recalling that Hi denotes the function H restricted to [ti, ti + ~] we have 

II f -  n i l .  = max max I f (x)  - H,(x) l 
i t i , X ~ t i §  I 

and by using (6.49) with n = 1 and x0, x~ replaced by t~, t~ + ~ we deduce that 

( t i  + ! -- t i )  4 
II f -  n II- -< max M,, (6.54) 

i 384 
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Table6.3 Comparison of the maximum error of 
piecewise cubic Hermite interpolation with the error 
bound for sin :rx on [0, 1 ] 

Maximum modulus Error bound 
N of error (:t/N)4/384 

1 0.2146 0.2537 
2 0.0108 0.0159 
3 0.0031 0.0031 
4 0.0010 0.0010 
5 0.0004 0.O0O4 
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where 

M i = max I f(4)(x) [. 
t i �9 x �9 t i + I 

For the commonly used special case where the ti are equally spaced on 
[a, b], that is t i -  a + ( b -  a ) i / N ,  then (6.54) becomes 

II f -  H [l** ~< II f(4, I1-. (6.55) 
384 N 

Example  6.11 Let us examine the accuracy of  piecewise cubic Hermite 
interpolation for sin 7tx on [0, 1 ]. In Table 6.3 we compare the error of  
maximum modulus with the error bound on the fight of  (6.55), for various 
values of  N. I--1 

6.5 Padd and rational approximation 

Suppose that for x E ( -R ,  R) a function f has a Taylor series about x -  0, 

f ( x )  = Co + c~x + c2x 2 + . . . ,  (6.56) 

where cj = f ( J ) (O) / j ! .  For given integers m, n I> 0 let us denote polynomials 

Pro, q ,  by 

and 

Pm(X) = a O-F a l x  + .. .  + am Xm 

q , ( x )  = bo + b l x  + "'" + b , x " ,  

where we will take b0*0.  We are familiar with using a polynomial  (the 
Taylor polynomial)  to match the values of  a function f and its derivatives at 
a given point. Here we explore the use of  a rational function P m / q ,  to match 
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f and its derivatives at the origin. Since multiplying Pm and q, by the same 
constant does not alter the value of p,,,/q,, we will 'normalize' p,, and q,  by 
choosing b0 = 1. 

We write 

-y  = b l X  + . . .  + b.x" 

I x l < R  and I b~x + ... + b,,x" J <1,  (6.57) 

giving a sufficient condition for both f and Pm/qn tO have expansions in 
power series. Since, with b0 = 1, Pm and q, have m + n + 1 coefficients to be 
determined we can hope to construct a rational function p, , , /q,  to match f 
and its first m + n derivatives at x =0.  We therefore seek values of the 
coefficients aj and bj so that 

f ( x )  pro(x) = ~ djxJ" (6.58) 
q n ( X )  j=  m + n + I 

We note from (6.57) that q . ( x ) .  0 for the values of x we are considering. 
On multiplying (6.58) throughout by q . ( x )  we obtain 

2 cjx  b jx  - a jx  j = d j x  j. (6.59) 
j=O "= j = m + n + l  

(The relation between the d~ and the dj is obvious but is irrelevant since we 
are not interested in these coefficients.) Thus in (6.59) we seek values of  
the aj and bj so that the coefficients of  x ~ are zero for j = 0 . . . . .  m + n. This 
gives the equations 

J 

cj_kbj, - aj = O, 0 ~ j <<. m + n, (6.60) 
k = 0  

A 

where b0 = 1, b j=O for j > n  and a j = O  for j > m .  We may write these 
equations in matrix form 

a o  

a m  = 

bl 

�9 ~ 

- -C  O 

~Cm +I1 
~ 

(6.61) 

so that q,, ( x ) = 1 - y and 

1 / q , , ( x )  = 1 + y + y2 + . . . .  

This expansion is valid for [ y l <  1. Thus we can express Pm/qn as  an 
infinite series in powers of x provided ] y [ < 1. In what follows we restrict 
x so that 
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The matrix is 

A 

-1  0 0 0 .-. 0 0 0 0 -.- 0 
0 -1  0 0 .-. 0 Co 0 0 -.. 0 

0 0 -1  0 .-. 0 c~ Co 0 ... 0 

0 0 0 -1  ... 0 c2 cl Co "" 0 

0 0 0 0 . . . .  1 Cm-~ �9 �9 �9 C m - .  

0 0 �9 �9 �9 0 C m " �9 �9 C m _ n +  1 

0 0 �9 �9 �9 0 C m + . - I  " " " Cm 

(6.62) 

where cj = 0 for j < 0. (We have allowed the possibility of  zero values of  
cj in (6.62) to avoid having to write down two versions of A, correspond- 
ing to m>~n and m < n .  A similar point applies to the aj and bj in 
(6.60).) 

On examining A further we see (Problem 6.24) that the equations (6.61) 
have a unique solution if and only if the matrix Cml 

C =  : 
C m + n -  1 � 9  Cm 

is non-singular, since det A = (-1)m§ ~ det C. Thus if C is non-singular we 
solve 

IillCm l C = : (6.63) 

n - - C m + n  

to determine the bE uniquely. The a / a r e  then obtained immediately from 
(6.60) with j = 0 . . . . .  m only. The resulting rational function 

ao + a l x  + " "  + a m  X m  
R m . , ( x )  = (6.64) 

1 + b~x  + "" + b, ,x" 

is called the (m, n )  P a d ~  approximation for f. 

E x a m p l e 6 . 1 2  Find Pad6 approximations for e '. When n = 0  we 
obtain simply the Taylor polynomial and when r e = O ,  we obtain 
1/(1 + b ~ x  + . . .  + b . x " ) ,  where the denominator is the Taylor polynomial for 
e- ' .  Neither of these possibilities gives anything new. We will choose m = n 
as a 'mean'  between these two extremes, although m = n+l  is commonly 
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favoured. For m = n = 2 the equations (6.63) are 

(;)()( ) l 1 bl = - g  

1 b2 1 i - i a  

with solution b~ = - -} ,  b2 = ~. From (6.60) we then obtain a0 = 1, a~ = �89 
a 2 = ~ tO g ive  

We similarly obtain 

and 

R2.2(x) = 

2 1 l + i x + ~ x  

1 X 2 1 - i x + ~  

R , , , ( x )  = 

1 l + i x  

1 
1 - i x  

R3, 3(x ) = 

1 I X 2 1 3 
1 + i x + q -  6 + i~-6 x 

1 1 X 2 1 X 3 1 - i x + ~  -~-~-~ 

In the Pad6 approximation Rm, m for e x, due to the fact that e" satisfies 
f ( - x )  = 1/ f (x)  the coefficients satisfy bj= (-1)Jaj, as seen above (see also 
Problem 6.26). Kl 

An obvious disadvantage of Pad6 approximations is that as we increase m 
and n the earlier coefficients may change, as for the coefficients of  x 2 in 
Example 6.12. Another negative feature of Pad6 approximations is that an 
error estimate is not readily available. On the positive side, Pad6 approxima- 
tions can sometimes give good approximations to a function even at points 
where the series (6.56) diverges (see Problem 6.31). 

We might expect the errors of Pad6 approximations to grow with I x ] .  
We illustrate this in Table 6.4 where we have chosen to display the relative 
errors ] e " -  Rm, m(X ) I/e x. Note that R~.~ is not defined at x = 2. 

An efficient way of evaluating a rational function is to express it as a 
continued fraction. This is analogous to writing a rational number as a 
continued fraction, for examplet  

355 1 
- 3 + ~ .  

113 1 
7 + - -  

16 

Let P0 E P,,0, Pl E P,,I, where n0~> n~. If p~ divides exactly into P0 to give a 

355 t The fraction ~ is the very accurate approximation of ~r obtained by the Chinese mathema- 
tician Zu Chongzhi (429-500). 
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Table 6.4 Relative errors I e ' -  Rm,m(X ) l ie x 

X m=l  m=2 m=3 

- 2  1.000000 0.055580 0.001479 
- 1 0.093906 0.001472 0.000010 

1 0.103638 0.001470 0.000010 
2 - 0.052653 0.001481 
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polynomial a0 we simply write 

po(x)  

p , ( x )  
= ao(X). 

Otherwise we divide p, into Po to produce a quotient polynomial plus a 
remainder P2 of degree lower than that of  p,. Thus 

po(x)  pz(x) 1 
- ao(X) + ~ = ao(X) + , (6.65) 

p , (x) p , (x) p , ( x ) /p  z(x) 

where a0 E P.o-.,  and P2 E P.2 with n 2 < n,. We note that the quotient ao and 
the remainder P2 are unique. Similarly we obtain 

p , ( x )  1 
= a l ( x )  + (6.66) 

pz(x) pz (x ) /p3 (x )  

unless P2 divides exactly into p,,  when we have only a ,  on the fight of  
(6.66). Note that a, E P. , - .2.  We continue this process, until finally we 
obtain 

po(x) 1 
= ao(x)  + , (6.67) 

p , ( x )  1 
a , ( x )  + 

1 
~ 1 7 6  - 4 -  - - - = - - - - , , , , -  

ak(x) 

where a k ( x ) =  p k ( x ) / p t . .  , ( x )  and Pk + , (x) divides exactly into p k ( x ) .  T h e  
expression on the right of  (6.67) is called a c o n t i n u e d  f r a c t i o n .  Since it 
looks so cumbersome, we usually write it in the more concise form 

po(x) 1 1 1 
= ao(x)  + . . . .  �9 (6.68) 

p , ( x )  a , ( x )  + az(x) + ak(x)  

We can modify (6.67) by introducing real numbers flj chosen so that a j  has 
leading coefficient 1 for 1 ~< j ~< k. This saves up to one multiplication in the 
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evaluation of each OrE, 1 ~<j ~< k, and gives 

po(X) : ot0(x)+ fll f12 ... flk . (6.69) 
p I(x) o~1 (x) + ot2(x) + otk(x) 

This process is called the Euclidean algorithm, which we state more 
formally below. The final polynomial Pk+l is the polynomial of largest 
degree which divides P0 and Pl exactly (see Problem 6.29). 

Algorithm 6.1 (Euclidean) Given Po E P,o, P~ E P,,, with no ~> n~, compute 
polynomials ttj_~ of largest degree (and leading coefficient 1 for j>~ 2), 
polynomials pj+ 1 and real numbers flj such that 

P j -  I (X)  : t2Lj_ 1 ( x ) p j ( x )  "~ ~ jp j  +1 ( X )  (6.70) 

for j = 1,2 . . . .  until flj = O. [3 

To implement the algorithm we represent each polynomial py E P,j by a 
vector V y with nj + 1 elements and by using (6.70) we compute rE+ 1, together 
with flj and the vector corresponding to ctj_ 1, by carrying out suitable 
elementary operations on vj_~ and Vy. We omit the details. Thus we obtain 
the continued fraction (6.69) for Po/P~. Since the degree of pj is nj, Oty is of 
degree n j -  nj+ 1. If we evaluate the t~y by nested multiplication, we see that 
the evaluation of (6.69) requires at most no-nk+~+k  additions, 
n o -  n~_ ~-  k multiplications and exactly k divisions. 

Example  6.13 We apply the Euclidean algorithm 6.1 to obtain a continued 
fraction of the form (6.69) for the Pad6 approximant R3, 3 obtained for e '  in 
Example 6.12. We obtain 

-24  50 10 
R3,3(x) = - 1 + ~ ~ .  (6.71) 

x - 1 2 +  x +  x 

This continued fraction is not defined at x = 0, nor at x--4.644,  the only real 
zero of the denominator of R3.3. r ]  

In (6.71) we note that R3,3(x ) ---->- 1 as x---> ,,0 and this illustrates the point 
that the Euclidean algorithm 6.1 develops a continued fraction 'about infinity'. 
We can also develop a continued fraction about the origin by reversing the order 
of the coefficients in P0 and Pl before applying the algorithm to the resulting 
vectors of coefficients. This is equivalent to applying the algorithm to t"opo(1/t) 
and t",pl(1/t). Then we need to replace t by 1/x and eliminate negative powers 
of x. Applying this modified algorithm to R3, 3 above, we obtain 

I 2 
x i~ x 

R3.3(x) = 1 + ~ .  (6.72) 
1 i X 2 1 - ~ x +  1 + ~  
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In this representation the 'beginning'  of  R3, 3 is 
1 

x l + ~ x  
1 + = = R2.2(x) ,  

1 1 
1 - i x  1 - i x  

as given in Example 6.12. 
A further modification proves fruitful. Let us consider again the quotient 

po(x ) /p~  (x) ,  but now assume that the polynomials  P0 and pl are of  the same 
degree, say n, and p0(0) = p~(0) = 1. Then if 

q0(t) = t "po(1 / t ) ,  q~(t) = t " P l ( 1 / t ) ,  

we see that q0 and q~ are both polynomials of  degree n and have leading 
coefficient 1. Unless the polynomials q0 and q~ are identical, we now 
compute further polynomials q2, q3 . . . .  from 

qj_ ~(t) = tm~-~qj(t) + fljqj+~(t) (6.73) 

for j  = 1,2 . . . .  until f l j=0 ,  where the integer mj_~ is chosen so that tmj-~qj(t) has 
the same degree as qj_ ~(t) and flj is a real number chosen so that the polynomial 
qj+ ~ has leading coefficient 1. Note that it follows from the definition of q0 and 
q~ that m0 = 0 and the degree of q2 is n -  1 or less. Observe, also, the similarity 
(and the difference!) between (6.73) and the Euclidean algorithm. From (6.73) 
we can now construct the continued fraction which begins 

qo(t) = 1 -t fl~ f12 . . . .  (6.74) 
ql( t )  t ml + t m2 + 

For example,  we have 

t 2 + 2t + 1 

t z + t + 2  

1 2 - 2  1 
= 1 + . (6.75) 

t +  1 + t +  1 

This corresponds to the case where p o ( x ) =  1 + 2 x + x  2 and 
p~ (x) = 1 + x + 2x 2. If  we now write t = 1/x in (6.75) and eliminate negative 
powers of  x we obtain 

po(x)  1 + 2x + x 2 x 2x - 2 x  x 
= = 1 +  . 

pl(x) 1 + x + 2 x  2 1 + 1 + 1 + 1 

This illustrates the (commonly encountered) case where, in (6.74), the mj 
are alternately 1 and 0, beginning with m~ - 1 and m 2 -  0. In this case we see 
that (6.74) gives the continued fraction which begins 

po(x)  = qo(1/x)  = 1 +  f l lX flEX . . . .  (6.76) 

p](x) q~(1/X) 1 + 1 + 

(We will not discuss further the more general case where the mj are not 
alternately 1 and 0.) If  we apply the process embodied in (6.76) to the Pad6 
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approximant Rm,m for e x for m large enough, we obtain fll = 1 and the next flj 
l l l l 1 are - �89 g, - g, r6, - r6, iz, - ~ . . . . .  For example, in this latter form, we have 

1 1 1 l 1 x - ~ x  gx - g x  ~ x - ~ x  
R3,3(x) = 1 + ~ .  (6.77) 

1 +  1 +  1 +  1 +  1 +  1 

The popularity of least squares approximations by polynomials is due 
to the fact that they can be computed by solving linear equations. This 
simplicity is lost if we replace polynomials by rational functions, which 
explains why rational least squares approximations are not commonly 
studied. However,  there is a well-developed theory of minimax 
approximations by rational functions, which includes an equioscillation 
property similar to that which holds for minimax polynomial 
approximations. 

Problems 

Section 6.1 

6.1 Let f E C 2 [ 0 ,  1] and let S, denote the first degree spline which 
interpolates f at the knots ti = i/n. If [ f"  (x) [ is monotonic decreasing on 
[0, 1 ], deduce from the error of interpolation (4.13) that 

max I f ( x ) -  S,(x)] = max If(x) - S,(x)[. 
O~x~ 1 O~x~ l /n 

6.2 Verify the result in Example 6.1 by applying the result of Problem 6.1. 

6.3 Repeat the analysis of Example 6.2 for the function 1/x on [1,2 ], that 
is, find points 

1 = t o < t  ~ <- . -  < t . = 2  

and a first degree spline S. so that 

max I 1 / x -  S.(x) [ 
l ~ x ~ 2  

is minimized. Verify that we need to choose t~= (1 - (1 - (1/'~12))i/n) -2 and 
that the minimax error is �89 - 1/'~12)2/n 2. 

6.4 Show that, on [t~_~, t~], (6.4) is just the straight line joining the points 
(t~_ ~, y~_ ~) and (t~, y~), by first showing that only two terms in (6.4) are 
non-zero in this interval. 

6.5 Observe that at the knot t~§ ~ every B] (x) is zero except for j = i and 
deduce that the B) are linearly independent. Then (6.4) shows that the B] 
form a basis. 
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6.6 Verify that 
o o  

Z ( x -  ti)+ = (tr+ l-- ti)Br(x) �9 
r = i  

(Hint: check that both sides are zero for x~< t i and that they agree on the 
interval [ t~, t, + ~] for every s >-- i.) 

Section 6.2 

6.7 Complete the details of the proof of Theorem 6.1. Note that at some 
stage it is recommended to split the term in k- B~+ ~ into two parts: one part is to 
be combined with the term in B~-~ and the other with the term in Bk-~ 

�9 i +  " 

6.8 Show that for any fixed value of x the fight side of (6.15) has at most 
k + 1 non-zero terms. 

6.9 Verify that 

Bi'(x) = ( t i . 2 -  ti)f~[ti, t i  + i ,  ti+2] 

where the divided difference is of the function of t 

L ( t ) = ( x - t ) . .  

(Hint: expand the divided difference in the symmetric form (4.27) and 
verify that both sides agree on each interval [t,, t , .  i].) 

Section 6.3 

6.10 Verify (6.19) and (6.20). 

6.11 Verify directly that the expression for B~ given in Example 6.6 
satisfies the required smoothness conditions at the knots. 

6.12 Show that (t; - x) ~ = (t~ - x) ~+ + ( -  1) k (x - t~) k+ by checking that the 
splines on each side of the equation are equal for x ~< t~ and for x > t~. 

6.13 To emphasize the symmetry of the uniform B-splines, let us write 

cZk-t(x)  = B2_~-t(x) and C2k(x)= B_2~ (x +�89 

Show by induction that 

Ck(x ) =  1 ((k + l + 2x)C k-'(x + �89 + (k + l 2x)C ~-'(x �89 
2k 

with C o (x) = 1 for - �89 ~< x < �89 and zero otherwise. 
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6.14 Use induction on the above relation connecting C k and C k -~ to show 
directly that each C k is an even function. 

6.15 Derive the linear equations which must be solved to obtain the 
quadratic spline S(x) such that S(i) = f ( i ) ,  0 ~< i ~< n, and S' (0) = f '  (0). 
Verify that this system of equations is non-singular but is not strictly 
diagonally dominant. 

Section 6.4 

6.16 Show that there is a unique p ~  P2n+l such that p and p'  take given 
values at n + 1 distinct values of x. 

6.17 Verify that, as defined by (6.47) and (6.48), u~ and ~)i and their first 
derivatives are all zero at x0 . . . . .  x, except that u~(x~) = v~(x~) = 1. 

6.18 To obtain (6.52) from (6.48) when the x~ are the zeros of T, + ~, use 
(4.54) to show that 

L,(x) = r .+ i(x) = ( -  1)i T.+ ,(x)~/i - x~. 

(x - xi)T'~ + l(xi) (n + 1)(x - xi) 

6.19 To obtain (6.51) from (6.47) for the Chebyshev case, first show that 

1 T".+i(xi) 1 xi 
L'i(xi) = --  

2 T', .~(xi) 2 1 - x ~  

6.20 Show that f[t~, t~ + h ] ---> f '  (t~) as h ---> 0. Similarly consider the limits 
of f[t~, t~+ h, t~+~] and f[t~, t~ + h, ti+~, t~+~ + h] as h tends to zero and so 
verify (6.53). 

6.21 Show that the cubic Hermite approximation on the single interval 
[0, 1 ] can be expressed in the symmetric form 

H ( x ) = � 8 9  (x- �89 1] + �89  1 ) ( f ' ( 1 ) - f ' ( 0 ) )  

+ x ( x - � 8 9  1)(f '  ( 1 ) -  2f[0, 1] + f '  (0)). 

(Although non-symmetric, the nested form of (6.53) is preferable to the 
above for reasons of computational efficiency.) 

6.22 For which functions would it be advantageous to use piecewise cubic 
Hermite approximation with unequal ly  spaced interpolating points? 

6.23 Write a computer program to implement piecewise cubic Hermite 
approximation with equally spaced interpolating points on [a,b].  The  
program should be provided with procedures to calculate f and f ' .  
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Section 6.5 

6.24 For the matrices A and C defined in and following (6.62), show by 
expanding det A by its first row, and so on, that det A = (-1) m§ 1 det C, 
showing that A is non-singular if and only if C is non-singular. 

6.25 Obtain the Pad6 approximations R2, l , Rl ,  2, R3, 2 and R2, 3 for e '. 

6.26 The Pad6 approximation Rm,,, for e" satisfies 

qm(X)e x - pro(X) = d'm+n+l x m +  n+ 1 + . . . .  

Multiply both sides above by e-X/pro(x) and then replace x by - x  to give 

qm(- -x ) /pm(- -X)  -- e x= dm§ ,,+ 1 x m +  n + l  + " ' ' .  

Deduce from the uniqueness of Rm,m(X ) that 

pm(--x)=qm(X)  

SO that bj = (-1)Jaj .  

6.27 For - 1 < x ~< 1, tan-~x = x -  �89 x 3 + �89 x 5 . . . .  . If f ( x )  = (tan -I x' /2) /x  '/2 
obtain the RI,~ and R2,2 Pad6 approximations for f ( x )  and thus the R3,2 and 
R54 approximations for tan -~ x. Hence estimate zt by using the relation 
tan- '  (1/'~-) = zt/6. 

6.28 In Example 6.12 we obtained the R2, 2 Pad6 approximation for e x. 
E x p r e s s  R2, 2 as a continued fraction in the form (6.69). 

6.29 Use the fact that in (6.70) any polynomial which exactly divides pj and 
pj+~ must also exactly divide pj_l to show that the final polynomial 
produced by the Euclidean algorithm is the polynomial of highest degree 
which divides both P0 and P l. 

6.30 As an application of the Euclidean algorithm, devise a procedure to 
test whether a given polynomial has a multiple zero. (Hint: consider the 
derivative.) 

6.31 Find the Pad6 approximations R~,I and R2, 2 for the function 
( l / x )  log(1 + x) and express each of these as a continued fraction of the 
form described in the material leading up to (6.76). (Note how (6.76) has to 
be modified in the case of R2,2.) Investigate how well these rational 
functions approximate to ( l /x )  log(1 + x), both for -1  <x~< 1 and for x>  1 
where the Taylor series diverges. 



Chapter7 
NUMERICAL INTEGRATION AND DIFFERENTIATION 

7.1 Numerical integration 

Given a function f defined on a finite interval [a, b], we wish to evaluate 
the definite integral 

I : f (x )  dx, (7.1) 

assuming that f is integrable (see w If f(x)>t0 on [a, b] the integral 
(7.1) has the value of the area bounded by the curve y = f (x) ,  the x-axis and 
the ordinates x = a and x = b. The fundamental theorem of the calculus 
(Theorem 2.11) shows that integration is the inverse process to differentia- 
tion. If we can find a function F such that F ' =  f,  then we can evaluate the 
integral using the relation 

I ~  (x) = F(b) - F(a). dx 
u 

Sometimes considerable skill is required to obtain F, perhaps by making a 
change of variable or integrating by parts. Even if F can be found, it may 
still be more convenient to use a numerical method to estimate (7.1) if the 
evaluation of F requires a great deal of computation. If we cannot find F 
or if f is known only for certain values of x, we use a numerical method for 
evaluating (7.1). 

An obvious approach is to replace the integrand f in (7.1) by an approxi- 
mating polynomial and integrate the polynomial. 

Example 7.1 To evaluate 

i 1 eX2dx 
0 
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we can replace the integrand by its Taylor series constructed at x = 0, 
4 6 ** 2 X X (X2)  n 

x X 2 _ _  + _ _  + . . .  = ~ - .  

e = 1 +  + 2! 3! , ~= n! 

x 2 Since this series converges uniformly to e on any finite interval, it may be 
integrated term-by-term (Theorem 2.16) to give 

I1 " .Z0 1 e ~ dx = 
o = (2n + 1)n! 

This series converges very rapidly. For example, to estimate the integral to 
six decimal places, we require only nine terms of the series. [21 

Despite its success in Example 7.1, the Taylor polynomial is not suitable ,~ 
in general since it requires the evaluation of derivatives of f. We will prefer ..... ~ ...... 
to use an interpolating polynomial. First we use an interpolating polynomial 
constructed at equally spaced points x r = x o +  rh, O<<.r<~n. If f~n§ is 
continuous on [x0, Xn], we have from (4.34) that 

f ( x ~ 1 7 6 1 7 6 1 7 6  s ) n n + l  , (7.2) 

where ~,E (Xo, X,). (We need to replace [x0, x,] by an appropriate larger 
interval if s is outside the interval 0~< s~< n.) We can construct different 
integration rules by choosing different values of n in (7.2). Thus, with n = 0, 

f(xo+sh) =f0 + h(S) f ' (~ ' ) ' l  

Integrating f (x)  over [Xo, X~], that is, integrating with respect to s over 
[0, 1 ] we obtain 

f(x) dx hfo + sf'(~,) ds. (7.3) 
xo 0 

We replaced dx by h.ds, as x -  xo + sh. In the integrand on the right of 
(7.3), s does not change sign on [0, 1 ] and f ' ( ~ , )  is a continuous function 
of s. Thus by the mean value theorem for integrals, Theorem 2.13, there is a 
number s = gwith ~ E  (Xo, X~) such that 

I x' I' s ds. .,o f(x) dx = hfo + h2f'(~e) o 

Writing ~ in place of ~e, we have 

I"' ' hZf'(~)" (7.4) xo f (x) dx = hfo + 

The first term on the fight of (7.4) gives the integration rule (also called a 
quadrature rule); the second term is the error tenn. This is called the 
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Fig. 7.1 The regular quadrature rule. 

rectangular quadrature rule, since the integral (the area under the curve y = f ( x )  
in Fig. 7.1) is approximated by the rectangle of width h = x~ - x o and height f0- 

Putting n = 1 and integrating f ( x )  over [x0, xl ], we similarly obtain 

I xl 1 I ! (2 )  f ( x )  dx = hfo + 7 h Af0 + h3f"(~) ds, Xo 0 

where f"  is assumed continuous on [Xo, xt]. We have again been able to 
apply Theorem 2.13, since ([) does not change sign on [0, 1 ]. This gives 

ix, h h 3 
f ( x )  dx = -- (fo + f , )  f"@), (7.5) 

xo 2 - - ~  

where ~ E (Xo, x~) and is usually distinct from the ~ appearing in (7.4). This 
is the trapezoidal rule plus error tenn. The integral is approximated by 
�89 + f~), the area of the trapezium which appears shaded in Fig. 7.2. 

The trapezoidal rule is usually applied in a composite form. To estimate 
the integral of f over [a, b], we divide [a, b] into N sub-intervals of equal 
length h= ( b - a ) / N .  The endpoints of the sub-intervals are xi= a + ih, 
i = 0, 1 . . . . .  N, so that Xo = a and XN = b. We now apply the trapezoidal rule 
to each sub-interval [xi_~,xi], i= 1,2 . . . . .  N (see Fig. 7.3). Thus we have 
from (7.5), on distinguishing the numbers ~ occurring in the error terms, 

Ix" h h 3 f (x )  dx = -- (fo + f , )  - f " ( ~  h h 3 
2 - '~  ') + "'" + -- ( fN- ,  +fN) - f"(~N)" 

o 2 12 

Fig. 7.2 The trapezoidal rule. 
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Fig. 7.3 Composite form of the trapezoidal rule. 

Maintaining the assumption that f "  is continuous on [a, b ], we can combine 
the error terms (see Theorem 2.3) to give 

b h Nh  3 f 

| f ( x ) d x  = -- (f0 + 2f~ + 2f2 + "--+ 2fN_~ + f N ) -  ~ f " ( ~ ) ,  (7.6) 
,I 2 12 

for some ~ E (a, b). This may be rewritten as 

ib h h 2 
f ( x )  dx = h ( fo  + f , + "'" + f N - , )  + 2 ( f u  -- fo) -- (XN -- XO) ~ f " (~ ) ,  

12 

(7.7) 

since XN--X0 = Nh. Incidentally, we note from (7.7) that the composite 
trapezoidal rule consists of the composite rectangular rule plus the correc- 
tion term h ( f u -  f0)/2. We note that the error in (7.7) is of order h 2 and that 
the rule is exact for every polynomial belonging to P~. (The second 
derivative in the error term is zero for such polynomials.) 

Now suppose that, due to rounding, the f~ are in error by at most �89 x 10 -k. 
Then we see from (7.6) that the error in the trapezoidal rule due to rounding 
is not greater than 

�89 + 2 + 2 + . . . + 2 +  1)x�89 1 0 - k = U h x � 8 9  1 0 - k = � 8 9  -k. 

Thus, rounding errors do not seriously affect the accuracy of the quadrature 
rule. This is generally true of numerical integration (see Problem 7.8), 
unlike numerical differentiation, as we shall see later. 

There is a generalization of the composite trapezoidal rule called 
Gregory '  s f o rmu la :  

m 

f ( x )  dx = h( fo  + "" + fN) + h Z cj+ ,(V~fu + (-1)JAJfo), (7.8) 
Xo )=0 
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where 

c ,  ( s)o (7.9) 

If m~<N, the rule uses values f ( x i )  with every xiG [Xo, Xu]. With m =0 ,  
since c~ = -�89 (7.8) is simply the trapezoidal rule. (The next few values of 
the cj are - ~2, l 19 - ~ ,  -v~-6- We see from (7.9) that cj < 0 for all j .)  We state 
without proof that if m = 2k or m = 2k + 1, then the rule (7.8) has error of 
order h m§ and integrates exactly every polynomial belonging to P2k§ For 
example if m = 2 and N ~> 2, we have the integration rule 

~ ,, 5h 
o f ( x ) d x  = h( fo  + "'" + f u ) -  --~ (fo + f  u) 

h h 
+ --  ( f ,  + f u  1) (f2 +fu-2),  (7.10) 

6 - - - ~  

which is exact if fG_.P 3. For the derivation of Gregory's formula, see 
Ralston and Rabinowitz (1978). 

Returning to (7.2), we now choose n = 3 and integrate f ( x )  over [x 0, x2]. 
This time the error term contains the binomial coefficient (g) which does 
change sign over [x0, x2]. However, it can be shown that, in this case, the 
error term can still be written in the form 

hSft')(~) I0 ds = - ~  f,4)(~), 
90 

as if Theorem 2.13 were applicable. We obtain 

Ix2 h h 5 
f ( x )  dx = --  ( fo + 4 f  l + f21 - ft4)(~), 

x0 3 - ~  
(7.11) 

where ~ E (Xo, X2), This is called Simpson ' s  rule. Like the trapezoidal rule, 
Simpson's rule is usually applied in composite form. Combining the error 
terms as we did for the trapezoidal rule, we obtain 

S xzu h 
f ( x )  dx = --  (f0 + 4f, + 2f2 + 4f3 + " "  + 2f2u-2 + 4f2u- l + f2u) 

Xo 3 

h 4 
- (x2u- Xo) - ~  fr (7.12) 

where ~ E  (x0, x2u). Note that the composite form of Simpson's rule 
requires an even number of  sub-intervals. For a rule of comparable 
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accuracy which permits an odd number of sub-intervals, we have the 
Gregory formula (7.10). Note that both (7.10) and (7.12) are exact if the 
integrand f ~ P3" 

To verify (7.11) we may let x~ = 0 without loss of generality. We write P2 
to denote the interpolating polynomial for f constructed at x = - h ,  0 and h 
(i.e. x0, x~ and x2). Then from (4.40) we have 

f ( x )  = p2(x) + (x + h ) x ( x -  h ) f [ - h ,  O, h, x] 

and integrate to give 

-h fiX) dx = -- ( f ( -h )  + 4f(0) + f(h)) + E( f ) ,  
3 

say, where the error term is 

E ( f ) =  I~h f [ - h ,  O, h, x] x ( x  2 - h 2) dx. 

Integration by parts yields 

Ih I(x2 h2)2 d 
E( f )  = - -h ~ f [ -h ,  O, h, x] -~ - dx, (7.13) 

since ~(x 2 -  hE) 2 is zero at x = • From Problem 4.21 and (4.41) we may 
write 

d f [ - h ,  O, h, x] = f [ - h ,  0, h, x, x] = f~4)(~x)/4v. 
dx 

where ~ ~ ( -  h, h), assuming that - h <- x -< h. Finally, since (x 2 - h2) 2 ~> 0, 
we may apply Theorem 2.13 to (7.13) to obtain 

h 5 
E( f )  = --~--~ fr 

thus justifying (7.11). 
The basic trapezoidal and Simpson rules (7.5) and (7.11) are special cases 

of the form 

i f(x)  dx = wif(xo + ih) (7.14) 
Xo 

i - - 0  

where the w~ are chosen so that the rule is exact if f E P, .  These are called 
the closed Newton-Cotes formulas. For n -  3 we have w0 = w 3 -  3h/8 and 
w~- WE=9h/8. For even values of n the rules turn out to be exact for 
f ~  P,§ (as for Simpson's rule, with n = 2). In any integration rule, such as 
(7.14), the numbers w~ are called the weights since the rule consists of  a 
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weighted sum of certain function values. There are also open 
Newton-Cotes  formulas, which are of the form 

n - i  

f (x)  dx = Z wif(xo + ih). 
Xo 

i f f i l  

The terms 'closed' and 'open' refer to whether the endpoints x0 and x, are or 
are not included in the rule. 

To obtain the simplest open Newton-Cotes  rule, we integrate (7.2), with 
n = 1, over [x0- h, x0 + h ]. This gives 

o- h f (x)  dx - 2h f  o + -1 2 

As in the derivation of Simpson's rule, the error term here is troublesome, 
since (~) changes sign on [-  1, 1] and Theorem 2.13 is inapplicable. 
However, again it is possible to write the error in the form 

h3f"(~) -, ds = 

as we will see shortly. Applying this rule to f on the interval [x0, x~ ], we 
obtain 

S h3 
~" ' h)  + ~ f " ( ~ )  ( 7 . 1 5 )  f(x) dr. = hf(xo + 7 
xo 24 

where ~ E (x0, x~). This is called the midpoint rule. At first sight this rule 
appears to be more economical than the trapezoidal rule on [Xo, x~ ], since 
both have accuracy of order h 3 but (7.15) requires only one evaluation of f 
instead of two evaluations for the trapezoidal rule. This is misleading, since 
the composite form of (7.15) is 

Ix N-I h 2 
.~N Z ~ h) + (XN XO) ~ f"(~),  (7.16) f (X) dx = h f (Xr + ~ -- 
o r=0 24 

where ~ E (Xo, XN). This requires N evaluations of f,  which is only one 
fewer than the N + 1 evaluations required by the composite trapezoidal 
rule (7.7). Note the opposite signs taken by the error terms in (7.7) and 
(7.16). If f "  has constant sign on [Xo, XN] the value of the integral must 
therefore lie between the estimates provided by the midpoint and 
trapezoidal rules. 

Let T(h)  and M(h)  denote the approximations to ~b~f(x) dx obtained by 
using respectively the trapezoidal and midpoint rules with sub-intervals of 
width h. If f"  is constant, we can eliminate the error terms between (7.7) 
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and (7.16) and obtain the quadrature rule 

f ( x )  dx = (2M(h) + T ( h ) ) / 3 .  (7.17) 

From (7.7) and (7.16), we see that this rule involves values of f(x) at the 
2N + 1 equally spaced points x = Xo + �89 rh,  r = 0, 1 . . . . .  2N. Indeed, 

(2M(h) + T ( h ) ) / 3  = S(�89 h)  (7.18) 

where S(�89 is the result of applying Simpson's rule with sub-intervals of  
width �89 Thus the elimination of the h 2 error term in this way gives 
Simpson's rule. 

Example  7.2 In Table 7.1 are listed the results of  approximating to 
~d (1 + x)-~ dx by the trapezoidal, midpoint and Simpson rules, for different 
numbers (N) of sub-intervals. As the second derivative of 1/(1 + x) is 
positive on [0, 1 ], the numbers in columns 2 and 3 of the table provide 
bounds for the integral, whose value is log 2 - 0 . 6 9 3 1 ,  to four decimal 
places. [El 

Truncation errors for integration rules may also be estimated using Taylor 
series. For example, if F ' ( x )  = f ( x )  and we write u = x0 + �89 h, we have 

i x, _ F ( u -  
Xo f (x) dx  = F(u  + 7~ h) 7 l h) 

l hF, (u)  + i 2 F = F(u)  + 7 ~ h "(u) + I haF(3)(~l) 

l hF, (u)  + 1 2 F _ , . - [F(u) - 7 ~ h "(u) ~ haF(3)(~0)] (7 19) 

where ~0 and ~ ~ (x0, xl). Using Theorem 2.3 to combine the two error 
terms, we see that (7.19) yields the midpoint rule plus error, as given by 
(7.15). Altematively, we can find the error term by a method similar to that 
used for Simpson's rule (see Problem 7.9). 

Each quadrature rule studied so far consists of a weighted sum of values 
f ( x i ) ,  where the points xi are wi th in  the range of integration. It is not always 

Table 7.1 Approximations to ~o ~ (1 + x)-1 dx 

Trapezoidal Midpoint Simpson's 
N rule rule rule 

1 0.7500 0.6667 - 
2 0.7083 0.6857 0.6944 
3 0.7000 0.6898 - 
4 0.6970 0.6912 0.6933 
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possible to use such rules. For example, suppose we wish to integrate a 
function f over [x,, X,.l ], where x,, = Xo + nh, and the only known values of 
f are f(x~),  O<~i<~ n. This type of problem arises in the numerical solution 
of ordinary differential equations (see Chapter 13) and it is convenient to 
use the backward difference form of the interpolating polynomial, 
constructed at x = x, ,  x,,_~ . . . . .  X,_m, where m~< n. From (4.13) and (4.36), 
we have for any s > 0 

f ( x .  + sh) = ~ . ( - 1 )  j V~/'. + (-1)m+~h ' '+ '  - s  f("+')(~Js). (7.20) 
.= m + l  

In (7.20), ~j, ~_ (X._m,X. + sh)  and f(m+~) is assumed continuous on this 
interval. We now integrate (7.20) over the interval x.-< x-< x.+,. Because of 
the change of variable x - x .  + sh, we must replace dx by hds to give 

() I I f (x) dx - h Z ( - 1 ) i V  jr" I - s  ds 
x. 0 ] 

j=O 

+ ( - 1 ) m + i h m + 2 I I ( - s ) f ( m + l ) ( ~ s ) d S ' o  m + l  (7.21) 

Again, Theorem 2.13 is applicable and we obtain 
m 

x. f ( x )  dx = h b i VJf  ,, + h m+ 2bm+ i f  ~m+ ')(~.), (7.22) 
j=0 

where ~. E (x. _ m, X. + ~) and 

It is sometimes appropriate to make use of f (x .+~)  also and construct the 
interpolating polynomial at x = x.+ ~, x .  . . . .  , x._m. We have 

j=0 j + m + 2 .~s., 

(7.23) 

which is just (7.20) with n and m increased by 1. In this case, x.-< x.< x.+~ 
corresponds to - 1 -< s ~ 0. We apply Theorem 2.12 and obtain 

m+l 

:(x> = Z c , v ' : , , l  + h  ~ ' + 3Cm + 2f  (m+ 2)(~'n), (7.24) 
rt 

j=0 

where ~'.E (X._m,X. .~)  and the cj (see (7.9)) are the same numbers as occur 
in Gregory's formula. 
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7.2 Romberg integration 

We have already seen in (7.18) how Simpson's rule can be expressed as a 
linear combination of the midpoint and trapezoidal rules. By comparing 
T (h) and T (�89 h) we can similarly discover the relation 

S(�89 h)=  (4T(�89 h ) -  T(h))/3.  (7.25) 

We can develop this further by using the Euler-Maclaurin formula: if all the 
derivatives of f exist, 

I 
b 
a f ( x ) d x -  T(h) = h2E2 + h4E4 + h6E6 + ..., (7.26) 

where 

E2r "-- 
B2, 

(2r)! 
(f(2r-l)(b ) _ f ( 2 r - l ) ( a ) )  

and the coefficients B2r are the Bernoulli numbers, defined by 

x E r/ = Brx  r ! .  
e x -  1 r-O 

See Ralston and Rabinowitz (1978) for the derivation of (7.26). (Note the 
similarity between (7.26) and Gregory's formula (7.8). The first correction 
term in the latter yields the trapezoidal rule and the remaining terms consist 
of finite differences in place of the derivatives in (7.26).) 

We note that in (7.26) h must be of the form ( b - a ) / N ,  where N is a 
positive integer. If we replace h by h/2 in (7.26), thus doubling the number 
of sub-intervals, we obtain 

b (h)  2 (h)  4 (h)  6 
I, f(x) d x -  T(h/2) = E2 + E4 + E 6 + . - . .  (7.27) 

We now eliminate the term in h 2 between (7.26) and (7.27), that is, we 
multiply (7.27) by 4, subtract (7.26) and divide by 3 to give 

I ~ dx T~l)(h) = h4~l) 6 (1) a -- ~4 q" h E6 +""  , (7.28) 

where 

T~l)(h ) = 4T(h /2) -  T(h) (7.29) 

and E~4 ~, E(6 ~ . . . .  are multiples of E4, E6 . . . . .  The important point is that 
T(~(h) gives, at least for sufficiently small values of h, an approximation 
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to the integral which is more accurate than either T(h)  or T(h/2) .  (Of 
course, we have already seen that TCl)(h) = S(�89 h).) Also note that we do 
not need to know the values of the coefficients E2r in (7.26) in order to 

obtain (7.29). 
This process of eliminating the leading power of h in the error term is an 

example of extrapolation to the limit, also known as Richardson extrapola- 
tion. We can take this process a stage further, eliminating the term in h 4 
between TC~)(h) and TC~)(h/2) to give 

,, f (x)  dx - TC2)(h) = h6E(62) + hSE~ 2) + - " ,  

where 

TC2)(h ) = 16 TC~)(h/2) - TC~)(h). (7.30) 

15 

The numbers EC62), E~ 2) . . . .  are multiples of EC61),E~'),... and are thus 
multiples of E6, E8 . . . . .  More generally, we find that 

i b h2(k + 1)~(k) f (x)  dx - TC*)(h) = "-'2ck + l) + ' "  ", (7.31) 
a 

where 

TCk)(h ) = 4 k T ok- ~)(h/2) - T ok- ~)(h). (7.32) 

4~_1 

Note that, in order to compute TCk)(h), we first need to compute the 
trapezoidal approximations T(h),  T(h/2) ,  T(h/4)  . . . . .  T(h/2*). This 
particular application of repeated extrapolation is known as Romberg 
integration, named after W. Romberg who discussed the method in a paper 
published in 1955. 

Table 7.2 The Romberg table 

T(h) TCX)(h) 
T(h/2) TC~)(h/2) 
T(h/4) TC')(h/4) 
T(h/8) 

TC2)(h) TC3)(h) 
TC2)(h/2) 

It may be helpful to set out the extrapolated values as in Table 7.2, where 
we illustrate the case k = 3. In the Romberg table let R(i, 0) denote T(h/2  i) 
and, for j =  1,2 . . . . .  let R( i , j )  denote TCJ)(h/2i). The R ( i , j )  may be 
computed by the following algorithm. 
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Algorithm 7.1 This approximates to the integral of f over [a, b] and 
begins with h= ( b - a ) / N  and hk = h/2 k, for some positive integers N and 
k, and the values of f at x = a + ihk for 0 ~ i ~< N.2 k. 

for i := 0 to k 
R ( i , O ) : = T ( h / 2  i) 

next i 

for j :=  1 to k 
p : = l / ( 1 - 4  -i) 
for i:= Oto k-j 

R ( i , j )  := p R( i  + 1 , j -  1) + (1 - p) R ( i , j -  1) 
next i 

next j V1 

Example 7.3 Table 7.3 gives the results of applying Algorithm 7.1 to the 
integral 

I 0 l + x  

with N = 1 and k = 3. For comparison, the result to six decimal places is 
0.693147. Simpson's rule with eight sub-intervals gives 0.693155, as in the 
second column of the table, which is consistent with (7.25). Thus Romberg 
integration has estimated the integral with an error not greater than 
1.5 x 10 -6, using only nine function evaluations. From the error term of 
(7.7), we can estimate how many evaluations are required to achieve such 
accuracy, using the trapezoidal rule. Since in this case �88 (x)~ 2, for 
0 ~ x ~< 1, we see that over 140 evaluations are needed. E! 

In the above example, the final number in the Romberg table (0.693148) 
is about 1000 times as accurate as the most accurate trapezoidal approxima- 
tion in the first column of the table. However, it is important to remember 
that the justification of Romberg's method lies in the existence of the error 
series (7.26), which depends on the existence of the appropriate derivatives 
of the integrand f. If one of the derivatives of f does not exist at some 
point in the range of integration, the results of applying the formula can be 
misleading, as the next example illustrates. 

Table 7.3 Results of applying Algorithm 7.1 with N - 1  and k = 3 to 
~0 l (1 + x) -! dx (Example 7.3) 

0.750000 0.694444 
0.708333 0.693254 
0.697024 0.693155 
0.694122 

0.693175 0.693148 
0.693148 
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Table 7.4 Erroneous Romberg table for ~o.~ x ~/2 dx 

0.35777 
0.45657 

0.43187 0.47066 
0.46978 0.47484 

0.46030 0.47477 [0.47626] 
0.47446 [0.476251 

0.47092 0.47623 

0.47482 
0.47612 

Example 7.4 We try repeated extrapolation to the limit for the integral 

I00"8 xl/2 dx. 

The integrand is not differentiable at x = 0. Table 7.4 shows results taking 
h = 0.8/2", for 0~< n <~ 4. The two boxed entries are quite inaccurate, as the 
result should be 0.47703 to five decimal places. U] 

In looking at a table of extrapolated results, we should look for signs of 
convergence as we progress down each column. Looking at just the last 
entries of the columns is misleading, as we found in Example 7.4. 

7.3 Gaussian integration 

We now consider quadrature formulas of the form 

I ,~ f ( x )  dx  --- w i f ( x i ) ,  
i = O  

(7.33) 

where the points are not necessarily equally spaced, as hitherto in this 
chapter. We again replace f by p,, the interpolating polynomial constructed 
at x = x0 . . . . .  x,. We write p,  in the Lagrange form (4.6), 

p, , (x )  = L o ( x  ) f ( x o )  + "'" + L, , (x)  f ( x , , )  

and integrate p,  over [a, b] to give the fight side of (7.33). We thus obtain 
the weights, 

wi = L~(x) dx, 0 <~ i <~ n. (7.34) 
a 

An explicit expression for L~(x) is given in (4.10). If we take the x~ as 
equally spaced on [ a , b ] ,  we have an alternative derivation of the 
Newton-Cotes rules discussed in w 7.1. We now study the error of the 
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quadrature rule (7.33) for arbitrarily spaced x~ E [a, b ]. Integrating the error 
of the interpolating polynomial (4.13), we obtain 

I 1 f ( x )  dx  - w ff(x~) = z~,,+ , ( x ) f  ('§ ~)(~'x) dx, (7.35) 
" i..o (n + 1)! " 

where f~"+ ~) is assumed to exist on [a, b] and 

zc,,~ (x)= (x-  Xo)'" (x-  x,). (7.36) 

Thus the integration rule is exact if f E  P, ,  since then f ("+~)(x)=-O and the 
fight side of (7.35) is zero. 

We can regard (7.33) in another way. First we note that if the rule (7.33) 
is exact for functions f and g, it is also exact for any function c t f+  f ig ,  
where ct and fl are arbitrary real numbers. For 

I I (c t f (x)  + f ig(x))  dx  = tt f ( x )  dx  + fl g(x)  dx  
a (3 ti 

= ~ .  wi (e t f ( x i )  + f lg (x i l ) .  
i = 0  

Hence, the rule (7.33) is exact for f E P,  if, and only if, it is exact for the 
monomials f ( x ) =  1, x . . . . .  x".  If (7.33) is to be exact for f ( x ) =  x j, we 
require 

I b x j  dx  -" ~ Wi x j  i. (7.37) 
i = 0  

The left side of (7.37) is known. This suggests that, by taking j = 0, 1 . . . . .  
2n + 1, we set up 2n + 2 equations to solve for the 2n + 2 unknowns w~ and 
x;, i = 0, 1 . . . . .  n. If these equations have a solution, the resulting integration 
rule will be exact for f E  P2,§ We will not pursue the direct solution of 
these equations, although this is not as difficult as might at first appear (see 
Davis and Rabinowitz, 1984). 

Instead, we return to (7.35). It is convenient to use the divided difference 
form of the error f -  p,,  as in (4.40), 

f ( x )  - p , ( x )  = Jr,,+l ( x ) f [ x ,  Xo . . . . .  x,,]. 

Thus we have 

I b I b f ( x )  - w i f ( x i )  = zt,,§ l ( x ) f [ x ,  Xo . . . . .  x,,] dx. a a 
i = 0  

(7.38) 

We now prove the following result. 
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Lemma 7.1 If  f [ x ,  Xo . . . . .  xk] is a polynomial  (in x) of  degree m > 0, then 
f [ x ,  Xo . . . . .  xk + ~] is a polynomial of  degree m -  1. 

P r o o f  From (4.30), 

f [ x o  . . . . .  Xk+ll - f [ x ,  xo . . . . .  x~] 
f i x ,  Xo . . . . .  xk§ l] = . (7.39) 

Xk+l - -X  

Now x -  xk+ ~ is a factor of  the numerator on the fight of  (7.39), since 

f [ xo  . . . . .  x~ + 1] - f [ x k  + 1, Xo . . . . .  xk] = O. 

This follows from the fact that the order of  the arguments in a divided 
difference is irrelevant, which is apparent from the symmetric form of  
divided differences, (4.26). Since the numerator on the fight of  (7.39) is a 
polynomial of  degree m and x - x k §  is a factor, it follows that 
f [ x ,  x0 . . . . .  x k § ~ ] is a polynomial of  degree m - 1. ff] 

Returning to (7.38), if f ~  Pz, § l, an induction argument using Lemma 
7.1 shows that f [ x ,  xo . . . . .  x , ]  ~ P,.  Suppose that [P0, P~ . . . . .  p,§ is a set of  
orthogonal polynomials on [a, b ], that is, 

I b {=O,  r , s  P r (X)ps (X) d x  
a ~ :0 ,  r = $  

and p~ E P~, r = O, 1 . . . . .  n + 1. For some set of  real numbers a0, a~ . . . . .  a . .  

f [ x ,  Xo . . . . .  x ,]  = aoPo(X ) + ctip I (x)  + ' . .  + a , p , ( x )  

(see Problem 5.23) and, from the orthogonality relation, the right side of  
(7.38) will be zero if :t,+ ~(x) = ap,+ ~ (x )  for some real number a ,  0. 

On [ - 1 ,  1 ], these orthogonal polynomials p ,  are the Legendre poly- 
nomials (see Example 5.8). Thus, if the x~ are chosen as the zeros of  the 
Legendre polynomial of  degree n + 1 and the weights w~ are determined 
from (7.34) with [ - 1 ,  1] for [a, b l, the integration rule 

I' 2 -1 f ( x )  dx  = w i f ( x i )  (7.40) 
i=O 

is exact for f ~  P2,+~- These are called Gauss ian  in tegrat ion  rules,  after 
K. F. Gauss. 

The first few Legendre polynomials (see Example 5.8) are 1, x, 
(3x 2 -  1)/2, (5x 3 -  3x)/2.  With n = 0  in (7.40) we have a rule with one 
point, x = 0. This gives 

I l -z f ( x )  d x  = 2f(0) (7.41) 
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which is exact for f E P~. This is the midpoint rule, which we derived earlier 
as (7.15). With n =  1, the points are the zeros of  (3x 2 -  1)/2, which are 
x = • The weights w0 and w~ are easily found from the requirement 
that (7.40), with n = 1, must integrate the monomials  1 and x exactly. Thus 
we obtain the Gaussian rule 

I~l f(x) dx - f ( -  1/~/3) + f (1A/3 ) ,  (7.42) 

which is exact for f E  P3 and so is comparable with Simpson 's  rule. With 
n = 2, the points are the zeros of  (5x 3 -  3x) /2 ,  which are x =  0, • Since 
the rule (7.40) with n = 2 has to integrate 1, x and x 2 exactly, we have: 

2 = Wo + w~ + wz 

0 =  -4 Wo + 
2 
"3 = 3 W o  + 3 W2" 

The integration rule is therefore 

I], f(x) dx -- (5f(-43)+8f(O) + 5f(43))/9,  (7.43) 

which is exact for f E Ps. 
Gaussian rules are also used in composite forms, similar to the trapezo- 

idal, midpoint and Simpson rules. It can be shown that if f(2,+2~ is 
continuous on [-1 ,  1 ], the error of  the (n + 1)-point Gaussian rule (7.40) is 

f (2  n + 2) of the form d. + ~ (~'), where ~ ~ ( -  1, 1) and 

22n§ l(n!)4 

d, (2n + 1)[(2n)!] 3' (7.44) 

which decreases rapidly as n increases. To apply a Gaussian rule to the integral 

I~ g(t) dt, (7.45) 
+ h 

r 

we make the change of  variable t = a + �89 h (x + 1), which maps a <~ t <~ a + h 
onto -1  ~< x ~< 1. We have 

g(t) = g(a + �89 h(x + 1)) = f (x ) ,  

say, and on differentiating k times, we have 

dx---~, f(x) = dt--- ~. g(O. 

Thus, the error in using the Gaussian (n + 1)-point rule to estimate (7.45) is 
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where r/~ (a, a + h). The high power of h/2 in (7.46) makes the error very 
small for small values of h. 

Example 7.5 To illustrate the accuracy of Gaussian rules, we apply the 3- 
point rule to 

I , a x  
0 l + x  

to give the result 0.693122. The same rule applied in composite form on 
[0, �89 and [�89 1 ], that is with six function evaluations, gives 0.693146. The 
last error is not greater than 1.5 x 10 -6, since the correct result is log 2 = 
0.693147 to six decimal places. The accuracy is thus comparable with that 
achieved by Romberg integration, with nine function evaluations, in 
Example 7.3. l-1 

There also exist quadrature formulas of the form 

I , o~(x)f(x) dx = wif(xi), (7.47) 
i -0  

where to is some fixed weight function. Weights w~ and points x~ can be 
found so that (7.47) is exact for all f E P2,§ A similar argument to that 
used for the derivation of the classical Gaussian rules shows that the x~ in 
(7.47) must be chosen as the zeros of the polynomial of degree n + 1 
belonging to the sequence of polynomials which are orthogonal on [a, b] 
with respect to the weight function w. The resulting formulas (7.47) are 
all referred to as Gaussian rules. In particular, if [a, b] is taken as 
[ - 1 , 1 ]  and W ( X ) = ( 1 - - X 2 )  -1/2, the orthogonal polynomials are the 
Chebyshev polynomials. (The resulting formulas are also called the 
Chebyshev quadrature rules.) In this case, the interpolating polynomial 
is 

p,(x) = ~ Li(x)f(xi), 
i=O 

where the x~ are the zeros of T,+~ and (see Problem 7.14) we may write 

T. + l(x) 
L i ( x  ) = 

(x - x i)T'n,  l(xi) 

Thus from (7.47) the weights are given by 

dXo (7.48) 
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We now use the formula 

(T,+ ~(x)T,(y) - T,,+ l(y)T,(x)) = ( x -  y) ~"~' Tr(x)Tr(y), (7.49) I 

r - O  

which is derived in Problem 7.15. (This is a special case of the Christoffel- 
Darboux formula, which holds for any set of orthogonal polynomials. See 
Davis (1976). Putting y =  x~ in (7.49) we have T,§ and we divide 
both sides of (7.49) by �89 xi)T,(xi)T'~+~(xi) to give for (7.48) 

W i  = Tr(Xi) -l (1 - x 2 ) - l / 2 T r ( x )  d x .  

T~(xi)T'~. I(xi) ~-o 

From the orthogonality of To = 1 and Tr, r ,  O, only the first term of the 
summation is non-zero, so that 

7t 
w~ = . (7.50) 

T,(xi)T' , .  i(xi) 

Putting x=cos  0, since T,+~(x)= cos(n + 1)0 we obtain 

T,(x)T'~+~(x) = (n + 1) sin(n + 1)O cos nO~sin O. (7.51) 

We now write x~ = cos 0~ and use the identity 

cos nO=cos( (n+ 1 ) 0 -  0 ) = c o s ( n  + 1)0 cos 0+  sin(n + 1)0 sin 0. 

Since cos(n + 1)0~= 0, we have 

cos nO~=sin(n + 1)0~ sin Oi 

and, from (7.51), 

Tn(xi)T'~ + l (xi) = (n + 1)sin2(n + 1)0 i 

= (n + 1) (1-cos2(n  + 1)Oi)= n+  1. 

Thus from (7.50) we have 

w~= ~ / ( n  + 1) 

and therefore, for the Chebyshev rules, all the weights are equal. 
Note that the Gaussian rules with weight functions may be used to 

integrate ~b g(x) dx by writing 

g(x) = ~o(x)[g(x)/co(x)] 

and applying the rule (7.47) to the function f ( x )  = g(x)/to(x). 
An obvious disadvantage of Gaussian rules is that their weights and 

points are a little awkward to handle: we need to compute them with 
appropriate accuracy and store them in the computer. Romberg integration, 
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whose weights and points are very simple, is used more often than Gaussian 
rules. 

7.4 Indefinite integrals 

Suppose we wish to evaluate the indefinite integral 

I x f ( x )  - f ( t )  dt (7.52) 

for a<x<~ b, rather than the definite integral (7.1). We can choose an 
appropriate step size h and approximate to the right side of  (7.52) for 
x - a  + h, a + 2h . . . .  in turn. Each integral can be estimated by some 
quadrature rule, for example the trapezoidal rule. Intermediate values of 
F (x) can be estimated by using interpolation. 

Another method is to replace f by some approximating polynomial p and 
approximate to F by integrating p. If I f ( x )  - p (x )  I < t for a ~ x <~ b, then 

I" I" F(x) - ~ P(t) dt < ~ e dx <~ ( b -  a)e 

for a <~ x ~< b. Taking [a, b ] as [ -  1, 1 ], a suitable choice of p (see w 5.7) is 
the modified Chebyshev series 

' r  ), ( 7 . 5 3 )  

r ~ - 0  

where 

2 N ,, 
12tr m .__ Z f(xj)Tr(xj) (7.54) 

N j . o  

and x j=cos ( z t j /N ) ,  with N >  n. To integrate (7.53) we need to integrate 
T,.(x), whose indefinite integral is clearly a polynomial of  degree r + 1 and 
is thus expressible as a sum of multiples of  To, T, . . . . .  Tr+~. In fact, we find 
that the indefinite integral is quite simple for, putting t = cos 0, we have 

I Tr(t) dt = - I  cos rO sin 0 dO 

1 

= - -  [ [sin(r - 1)0 - sin(r + 1)0] dO 
2 '  

1 ( c o s ( r +  1)0 c o s ( r - 1 ) O ) +  C 
m ~ . , ,  

2 r + l  r - 1  

if r ,  1, C being an arbitrary constant. Choosing C in agreement with the 
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condition that Tr ( -  1) = ( -  1)r, we deduce that 

I x 1(Tr+'(x) Tr-](x)) Tr(t) dt . . . . . . . . . .  + 
-1 2 r + l  r - 1  

where r > 1. We also find that 

(_1) ~+I 

r 2 -  1 

I x ( )  dt = ' T2(x)  - �88 -1 T l . t .  -~ 

I x To(t) dt  = T l (X )  + 1 
- - 1  " 

Integrating (7.53) we have 

CtrTr(t) d t =  f l jT i (x  ), 
-1 

r=O j=O 

where, from (7.55) and the relations following it, we find that 

1 ~j-" -~ (t3~j-l- ~j+l)' 1 ~<j ~< n -  1, 

and 

_~ 1 ! s )r+ __ 
flO ~ CtO "~ ~ 1  + ( - -  1 lOtr/(r2 1). 

r==2 

If we define a,+~ = O~n+ 2 = 0 ,  (7.56) holds for j = n and n + 1. 
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(7.55) 

(7.56) 

7.5 Improper integrals 

Hitherto we have restricted our attention to so-called proper integrals, whose 
range of  integration is finite and whose integrands are bounded. We now 
consider the following two problems. 

(i) Estimate ~b f(x) dx, where f h a s  a singularity at x = b, but is defined on 
any interval [a, b -  e ], where 0 < e < b -  a. We suppose that 

f 
b - e  

lim f(x) dx 
e ~ O  a 

exists, write ]b f(x) dx to denote this limit and say that the integral 
converges. An example of  this type of  integral is ~] (1 - x) -!/2 dx. 

(ii) Estimate ~ f(x) dx, where f is defined on any finite interval [a, b] and 

lira f (x) dx 
b -.~ ~ a 
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exists. We write ~ f ( x )  dx to denote the value of this limit and say that 
the integral converges. As an example, we have ~7 x-2 dx which, like 
our previous example, can be evaluated without recourse to numerical 
methods. 

A technique which is sometimes useful in both cases (i) and (ii) (and also 
for proper integrals) is to make a suitable change of variable. Thus the 
substitution t=  ( 1 -  x) ~/2 changes the improper integral (case (i) above) 
]~ (1 - x) -~/2 sin x dx into the proper integral 2 ~ sin(1 - t 2)  dt, which may 
be estimated by using a standard quadrature rule. 

Another useful technique is that of 'subtracting out' the singularity. 
Consider the improper integral 

I l I -  x -pcosxdx,  0 < p <  1, 
o 

with a singularity at x = 0. We can approximate to cos x by the first term of 
its Taylor series about x - 0 ,  to give 

I I = x -p dx + x-P(cos x - 1) (ix. 
0 

The first integral has the value (1 - p ) - ~ .  A numerical method may be used 
for the second integral, whose integrand has no singularity, since cos x -  1 

behaves like - �89 2 at x = 0 .  However, x-P(cos x -  1) behaves like - � 8 9  E-p, 
whose second and higher derivatives are singular at x - 0 .  We therefore 
could not guarantee that numerical integration would give very accurate 
results and could subtract out a little more. For example, we have 

I' I' I = x-Pp4(x) dx + x-P(cos x - pa(x)) dx, (7.57) 
0 0 

where 

2 4 
X X 

p4(x) = 1 + - - .  
2! 4! 

At x -  0, the second integrand in (7.57) is zero and its first five derivatives 
exist on [0, 1 ]. We could therefore safely use Simpson's rule (whose error 
term involves the fourth derivative) to estimate the second integral. The first 
integral in (7.57) may be evaluated explicitly. 

Infinite integrals can be estimated by truncating the interval at a suitable 
point. We replace ~ f ( x )  dx  by I b f ( x )  dx,  where b is chosen large enough 
to give a sufficiently good approximation. We then use a quadrature rule to 
estimate the latter integral. For example, 

�9 2 

I; I sm x dx < e - x d x = e  -b 
1 + e  x b 
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and e-b<�89 10 -6 for b~> 15. Thus we can estimate ~ sin2x/(1 +e  x) dx 
correct to six decimal places by calculating a sufficiently accurate approxi- 
mation to the integral over the range [0, 15 ]. 

It is sometimes convenient to use Gaussian rules to estimate improper 
integrals. Thus to evaluate ~b tO(x)f(x) dx, where f is 'well-behaved' on 
[a, b], but to(x)~> 0 has a singularity, we could use a Gaussian rule based on 
the polynomials which are orthogonal with respect to to on [a, b]. The 
obvious disadvantage is the need to compute the required points and 
weights. For infinite integrals we have Gaussian rules of the form 

I: to(x)f(x) dx -- ~'~ wif(x,) (7.58) 
i - O  

and 

I~ to(x)f(x) dx = ~'~wif(xi) (7.59) 
i - O  

which are exact for f E  P2,§ The choice of to(x)= exp( -x )  in (7.58) gives 
the Gauss-Laguerre rules. With t o ( x ) = e x p ( - x  2) in (7.59), we obtain the 
Gauss-Hermite rules. The names of Laguerre and Hermite are given to the 
respective sets of orthogonal polynomials associated with these formulas. For 
further information on these two formulas, see Davis and Rabinowitz (1984). 

7.6 Multiple integrals 

It is obvious that we cannot easily give a comprehensive treatment of 
numerical integration over domains of more than one dimension. For in one 
dimension we have essentially only one domain of integration, the finite 
interval [a, b l, with the possibility that we may need to take a limit as 
a ~ -** or as b ~**.  Yet in two or more dimensions the number of possible 
domains is infinite. Here we shall discuss only two-dimensional integrals 
over a rectangular region. By means of a linear change of variable, the 
rectangle may be transformed into a square. Now, using any one- 
dimensional quadrature rule, we can write 

I:(I:f(x'y) dx)dy---I:(i=~oWif(xi'Y)) dy 
N 

= E wi I:f(x,, y)dy 
i=O 

) -- i~oWi EwJ(xi'y, )' 
"-. j = O  
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where, in fact, x~ = y~. The numbers x~ and w~ are the points and weights of 
the one-dimensional quadrature rule. Thus we have the two-dimensional 
rule 

N 

Ib Iba f(X, y)dx d y =  Z wiwJ(xi, yj). 
i,j=O 

(7.60) 

This is called a product integration rule. It generalizes obviously to higher 
dimensional multiple integrals over rectangular regions. For a product 
composite Simpson rule in two dimensions with, say, four sub-intervals in 
each direction, the pattern of relative weights 1, 4, 2, 4, 1 is 'multiplied' 
to give the array in Table 7.5. The sum of the numbers in the table is 
(1 + 4 + 2 + 4 +  1)2= 144. Since the rule has to integrate the function 
f(x, y ) - 1  exactly over the region with area ( b - a )  2, each number in the 
table must be multiplied by ( b -  a)2/144 to give the appropriate weight wiwj 
for (7.60). 

It is easy to derive error estimates for product rules, given an error 
estimate for the one-dimensional rule on which the product formula is based. 
We will obtain an error bound for (7.60) based on Simpson's rule, with step- 
size h. Let R denote the square a ~< x ~< b, a ~< y ~< b and write 

b N h 4 
" j f(x, y)dx = Z wif(xi, y ) -  (b-  a) a ,=0 180 f4x(~y, Y), (7.61) 

using (7.12). We have written f4x for 34f/8x4, assumed continuous on R. 
Then 

s O: s ,, f(x, y) dy = Z w~ . f(x~, y) dy + E, 
i=O 

(7.62) 

where 

h 4 b 

a) I fax(~y, Y) dy. E ~(b i 

180 

Table 7.5 Relative weights of a product Simpson rule 

1 4 2 4 1 
4 16 8 16 4 
2 8 4 8 2 
4 16 8 16 4 
1 4 2 4 1 
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Replacing ]b f(xi ,  y) dy, for each i, by Simpson's rule with error term, we 
obtain the total error in the product rule, 

h 4 N 

- (b  - a) - ~  ~~'~" wif4y(xi, rh) + E, (7.63) 

assuming that i)4f/Oy 4 is continuous on R. If the moduli of f4x and f4y are 
bounded by Mx and My respectively, we deduce from (7.63) that the 
modulus of the error of the product rule is not greater than 

h 4 
(b - a) 2 (Mx + My). (7.64) 

180 

7.7 Numerical differentiation 

We will consider methods for approximating to f ' ,  given the values of f ( x )  
at certain points. If p is some polynomial approximation to f ,  we might use 
p'  as an approximation to f ' .  However, we need to be careful: the maximum 
modulus of f '  (x) - p'  (x) on a given interval [a, b] can be much larger than 
the maximum modulus of f ( x )  - p(x) ,  as the following example shows. 

Example 7.6 Suppose that f ( x ) -  p (x )=  10-2T.(x). Putting x = cos 0 and 
recalling that T.(x) --cos nO we obtain 

sin O (sin O)( 0 ) 
T',,(x) = n = n 2 

sin 0 nO sin 0 

Since (see w 2.2) 

sin 0 
lim = 1, 
0--,0 0 

we find that T'n(1)- n 2. It can be shown that this is the maximum modulus 
of T'n on [ -  1, 1 ]. If n = 10, say, the maximum modulus of f -  p is 10 -2 on 
[ -  1, 1 ], whereas that of f '  - p '  is unity. I-I 

As an approximation to f ,  we now take the polynomial p ,  which 
interpolates f at distinct points x0 . . . . .  x,. The error formula (4.13) is 

f(x)  - p,,(x) zt~+ l(x) f~'§ l)(~jx) = , (7.65) 
(n+ 1)! 

where 

zl.+~ (x)=  ( x -  Xo) "-" ( x -  x.). (7.66) 
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This is valid (see Theorem 4.2) if f("+ t) exists on some interval [a, b] which 
contains X, Xo . . . . .  x , .  T h e  number ~. (depending on x) belongs to (a, b). 
Differentiating (7.65) we obtain 

f ' ( x )  - p , , (x)  = zr,,,+ l(x)  f ( ' +  1)(~.,.) zt,,+ l(x)  d o, ' ' + ~ f + 1)(~x). (7.67) 
(n+  1)! (n+  1)! dx 

In general, we can say nothing further about the second term on the fight of 
(7.67). We cannot perform the differentiation with  r e spec t  to x of fr247 
since ~'~ is an unknown function of x. Thus, for general values of x, (7.67) is 
useless for determining the accuracy with which p', approximates to f ' .  However, 
if we restrict x to one of  the values x0 . . . . .  x,, then zc,+~ (x) = 0 and the unknown 
second term on the fight of (7.67) becomes zero. Put t ing  x = Xr, say, we have 

f( ,§  1)(~,) 
f ' ( X r )  -- p',,(Xr) = zd, + l(x,) , (7.68) 

(n+  1)! 

where we have written ~r for the value of ~. when x = Xr. For equally 
spaced Xr, we write p ,  in the forward difference form (4.33): 

From x -  xo + sh ,  we have d x / d s  - h and therefore 

ds d 1 d 
p',,(x) = ~ ~ P,,(Xo + sh)  = - -  ~ p,,(Xo + sh) .  

d x  ds  h ds  

Thus 

, 1 ' ( 2 s -  1)A2fo + .-. + ~ A (7.70) - -  + ~  . . 

p, , (x)  = h ds  n 

! 
To calculate Z~,,+~(Xr), wewr i t e  

zr,,§ l (x)  = (x  - Xr) I--1 (X -- Xj) (7.71) 
j . r  

and obtain ~',§ by differentiating the product on the fight of  (7.71). We 
have 

On putting x = Xr, the second term becomes zero and we obtain 

Yg'tn + 1 (Xr) -- H (Xr -- Xj) = (-- 1)"-~h"r!  (n - r)! ,  
j * r  

(7.72) 
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since x r - x i = ( r -  j)h. We therefore now write (7.68) as 

f ' ( X r )  --  p',(x,) = (-  1)"-rhn 
r ! (n-r ) !  

( n +  1)! 
f("+ ))(~,). (7.73) 

We now give some differentiation rules obtained from (7.70), with error 
estimates provided by (7.73), for different values of  n and r. 

Putting n = 1 in (7.70), we obtain 

1 f ,  - f o  
p'~(x) = h Af~ = h 

and with r = 0 in (7.73) we have 

f'(xo) = f ' - f o  1 hf"(~o), (7.74) 
h 

where ~0E (Xo, Xl). If we use ( f l - f o ) / h  as an approximation to f ' (xo),  
(7.74) provides an estimate for the error. 

We now choose n =  2 in (7.70) and choose r =  1, since we are then 
obtaining the derivative at x~, which is the centre of  the interpolating points 
x0, x~ and x2. If x = x~ then s = 1 and (7.70) becomes 

, 1 , AZfo] = f l - f o  (7 .75)  
pz(x,) = h [Af~ + ~ 2--~" 

This is an approximation to f '  (xt) with an error (from (7.73) with n = 2, 
r = l )  

f2 f ' (x  i) ' hZf(3)(~" = - g  ). (7.76) 
2h 

Both differentiation rules obtained above, 

f (x + h ) - f ( x )  
f '(x) - (7.77) 

h 

and 

f(x + h ) - f ( x -  h) 
f '(x) = ~ (7.78) 

2h 

are in common use. The former is the more obvious rule, since f '  (x) is 
defined as the limit of the fight side of (7.77), as h---)O. However,  the 
midpoint rule (7.78), which uses symmetrical ly placed interpolating points, 
is usually preferred because the error (7.76) is of order h E . For some 
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applications, it is convenient to use the approximation 

f (x) - f (x - h) 
f ' ( x )  = (7.79) 

h 

(see Problem 7.27). Note that all three differentiation rules have a simple 
geometrical interpretation: the fight sides of (7.77), (7.78) and (7.79) are 
the gradients of the chords BC, AC and AB in Fig. 7.4. 

Higher derivatives of f are approximated by higher derivatives of the 
interpolating polynomial p, .  If we differentiate (7.65) k times (k> 1), we 
again face the insoluble problem of finding derivatives of f~"+~)(~x) with 
respect to x. If k>  1 we cannot even estimate f t k ) ( x ) -  pt, k)(X) at tabulated 
points x =  xr. At the end of this section we describe another way of  
estimating this error. Meanwhile, we write 

1 d 2 
p~,(x) = h2 ds 2 p,(xo + sh) 

and obtain from (7.70) 

p " ( x ) = - ~  A 2 f 0 + ~  s A3f0+. . .+____ s A" (7.80) 
ds 2 3 ds 2 n ' 

where x = Xo + sh. To obtain a non-zero value for p] (x), we must take n ~ 2. 
Putting n -  2 in (7.80), we find that 

, 1 
p2(x) = - ~  A2f0, 

which is a constant. We take this as an approximation to f "  (x) at x = x~, the 
central interpolating point, since we find that at this point the error is of  

y =f(x) 
C 

x - h  x x + h  x 

Fig. 7.4 Compare the gradients of the chords BC, AC and AB with f '  (x), the gradient of 
the tangent to y =fix) at B. 
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largest order in h. Thus 

A-2T, +fo 
f " ( xO  = �9 (7.81) 

h 2 

This is the usual approximation to the second derivative. More generally, for 
any k ~ n, we obtain 

' 
p~)(x) = - ~  ~ s  ~ A~fo 

d k 
+ +  (7.82) 

If we choose n = k (for k fixed), there is only one term on the fight of  
(7.82). Since 

d k d k 
[s k] = k! ds k [ s ( s - 1 )  ... ( s -  k + l)] = ds k 

we obtain from (7.82)the approximation (cf. (4.43)) 

f(k)(x) = heAjo. (7.83) 
h * 

We normally use (7.83) to approximate to f(k)(x) for x lying at the centre of  
the interval [x0, xk ]. If k = 2m, we use the approximation 

f(2m)(xm) = A2"f~ (7.84) 
h 2m 

If k = 2 m -  1, the interval [Xo, X2m-~ ] has no central tabulated point. In this 
case, generalizing the procedure adapted for estimating the first derivative, 
we use (7.82) with n = k + 1 = 2m. We find that 

1 - ~ A2mfo). (7.85) f (2~- l ) (Xm ) ~, h 2m-1 (A2,,, lfo + ~" 

(See Problem 7.28 for the details.) Since 

a2"fo = A(A2"- ~fo) = A2z-~f~ _ A2,,- ~fo, 

we obtain 

f(2,,-  ')(Xz) = 
a ~"- 7~ + a ~ -  'f, 

2h2m- 1 
(7.86) 
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which generalizes the result for f '  (m = 1) given by (7.78). From (7.86) and 
(7.84), we obtain the following approximations for the third and fourth 
derivatives" 

1 
f(3)(X2) = - ~  ( f 4 -  2f3 + 2 f l - f 0 ) ,  

1 
f(4)(X2) = - ~  (f4 - 4f3 + 6f2 - 4fl + f0)- 

Obviously we can derive other differentiation rules by retaining more terms 
of (7.82), that is, choosing a larger value of n for a given value of k. See, 
for example, Problem 7.29. 

We can find error estimates for all the above rules by the use of Taylor 
series. As an example, we find an error estimate for the rule (7.81) for 
approximating to f"  (x~). We assume that f~4) is continuous on [Xo, X2]. 
Writing Xo = x t -  h and x2 = x~ + h, we have 

h 2 h 3 ftl 3) h 4 
f(xo) = f ~ - hf; + -~. f'~ - -~. + ~ f'4)(~0), (7.87) 

h 2 h 3 f(l 3) h 4 
f(x2) = f~ + hf'~ + ~ f'~ + "~. + ~ f(4'(~2), (7.88) 

where ~0 E (Xo, xl) and ~2 E (x~, x2). By Theorem 2.3, there exists a number 
E (x0, x2) such that 

f(4)(~0) + f(4)(~2)= 2f(4)(~). 

Adding (7.87)and (7.88), we find that 

2 n 7(4) fo+ f 2 = 2 f ,  + h f l + ~ h  (~). 

This gives, as an error estimate for (7.81), 

f" (x , )  f 2 -  2 f  l + fo h2 
= _ ~ f~4)(~), (7.89) 

h 2 12 

where ~ ~ (Xo, x2). 

7.8 Effect of errors 

All numerical differentiation formulas are sensitive to rounding errors in the 
function values f~. To illustrate this, we consider the relation for f '  in (7.76), 

f -fo 
f'(x~) - + Er, (7.90) 

2h 
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where 

Er = - ~ h2f(3)(~l) (7.91) 

denotes the truncation error. Usually we do not have the exact values f0 and 
approxlmauons f0 and f2. If  f2, but have " " * * 

I f , - f * [ < . � 8 9  10-*, i = 0 , 2 ,  (7.92) 

then 

where 

f '  (x , )= ( f *  - f * ) / 2 h  + ER + Er, (7.93) 

2h 2h 

denotes the rounding error. From (7.92) we obtain 

1 1 
2 1)  ~ ' ' lO-k- (7.94) IE.[ ~< -~ (IT0-f'I+ [f2-f* 2h 

If [ f(3)(x) [ ~<M 3 for x E  [x0, x2], we deduce from (7.93), (7.91) and (7.94) 
that the total error in evaluating f ' ,  due to truncation and rounding, is not 
greater than 

1 0 -  k 1 IER I+ IErl ~ - - -  1 + - hzU3 . 
2h 6 

1 1 
E(h) = 10 -k + --  h2M3 . (7.95) 

2h 6 

We write 

As h decreases, the first term on the fight of (7.95) increases and the second 
term decreases. To find a value of h which minimizes E(h),  we calculate 

1 
E'(h)= 1 10 -k + - hM 3. 

2h 2 3 

We see that E' ( h ) = 0  if h3= 3.10-*/(2M3). Thus E(h)  is a minimum when 

h = = hmi n, 
2M3 10 k 

say. Substituting h = hmi. into (7.95) we find that 

1 ( 3 )2/3AA'/3 
E(hmi,)= 2 2 x 1 0  k , , , 3 .  

(7.96) 

(7.97) 
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For example, if the data is accurate to six decimal places and M 3 is 
approximately unity, we expect from (7.97) that the differentiation rule will 
be accurate to about four decimal places. 

Differentiation rules based on higher order interpolation are even more 
sensitive to rounding errors. If a formula is of the form 

1 m 

- Z 
h .~ 

the maximum error due to rounding is r, la, l lO-*/(2h) and r la ,  I 
becomes large as we increase the order of the interpolation. For example, 
the rule in Problem 7.29 has a truncation error O(h 4) and the maximum 
error due to rounding is 3 x 10-k/(4h), which is larger than (7.94). 

Example 7.7 To illustrate the effect of different choices of h on the 
accuracy of the differentiation rule (7.90), we list the moduli of the errors 
of approximating to the derivative of e x at x = 1, assuming that values of e ~ 
correct to four decimal places are used. In this case, k--4 ,  M3 is approxi- 
mately e and, from (7.96), hmi n - - 0 . 0 4 .  The results in Table 7.6 support this 
choice of h. V1 

Table 7.6 Accuracy of  approximations to the derivative of e x at x = 1, using (7.90) with 
different choices of  h 

h 0.002 0.004 0.01 0.02 0.04 0.1 0.2 0.4 

Modulus 0.0183 0.0067 0.0017 0.0008 0.0005 0.0047 0.0182 0.0731 
of error 

Extrapolation techniques can be applied to differentiation rules, although 
caution is needed since differentiation rules are highly sensitive to rounding 
error. Extrapolation will only reduce the truncation error and the over-all 
error will continue to be limited by the size of the rounding error. For 
example, by extending the Taylor expansions in (7.87) and (7.88) we see 
that the truncation error in (7.90), 

f -fo 
Er = f ' (x l )  ~ ,  

2h 

can be written as a series in powers of h 2, provided the relevant derivatives 
of f exist, and so we can apply repeated extrapolation exactly as in 
Romberg's method (see w 7.2). 

Example 7.8 The numbers in the first column of Table 7.7 are the results 
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Table 7.7 Extrapolation to the limit 
(Example 7.8) 

3.0176 
2.7160 

2.7914 2.7183 

2.7365 
2.7182 
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of applying the differentiation rule ( f 2 - f o ) / 2 h  for e x at x = 1 with h = 0.8, 
0.4 and 0.2, where f0 and f2 are given to four decimal places. The remaining 
numbers of Table 7.7 are the result of repeated extrapolation. Given the 
expected effects of rounding, the last number 2.7183 is fortuitously accurate 
to four decimal places. I-! 

Problems 

Section 7.1 

7.1 Verify that Simpson's rule is exact for all f ~  P3 by verifying it holds 
exactly for f ( x ) =  1, x, x 2 and x 3. (Hint: apply the rule to the interval 
[-1, 1].) 

7.2 Derive an integration rule 

I x3f(x) = h(aofo  + a l f l  + a2f2 + a3f3) dx 
Xo 

which is exact for f E  P3. (Hint: set the midpoint Xo + 3 h / 2  to zero, put h = 2 
and make the rule exact for f ( x ) -  1, x ,  x 2 and x3.) 

7.3 Obtain the open Newton-Cotes formula of the form 

I x3f(x) dx ~- h (b l f l  + b2f2)-  
xo 

7.4 Show that the integration rule 

I.~~ h h E 
f ( x )  dx = --  ( f (xo)  + f ( x l ) )  ( f ' ( x l )  - f ' ( xo) )  

xo 2 12 

is exact for f E  P3. 

7.5 Deduce from the result of Problem 7.4 that 

h 2 IXN r X 
f ( x )  dx = T(h) - ~ (f ' (XN) -- f ( o ) ) ,  

x0 12 
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where T (h) denotes the result of applying the composite trapezoidal rule, is 
exact for f E P3- (This is called the trapezoidal rule with end correction and 
is obtained by truncating the fight side of the Euler-Maclaurin formula 
(7.26) after one correction tenn.) 

7.6 Verify that the special case of Gregory's formula given by (7.10) 
is exact for all f E P  3. (Hint: put x0=0,  h=  1 and use the identities 
y.n= = = = (N + 1)a.) ~r �89 1); 12Nr-l r2 ~N(N+ 1)(2N+ 1);Z Nr.l r3 ~ N2 

7.7 Verify (7.18), that (2M(h) + T(h))/3 = S(�89 h). 

7.8 Consider the quadrature formula 

Z 
i=O 

where each w~ > 0 and the rule is exact for the function f(x)-= 1. If the f(x~) 
are in error by at most �89 10 -k, show that the error in the quadrature formula 
due to this is not greater than �89 (b - a) 10- k. 

7.9 Derive the error of the mid-point rule by following the method used in 
the text for obtaining the error of Simpson's rule. (Hint: write 
f ( x ) - f (O)+ xf[O,x] and integrate over the interval [-h,h], replacing x 
by �89 d/dx(x 2-  h2).) 

Section 7.2 

7.10 Verify that one step of Romberg integration, that is the elimination of 
the h 2 error term between T(h) and T(�89 h), is equivalent to the composite 
Simpson's rule. 

7.11 Write a program to implement Romberg integration and test it on 

I' eX)-' 0 ( 1 +  dx. 

7.12 Assuming that f is sufficiently differentiable, use Taylor series to 
show that the 'half-way' interpolation formula 

f(xo)=�89 + �89 h) + f(xo-�89 h))= H(x0; h) 

has an error of a type which makes extrapolation to the limit valid. 

Section 7.3 

7.13 Verify directly that the 2-point Gaussian quadrature rule (7.42) is exact 
for all f E  P3 and that the 3-point Gaussian quadrature rule (7.43) is exact 
for all f E P5. 
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7.14 With ~r,+~ defined by (7.36), show that 

L r ( x  ) = 
(X -- Xo) "~176 (X -- X r_ 1 ) ( X  - -  X r + 1) ~176176  (X -- Xn) 

( X r -  Xo) ' '"  ( X r -  X r -  l ) ( X r -  Xr + 1 ) ' ' "  (Xr -- Xn) 

= .  + ~ ( x )  

( X -  Xr)~r['n+ l ( X r )  

(Hint: use (7.72).) 

7.15 If X,(x ,y)= T , §  T~§ where T n denotes the 
Chebyshev polynomial, show that 

X , ( x , y ) = 2 ( x - y ) T , ( x ) T , ( y ) +  Z,_~ (x, y) 

for n >I 1 and deduce that 

)- g,(x, y) = (x - y) T~(x)Tr(y). 
r - 0  

7.16 For a given function f, the Chebyshev coefficient a r (see (5.37)) is 

21 ' a r = - -  ( 1  - x 2 ) - l / 2 f ( x ) T r ( x )  d x .  
;7[ - i  

Show that, if the N-point Chebyshev quadrature formula is used to estimate 
the integral, we obtain the approximation a r =  ~*r, where tx* is defined by 
(5.68). 

7.17 The points of the 4 point Gaussian rule are +[(15-2q3-0)/35]  ~/2, 
each with weight �89 ~-d/36, and • + 2"~3-d)/35] ~/2, each with weight 
t ~ / 3 6 .  Test numerically that, to within the limits imposed by rounding 
error, this rule is exact for 1, x 2 x 4 and x 6 ~ �9 

7.18 Write and test a program to apply the composite 2 and 3-point 
Gaussian rules. (Hint: note the change of variable given below (7.45).) 

Section 7.4 

7.19 Obtain a quadratic polynomial approximation for 

I 
x 

F(x) = e -'2 dt 
o 

by integrating the interpolating polynomial for e -'2 constructed at t = 0 and 
0.1. Estimate the error in the resulting approximation to F on [0, 0.1 ]. 
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7.20 One method of obtaining a polynomial approximation to 

I x F(x) - f ( t )  dt 

is to use the Taylor polynomial approximation of degree n -  1 to f ( t )  at 
t = a. Show that the resulting approximation to F(x)  is the Taylor poly- 
nomial of degree n for F (x) at x - a. 

Section 7.5 
x 2 - M x  7.21 Deduce from the inequality e-  < e for x > M that 

--X / M o  e dx < e -M~ 

Find a value of M so that this last number is smaller than 10 -7 and hence 
estimate J~ e-  x2 dx to six decimal places. 

Section 7.6 

7.22 Obtain an error estimate for the product trapezoidal rule analogous to 
the result (7.64) obtained for the product Simpson rule. 

7.23 Use the product Simpson rule to estimate 
! 

Io L (1 +x2+  y2,-1 dx dy. 

Section 7.7 

7.24 Write down the forward difference formula up to the second differ- 
ences and differentiate to obtain the approximation 

f'(xo) = (-3f0 + 4f, - f2 ) /2h .  

7.25 Obtain the error term for the approximation in Problem 7.24. 

7.26 Show that a differentiation rule of the form 

f'(x0) = aofo + o~,A + a2A 

is exact for all f E  P2 if, and only if, it is exact for f ( x )  = 1, x and x 2. Hence 
find values of a0, a~ and a2 so that the rule is exact for f E P2. 

7.27 Use the backward difference formula with error term, 

f ( x l  + sh) = f , + s V f  , + hEl-~slf"( ,~),  

, i l l  
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to obtain 

! f ' ( x , )  - f ' - f o + i hf"(~). 
h 

7.28 Show that the first two leading terms of s ( s -  1)...  ( s - k ) ,  regarded 
as a polynomial in s, are s T M  -�89 k(k + 1)s k. Deduce that 

,()  s = s - ~ k .  
ds k k + 1 

Put k = 2 m -  1, n = 2m and s = m in (7.82), and so obtain the differentiation 
rule (7.86). 

7.29 Put n = 4 in (7.70) and then put s = 2 to obtain 

1 
f'(x2) = ( f o -  8f, + 8 f3- f4 ) ,  

12h 

which is exact for f E P4. 

7.30 By differentiating the best first degree polynomial, in the least squares 
sense, for f at x = x0, x0 + h, x0 + 2h, obtain the differentiation rule 

f '  (Xo)= [2f(xo + 2h) +f(xo + h ) - f ( x o -  h ) -  2f(xo - 2h)]/lOh. 

(Hint: it is sufficient to consider the case where Xo = 0.) 

7.31 If we repeat Problem 7.30, but construct the least squares straight line 
at x = x0, Xo + h only, what approximation is obtained for f '  (Xo)? 

Section 7.8 

7.32 Consider the effect of rounding errors and the truncation error in the 
rule (7.89) for estimating f " .  If I f<4)(X) I <~ M4 and the f i  are in error by at 
most �89 x 10 -k, show that a choice of h near to 

h = (24  x lO-k) 1/4 M4 

may be expected to minimize the total error. 

7.33 Suppose that [ f(4)(x) I ~< 1 for the function f tabulated below. From these 
tabulated values, estimate f"  (1.8) using the rule (7.89) with all three possible 
choices of step size h. Given that f ( x )  = sin x, see how the best value of h (that 
is h = 0.1, 0.2 or 0.3) compares with that predicted in the last problem. 

x 1.5 1.6 1.7 1.8 1.9 2.0 2.1 
f ( x )  0.9975 0.9996 0.9917 0.9738 0.9463 0.9093 0.8632 



Chapters 
SOLUTION OF ALGEBRAIC EQUATIONS OF ONE VARIABLE 

8.1 Introduction 

In this chapter, we discuss numerical methods for solving equations of the form 

f (x)  =0,  (8.1) 

where both x and f (x)  are real. Real values of x for which (8.1) holds are 
called roots of the equation. (We shall not consider any numerical methods 
for finding complex roots.) Examples of such equations are 

x 2 -  5x + 2 - 0 ,  (8.2) 

2 x -  5x + 2 - 0 .  (8.3) 

The familiar quadratic equation (8.2) appears easier to solve than (8.3) since we 
can express its roots in the form x=~+  ((~)2-2)~/2 and we can compute the 
square root by Newton's method, which we will discuss in w For a general 
equation (8.1) we need to evaluate f(x) at enough points so that we can sketch 
the curve y -  f(x) with sufficient accuracy to locate all the roots of (8.1). Once 
we have located the roots approximately, we set about refining them. In locating 
the roots it sometimes helps to rearrange the equation first. For instance, if we 
rewrite (8.3) as 2x= 5 x - 2 ,  we see that the required roots are the values of x 
where the graphs of y -  2 x and y -  5 x -  2 intersect. From Fig. 8.1 it follows that 
(8.3) has exactly one root (denoted by a) between 0 and 1. 

We shall consider only generally applicable methods of refining the 
roots. Thus we shall not discuss any of the several methods available for 
solving polynomial equations (see Ralston and Rabinowitz, 1978). We first 
describe some elementary methods which have the following property in 
common: beginning with an interval I0 which contains at least one root of 
(8.1), we construct a sequence of intervals I, such that I,.~ C I, and that 
each I, contains at least one root of (8.1). This will be called a bracketing 
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Y 

3 y = 5 x - 2  

2 , Y=2X 

1 

Fig. 8.1 Locating the root of 2 " -  5 x -  2. 

r 
X 
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method" a root is bracketed by the endpoints of each interval I,. Obviously, 
we would like the length of the interval I, to tend to zero as n ---),,* so that in 
principle we may compute the root as accurately as we wish. 

8.2 The bisection method 

Suppose that f is continuous on some interval Ix0, Xl] and that f(xo) and f(x~) 
have opposite signs, as in Fig. 8.2. There is at least one root of f ( x ) =  0 in the 
interval [Xo, X~], which we shall denote by I0. We now bisect I0, writing 
x2 = (Xo + xt) /2,  and let It denote the sub-interval [x0, x2] or [x2, x~] at whose 
endpoints f takes opposite signs. Similarly Ii is bisected to give an interval 12 
(half the width of ll) at whose endpoints f still has opposite signs, and so on 
(see Fig. 8.2). This bracketing method is called the bisection method. 

Algorithm 8.1 (bisection method) We begin with Xo < x~, and Yo =f(x0) ,  
Yl = f (xl )  with YoYl <0. 

repeat  
x2 := (Xo + xl)/2 (8.4) 
Y2 := f(x2) 
if Y~Y2 < 0 then Xo := x2 Y0 := Y2 

else x~ := x2 Yl := Y2 
until x~ -  x0 ~< 10 - 6  ['7 

The algorithm terminates when the root is pinned down in an interval of 
at most 1 0  - 6  . We may select the midpoint of this last interval to 
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xo  x2  

, f /  
. .~ ~ I 0 

~ . . . . . . .  ~ I ! 

- . ~ - - . ~  12 

Fig. 8.2 The bisection method. 

y = f ( x )  
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x 

approximate the root, with an error not greater than �89 x 10 -6. (The number 
10 -6 which we have chosen in our stopping criterion, can be adjusted. 
However, we need to avoid making this number so small that the operation 
of the algorithm is confused by rounding error.) Advantages of the 
bisection method are its simplicity and the fact that we may predict, in 
advance, how many iterations of the main 'loop' of calculations will be 
required since the interval is halved during each iteration. For example, if 
initially x~ - x0 -  1, the number of iterations or bisections necessary will be 
20, since 2-2~ 10 -6 < 2  -19. 

Example  8.1 For equation (8.3), f (0)  = 3, f (1)  = - 1 and Algorithm 8.1 
can be used on the interval [0, 1 ]. With 20 iterations we find that the root 
lies between x0=0.7322435 and x~=0.7322445 (to seven decimal 
places). E3 

8.3 Interpolation methods 

The bisection method uses the fact that f(xo) and f(x~) have opposite signs 
but takes no account of their magnitudes. This suggests replacing f by its 
interpolating polynomial p~ (see (4.1)) constructed at x0 and x~ and then 
solving p l ( x ) = 0 .  Since f (xo)f(x~)<O we obtain a unique zero of p~ 
defined by 

xof (x,) - x, f (xo) 
x2 = . ( 8 . 5 )  

f (x,) - f (xo) 
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Alternatively we see from the similar triangles AA'C and B B'C of Fig. 8.3 
that 

AA' BB' 

A'C CB' 

and (8.5) follows from this. If we then modify Algorithm 8.1, replacing 
(8.4) by 

x2 := (xoy, - x, yo)/(y,  - Y0), (8.6) 

we obtain a method called the rule o f  f a l s e  pos i t ion  or regula  f a l s i  (from 
the Latin). 

If f"  exists and has constant sign in the vicinity of the root a, one of the 
two points x0, x~ remains unchanged throughout the operation of the regula  
f a l s i  algorithm. Therefore x~-  x0 does not tend to zero but has limit a -  x 0 
or x~-  a (see Problem 8.4). We then need to modify the stopping criterion, 
ending when ]Y21, rather than x~-  Xo, is small. Even so, without further 
modification this method generally converges rather slowly and we do not 
recommend it in practice. 

There exists a method for solving equations which is sometimes confused 
with the regula  f a l s i  method. This is the secan t  method, in which we begin 
with any two numbers x0 < x~ and calculate 

Xr- , f  (x,.) - Xrf (Xr_ 1) f (Xr)(Xr - Xr-1) 
Xr+ 1 = "-- X r -- , r - 1,2,.. . ,  (8.7) 

f(Xr) -- f (Xr-  l) f(Xr) -- f (Xr -  I) 

assuming that each denominator f(Xr)--f(Xr_l) is non-zero. Note that, 
unlike the regula  f a l s i  method, no attention is paid here to the signs of the 
numbers f (Xr )  and, therefore, it is not  a bracketing method. The second 

f 
A 

I I xxx. 

IX 0 "~'~ Xg~ Xl ....\..~ 
Fig. 8.3 The regula falsi method.  

y =f(x) 

r 

X 
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formula in (8.7) is preferable to the first as it expresses x~+ ~ in terms of x r 
minus a correction term. We now give a formal algorithm for the secant 
method, followed by an example. 

Algorithm 8.2 
Yl = f(xl) .  

(secant method) This begins with x0, x~ and yo=f(xo) ,  

r : = 0  
repeat 

r : = r +  1 

Xr+ ! : =  Xr -- 
yr(Xr--Xr-~) 

Yr-- yr-1 

Yr+l : =  f(Xr+i) 
until [ yr+l [ ~ < 10 - 6  ["] 

Example 8.2 Let us apply the secant method to equation (8.3) with x0 = 0 and 
x~ - 1, so that Yo - 3 and y~ - - 1. Algorithm 8.2 gives 0.75, 0.731700, 0.732245 
and 0.732244 as the next iterates, and then the stopping criterion is reached. Vl 

Suppose y = f ( x )  and that the inverse function, x = ~(y) ,  exists. Then, in 
particular, 0 = f ( o 0  corresponds to Qt= ~(0). Each step of the secant 
method, as we have already seen in Example 4.6, may be regarded as 
inverse interpolation at two points Xo and x~. We replace ~ (y )  by the linear 
interpolating polynomial p~(y) constructed at Y0 and y~. To estimate the 
accuracy attained at any stage by the regula falsi  method, we consider the 
error formula (from (4.13)): 

O~(Y) - PI(Y) = (Y - Yo) (Y-  y~)qb" (r/y)/2!. (8.8) 

This is valid on any interval c ~< y ~< d containing Y0 and y~ and on which ~" 
exists; r/y is some point of that interval. We now assume that [ ~" (Y) I ~< ME 
for y ~ [c, d]. Putting y = 0 in (8.8) we obtain 

[ 0~" X 2 [ <~ �89 M2YoYl, (8.9) 

as by construction p~ (0)= x2. We can estimate M 2 from the relation 

qb" (y) = - f "  ( x ) / [ f '  (x)] 3, (8.10) 

assuming f '  ( x ) ,  0 (see Example 4.6, where (8.10) is derived). 

E x a m p l e 8 . 3  Let us pursue (8.10) with f ( x ) = 2 * - 5 x + 2  so that 
f '  (x)=  2 * log 2 -  5 and f "  (x) = 2 * (log 2) 2. Taking x0 =0.75,  x~ =0.731700 
and x2=0.732245 (three consecutive iterates obtained in Example 8.2 
above) we find that [ q~" (y) [ < 0.0144 for 0.73 ~< x ~< 0.75 and obtain from 
(8.9) that the error in the iterate 0.732245 is bounded by 1.03 x 10 -6. ['] 
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An obvious extension of the secant method is to use three points at a time 
instead of two. Suppose we begin with two approximations, Xo and xt, to a 
root of f ( x ) = O  and that the secant method is used to compute a third 
approximation x2. Instead of discarding Xo or xt, we may construct the 
unique (quadratic) interpolating polynomial P2 for f at all three points. 
Suppose that p2(x)= 0 has two real roots, as in Fig. 8.4, and that x3 denotes 
the root nearer to x2. We then repeat the above procedure with Xl, x2 and x3 
in place of Xo, x~ and x2, and so on. This is called Muller's method. 

To avoid the possibility of the polynomial equation p2(x)=O having 
complex roots, we may adopt a variant of the above method in which the 
root is bracketed at any stage. This time we begin with numbers Xo < x, such 
that f(xo)f(xt)< 0 and select x 2 as some number in [Xo, Xl ]. We could select 
x2 as the midpoint of [Xo, Xl ] or as the number obtained by one iteration of 
the secant method. The polynomial equation p2(x)=0 must then have real 
roots. Only one of these, denoted by x 3, will be inside [Xo, xt]. Next, we 
replace either Xo or x~ by x2, exactly as in the regula falsi method, and 
replace x2 by x3. For example, in Fig. 8.4 we replace Xo by x2 and x2 by x3. 
This completes one iteration of the method. We repeat the process with the 
new set {Xo, X~,X2} until our stopping criterion is satisfied, as mentioned 
above. 

It is necessary to add one further set of instructions to this algorithm. If 
I x~-  Xol approaches zero, the effect of rounding error can perturb the 

coefficients of the polynomial P2 sufficiently to create complex roots 
instead of the predicted real roots. If this occurs, we can arrange to drop the 
point x2 and continue the search for the root by applying the bisection or 
regula falsi method. 

IX 

I \ \  
I , I \ %'~I, I X0 X2 

X3 ~ \ \  

Fig. 8.4 Muller's method. The dotted line is p2(x). 

x 
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Example  8.4 For the equation 2 x -  5x + 2 = 0  with x 0 = 0  and x~ = 1 the 
secant method (see Example 8.2) gives x2=0.75.  Two applications of 
Muller 's  method gives the iterates 0.732166 and 0.732244. 

8.4 One-point iterative methods 

Hitherto we have used at least two values of x in order to predict a 'better '  
approximation to the root, at any stage. We naturally ask whether we can 
devise methods which use only one value of x at any time. These will be 
called one-point methods. To find a root a of f ( x ) =  0, we must therefore 
construct a sequence (xr) which satisfies two criteria: 

(i) the sequence ( X r )  converges to a, 
(ii) x r + 1 depends directly only on its predecessor Xr. 

From (ii), we need to find some function g, so that the sequence ( X r )  may 
be computed from 

Xr+l=g(Xr), r = 0 , 1  . . . . .  (8.11) 

given an initial value x0. If we happened to choose x0 = a, we would also 
want (8.11) to give x~ = a and therefore g satisfies the property a -  g ( a ) .  
Thus, to obtain a one-point method for finding a root a of the equation 
f ( x ) -  0, we rearrange the equation in a form x =  g(x) ,  with a =  g ( a ) ,  so 
that (8.11) yields a sequence (xr) which converges to a. 

Example  8.5 Consider the equation x = e -x, which is already of the form 
x = g(x) .  The graphs of  y = x and y - e  -x intersect at only one point x -  a 
(between 0 and 1), which is therefore the only root of x = e - ' .  Following 
(8.11), let us choose Xo-0 .5  and compute Xr§ r=O,  1 . . . . .  
Rounding the iterates to three decimal places at each stage, we obtain the 
numbers displayed in Table 8.1. These numbers suggest that the process is 
converging, though slowly, and that the root a is 0.567, to three decimal 
places. Assuming that this is true, the last row of Table 8.1 suggests further 
that the errors [ x r -  a ]  tend monotonically to zero. E! 

To investigate the behaviour of  errors in the general case, we return to 
(8.11) and subtract from it the equation a - g (a) .  Thus 

Xr+ ! -- 121~= g(Xr)- g(~)= ( X  r -- I2L)B' ( ~ r ) ,  ( 8 . 1 2 )  

with ~ some point between x~ and a. This last step follows from the mean 
value theorem 2.5, assuming that g' exists on an interval containing Xr and 
a. It is easy to see how to impose conditions on g to ensure convergence of  
the one-point iterative method. For, if 

[g '  (x)[ <~ L < 1, for all x, (8.13) 
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Table 8.1 Solution of x = e -x by iterating Xr, 1 "-" e -xr 
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r 0 1 2 3 
Xr 0.5 0.607 0.545 0.580 
X r - -  1~ --0.067 0.040 --0.022 0.013 

4 5 
0.560 0.571 

-0.007 0.004 

6 7 8 9 
0.565 0.568 0.567 0.567 

-0.002 0.001 0.000 0.000 

we deduce from (8.12) that 

IXr+,-al  tlx - l, (8.14) 

so that the errors are diminishing. Replacing r by r -  1 in (8.14), we obtain 

[Xr--  ~ I  < . L I X r _ I - -  OI,[ , r>. l ,  

and, on applying this inequality repeatedly, 

I X  r - -  e l l  < ~ t r l x o  - Ot[, r>~O. (8.15) 

Since 0 ~< L < 1, L r ~ 0 as r ~ ,,0. From (8.15), [ Xr - -  ~ [ ~ 0 as r ~ ,,o and 
the sequence (Xr) converges to the root a. In fact, the above condition on g' 
allows us to show also the exis tence of the root a. The proof requires the 
following lemma. 

L e m m a  8.1 If f has continuous first derivative f '  with 

f '  (x)I> M > 0, for all real x 

then the equation f ( x ) =  0 has a unique root and this root lies between x = 0 
and x = - f ( O ) / M .  

P r o o f  First we assume that f ( 0 ) >  0 when by the mean value theorem 2.5 
there is a point ~ such that 

f ( - f ( O ) / M )  - f (O)  = f '  ( ~ ) ( - f ( O ) / M  - O) 

= - f '  (~)f(O)/M 

<<. - f (O) 

as - f '  (~') ~< - M. Thus 

f ( - f ( O ) / M ) < ~ O ,  

showing that there must be a root between x = 0 and x = - f ( O ) / M .  Figure 8.5 
gives a graphical representation of this argument. The slope of f must be 
positive and larger than that of the line AB, which has slope M. Similarly we 
can deal with the case f (0)  < 0; finally f(0)  = 0 automatically gives a root. 

It remains to show that the root is unique and this follows from Rolle's 
theorem 2.4. Two distinct roots would imply the existence of a point r /at  
which f '  (r/) = 0 which contradicts the required property of  f ' .  I--1 
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Fig. 8.5 Representation of Lemma 8.1. 

Theorem 8.1 If g' exists, is continuous and ] g' (x)] ~< L < 1 for all x, then 
the equation x = g ( x )  has a unique root, say a. Further, given any x0, the 
sequence (Xr) defined by 

x,.+~ = g(x , . ) ,  r = 0 ,  1 . . . . .  (8.16) 

converges to a. 

P r o o f  Since 

d 
---- (x  - g ( x ) )  - 1 - g ' ( x )  >~ 1 - L > O, (8.17) 
dx 

the function x -  g ( x )  satisfies the conditions of the lemma and the existence 
and uniqueness of a follows. We have already shown that the sequence (Xr) 
converges to a. I-] 

It is not sufficient to have f ' ( x ) > 0  in Lemma 8.1 and, similarly, 
] g' (x) l < 1 in Theorem 8.1. For example, the function f ( x )  - e x has 

f '  ( x ) > 0  everywhere, but there are no zeros of f. In fact the condition 
I g' (x) l ~ L < 1 for al l  values of x is rather restrictive. For example, this 

condition is not satisfied by the function g ( x ) =  e -" in Example 8.5. We 
shall return to this point in w 8.7. Meanwhile we note that the one-point 
method has a simple graphical interpretation, as depicted in Fig. 8.6. In the 
figure we start with the iterate x0 and determine the point Ao which has 
coordinates (x0, g ( x o ) ) .  We now draw the line AoA~ parallel to the x-axis. 
Since A ~ lies on the line y = x and x~ = g (x0), A l has coordinates (x~, x~ ). 
Next we compute the position of A2 which has coordinates (x~, g ( x ~ ) ) .  We 
continue along the arrowed lines. In Fig. 8.6, where [ g ' ( x ) l  < 1, the 
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Fig. 8.6 A graphical interpretation of the one-point method. 
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geometrical construction suggests that the sequence (Xr) is converging to a. 
The reader is urged to use the above geometrical approach to 'prove'  non- 
convergence in a case where I g ' (x )  I > 1. 

8.5 Faster convergence 

As we have seen, to solve an equation f ( x ) =  0 by a one-point method, we 
first replace f ( x ) = 0  by an equivalent equation x =  g(x)  and then (from 
(8.16)) compute a sequence (Xr). We have to find a function g which will 
yield a convergent sequence. Obviously we ought to aim for rapid conver- 
gence, if possible. Assuming that Xr * a for all r, we obtain 

lim Xr. ~ - a = lim g(Xr) -- g(a) _ g,(a), (8.18) 
r-. .)o. X r _  ~ r---~** X r - -  ~ 

from the definition of the derivative g ' ,  which is assumed to exist. Thus the 
ratio of successive errors tends to the value g' (a) .  This explains the 
behaviour of  the errors Xr-- a in Table 8.1 for the equation x = e -x, where 
g' ( a ) - - 0 . 6 .  Since (0.6) 4 =0.1, we expect to gain only about one decimal 
place of accuracy every four iterations. This is in agreement with 
Table 8.1. 

Now, given an equation 

x = g (x) (8.19) 
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and any constant ; t ,  - 1 ,  we may add ,;tx to each side of the equation and 
divide by 1 + ;t. This gives a family of equations 

each of the form 

(') (') x = x + g(x), (8.20) 
1 + 2  1 + 2  

x= G(x)  

and having the same roots as (8.19). Bearing in mind (8.18), we choose ;t so 
as to make I G' (x) l small (and certainly less than unity) at a root a. From 
(8.2o), 

G'(x) = ( 1 ) 1 + 2 (2 + g'(x)), (8.21) 

so we choose a value of ;t near to - g '  (a).  

Example  8.6 For the equation x = e  -x, with g' ( a ) = - 0 . 6 ,  we modify the 
equation as in (8.20) with it = 0.6. This yields the iterative method 

Xr+ 1 • (3Xr + 5e-Xr)/8. 

AS in Example 8.5 we choose x0=0.5  but we now obtain the iterates 
(rounded to six decimal places) shown in Table 8.2. Even x~ is nearly as 
accurate as the x9 of Table 8.1 and x3 here is correct to six decimal places. El 

The above procedure for improving the rate of convergence requires an 
estimate of g'. We examine a method for accelerating convergence which 
does not require explicit knowledge of the derivative. From (8.12), if g' (x) 
were constant, we could deduce that 

Xr+l - a  X~-O~ 
= , (8.22) 

X r - - [ ~  X r - I  - - I ~  

with both sides of (8.22) taking the value g' (x) (which is constant). We could 
solve (8.22) to determine the root a. Given a function g for which g' is not 
constant, we may still expect that the number Xr*~ satisfying the equation 

Xr+ 1 --  X r +  ! X r - -  X r +  1 

X r - -  X r +  l X r -  I --  X r +  l 

Table 8.2 Faster convergence to the root of x = e-~ 

r 0 1 2 
Xr 0.5 0 .566582  0.567132 

3 
0.567143 
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will be c lose  to ~. Thus 

2 
:0: Xr + l X r -  I - -  X r 

Xr+l = , (8.23) 
Xr+ l -- 2Xr + Xr- I 

assuming the denominator is non-zero. The right side of (8.23) may be 
rewritten as Xr + ~ plus a 'correction', 

* (Xr+ l - -Xr)  2 
X r+ ! -~ Xr + 1 - -  �9 (8.24) 

Xr+ l -- 2Xr + Xr-I 

In terms of the backward difference operator V, introduced in Chapter 4, we 
have 

, (VXr+ 1) 2 
X r+ 1 -~ Xr+ 1 ~ 

V2Xr + 1 

The calculation of a sequence (Xr*) in this way from a given sequence (Xr) 

is called Aitken's delta-squared process or A i t k e n  a c c e l e r a t i o n ,  after A. C. 
Aitken (1895-1967), who first suggested it in 1926. 

In passing we note a connection between Aitken acceleration and the 
secant method. If we apply the secant method to the equation f ( x )  = 0 where 
f ( x ) =  g ( x ) - x ,  beginning with Xr_~ and Xr, we obtain as the next iterate 
(see (8.7)) 

If we now write 

f ( X r ) ( X  r - -  X r _  I )  
Xr - �9 ( 8 . 2 5 )  

f(Xr)--f(Xr-,) 

f ( X r )  = g ( X r ) -  X r  = X r  + 1 -  X r  

and similarly replace f ( X r _ l )  by X r - -  X r _ l ,  then (8.25) becomes 

( X r  + ~ - Xr)(X,.- Xr_ ~) 

Xr+ l - -  2 X r  + X r - 1  

which may be simplified to give the fight side of (8.23) or (8.24). 

Example8.7 To show how rapidly the Aitken sequence (Xr*) can 
converge compared with the original sequence (Xr), we apply the method to 
the sequence discussed in Example 8.5. The members of the sequence (x,) 
are given to five decimal figures (to do justice to the accuracy of the Aitken 
process) instead of the three figures quoted in Table 8.1. The results are 
shown in Table 8.3. Note from (8.24) that Xr is defined only for r >t 2. 

Often a more satisfactory way of using Aitken acceleration is to choose 
x0 and calculate x~ and x2, as usual, from Xr+~ = g(Xr) ,  r = 0 and 1. Then use 
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Table 8.3 Aiken's delta-squared process 

Numerical analysis 

r 0 1 2 3 4 5 

Xr 0.5 0.60653 0.54524 0.57970 0.56007 0.57117 
Xr -- -- 0.56762 0.56730 0.56719 0.56716 

the accelerat ion technique  on x0, x~ and x2 (that is, (8.24) with r = 1) to f ind 
x2. W e  use x2 as a new value  for  Xo, calculate new values  xl = g(xo) ,  
x2= g(x~)  and accelerate  again,  and  so on. Thus ,  for the equat ion x = e - "  
with x0 = 0.5 initially, we obtain: 

Xo = 0 .50000  

xl = 0 .60653 

x2 = 0 .54524  

x2* = 0 .56762 

Xo = 0 .56762 

xi = 0 .56687 

x2 = 0 .56730  

x2 = 0 .56714 

So, by calculat ing only two sets o f  x0, x~ and x2, we f ind the root  correct  to 
f ive dec imal  places.  This is very  sat is factory,  consider ing the s lowness  o f  
convergence  o f  the original  i terat ive process.  Somet imes  Ai tken accelera- 
tion will not work,  especial ly if  g '  f luctuates  a large amount  and x0 is a long 
way f rom the root. r-! 

8.6 Higher order processes 

Let  (Xr)  denote  a sequence  de f ined  by Xr+ 1 " - - g ( X r ) ,  for some choice  o f  x0, 
which  converges  to a root  ot o f  x = g (x). W e  def ine  

e r = X r - -  t ~ ,  r = 0, 1 . . . . .  (8.26) 

to denote  the error  at any stage. Thus  Xr+ 1 = g ( X r )  may be wri t ten as 

a + er+l= g (e t  + er). 

I f  g~k) exists,  we may  replace  g(ot  + er), by its Taylor  po lynomia l  with 
remainder ,  to give 

k - 1  k 

ct + er§ 1 = g(tt)  + erg'(ct) + "'" + er g(k-I)(o 0 + er g(k)(~r), 
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where ~ r  lies between a and a+ e r. Since a =  g(a) ,  we find that the 
relation between successive errors e r and er+ ! has the form 

2 k-1  k 
er er g(k- 1)(iX) + er g(k)(~'r)" (8.27) er§ 1 --'-- erg'(ct) + ~ g"(a) + "" + ~ m 
2! (k - 1)! k! 

If g ' ( a ) , O  and er is 'quite small ' ,  we may neglect terms in eZr, er3 and so 
on, and see that 

er.l = erg' (ct), 

which is merely an imprecise way of saying what we knew before from 
(8.12). However, we see from (8.27) that if g ' ( a ) = 0  but g " ( a ) . O ,  er+l 

2 behaves like a multiple of er and the process is called second order. More 
generally, if for some fixed k I> 2, 

and 

g' (a )=  g" (a) . . . . .  g 

then, from (8.27) 

(k-  1)(1~) - - ' 0  (8.28) 

g (k)(a) :~ O, 

e,§ = er (8.29) 

and the process is said to be kth order. If g ' ( a ) , O ,  the process is called 
first order. If g (k) is continuous, we see from (8.29) that 

lim er§ ~/e~ = g(k)(a)/k! (8.30) 
F----) oo 

This discussion may appear to be rather academic, as it may seem 
unlikely that the conditions (8.28) will often be fulfilled in practice, for any 
k i> 2. On the contrary, however, we can easily construct second and higher 
order processes, since f ( x ) =  0 may be rearranged in an infinite number of 
ways in the form x = g(x). For a given root a ,  different choices of g lead to 
processes of possibly different orders. 

To derive a second order process, we may return to (8.20) where we 
constructed a family of equations with the same roots as x = g(x). These 
equations are of the form x = G(x),  with 

O(x) = ~ + 1+2 g(x) 

with 2 a constant, and, therefore, 

G'(x )=(  A ) ( 2 + g ' ( x ) ) ' 1 + 2  
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We can make G ' ( a ) = 0  by choosing 2 = - g ' ( a ) .  To relate this to an 
arbitrary equation f ( x )  = 0 with a root a ,  we replace g (x) by x - f ( x )  so that 
it = f '  ( a ) -  1. Then x =  G ( x )  becomes 

X = X  
f (x)  

f ' ( a )  

suggesting the second order iterative process 

f(Xr) 
Xr+l =Xr-- ~ .  (8.31) 

f ' ( a )  

This is of no practical use, since we cannot compute f ' ( a )  without knowing 
a,  which is what we are trying to find. However, let us replace f '  ( a )  by 
f '  (Xr) in (8.31). This gives the method 

f(x~) 
Xr + ~ = x~ - ~ ,  (8.32) 

f'(x~) 

which is of the form X r +  i - -  g(Xr)  , with 

f (x)  
g(x) = x - - - - - - .  (8.33) 

f ' ( x )  

Thus a = g ( a )  (since f ( a ) =  0) and, on differentiating (8.33), 

g'(x) = f (x) f"(x)  (8 .34)  
[f,(x)]~ ' 

provided f '  ( x ) *  0. Thus, provided f '  ( a ) ,  0, we obtain g' ( a )  =0 ,  showing 
that the method (8.32) is at least second order. Differentiating (8.34) and 
putting x = a,  we find that 

g" ( a ) =  f "  ( a ) / f '  (a) ,  

and thus the method (8.32) is exactly second order if f " ( a ) ~ :  0. This second 
order process, called Newton ' s  method,  has a simple geometrical interpreta- 
tion. The tangent to the curve y = f ( x )  at x = Xr CUtS the x-axis at x = x~+~. 
From Fig. 8.7 we see that 

f ' (x ,)  = 
f(Xr) 

Xr -- Xr + l 

which is in agreement with (8.32). Note that we require the condition 
f '  (Xr)* 0 SO that the tangent will cut the x-axis. This is in accordance with 
the restriction f '  ( x ) ,  0 made above. 
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y=f(x) / 
i/ 
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, . ~ ~ 1 1 /  ] 

, ,xr+l  Xr 

~ ~  / / / - -  tangent 

Fig. 8.7 Newton's method. 

Example  8.8 For the equation xe ~ -  1 = 0 (which we have used in earlier 
examples in the form x - e-x),  

f ( x )  = x e  x - 1, f '  ( x )  = e X (1 + x ) ,  

so that, for Newton ' s  method, 

xe X - 1 x - e -x 
g ( x )  = x -  = x - ~ . 

eX(1 +x)  1 + x  

Newton 's  method is 

Xr + 1 = X r -- 
X r -- e--~r 

l + X r  

With x0 = 0.5, the next three iterates are given to eight decimal places in 
Table 8.4, x3 being the exact solution correct to all eight digits. I-I 

To investigate the c o n v e r g e n c e  of Newton 's  method to a root a of  
f ( x )  = 0, we consider (8.29) with k = 2. Successive errors behave as 

e r+, = �89 e2g" (~r ) ,  (8 .35)  

where ~r lies between a and x r and g" may be found by differentiating (8.34). 
We assert, without formal proof,  that provided f '  ( x ) *  0 and x0 is chosen 

Table 8.4 Newton's method 

r 1 2 3 
xr 0.57102044 0.56715557 0.56714329 
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sufficiently close to a,  we may deduce from (8.35) that the sequence (er) 
converges to zero. Thus Newton's  method converges. We also state a more 
useful result on convergence. 

Theorem 8.2 If there exists an interval [a, b] such that 

(i) f ( a )  and f ( b )  have opposite signs, 
(ii) f"  does not change sign on [a, b ], 

(iii) the tangents to the curve y = f ( x )  at both a and b cut the x-axis within 
[a ,b] ,  

then f ( x )  = 0 has a unique root a in [a, b ] and Newton's  method converges 
to a,  for any Xo E [a, b ]. 

The proof is omitted. Condition (i) guarantees there is at least one root 
a ~  [a, b] and (ii) means that f is convex or concave on [a, b], which 
allows only one root of f ( x ) -  0 in [a, b]. Condition (iii) together with (ii) 
ensures that, if Xr~ [a ,b] ,  the next iterate Xr+,, produced by Newton's 
method, is also in [a, b ]. 1"7 

The best-known application of Newton's  method is the square root 
algorithm. The square root of a positive number c is the positive root of the 
equation x 2 -  c = 0. In this case, f ( x ) -  x 2 -  c and f '  (x) - 2x. So Newton's 
method is 

2 
Xr  - -  C 

Xr+ 1 -~ X r - -  " - - - - - - - - - ' ,  X r * O .  

2Xr 

This simplifies to give 

Xr.l = 2 + " (8.36) 

All three conditions of Theorem 8.2 hold for the function x 2 -  c on an 
interval [a, b] such that 0 <  a <  c ~/2 and b>�89 + c /a) .  The inequality for b 
ensures that both conditions (i) and (iii) hold (see Problem 8.18). Thus the 
square root algorithm converges for any x0 > 0. For a more elementary proof 
of the convergence of the square root method (8.36) see Problem 8.19. 
Notice that it is easy to demonstrate the expected second order convergence 
of the sequence generated by (8.36). From 

Xr+~_cV2 l ( x  r ~ )  I/2 1 = -- + - c = - - -  (x~ - 2c~/2Xr + c), 
2 2Xr 

we obtain 

+ _ c l / 2  1 1/2)2. x, ~ = ( x , -  c (8.37) 
2Xr 
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Note the squaring of the error X r - -  C 1/2, associated with second order 
convergence. 

Given any c >0,  there exists an integer n such that �88 <~ 4"c < 1 and thus 
�89 1. To calculate c ~/2, it therefore suffices to consider c in the 
range �88 ~< c < 1 and we choose 

XO= C +  ~ ,  

which is the minimax approximation to c t/2 on [�88 1 ]. We have (see Example 
5.14) 

Ix0- c'/= l <- , (8.38) 

for this choice of initial iterate x0 and after very few iterations we obtain 
highly accurate approximations to c ~/2 (Problem 8.21). 

We cannot always use Newton's method as it is not always feasible to 
evaluate f ' .  An obvious way to modify (8.32) is to replace f '  (Xr) by the 
divided difference approximation, (f(Xr) - f ( X r - l ) ) /  (Xr -- X r _ l ) .  Thus (8.32) 
becomes 

f ( X r ) ( X r -  X r - 1 )  
Xr + I "- X r -- 

f ( X r )  - - f ( X r - , )  

which we have already met as the secant method. 
In Problem 8.24 an alternative method of obtaining Newton's  method is 

described and in Problem 8.25 an extension of Newton's  method to a third 
order process is given. 

8.7 The contraction mapping theorem 

Recall Theorem 8.1, which states that if g' is continuous 
I g' (x) l -< L < 1 for all values of x, then the iterative process 

and 

Xr + 1 "-- g ( X r ) ,  X 0 arbitrary, 

converges to the unique root of x =  g(x). The conditions of  Theorem 8.1 
are not satisfied by the function g(x)= e -~, yet convergence appeared to 
take place in that case (Example 8.5). It is not necessary to require 
I g' (x)l -< L < 1 for all values of x. We will make use of a Lipschitz 

condition (Definition 2.12) and will require: 

Definition 8.1 
interval [a, b] if 

A function g is said to be a contraction mapping on an 

(i) x ~ [ a , b ] = ~ g ( x ) E  [a,b], (8.39) 
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(ii) g satisfies a Lipschitz condition on [a, b] with a Lipschitz constant 
L < 1. Thus 

x, y E  [a,b] ~ [g(x)- g(Y)l <-LIx-y l ,  

where L < 1. 

Condition (i) is sometimes referred to as the closure condition. D 

We can now give a less restrictive result than Theorem 8.1. 

Theorem 8.3 
mapping, then 

If there is an interval [a, b] on which g is a contraction 

(i) the equation x = g(x) has a unique root (say a)  in [a, b ], 
(ii) for any x0 ~ [a, b ], the sequence defined by 

Xr+l • g (Xr), r = 0, 1 . . . . .  (8.40) 

converges to a.  

Proof  For any x E [a, b ], g (x) ~ [a, b ]. In particular, for x = a, 

a - g(a) <~ O. (8.41) 

and, for x = b, 

b -  g(b)~O.  (8.42) 

The Lipschitz condition implies that g is continuous on [a, b]. Thus 
x - g ( x )  is continuous on [a,b] and, from the inequalities (8.41) and 
(8.42), we deduce that the equation x - g ( x ) = 0  has at least one root 
belonging to [a, b ]. Let us assume that there is more than one root and let a 
and ~8 (a ~< a,  ~8 ~< b) denote two distinct roots. Therefore 

a = g ( a ) ,  f l= g(fl) 

and, subtracting these equations, 

a - , B =  g ( a ) -  g(i~). 

From the contraction mapping property, we deduce that 

l a -  jS I = I g ( a ) -  g(,B) l <~ L l a -  ,8 l , 

with 0 ~ L < 1. This entails l a -  fll < [ a -  ~8 1 , which is impossible. We 
deduce that there is only one root, say a, belonging to [a, b ]. 

Note that, since g is a contraction mapping on [ a ,b ] ,  
XrE [a,b]=~ g(Xr)~ [a,b], which shows that Xr+~ E [a,b]. By induction, 
every Xr E [a, b] if x0 E [a, b], From the Lipschitz condition, it follows that 

[ X r + l - - ~ 1 - "  [g(Xr)-g(~)l < < . L l x r - ~  I . 
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Hence, as in the proof of  Theorem 8.1, we deduce that 

]Xr-- al <~Lrlxo - al  (8.43) 

and, since 0 <~ L < 1, we conclude that the sequence (Xr) converges to a. D 

Looking back over the proof, we see that it is not essential to use a 
Lipschitz condition. If we prefer, we could use the mean value theorem and 
require instead that I g' (x) l <~ L < 1 on [a, b]. See Chapter 2, p. 23. It is, 
however, informative to use the Lipschitz condition to prepare for the 
extension of  Theorem 8.3 to deal with iterative methods for a system of 
algebraic equations, which we discuss in Chapters 10 and 12. 

From (8.43), we can derive an a priori estimate of the error at any stage. 
Since both x 0 and a belong to [a, b ], we obtain 

I X  r -- a I ~ t r ( b  - a). (8.44) 

See also Problem 8.28. 

Example 8.9 We apply Theorem 8.3 to the equation x = e -x of Example 
8.5. For g(x)  = e -x, g(0.4) = 0.67 and g(0.7) = 0.50, to two decimal places. 
Since g is also a decreasing function, 

x ~ [ 0 . 4 , 0 . 7 ]  =~ g ( x ) ~ [ 0 . 4 , 0 . 7 ] .  

We have g ' (x )=  - e - *  and, therefore, I g' (x) l < 0.7 on [0.4, 0.7 ]. Thus g is 
a contraction mapping with L = 0.7 and Theorem 8.3 shows that the process 
Xr§ = e -x, converges to the unique root of x = e -x in [0.4, 0.7], for any x0 in 
that interval. This confirms the apparent convergence of Example 8.5. rl 

As in Example 8.9, it can take some ingenuity to determine an interval 
[a, b ] on which g is a contraction mapping and therefore Theorem 8.3 is not 
of great practical importance. In particular, the closure condition is often 
awkward to verify. In practice, we will not often choose a first order method 
to solve an equation f ( x ) = 0 .  If f '  can easily be evaluated we would 
probably prefer to use Newton's method because of its second order 
convergence. If it is difficult to evaluate f ' ,  we would opt for a 'bracketing' 
method such as Muller 's method, which in general converges faster than the 
first order method based on contraction mapping. On occasions, we may 
even wish to use the bisection method because of its simplicity, despite the 
relatively large number of evaluations of f which it requires. 

Problems 

Section 8.2 
8.1 Show that the equation 1 - x -  sin x = 0 has a root in [0, 1 ]. How many 
iterations of  the bisection method are required to estimate this root with an 
error not greater than �89 x 10-4? 
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8.2 Write a computer program to implement Algorithm 8.1 (the bisection 
method). Test it by estimating the positive root of x 2 - x -  1 = 0. 

Section 8.3 

8.3 Write computer programs for the regula f a l s i  and secant methods. 
Apply them to estimate the root of 1 -  x - s i n  x = 0, beginning with x0 = 0 
and Xl = 1. 

8.4 Suppose f ( x o ) > 0  and f ( x t ) < 0  and let f"  exist and be positive on 
[x0, x~ ]. (For example f ( x )  = 1 - x -  sin x with Xo = 0, x~ = 1, as in the 
previous problem.) By drawing a graph, show that Xo remains unchanged 
when the regula  f a l s i  method is used. 

8.5 Estimate the smallest positive root of 8X 4 -  8X 2 -1" 1 = 0 as follows. Take 
x0 = 0.3, x~ = 0.4 and use one iteration of the secant method followed by one 
iteration of Muller's method. (Note that the equation is T4(x)= 0 and the 
smallest positive root is therefore cos(3~t/8). See w 

Section 8.4 

8.6 Compare the amount of calculation required to find the root of 
e~+ 1 0 x - 2  = 0  to three decimal places by (i) the bisection method 
beginning with x0 = 0, Xl = 1 and (ii) the iterative scheme Xr.,.~ = ( 2 -  eXr)/10, 
r = 0, 1 . . . . .  with x0 = 0. 

8.7 Find the root of the equation 2 X - 5 x + 2  = 0  by using the iterative 
scheme Xr§ = (2 + 2x')/5, with x0=0.  Prove that the sequence (Xr) is 
monotonic increasing. 

8.8 A function f is such that f '  (x) exists and M~> f '  (x)i> m > 0 for all x. 
Prove that the sequence (Xr) generated by Xr§ = Xr--~, f(Xr) ,  r = 0 ,  1, . . . ,  
and arbitrary x0, is convergent to the zero of f for any choice of 2 in the 
range 0 < 2 < 2/M. 

Section 8.5 

8.9 Choose a constant 2 so that the process 

Xr+ 1 ~- ( A X  r "~ 1 - sin Xr)/(1 + A) 

will give a rapidly convergent method for finding the root near x = 0.5 of 
1 - x - sin x = O. Calculate the first few iterates, beginning with x0 = 0.5. 

, 
8.10 Show that the number Xr+~, defined by (8.23), obtained by applying 
Aitken acceleration to the three successive iterates Xr_i, X r and Xr+l, may 
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also be expressed as 

Xr+ 1 "~- Xr_ 1 -- 

2 

A2Xr-  ! 

8.11 If X r = a  I + a2+. . .  + a r, show that the result of applying Aitken 
acceleration to x._2, x._~ and x. is 

X n = X n _ 2  + 

2 
an-1  

a n -  l - - a n  

if an_  1 #: a..  

8.12 Working to five decimal places, apply the result of Problem 8.11, 
with n = 12, to estimate 

log 2= 

8.13 Let (x*) and (y*) denote sequences obtained by applying Aitken 
acceleration to (Xr) and ( Y r )  respectively. If Xr = C + y~ for all r (where c is 

+ Yr" (For example, If x0 2.791, x~ = 2.737, constant), show that Xr = C = 
X2 = 2.723,  we can apply Aitken acceleration to the last two digits of each 
number.) 

Section 8.6 

8.14 Obtain a quadratic equation to which the iterative method 

X r +  I .~- (bx2r + 2 C X r ) / ( C - -  axe) 

relates. Show that, if c , 0  and a x 2 ,  c at a root, the method is exactly 
second order. What happens if c = 0? 

8.15 Apply Newton's method to find the root of 2 ~ -  5x + 2 =0 ,  taking 
X0"- 0. 

8.16 Given some number x0> 0, verify that the iterative scheme Xr+ ~= C / X ,  

r =0 ,  1 . . . . .  produces the periodic sequence Xo, C/Xo, Xo, C/Xo . . . . .  Show 
that, although this is obviously not a viable method for calculating c ~/2, 

Aitken acceleration on the three iterates Xo, C/Xo, Xo yields the number 
!(Xo + C/Xo), which is equivalent to one iteration of Newton's method. 2 

8.17 Derive an iterative process for finding the pth root of a number c > 0 
by applying Newton's method to the equation x p - c = O. 

8.18 Show that, if c>0 ,  all the conditions of Theorem 8.2 hold for the 
funct ion f ( x ) = x 2 - c  on an interval [a, b] with 0 < a <  c i/2 and b >�89 + c / a ) .  
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8.19 Deduce from (8.37) and another similar result that the sequence of  
iterates (Xr), produced by the Newton square root method, satisfy 

xr + c ~/2 Xo + c ~/2 

Hence show that, for any x0 > 0, the sequence (x~) converges to c ~/2. 

8.20 What happens in Newton 's  square root process if we choose x 0 < 0? 

8.21 If �88 ~ c < 1, let x~ and x2 denote the iterates produced by Newton 's  
17 method for finding c ~/2, beginning with x0 =-] c + ~. Noting that x0>�89 as 

c ~ �88 deduce from (8.37) that I X l -  c ~/2 ] < (Xo-  c~/2) 2. Hence, using (8.38), 
show that I x 2 -  c ~/2 ] < 2 x 10 -7. 

8.22 If f ( x ) -  ( x - a ) 2 h ( x )  and h ( a ) . O ,  show that f ' ( a ) = 0  and that, in 
this case, Newton's  method is not a second order process for finding a. Find 
a value of A so that the following modified version of Newton's  method is 
at least second order for this function: 

X r +  i -"  X r - -  Af(Xr) / f '  (X~). 

8.23 Apply Newton's  method to the equation 1 / x - c  = O. (Notice that this 
provides an algorithm for computing the reciprocal of a number c without 
performing the arithmetical operation of division.) 

8.24 One way of obtaining iterative methods of solving f ( x ) =  0 is to use an 
approximating function as in Muller's method but based on Taylor poly- 
nomials. If x, is the nth iterate, we construct the Taylor polynomial at x,, 

(x - x~) (x - x f f  
pk(x) = f(x,,) + ~ f'(x,,) + . . .  + ~ f(k)(x,,), 

1! k[ 

assuming the derivatives exist. We now take xo+R to be a root of  pk (x )=  O. 
Show that for k = 1 we obtain Newton's  method and that for k = 2 

- f'(x,,) + [f'(x,) 2 - 2f  (x,)f"(x,,)] '/2 
X n + l  = Xn + 

i f (x , )  

the + or - sign being taken according to whether f '  (x,) is positive or 
negative. Show that the last method is at least third order if f '  ( a ) , 0  
and f " ( a ) *  0, where a is the root. The method is difficult to use as we must 
calculate a square root in each iteration. A better third order method is given 
in the next problem. 

8.25 Show that the iterative method 

f(x.) f"(Xn) ( f(Xn) ) 2, 

X,,+ , = X,, if(X,) 2f'(x,,) ~f (X,,) 
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used to solve f (x)  = 0, is of order 3 (at least) provided f '  ( a ) , 0  where a is 
the root. Obtain a third order square root process. 

8.26 Suppose y = f ( x )  has a unique inverse function x =  ~(y) .  If q~ is 
sufficiently differentiable, we have the Taylor series 

(y_  y,)2 
q~(y) = q~(y,) + (y - y,)q~'(y~) + ~"(y~) + . . . .  

2! 

By expressing ~ '  and q~" in terms of the derivatives of f ,  derive the 
iterative method quoted in Problem 8.25. 

Section 8.7 

8.27 If X r +  1 = g(Xr), r = 0 ,  1 . . . . .  and g and x0 satisfy the conditions of 
Theorem 8.3, deduce that 

]x~+,-xrl<<.LIx~-Xr_~l ,  r = l , 2  . . . . .  

and hence that 

IXr+,--Xrl <~LrIXl-XOI,  r=O, 1 . . . . .  

8.28 Applying the second inequality derived in Problem 8.27 to the 
inequality 

Ix + -x.I < lXm+n--Xm+n-l[ I X . + , - - X ~  

deduce that, for m > 0, n ~> 0, 

L ~ 
- <- Ix, - xol.  

1 - L  

Letting m --->**, obtain the estimate 

Z n 

I x , - x 0 1  
1 - L  

for the error between the iterate x, and the root a of the equation x = g(x). 

8.29 Deduce from Problem 8.28 that 

L 

1 - L  

(This enables us to use x,+ ~ - x, to decide when to stop iterating.) 

8.30 By summing the geometric series on the fight, show that the positive 
root of the equation 

x k l + x + x 2 + . . . + x  k-~ k>~2 
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also satisfies x = 2 -  x-k. Show that the conditions of Theorem 8.3 apply to 
this last equation on the interval [ 2 -  2 ~-k, 2 ]. For the case k = 6, find the 

1 root to three decimal places. (It may be assumed that ( 1 -  2-k)k~>~ for 
k = l , 2  . . . . .  ) 

8.31 Suppose that on some interval I, g and g' are continuous and that 
x =  g ( x )  has a root a ~  I with [g' ( a ) l <  1. Show that g is a contraction 
mapping on some sub-interval of I containing a. 

8.32 Suppose that for all x, g and g' exist with [g'  (x) l~<L < 1 and that 
y = g ( x )  has a unique inverse function x = 7)(Y) such that ~p' (y) exists for 
all y. Show that ~p(y) is not a contraction mapping, regardless of the 
interval chosen. 

8.33 Show that we cannot expect the iterative method 

Xr+ ' -" c /XPr -1 

to be successful in finding the pth root (p a positive integer other than + 1) 
of a positive number c. 



Chapter9 
LINEAR EQUATIONS 

9.1 Introduction 

In this chapter we shall be considering the solution of simultaneous linear 
algebraic equations. We shall consider separately (in Chapter 12) the more 
difficult problem of solving non-linear equations, as the methods for these 
are quite different. 

If three unknowns x, y and z are related by equations of the form 

a~x + b~y + ClZ = d~ 

a2x + b2y + c2z = d2 (9.1) 

a3x + b3Y + c3z = d 3 

where ai, bi, ci and d~ (i = 1 ,2 ,3)  are given constants, we say that (9.1) is a 
system of three linear equations. Since we have three equations in three 
unknowns, we shall usually expect that there is a unique solution, that is, 
there are unique values of x, y and z satisfying (9.1). We shall see that this 
is not always true and the intention in the first part of this chapter is to 
revise basic material on the solution of linear equations including conditions 
for the existence of such solutions. We find it convenient to express linear 
equations in terms of matr i ce s  and therefore we introduce the latter first. 

9.2 Matrices 

An m x n matrix A is an ordered set of m n  real (complex) numbers aij 
written in m rows and n columns: 

A 

a l  i a 1 2  �9 �9 �9 aln 

a21 a22 ... a2n 

am1 am2 . . .  amn 
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The element  a~i is in the ith row and j th column and A is said to be of  
order  or dimens ion  m • n. We usually use bold capital letters to denote 
matrices and italic small letters to denote elements. If  m = n we say that A is 
a square  matrix of  order or dimension n. We refer to the elements a , ,  

i = 1,2 . . . .  , n as the diagonal  of a square matrix. 
A co lumn vector is a matrix with just one column. For example,  

Xl 

X2 

is of  order m x 1 and is called a column vector o f  d imens ion  m. We usually 
denote such a column vector by a small bold letter, for example,  x. We write 
R m to denote the set of  all m-dimensional column vectors with real 
elements. (C m is used to denote the corresponding set of vectors with 
complex elements.)  N ~ is usually referred to as n - d imens ional  real space. 

A row vector is a matrix with just one row. For example,  

[x, x2 . . .  x . l  

is of  order 1 x n and is called a row vector o f  d imens ion  n. We usually 
denote such a vector by x "r. The superscript T indicates that the vector is a 
row vector obtained by writing the elements of an n-dimensional column 
vector x in a row. We call x T the t ranspose of x E ~". 

Two matrices are said to be equal  if they are of  the same order and 
corresponding elements are equal,  that is, A = B if a 0 = b 0 for all i and j. We 
add or subtract two matrices of  the same dimensions by adding or subtract- 
ing corresponding elements. Thus C = A + B if c~/= a~/+ b i / f o r  all i and j. 
Note from the definition that addition is both commutat ive ,  A + B = B + A ,  

and associat ive ,  A + (B + C)  = (A + B) + C. (The zero matr ix  of order 
m x n is denoted by 0 and has zero for each element,  whence A + 0 = A.) 

If  ;t is a real (or complex)  number  we define 2A to be the matrix with 
elements ;taxi, that is, each element of  A is multiplied (scaled) by 2 which is 
called a scalar  in this context. We usually write - A  in place of  ( - 1 ) A  and 
note that A + ( - A ) =  0, 0A = 0. 

Multiplication of  matrices is more complicated. We start with the product 
of a row vector and a column vector. If  x, y E ~"  we define 

2 y x - y~x~ + y2x2 + "" + y ~  = y~x~. 
i = l  

The result is a single number  and is called the scalar  or inner produc t  of y 
and x. 



Linear equations 223 

If A is an m x n matrix and x ~ R", we define 
. ,  o 

Xl 

all al2 . . .  aln allx~ + a12x2 + "'" + alnXn 

A x =  a2~ a22 .. .  a2, x2 = a2~xl + a22x2 + .. .  + a2,x,, 

ai m : i i : 
am2 ...  am, am ~ Xl + a,,,2 x2 + "" + a,~ x~ 

x~ 
. o 

The result is a vector z ~ [~m with ith element 

Xl n 

zi = E a o x j  = [ith row of A] " . 
J=~ x,, 

We can now write the equations (9.1) as 

A x = d ,  

where 

a c Iil " A =  a2 b2 c2 , x =  , d =  d2 .  

a3 b3 c3 d3 

If A is an m x n matrix and B is an n x p matrix, we define their product 
C = AB to be the m x p matrix with (i, j ) th element 

I jth ] 

co= s aikbkj= [ith row o f  A] column| .  

~-1 o f B  J 

You will notice that the number of elements in a row of A must be the same 
as the number of elements in a column of B (number of columns in 
A = number of  rows in B). The multiplication rules for vectors are special 
cases of  this more general rule. 

Multiplication is not necessarily commutative even if both AB and BA are 
defined; that is, A B ,  BA in general (see Problem 9.2). Thus the order in 
which two matrices are multiplied is important and we say that, for a product 
AB, the matrix A is pos tmul t ip l i ed  by B or that B is premul t ip l i ed  by A. 

Multiplication is associative so that if A, B and C are of suitable 
dimensions 

A (BC) = (AB)C. (9.2) 
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Addition is distributive over multiplication so that provided the matrices are 
of suitable dimensions 

and 

A(B + C) = AB + AC 

(A + B)C = AC + BC. 

We define the n x n unit  matr ix  I as 

1 0 ... 0 
I =  0 1 ! .  

i . .e 

0 0 

(9.3) 

(9.4) 

IA = A. 

Under certain circumstances a square matrix A has an inverse written as A-1 
which satisfies 

A A - I = I  and A - I A = I .  (9.5) 

If such an inverse A -~ exists we say that A is non-singular.  The inverse of 
the product of square matrices A and B satisfies 

(AB) -~ =B-~A -~. (9.6) 

We sometimes find it convenient to write matrices in a block form. The 
m x n matrix A may be written as 

A= [A1, A,2] 
A2~ A22 

where A~ is r x p ,  A~2 is r x ( n - p ) ,  A2~ is ( m - r ) x p  and A22 is 
( m -  r ) x  ( n -  p). The restrictions on dimensions are necessary so that, for 
example, A,~ and A2~ have the same number of columns. We call A~, Ai2, 
A2~ and A22 submatr ices  of A. 

It is easily seen that if 

B = [B,, B,2] 
B21 B22 

AI = A 

and, if I is the m x m unit matrix, 

It may be verified from the multiplication rule that, if A is any m x n matrix 
and I is the n x n unit matrix, then 
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is divided into blocks of the same dimensions as those of  A, then 

A+B=[ A'' + B'' A'2 + B'2]. 
AE1+BEI AEE+B22 

225 

It is not so obvious, however, that provided B and its blocks are of suitable 
dimensions 

(AIIB12 + A12B22)]. 

J (AEIB12 + AEEBE2) 
(9.7) 

[ (AllBlt + A12B21) 
AB / 

[(A2~B11 + A22B21) 

The proof of this last result is left for Problem 9.9. 

9.3 Linear equations 

We start by considering a simple example. 

Example  9.1 Solve the set of equations 

2xt + 2x2 + 3x3 = 3 (9.8a) 

4x~ + 7 x  2 + 7 x  3 = 1 (9.8b) 

-2x~ + 4x 2 + 5x 3 = -7 .  (9.8c) 

We will solve these by an elimination process. First we use equation (9.8a) 
to eliminate xl from the other two equations. If we subtract twice (9.8a) 
from (9.8b) and add (9.8a) to (9.8c), we obtain the equations 

2x~ + 2 x  2 + 3 x  3 = 3 

3X 2 + X 3 = - 5  

6x2 + 8 x  3 -" -4 .  

We now eliminate x2 from the third equation by subtracting twice the second 
equation. We obtain 

2xl + 2x2 + 3x3 = 3 (9.9a) 

3x 2 + x 3 = - 5  (9.9b) 

6x3= 6. (9.9c) 

Immediately from (9.9c) we deduce that x3 = 1. On substituting this value 
of x3 in (9.9b) we obtain 3x2 = - 6 ,  so that x2 = -2 .  Finally, from (9.9a) we 
have 

2x~ = 3 -  2x2 -  3x3 = 4, 



226 Numerical analysis 

whence x~ = 2. The equations (9.9) are called tr iangular equations and the 
process of working in reverse order to solve them is called back 

substitution. El 

The method of Example 9.1 is known as Gauss elimination and may be 
extended to the m equations in n unknowns x~, x2,... ,  x,, 

al~x~ + a l 2 x 2  + "'" + a~nx, = bl 

a 2 1 x  I + a 2 2 x  2 + . . .  + a 2 n x  n = b 2 
�9 . 

a m l  X ! + a m 2 X 2  + "'" + a m n X n  = b m  

(9.10) 

o r  

A x = b ,  

where the coefficients aij and bi are given. We detach the coefficients and 
write them as the m x (n + 1) matrix 

all al2 .. .  aln" b~ 

[A:b]= a21 a22 -" a2,'b2 . (9.11) 

a,,,1 am2 .. .  am,'bm 

The following operations may be made on the matrix (9.11) without 
affecting the solution of the corresponding equations. 

(i) Rows of (9.11) may be interchanged. This merely changes the order in 
which the equations (9.10) are written. 

(ii) Any row of (9.11) may be multiplied by a non-zero scalar. This is 
equivalent to multiplying an equation in (9.10) by the scalar. 

(iii) Any row of (9.11) may be added to another. This is equivalent to 
adding one equation to another in (9.10). 

(iv) The first n columns of (9.11) may be interchanged provided corre- 
sponding unknowns are interchanged. This is equivalent to changing 
the order in which the unknowns are written in (9.10). For example, if 
we interchange the first two columns of (9.11), the first two terms in 
each of the equations (9.10) are interchanged and the order of the 
unknowns becomes x2, x t ,  x3, x4, . . . .  x , .  

We use these operations to reduce the equations to a simpler form. Firstly 
we ensure that the leading element a~ is non-zero by making row and/or 
column interchanges. We now subtract multiples of the first row from the 
other rows so as to make the rest of the coefficients in the first column zero. 
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Thus, assuming that no interchanges were required at the start, we obtain the 
matrix 

a~] a12 ... a~.'bl 

0 a~2 "-  a~.'b2 

0 a32 ... a; . 'b~ 
�9 : : : 

0 a'2 ... a ' . 'b"  

where, for example, the second row is obtained by subtracting (a2~/all) • 
the first row. Thus 

a~2 = a22 - (a2,/a,,)a,2 

and 

b '=bm- (am, /a , , ) b , .  

We have eliminated x~ from the 2nd to the mth equations. 
We now ensure that the element a~2 is non-zero by making row and/or 

column interchanges, using rows 2 to m or columns 2 to n. Such inter- 
changes do not affect the positions of zeros in the first column. We next 
subtract multiples of the second row from later rows to produce zeros in the 
rest of the second column, that is, we eliminate the second unknown from 
the 3rd to the mth equations. 

We repeat this process and at the pth stage we have a matrix of the form: 

(l[1 ! G(12  . . . . . . . . .  G[~ln " ~ !  

0 Cg22 . . . . . . . . .  13~2n " ~ 2  

�9 �9 �9 �9 ~ 

�9 �9 % + l , p  . . .  % + 1 , .  + !  
�9 . : : �9 

0 , . .  0 Cs "~ Cs "~m 

The steps to be followed next are" 

(9.12) 

(i) interchange rows p to m or columns p to n so that CLpp is non-zero, 
(ii) subtract multiples of row p from rows p + 1 to m so that elements in 

the column below become zeros. 

You will notice that neither of these steps will affect the positions of zeros 
in the earlier columns. At this stage etpp is called the pivot and row p the 
pivotal row, corresponding to the pivotal equation. 
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We stop for one of three reasons: 

�9 e i t h e r  it is not possible to make Ctpp non-zero by interchanges, as all the 
aij in rows p to m are zero 

�9 o r  p = m ,  when we have exhausted the equations 
�9 o r  p = n ,  when we have exhausted the unknowns. 

The final form of the matrix is 

Ul I U12 UI3 " " �9 U l r  U l , r  + 1 " �9 �9 U l n  " C l  

0 u22 u23 . . .  u2r u2.~+~ . . .  u z , ' c 2  
�9 . : �9 . 
�9 �9 �9 �9 �9 

0 . . . . . .  0 Ur,. U,v.+l . . .  Ur, 'C,.  

0 . . . . . . . . .  0 0 . . .  0 "c~+l 

. . . : �9 
�9 �9 . �9 �9 

0 . . . . . . . . .  0 0 " ' "  0 " C m 

which we may write in the block form 

[ ] U B ' c  
. 

0 0 " d  

U is the r x r u p p e r  t r i a n g u l a r  matrix 

U l l  . . . . . .  

U =  0 u2z 
-* o o  ~  ~ 

0 ... 0 

U l r  

urr 

(9.13) 

(9.14) 

Y r + l  

Z =  

y, 

the equations may, from (9.14), be written in the block form 

:][:] [:1 (9.15) 

spending to (9.13) are y~, Y2 . . . .  ,y,. If  

Yl 

Y= ~r and 

B is r x ( n -  r) and the zero matrix below B is ( m -  r) x ( n -  r). The pivots 
U i i  , i = 1, . . . ,  r ,  a r e  non-zero. 

We suppose that, as a result of  column interchanges, the order of  the 
unknowns x~, x2, ..., x, has been changed and that the unknowns corre- 
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Thus 

and 
Uy + Bz = c (9.16a) 

O y  + Oz = d. (9.16b) 

The original equations (9.10) and the reduced equations (9.16) are 
equivalent, in that a solution of  (9.16) must also be a solution of (9.10) 
(possibly after some re-ordering of  the unknowns) and vice versa. We 
therefore investigate the existence of  solutions of  (9.16) in detail. 

The integer r in (9.13) is called the rank  of the original coefficient 
matrix A. The existence of  solutions will depend on this rank. If  r = m = n, 
(9.16) is the triangular set of  equations 

U y = c  
where 

1 y l  

U 0 
= , c =  , y =  - -  �9 

yo 0 LC"j 

with u , ,  0, i = 1,2 . . . . .  n. We can solve these equations by back substitu- 
tion. From the last equation 

u . . y .  = c. ,  
we find 

y .  = c . / u . . .  

From the penultimate equation 

l l n _ l , n _ l Y n _  1 + U n _ l , n Y  n = C n _ l ,  
we find 

and so on. We work back through the equations, introducing new unknowns 
one at a time and hence find all the unknowns in reverse order. Thus, for 
r -  m = n, the unknowns are all uniquely determined, as we would normally 
expect for n equations in n unknowns. We then say that the equations (9.10) 
are cons i s t en t  with un ique  solution or just simply non-s ingu lar .  We also 
find that the square coefficient matrix A is non-singular. 

If  r < m  in (9.13) and d * 0 t  in (9.16), that is, at least one of  the Cr+~, 

Cr+2 . . . .  , Cm is non-zero, we cannot satisfy (9.16b) for any  choice of  y and z. 

1" By d * 0 we mean that d is a vector other than the zero vector. It is possible for some 
components of d to be zero, but not all components may be zero. This is consistent with the 
definition of equality of matrices. 
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There is no solution of (9.16) and hence of (9.10) and we say that the 
equations are inconsistent. 

If r < m in (9.13) and d = 0 then (9.16b) is satisfied for any y and z and 
(9.16a) may be written as 

U y = c - B z .  (9.17) 

Similarly when r = m < n, (9.16b) does not apply and we obtain only (9.17). 
We may choose the elements of z arbitrarily. This fixes the right side of  
(9.17) and we may then solve these r triangular equations by back substitu- 
tion to find y. We say that the equations (9.10) are consistent with an 
infinity of solutions. A particular n -  r of the unknowns (those correspond- 
ing to z) may be chosen arbitrarily; the remaining r unknowns are then 
determined uniquely. 

We will restrict ourselves to the case n =  m so that hopefully the 
equations are consistent with a unique solution which can be determined 
numerically. Of  course the equations may still turn out to have no 
solution as is illustrated by the second of the following examples. For 
convenience all coefficients are integers; this will not be the case in most 
problems. 

Example  9.2 Solve 

x~ + 3x2-  2x3 -  4x4 = 3 

2x~ + 6x2 -  7x 3 - 10x4 = - 2  

- x ~ -  x2 +5x3+  9x4= 14 

- 3x~-  5x2 + 15x4 = -6 .  

We detach coefficients and subtract multiples of the first equation from the 
others to eliminate Xl: 

1 3 - 2  -4"  3 1 3 - 2  -4"  3 

2 6 - 7  -10"  - 2  0 0 - 3  -2"  - 8  

-1  -1  5 9" 14 0 2 3 5" 17 

- 3  - 5  0 15" - 6  0 4 - 6  3" 3 

We interchange the second and third columns so that the second element in 
the second row is non-zero and use this row to eliminate the second 
variable: 

1 - 2  3 -4"  3 1 - 2  3 -4"  3 

0 - 3  0 -2"  - 8  0 - 3  0 -2"  - 8  

0 3 2 5" 17 0 0 2 3" 9 

0 - 6  4 3" 3 0 0 4 7" 19 
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The last step is to eliminate the third variable from the fourth equation and 
we obtain the triangular set 

1 - 2  3 - 4 "  3 

0 - 3  0 - 2 "  - 8  

0 0 2 3" 9 

0 0 0 1" 1 

Thus by back substitution 

y4 = 1, 

2y3 = 9 -  3y4, 

-3y2 = - 8 -  0.y 3 + 2y4, 

Yl = 3 + 2y2 - 3y3 + 4y4, 

Y 3 - - 3 ,  

y2=2 ,  

Yl =2.  

We have interchanged the second and third columns and, therefore, 

x~ = Yt, x2 = Y3, x3 = Y2, x4 = Y4. 

Hence 

2 

3 
X - "  ~ 

2 

1 

The equations are non-singular with rank r = n = 4. D 

Example  9.3 Consider 

1 1  llr  2 
1 2 - l [ [ x 2  = 0 . 

1 5 - 3  J[X3 3 

We detach coefficients and the steps of the reduction process are 

I 1 I 1 
1 - 1  1 �9 2 1 - 1  1 �9 2 

0 3 -2"  - 2  0 3 -2"  - 2  . 

0 6 -4"  1 0 0 0" 5 

The final third equation is now clearly inconsistent and there is no solution. 
Note that the coefficient matrix is of rank 2. 

If in (9.13) we have rank r < m = n, we say that the equations (9.10) are 
singular and that the square matrix A is singular. Notice that singular 
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equations have either an infinity of solutions or no solutions. You will also 
notice that an n x n matrix A is non-singular if, and only if, it is possible to 
choose n non-zero pivots u~, u22 . . . . .  Unn in the elimination process. It is 
always possible to reduce an n x n matrix A to an upper triangular matrix U 
using the elimination process, although for r <  n some of the diagonal 
elements of U are zero. It can be shown that if a total of j interchanges of 
rows and columns are required in the process, the product 
d-(--1)JUllUE2... Unn is independent of the order in which the pivotal 
equations and unknowns are chosen. We call d the determinant of the n x n 
matrix A. Thus A is non-singular if, and only if, its determinant is non-zero. 
(See, for example, Johnson et al. 1993.) 

We now consider the particular system of equations 

A x = 0  

where A is n x n. These will always be consistent as the fight-hand side will 
remain zero throughout the reduction process, and, even for r < n, d = O in 
(9.16b). Thus if A is singular there are an infinity of solutions of this 
problem and, in particular, there will be a solution x * 0 .  If  A is non- 
singular, r =  n and the solution x = 0 is unique. We conclude that A is 
singular if, and only if, there exists a vector x *  0, such that Ax = 0. Thus if 
A is singular, its columns are linearly dependent (cf. Definition 5.4). 

Finally note that if a square matrix A is non-singular then there is an 
inverse A-  l and we could solve linear equations by determining this inverse. 
On premultiplying both sides of 

A x = b  

by A- i  we obtain 

x =  A - l A x =  A-lb .  

Such a method of calculating x is rarely to be recommended because 
elimination is a much more efficient algorithm. 

9.4 Pivoting 

Example  9.4 Consider the solution of 

10-12x + y + z = 2 (9.18a) 

x + 2 y - z = 2  (9.18b) 

- x +  y +  z=  1 (9.18c) 

if, during the calculation, numbers may be stored to an accuracy of only 10 
decimal digits in floating point form. The solution to the accuracy required 
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is seen to be x = y = z = 1. However, the elimination process produces 

10-12x + y +  z= 2 

- 1 0 1 2 y - -  1012z= - 2  x 1012 

1012y+1012z= 2x1012 . 

The last two equations are obtained by adding -10~2x(9.18a)  and 
1012 x (9.18a) with rounding. The next step yields 

10-~2x + y +  z= 2 

- 1 0 1 2 y -  1012z = - 2  x 1012 

0.z= 0. 

These suggest that z can have any arbitrary value and, by back substitution, 
y = 2 -  z and x = 0 .  

If instead we had arranged the equations as 

after one step they become 

x+2y-z=2  
10-1:x+ y + z = 2  

- x +  y +  z= 1 

x+2y-z=2  
y + z = 2  

3y =3.  

Because of rounding, the second equation is not changed apart from the 
removal of x. We obtain the solution y= 1, z = 1, x = 1, on working back 
through the equations. El 

The fault in the first attempt at solving Example 9.4 was that a small pivot 
(the coefficient of x in the first equation), meant that very large multiples 
of the first equation were added to the others, which were therefore 
'swamped' by the first equation, after rounding. 

The trouble can be avoided if interchanges are made before each step to 
ensure that the pivots are as large as possible. When we have reached the 
stage displayed in (9.12), we look through the block of elements 

tzpp ... tip, 

Ogmp . . .  t2s 

and pick out one with largest modulus. This is then moved to the pivot 
position (p, p) by appropriate row and column interchanges. This process is 
called complete pivoting. 
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Usually elimination with partial pivoting is employed, when only row 
interchanges are permitted. At the stage of (9.12), only the column 

app 

Cs 

is inspected for an element with largest modulus. Normally we are seeking 
the unique solution of n non-singular equations in n unknowns and, 
therefore, column interchanges should not be necessary to reduce the 
equations to triangular form. Alternatively, we could use a method in which 
only column interchanges are allowed. At the stage of (9.12), the row 

[ c ~ p ,  . . . %,,] 
is inspected for an element with largest modulus. 

Example 9.4 above may seem exceptional because of one very small 
coefficient. Of course this was deliberately chosen as an extreme case but 
the lessons learned from it do hold for more reasonable equations. As a 
second example, we consider a more innocent looking problem. 

Example 9.5 Solve 
0.50x+ 1.1y+ 3.1z=6.0 

2.0x + 4.5y + 0.36z = 0.020 (9.19) 
5.0x + 0.96y + 6.5z = 0.96. 

The coefficients are given to two significant decimal digits. In an attempt to 
minimize rounding errors we will carry one 'guarding' digit and work out 
multipliers and intermediate coefficients to three significant digits. Without 
interchanges we obtain 

I0.500 1.10 3.10" 6.001 I0.500 1.10 3.10" 6.001 
0 0.100 -12.0 "-24.0 0 0.100 -12.0 "-24.0 . 
0 -10.0 -24.5 �9 -59.0 J 0 0 -1220 �9 -2460 

Back substitution yields 

z -- 2.02, y = 2.40, x = -5.80. 

With partial pivoting involving only row interchanges we obtain, on 
interchanging the first and third equations, 

I5.00 0.960 6.50" 0.9601 I5.00 0.960 6 .50 -0 .9601  
0 4.12 -2.24- -0.364 0 4.12 -2.24" -0.364 . 
0 1.00 2.45" 5.90 0 0 2.99" 5.99 

Back substitution yields 

z --- 2.00, y = 1.00, x--- -2.60. 
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By substituting these values in equations (9.19), it may be confirmed that 
this is the exact solution. Later we shall consider in more detail the effects 
of rounding errors on the accuracy of the elimination process. 

We are now in a position to consider a complete algorithm for solving 
linear equations. This is a reasonably accurate algorithm but as will be seen 
from further examples and analysis, improvements may be made. In 
particular, we will see in Chapter 10 that scaling of individual equations is 
also important if only partial pivoting is used. 

Algorithm 9.1 This solves (n >I 2) linear equations in n unknowns. 

f o r k : = l  t o n - 1  
max "= I akk ] , p ivrow := k 
for i := k + 1 to n [seek max l akk I . . . . .  l a.k l] 

if l a;k I > max then pivrow "= i and max "= ] a,k ] 
next i 
if max < e stop [as the matrix is singular or nearly so] 
[At this point the next pivotal row is given by pivrow and we 
interchange rows k and pivrow. } 
for j : =  k to n 

swop akj and apivrow" j 
next j 
swop bk and bpivrow 
[Carry out reduction.] 
pivot  := ak~. 
for i : = k +  1 to n 

m := aik/pivot 
for j : =  k +  1 to n 

a;j: = aij - m. akj 
next j 
bi := b i -  m.bk 

next i 
next k 
if l a , ,  I < e stop 
[Now perform back substitution.] 
x, := b , / a , ,  
for i := n -  1 down to 1 

S : =  b i 
for j := n down to i + 1 

s := s -  a i j x  j 
next j 
X i :-- s / a i i  

next i 

[multiple of row k to be subtracted from row i] 

[as the matrix is singular or nearly so] 
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The equations are reported as nearly singular if a pivot would have 
magnitude less than a fixed e > 0. (In practice a more sophisticated test 
should be used.) The matrix A is reduced to upper triangular form but the 
algorithm does not bother to insert zeros below the diagonal. Partial pivoting 
by rows is included. D 

9.5 Analysis of elimination method 

Again we shall assume that we have n equations in n unknowns 

A x = b  

where A is n x n. After one step of the elimination process, A becomes 

"~1 = 

I a l l  a12 � 9  aln 

4~ ... a ~ ,  

t t 

an2 . . .  ann 

assuming there are no interchanges. We have subtracted (ail/all) x first 
row from the ith row. We can restore A by operating on sd~, adding 
(ail/a~) x first row to the ith row for i = 2, 3 . . . . .  n. This is equivalent to 

where 

1 0 . . .  0 

121 1 ".. 

" 0 " 9 

: ~ ".. 0 

1.] 0 ... 0 1 

and the l~ = a,/al~, i = 2 . . . . .  n, are the multipliers. Similarly the new fight 
side b~ is related to its old value by 

b = - ~ ] b ] .  

The second step (assuming there are no interchanges) in the elimination 
process is to form 

a12 . . . . . .  a l n  

a~ . . . . . .  a~. 

0 a;'~ . . .  a~', 

0 a"a ... a~  

a l l  

0 

s~2-  0 

0 
=, 
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by subtracting (a'i2/a'22) x second row from the ith row for i=  3 ,4  . . . . .  n. 
Again we may restore s~ by an inverse process and 

where 

1 0 . . . 0 

1 . 

132 1 . 

, O �9 �9 �9 

�9 , , , O 

1 , , 2 0 . 0  1 

and li2 = (a'Ja'z2),  i=  3 . . . . .  n, are the multipliers of the second row. 
Thus 

A = ..~lS~! = ,,~1.,,~2,~2. 

Similarly 

b = ~ l b l  = ' ~  ! . .~262 

where b2 is the right side after two steps. 
Provided there are no interchanges, by repeating the above we find that 

A - .~JY2 .....~,_ iU (9.20) 

and 

b = ~ i . ~ 2  . . .  ~ n _ l c .  

U is the final upper triangular matrix, c is the final fight side and 

1 

0 
~ 

0 

�9 /j + l,j 
�9 ~ 

�9 ~ 

1 

1 

�9 

~ o 

0 . . 0  1 

(9.21) 

(9.22) 

0 . 0  t,j 

where lij is the multiple of the jth row subtracted from the ith row during 

the reduction process. 
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Now 

1 

121 1 0 

..~1,~/~2... *~n_ 1 = [ 131 132 1 = L ,  (9.23) /: /: i "o **~ 

say, which is a lower triangular matrix (see Problem 9.21). We therefore 
find that, provided the equations are non-singular and no interchanges are 
required, 

A = LU (9.24) 

and 

b = Lc (9.25) 

where L is a lower triangular matrix with units on the diagonal and U is an 
upper triangular matrix. We say that A has been factorized into triangular 
factors L and U. 

Example 9.6 

Thus 

For the equations of Example 9.1, ['01] 
~ =  2 1 and ~ 2 -  0 1 0 . 

- 1 0  0 2 1  

['0!] 
L = . .~ l . ,~e2  = 2 1 . 

-1  2 

From the final set of equations we find 

U -  0 3 1 and e -  - 5 .  
0 0 6  6 

It is easily verified that 

and 

2 2 3] 
L U =  4 7 7 = A 

- 2  4 5 

[3] 
L c -  1 = b. 

- 7  
t-q 
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If interchanges are used during the reduction process, then instead of 
determining triangular factors of A, we determine triangular factors of A* 
where A* is obtained by making the necessary row and column interchanges 
on A. 

9.6 Matrix factorization 

The elimination process for n equations in n unknowns 

Ax = b (9.26) 

may also be described as a factorization method. We seek factors L (lower 
triangular with units on the diagonal) and U (upper triangular) such that 

A = L U ,  

when (9.26) becomes 

LUx = b. 

First we find c by solving the lower triangular equations 

L c = b  

by forward substitution. We have 

1.cl = bl 

121C 1 + l . c  2 = b 2 

13tCl + 132C2 + l . C  3 = b 3 
�9 �9 

l,~c~ + ln2c2 + "'" + 1.c, = b,. 
We find c~ from the first equation, then c2 from the second and so on. 
Secondly we find x by back substitution in the triangular equations 

Ux = c .  

The solution of (9.26) is this vector x, since 

Ax - (LU)x = L (Ux) = Lc = b. 

We can see from the above that, given any method of calculating 
factors L and U such that A = LU, we can solve the equations. One way of 
finding the factors L and U is to build them up from submatrices. We will 
use this method to describe how an n x n matrix A may be factorized in the 
form 

A = LDV (9.27) 
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where 

dl 
0 

D �9 D 

J 

is a diagonal matrix with di * 0, i = 1,2, ..., n, L is a lower triangular matrix 
with units on the diagonal as before and V is an upper triangular matrix with 
units on the diagonal. We will show that, under certain circumstances, such 
a factorization exists and is unique. In this factorization we call the diagonal 
elements of D the pivots. We shall see later that these pivots are identical 
with those of the elimination method. 

Let A,  denote the kth leading submatrix of  A. By this we mean the 
submatrix consisting of the first k rows and columns of A. Note that 
A~ = [a~ ] and A.  = A. Suppose that for some value of k we already have a 
factorization 

A ,  = LkDkV * 

of the form (9.27), where L, ,  D, and V, are matrices of the appropriate 
kinds. We now seek L ,  + ~, D, + ~ and V, + ~ such that 

A,+~ = L,+ID,+ ~V,+l. 

We write 

and 

A, c,+1 ] 
Ak+l = T 

rk+ 1 ak+ 1,k+ 1 

al,k + 1 

where c, + 1 = 

Lak.~+ 1 

r ~ + , = [ a , + , . ,  a,+,.2 .. .  a ,+ , . , ] .  

We seek an element ark + ~ and vectors 

I~+ ,= [t~+,., t~+,,2 ... t~+,.~l 

such that 

AK 
Ak+l = T 

rk+ 1 

c,+, ] [L, = o][o 
1 0 T 

1)1 ,k + 1 

Vk+ 1 -- 

Vk~+l 

o][v 
dk+l 0 + 

Vk+l]  " 1  
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On multiplying out the fight side and equating blocks, we find that we 
require 

Ak = LkD,Vk (9.28) 

c k + 1 = L kD kVk + l (9.29) 

rT+~ = IT+ ~OkVk (9.30) 

a~+l.k+l = IT+lDkvk+i + dk+l. (9.31) 

Equation (9.28) is satisfied by hypothesis. We can solve (9.29) for v k+ ~ 
by forward substitution in the lower triangular equations 

(LkDk)vk+l = Ck+l. (9.32) 

We use forward substitution in the triangular equations 

IT+ ~ (D~.V~.) = rT+~ (9.33) 

tO find ! T+ ~. Having found v k + ~ and I T + 1, we use (9.31) to determine dk + ~. 
We have a practical method of factorizing A since clearly 

A~ = [a~] = [1] [a~][1]  =L~D~V~ 

and the process only involves solving triangular equations. The Lk, D k and 
Vk are successively determined for k= 1,2 . . . . .  n and are leading sub- 
matrices of L, D and V. 

Example 9.7 Factorize 

1 2 3 -1  
A = 2 -1  9 - 7  

- 3  4 - 3  19 " 
4 - 2  6 -21  

We carry out the factorization of the leading submatrices Ak, for 
k = 1,2, 3, 4, in turn, as follows. 

A, = [1], L~= [1], D~= [1], 

[ l  2]  L 2  = [1 0]  D2 = [0  0]  2]  
A2= 2 -1  ' 2 ' - 5  ' 1 " 

[ , 23 ]  [1 o 
A 3 = 2 - 1 9 , L 3 = 2 1 

- 3  4 - 3  - 3  - 2  

V l =  [1]. 

v =[o o] 
O ,  
1 

[0 i i: 1 1 0 0 1 2 3 
3 

D 3 = - 5  0 , V 3 = 1 - ~  . 
0 12 0 1 
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A 4 = A; 

( L 3 D 3 ) v  4 = 

[1 0 01 [1] 
2 - 5  0 v 4 - -  C 4 -'~ - 7  , 

- 3  10 12] 19 

and thus 

I'l V4= 1 ; 
1 

and thus 

2 
l~(D3V3) = i - 5  

0 

3] 
3 =r4T=[4  - 

12 

1+4=[4 2 - 1 ] ;  

6] 

T 
d 4 = a4 ,  4 - I 4 D 3 v  4 

= - 2 1 - [ 4  2 

= - 2 1  + 2 0 = - 1 .  

Thus 

1 0 1 0 1 2 3 - 1  
3 1 2 1 - 5  1 - ~  

A =  - 3  - 2  1 12 1 1 �9 I-! 

4 2 - 1  1 0 -1  0 
1 

The process will fail if, and only if, any of the pivots dk become zero as 
then we cannot solve (9.32) and (9.33). This can only happen if one of the 
leading submatrices is singular. To see this, suppose that d~, d2 . . . . .  dk are 
non-zero but that when we solve (9.31) we find dk + ~ = 0. We now have 

[L, :][o, :]iv, .,.] 
Ak+l = + O+ 

Ik+ 1 0 + 1 

~ 
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Using a process equivalent to the elimination method of w 9.3, we have 
reduced A,§ to the second of these factors. This is of the form (9.14) 
without the fight-hand side vectors c and d, where the upper triangular 
matrix D~.V, is kx  k. Thus A,§ is of rank k which is less than the 
dimension k + 1 and, therefore, A, + ~ is singular. 

The above argument and method of finding factors forms a constructive 
proof1" of the following theorem. 

T h e o r e m  9.1 If an n x n matrix A is such that all n of its leading sub- 
matrices are non-singular, then there exists a unique factorization of the 
form 

A = LDV, (9.34) 

where L is lower triangular with units on the diagonal, V is upper triangular 
with units on the diagonal and D is diagonal with non-zero diagonal 
elements. 

Proof The proof of both existence and uniqueness is based on induction. 
The factors exist and are unique for the 1 x 1 leading submatrix A~. Given a 
unique factorization of the kth leading submatrix A, we deduce from 
(9.29), (9.30) and (9.31) that A**I, has a unique factorization. Thus the 
factors of A = A,, exist and are unique. El 

9.7 Compact elimination methods 

We do not usually bother to determine the diagonal matrix D of (9.34) 
explicitly and instead factorize A so that 

A = L(DV) (9.35) 

o r  

A = (LD)V. (9.36) 

In the former we calculate L with units on the diagonal and (DV). In the 
latter we calculate V with units on the diagonal and (LD). The elimination 
method of w 9.3 is equivalent to (9.35) and, on comparing with (9.24), we 
see  that 

U = D V .  

From the diagonal, 

uii=di, i=  1,2 . . . . .  n 

I"A proof in which an existence statement is proved by showing how to construct the objects 
involved. See p. 1. 
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and thus the pivots in the elimination method are the same as those for 
factorization. 

In compact elimination methods, we seek a factorization of the form (9.35) 
or (9.36), but instead of building up factors from leading submatrices 
described in the last section, we find it more convenient to calculate rows and 
columns of L and V alternatively. For the factorization (9.35), we calculate 
the ith row of (DV) followed by the ith column of L for i = 1,2 . . . . .  n. To 
obtain (9.36) we calculate the ith column of (LD) followed by the ith row of 
V. The following algorithm describes the process. 

Algori thm 9.2 Compact elimination without pivoting to factorize an n x n 
matrix A into a lower triangular matrix L with units on the diagonal and an 
upper triangular matrix U ( = D V ) .  (As no pivoting is included, the 
algorithm does not check whether any of the pivots u, become zero or very 
small in magnitude and thus there is no check whether the matrix or any 
leading submatrix is singular or nearly so.) 

[row 1 of U] := [row 1 of A] 
[column 1 of L] := [column 1 of A ] / u ~  

for i:=2 to n 
for k : = i  to n Iul u/k := aik - [til . . .  li, i-1] " 

u~_ l.k 

next  k 
I. := 1 
if i < n then 

for k := i + 1 to n 

t , : -  , - " 

~/-  1,i 

next  k 
next  i El 

The process used in the last algorithm is exactly equivalent to elimination 
except that intermediate values are not recorded; hence the name c o m p a c t  

e l i m i n a t i o n  method. Because there are no intermediate coefficients the 
compact method can be programmed to give less rounding errors than 
simple elimination. However, it is necessary to include partial pivoting in 
the compact method to increase accuracy. This can be achieved by suitable 
modification of Algorithm 9.2. 
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It can be seen from (9.34), (9.35), (9.36) and Algorithms 9.1 and 9.2 that 
there are various ways in which we may factorize A and various ways in 
which we may order the calculations. 

In all factorization methods it is necessary to c a n t  out forward and back 
substitution steps to solve linear equations. The following algorithm 
describes the process for factorization of  the form (9.35). 

A l g o r i t h m  9.3 Forward and back substitution to solve LUx = b, where L 
is lower triangular with units on the diagonal and U ( =  DV) is upper 
triangular. 

y l : = b l  
for  i "= 2 to  n 

Yi := bi - [til . . .  ti, i-1] " 

Yi-  l 

n e x t  i 
[y is the solution of Ly = b] 

X n : =  yn/Unn 
for  i "= n - 1 d o w n  to  1 

x,:= - ["" '+ ' " "  " ] L  x" 

n e x t  i D 

9.8 Symmetric matrices 

Given any m x n matrix, we call the n x m matrix obtained by interchang- 
ing the rows and columns of A the t r a n s p o s e  of A and write it as A x. 

Thus 

I 
all a21 ... a,~l 

al2. a22 . . .  am2 

L al" a2. . . .  am. 

and a~j is the element in the jth row and ith column of A x. This extends the 
definition of the transpose of a vector, given in w 9.2, to a general m x n 
matrix. 



246 Numerical analysis 

For any two matrices A and B whose product is defined,  we find (see 
Problem 9.29) that 

(AB) T = B TAT. (9.37) 

An n • n matrix A is said to be symmetric if 

AT=A, 

that is, a ij =aj i  for all i and j. When using a computer, we need store only 
approximately half the elements of a symmetric matrix as the elements below 
the diagonal are the same as those above. We therefore look for an elimination 
method which preserves symmetry when solving linear equations. 

We have seen how to factorize A so that 

A = L D V  (9.38) 

where, provided the factorization exists, L,  D and V are unique. Now 

AT= (LDV)+ = VTDTLT = VTDL T, 

as any diagonal matrix D is symmetric.  If  A is symmetric 

A =  AT= VTDL T , (9.39) 

V T is a lower triangular matrix with units on the diagonal and LT is an upper 
triangular matrix with units on the diagonal. On comparing (9.38) and (9.39) 
we deduce from the uniqueness of L and V that 

L = V  T and L T = V ,  

These two are equivalent and (9.39) becomes 

A = LDL+. 

If  

thent  

~/d~ 0 

dl 

D =  o 
�9 . and E = 

o an 

E 2 = D  

so that 

Thus 

A = L E E L  T = LEETLT 

= ( L E ) ( L E )  T. 

A = M M  T 

(9.40) 

0 

~ 

(9.41) 

1" We write E 2 for E.E. 
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where 

M = LE 

is a lower triangular matrix and will have real elements only if all the 
diagonal elements of D are positive. 

To calculate M we adapt the process described in w 9.6. Equation (9.28) 
becomes 

Ak = M~ ' I  T (9.42) 

where M k is the kth leading submatrix of M. Both (9.32) and (9.33) become 

Mkmk+, =Ck+, (9.43) 

where 

[A, c, ] [M, 0 ] 
Ak+ 1 = T and Mk+ 1 = T " 

Ck+ 1 ak+ l,k+ 1 m k +  1 m k +  l,k+ 1 

We solve (9.43) for mk .~ by forward substitution. Finally (9.31) becomes 

( m k + l , k +  1 = a k + l , k +  1 - m k + l m k +  !. (9.44) 

Example 9.8 Solve 

4 2 21ix, l 1,01 2 2 -3  x2 = 5 .  
-2  -3  14 x3 4 

From Al = [4], M l = [2]. 

Fr~ = [ 42 212, M2= [21 

4 2 - 2 ]  
FromA3= 2 2 -3  , 

- 2  -3  14 

Therefore, 

2 
Hence 

1o] 
[2 o][m3 ]:[ 2] 

1 1 m32 -3  " 

2 
and m33 = 1 4 -  [ -  1 

2 0 0] 
M= 1 1 0 

-1  - 2  3 

- 1 ] = 9 .  
- 2 ]  -2  
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and Ax = b becomes MMTx = b. We seek c such that 

[li] M c =  . 

C = 

By forward substitution, we obtain 

Finally, by back substitution in 

[!]. 
MTx = C, 

we obtain 

x =  2 .  El 
1 

The above method is difficult to implement if some of the elements of 
the diagonal matrix D are negative, as this means using complex numbers in 
finding M. Since each of the elements of M will be either real or purely 
imaginary, there is, however, no need to use general complex arithmetic. In 
such cases it is probably best to ignore symmetry and proceed as for general 
matrices. Another difficulty, which may arise with the method preserving 
symmetry, is that pivots may become small or even zero and it is difficult to 
make row or column interchanges without destroying the symmetry. This is 
only possible if, whenever rows are interchanged, the corresponding 
columns are also interchanged and vice versa. 

There is an important class of matrices, called positive definite matrices, 
for which M will always exist and be real. An n x n real symmetric matrix A 
is said to be positive definite if, given any real vector x *  0, then 

xTAx>0. 

Note that x TAx is a 1 x 1 matrix. Positive definite matrices occur in a 
variety of problems, for example least squares approximation calculations 
(see Problem 9.39). 

We note first that the unit matrix is positive definite, as it is symmetric 
and 

2 x q x  = x = x? + + . . -  + x . .  

The latter must be positive if the real vector x is non-zero. 
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Secondly we observe that, if a matrix A is positive definite, then it must 
be non-singular. For, suppose that A is singular so that, by the last part of 
w there is a vector x ,  0 for which 

A x = 0 .  

Then clearly 

xTAx ---0 

which would contradict the positive definite property. 

Theorem 9.2 An n x n real symmetric matrix A may be factorized in the 
(Choleski) form 

A = M M  T, (9.45) 

where M is a lower triangular real matrix with non-zero elements on the 
diagonal if, and only if, A is positive definite. 

Proof If A can be factorized in the form (9.45), then 

x TAx = x TMMTx = y Xy 

where 

y = MXx. 

If x ,  0 we must have y ,  0 as M is non-singular and thus 

xTAx = yTy > 0, 

showing that A is positive definite. 
Conversely, if A is positive definite all the leading submatrices are 

positive definite and hence non-singular (see Problem 9.35). By Theorem 
9.1, A may be factorized in the form 

A = LDV 

and since this factorization is unique and A is symmetric 

L T = V .  

It remains to be shown that the diagonal elements of D are positive. 
Choose x so that 

LTx = ej 

where ej = [0. . .  0 1 0 . . .  0]T, with the unit in the jth position, i.e. ej is the 
jth column of I. We can always find such an x *  0 as L T is non-singular. 
Now since A is positive definite, 

0 < xTAx = xTLDLTx = (LTx)TD(LTx) 

= eTDej = dj, 
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where dj is the jth diagonal element of D. Since this holds for j = 1,2 . . . . .  n, 
it follows that all the diagonal elements of D are positive. [3 

What is not obvious from the above theorem is that in fact the Choleski 
factorization of a positive definite matrix is an accurate process and that 
pivoting is not required to maintain accuracy. 

Algori thm 9.4 (Choleski factorization A = MM T of a positive definite 
symmetric matrix A where M is lower triangular) The algorithm does not 
check that A is positive definite but this could easily be included by 
checking for positivity all quantities whose square roots are required. 

ml I : - -  "s/al 1 

f o r  i := 2 to n 
f o r j : = l  to i -  1 

/a I m 1/' mii" = - [rnil . . .  ~ , j _  l] " m?? 

[Omit inner product when j = 1 .] 
nex t j  

I / a ;  I m;! 1/ m i i "  = i - [ m i l  . . .  m i , i - 1 ]  " 
m i i - !  

n e x t  i i--1 

9.9 Tridiagonal matrices 

An n x n matrix A is said to be t r i d i a g o n a l  (or t r i p l e  b a n d )  if it takes the form 

bl C l  

a~b~c~  o 

A = a3 b3 c3 (9.46) 
�9 . . 

0 �9 �9 c,,_1 

a,, b,, 

Thus the (i, j)th elements are zero for j > i + 1 and j < i - 1. 
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The elimination method can be considerably simplified if the coefficient 
matrix of a linear set of equations is tridiagonal. Consider 

A x = d  (9.47) 

where A is of the form (9.46). Assuming b~ *0,  the first step consists of 
eliminating xt from the second equation by subtracting a2/b~ times the first 
equation from the second equation. There is no need to change the 3rd to nth 
equations in the elimination of Xl. After i - 1  steps, assuming no inter- 
changes are required, the equations take the form 

Pl el 

o o 
, ,  . , ,  

0 fli ci x =  

ai+l bi+i ci+l 

ai+2 hi+2 ci+ 2 

�9 , ,  . 
�9 . �9 

61 
! : 

/+l 
~ 

d. 

We now eliminate x~ from the (i + 1)th equation by subtracting a~+ ~/fl~ times 
the ith equation from the (i + 1)th equation. The other equations are not 
changed. The final form of the equations i~ 

m 

fll CI 

0 
�9 

�9 �9 

i i  i i  @ Cn-l 

and these are easily solved by back substitution. 

61 

X-- : 

6. 

(9.48) 

Algorithm 9.5 Solve tridiagonal equations of the form (9.46) and (9.47). 
There is no test for a zero pivot or singular matrix (see below). 

f l l : = b !  
61 :-d~ 
for i:= 1 to  n -  1 

m,:= 
Pi+l := b i + l  -- m i C i  

6i.1 := di+l - mi6i 
n e x t  i 

x. := 6.11L 
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for i := n - 1 down to 1 
x~:=(a,-c,x,§ 

next  i D 

If A is positive definite we can be certain that the algorithm will not fail 
because of a zero pivot. In Problem 9.42, simple conditions on the elements 
ai, bi and ci are given which ensure that A is positive definite. These 
conditions hold for the tridiagonal matrix M in (6.36) for cubic splines. We 
shall also see in Chapter 14 that tridiagonal equations occur in numerical 
methods of solving boundary value problems and that in many such 
applications A is positive definite (see Problem 14.5). 

9.10 Rounding errors in solving linear equations 

We have seen that, if we are not careful, rounding errors may seriously 
affect the accuracy of the calculation of a solution of a system of linear 
equations. Examples 9.4 and 9.5 illustrate the importance of pivoting. We 
should also consider the effect of rounding errors even in apparently well 
behaved cases. A large number of additions and multiplications are used in 
the elimination process and we need to investigate whether the error caused 
by repeated rounding will build up to serious proportions, particularly for 
large systems of equations. 

We shall use backward error analysis in our investigation. This approach 
was pioneered by J. H. Wilkinson (1919-86) and is suitable for various 
different algebraic problems. 

We will assume that, instead of calculating x, the solution of 

A x = b  (9.49) 

where A is n x n and non-singular, we actually calculate x + ~x, because of 
rounding errors. We will show that x + 6x is the (exact) solution of the 
perturbed set of equations 

(A + 6A)(x + 6x) = b = 6b. (9.50) 

In this section we will derive a posteriori bounds on the elements of the 
n x n perturbation matrix 6A and the perturbation column vector 6b. 
Backward error analysis of this type does not immediately provide bounds 
on the final error 6x but in the next chapter we will obtain a relation 
between 6x and the perturbations 6A and 6b. 

Much of the calculation in the factorization method consists of determin- 
ing inner products of the form 

U ! 1) l + U21) 2 + . . .  + UrlJ r. 

Most computers are able to work to extra precision for at least some of their 
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calculations and because inner products form such an important part in 
solving linear equations we will assume that inner products are computed 
with double precision before rounding to a single precision result. The better 
computer packages for linear algebra use such extra precision for inner 
products. Thus with floating point arithmetic, we produce 

( U l l )  I + U21) 2 + " '"  + UrOr)(1 + E) 

where bounds on e are determined by the type of rounding (see Appendix). 
In the compact elimination method (see Algorithm 9.2), we seek 

triangular factors L and U ( = DV) such that 

A = LU (9.51) 

where L has units on the diagonal. Let us suppose that because of rounding 
errors we actually compute matrices L' and U'. We now seek 6,4, such that 

A + 6A = L 'U' .  (9.52) 

To compute lij for i > j > 1 we try to use 

1/~ Ulj + li2u2j + ""  + liyujy = aij 

in the form 

There will be two rounding errors; one due to the formation of the 
numerator (an inner product) and the other due to division by ujj. We obtain, 
therefore, 

Zb = (a~ - l[,ulj . . . . .  Z;',/_ ,uj_ ,,j) (1 + e,)(1 + e2) 

where e~ and e 2 are due to rounding. Thus 

1~(1 - (let+e2+ete2) = (a/j- e,)( 1 + E2) . . . . .  li'.j_,uj_,,j)/u~ 

which we can write as 

where 

F 1'/~ U l j + ' " + I '  ' = a / j +  ' ' ij U j j  I ij U j j  V 

v = 
E~ + E2 + E~e2 

(1 + e~)(1 + e2) 

Hence the amount added to a/j by the two rounding errors is 

6aij= l~ju~jv. 

(9.53) 
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If I El I and ! e21 are bounded by e then 

e(2 + e) 
I vl < = e", (9.54) 

(1 - e) ~ 

say. Note that e"= 2e, since in practice e is much smaller than 1, and that if 
partial pivoting is used all the multipliers l~j satisfy I l~jl ~< 1. 

The calculation of u~j for 1 ~< i ~< j is made using 

l~u~ i + "'" + li.i-~ u i - , d  + lu~j = a~. i. (9.55) 

Since only an inner product and no division is required to find u~y there will 
be less errors than in the calculation of L. However, for uniformity we will 
assume the same error bound. 

We can make a similar analysis of the solution of 

Ly = b (9.56) 

and 

U x - y .  (9.57) 

We find each element of y in (9.56) from a single inner product. We 
replace 

by 

l i lYl  + "'" + l i . / - l Y j - i  + lyj= bj 

I y~ = ( b j -  l ; , y ;  . . . . .  l;j_,yj_,)(1 + e,) 

where e, is due to one rounding error. Thus 

l~lYl + " "  + l~j_ iYj - l  + lyj  - bj + 
l + e ,  

and the perturbation of bi is bounded by 

1 +e~ 

where 

E t 

E ---- ~ E ,  

(1 - e )  

e is a bound on l ei I and y is an upper bound on ]Y'I[,.-., l Y'~I. We have 
shown that y' satisfies 

L 'y '  = b + 6b~ (9.58) 

in place of (9.56). 
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Similarly we replace (9.57) by 

U'x'  = y' + 6y. (9.59) 

The components of 6y satisfy 

[ay~l < xue" 

where e" is defined by (9.54) and x and u are upper bounds on the 
magnitude of the elements of x' and U' respectively. Again there are two 
rounding errors: one is due to the formation of an inner product and the 
other to division by a pivot. To relate 6y to the original equations, we 
premultiply (9.59) by L' to give 

L 'U 'x '  = L' (y' + dy)=  b + db~ + 6b 2 (9.60) 

where 

6 b  2 = L ' f y .  

The ith element of 6b2 has magnitude 

11'~Sy~ + ... + l' 6y~_ t ~y  i_ + 16y~l i , i - I  i ! 

<~ I t~Yl I + I fy21 +"" + [ fy~ I 
<~ ixue" 

assuming that partial pivoting is used. 
We summarize these results as a theorem. 

Theorem 9.3 Suppose that the compact elimination method is used and that 

(i) arithmetic is floating point with relative errors bounded by e, 
(ii) inner products are computed with only one rounding error, 

(iii) partial pivoting is used, 
(iv) the elements of the final upper triangular matrix U',  the reduced fight 

side y' and the calculated approximate solution x' satisfy 

lu~jl ~u ,  ly;I <'Y, Ix;I < ~ x ,  l<~i, j<.n.  

Then the computed approximation x' = x + 6x satisfies the perturbed equations 

(A + 6 A ) ( x  + 6x )  = b + 6b~ + 6b2 (9.61) 

where each element of l aAI is bounded by ue",  each element of l ab ,  I is 
bounded by ye'  and 

1 

2 I~b~ I ~ x u ~ "  . 

n 
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with 

e e(2 + e) t tr e = and e = ~ .  (9.62) 
1 - e ( 1  - e )  ~ 

(We use I AI to denote the matrix with elements I a,jl, that is, the matrix 
of absolute values of elements of A. By A ~< B, we mean that a~ ~< b~j for all 
i and j.) Note that, for small e, 

e ' = e  and E"---2e. !-1 

The bounds in Theorem 9.3 as stated are not the best that can be derived 
but they do illustrate the effects of rounding errors. The largest perturbation 
is likely to be 6b2 which is due to errors in the back substitution process. 
Since these errors are in the final part of the calculation of the solution they 
are unlikely to have any really significant effect on the computed solution 
and are indeed all that one can expect from the final rounded form of the 
solution. 

Strictly speaking, the bounds of Theorem 9.3 are a pos ter ior i  bounds, 
as they depend on the magnitude of elements determined in the calcula- 
tion. However, the bounds may be used to decide, a priori ,  to what 
accuracy the calculations should be made, assuming the equations are 
'well-behaved'. If the elements of U' and A are of similar magnitudes, 
so that 

a =  ma x la,~l=u, 
t , ]  

the perturbation 6A, in (9.61), has elements whose moduli cannot be much 
greater than that of a double rounding error determined by the floating point 
representation of a. Similarly, elements of 6bt may not be much greater 
than a single rounding error. For a well-behaved set of equations there is 
therefore no point in computing with more than one extra 'guarding' decimal 
digit (or two binary digits) during the main part of the reduction process. 
Even without guarding digits, the error introduced in the main part of the 
process will be only a little more than that due to representing the coeffi- 
cients by floating point numbers. 

The calculation for the simple elimination process of w 9.3, in which 
many more intermediate coefficients are determined, is identical to that of 
the compact elimination method without double precision calculation of 
inner products. Extra rounding errors are introduced in computing 
intermediate coefficients. There are similar perturbations to those in 
Theorem 9.3 but the bounds on their elements are much larger. Rounding 
errors are introduced in forming each term in an inner product. If all initial, 
intermediate and final coefficients are bounded by a, we find (see Forsythe 
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and Moler, 1967) that, provided pivoting is used, 

0 0 0 0 ... 0 0 

1 2 2 2 ... 2 2 
3 4 4 . . .  4 4 

[6Al<~ae' 1 3 5 6 ... 6 6 

i 3 5 7 ... (2n - 4) (2n - 4) 
3 5 7 ... ( 2 n - 3 ) ( 2 n - 2 )  

where e' is given by (9.62) and e is the usual error for single precision 
floating point arithmetic. The perturbations 6b~ and 6b2 are similarly 
bounded. 

A comparison of the perturbation bounds for the simple elimination and 
compact elimination methods provides a strong reason for preferring the 
latter when calculating on a computer capable of forming double precision 
inner products. It must be stressed that, in spite of the apparent extra length 
of simple elimination, the methods are identical in terms of computing 
effort, which consists primarily of approximately n3/3 multiplications. One 
advantage of simple elimination is that complete pivoting is possible, which 
may be desirable for troublesome sets of equations. 

So far we have not discussed the effects of perturbations caused by 
rounding errors, on the accuracy of the computed solution, that is, we have 
not discussed 6x in (9.50). We have already seen in w that these effects 
may be very serious but that pivoting does help. In the next chapter we 
consider the sensitivity of equations to small changes in the coefficients by 
determining bounds on 6x in terms of 6A and 6b. 

Problems 

S e c t i o n  9 .2  

9.1 If [,20] [2,-1] 
0 1 ,  

A -  -1 2 4 ' 1 -1  3 -1 0 1 

verify by calculation that 

A (B + C) = AB + AC. 

9.2 Show that BC * CB where B and C are as defined in Problem 9.1. 

9.3 Produce an example which shows that it is possible for two matrices A 
and B to be such that 

AB = 0, 

although neither of the matrices is a zero matrix. 
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9.4 Produce an example which shows that it is possible for three matrices to 
be such that 

AC = BC 

even though A and B are not equal and C ~: 0. 

9.5 An n x n matrix A is said to be lower triangular if a 0 = 0 for all j > i. 

(i) Show that the product of two lower triangular matrices is lower 
triangular. 

(ii) Show that the product of two lower triangular matrices with units on 
the diagonal ( a , =  1, i = 1,2 . . . . .  n) is a lower triangular matrix with 
units on the diagonal. 

(iii) Show that the product of two lower triangular matrices with zeros on 
the diagonal ( a , = 0 ,  i = 1,2 . . . . .  n) is a lower triangular matrix with 
zeros on the diagonal. 

9.6 If the product AB exists, show that 

and 

[ith row of AB] = [ith row of A]B 

[jth ] rjth ] 
column = A |co lumn . 
of AB L of B 

9.7 If A is an n x n matrix and D an n x n diagonal matrix with diagonal 
elements dl . . . . .  d,, show that 

[ith row of DA ] = di[ith row of A ]. 

What can be said about the elements of  AD? 

9.8 Suppose 

A = [  ac b ]  and B = [ ;  f ] .  

Find e, f ,  g, h in terms of a, b, c, d such that AB = I. Confirm that such values 
exist if, and only if, a d ,  bc and that with such values we also have BA = I. 

9.9 Verify the block multiplication rule (9.7) by considering (i, j)th elements. 

Section 9.3 

9.10 Show, using the elimination process, that the following equations have 
a unique solution and find this solution. 

A x = b  
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where 

1 2 - 2  1 4 
2 5 - 2  3 b =  7 

A = - 2  - 2  5 3 ' -1  " 

1 3 3 2 0 

Check your result by substituting it back in the original equations. 

9.11 Use elimination with only row interchanges to show that the following 
equations have a unique solution and find this solution. 

1 1 3 2 4 
1 1 4 3 x =  7 " 
2 1 1 2 

5 2 -1  4 

Check your result as in Problem 9.10. 

9.14 
a = + l o r a = - l .  

9.12 Repeat Problem 9.11 but use only column interchanges. 

9.13 Show that the following equations are of rank 2 and inconsistent. 

x + 2 y + 3 z =  3 

x -  y - 4z = - 5  

3 x + 3 y + 2 z =  2. 

Show that the following equations are consistent if, and only if, 

x+  y +  z= l + a  2 

x + 2 y +  3z= - 2 a  

x+  3 y + 4 z =  - 4 a  

x + 2 y + 2 z =  2(1 - a). 

9.15 Write in an algorithmic form the elimination process without 
interchanges for a system of n non-singular linear equations in n unknowns 
(see Algorithm 9.1). 

9.16 If the matrix of the linear equations of (5.13) is singular, show that 
there exist numbers ci, not all zero, such that 

dx = 0, 
i , ,0  

Deduce that 

O ~ j < ~ n .  

 x-0, 
i=0  
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which is impossible if the ~/,~ are linearly independent, and hence show that 
the normal equations (5.13) have a unique solution. 

Sect ion 9.4 

9.17 Repeat Example 9.4 with the same ten digit accuracy but making only 
column interchanges to pick suitable pivots. 

9.18 Repeat Example 9.5 with the same three digit accuracy but making 
only column interchanges to pick suitable pivots. 

9.19 Use elimination to solve 

0.20Xl + 1.2x 2 + 1.6x 3 = 4.5 

1.2x~ + 7 . 1 x  2 - 6 . 0 x  3 = -4.3 

4.2x~- 2 . 8 x  2 + 1 0 x  3 -  5.3 

working to only three significant digits and 

(i) without pivoting, 
(ii) with partial pivoting. 

9.20 Write a computer program to implement Algorithm 9.1 and test your 
program on Examples 9.1, 9.4, 9.5 and the equations of Problem 9.19. 

Section 9.5 

9.21 If 

1 
21 " ' "  

n l  " ' "  

1 
t j ,  l j 1 

! 0 ".. 

l , .j  0 . . .  0 1 

show that 

Mj+ l = Mj~s 

where fej is defined by (9.22). Hence verify (9.23) by induction. 

9.22 Find the matrices fs re2, ~3, L, U and c of w 9.5 for the equations of 
Problem 9.10. Verify that (9.24) and (9.25) are valid for your results. 
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Section 9.6 

9.23 Use the method of w 9.6 to find factors L, D and V of the coefficient 
matrix A of Problem 9. ! 0. 

9.24 Show that the coefficient matrix in Problem 9.11 cannot be factorized 
in the form LDV. 

Section 9.7 

9.25 Use Algorithm 9.2 (compact elimination) to factorize the matrix of 
Example 9.7. 

9.26 Use Algorithms 9.2 and 9.3 to solve the equations of Problem 9.10 by 
hand. 

9.27 Write a program to solve linear equations by implementing Algorithms 
9.2 and 9.3. Test your program on the equations in Example 9.1, Problem 
9.10 and Problem 9.19. 

9.28 We can find the inverse of a non-singular matrix by solving linear 
equations. If AX = I and xj is the jth column of X then 

Ax i = ej (9.63) 

where ej is the jth column of I. We can solve the set of linear equations 
(9.63) by elimination. By taking j = 1,2 . . . . .  n we obtain n different sets of 
equations and by writing the solutions as columns of a matrix we calculate 
X = A -~. Use this method to find the inverse of the matrix 

A -  - 6  49 - 1 0 .  
- 4  34 - 5  

For simplicity do not use interchanges in the elimination process and note 
that the same factors L and U apply to each of the three sets of 
equations. 

Section 9.8 

9.29 By considering (i, j)th elements show that if matrices A, B are such 
that AB exists then 

(AB) T = BTA T. 

9.30 If the product ABC exists, by writing A B C = A ( B C ) ,  show that 
(ABC) T = CTBTA T. 
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9.31 If A and B are symmetric n x n matrices, show that 

(i) (A + B) is symmetric, 
(ii) AB is not necessarily symmetric. (Produce a counter-example.) 

9.32 An n x n matrix A is said to be skew-symmetric if 

A T = - A .  

Show that all the diagonal elements of such a matrix are zero. Hence, by 
considering the (1, 1) element, prove that it is not possible to factorize such 
a matrix in the form LDV where D has non-zero diagonal elements. 

9.33 Find a matrix M such that (9.45) is valid for 

4 -2 -4] 
A = - 2  17 10 

- 4  10 9 

and hence solve the equations [10] 
A x =  3 .  

- 7  

9.34 If A is any non-singular symmetric matrix, show that A 2 is a positive 
de finite matrix. (Hint: x TA 2x = x TA TAx. ) 

9.35 Show that if A is a positive definite matrix, all of its leading sub- 
matrices are positive definite. (Hint: consider x TAx, where x is a vector 
whose last n - p elements are zero.) 

9.36 Write a computer program which implements Algorithm 9.4 to 
perform Choleski factorization of a positive definite matrix. Test your 
program on the matrices of Example 9.8 and Problem 9.33. 

9.37 Write in an algorithmic form the forward and back substitution process 
for solving Me = b and MXx = c where M is lower triangular and b is given. 

Convert your algorithm to a computer program and combine it with your 
answer to Problem 9.36 to produce a program to solve Ax = b where A is 
positive definite. Test your program on the equations in Example 9.8 and 
Problem 9.33. 

9.38 Use the program developed in Problem 9.37 to solve Ax = b where A 
is the positive definite matrix 

420 210 140 105 875 
A =  210 140 105 84 and b =  539 

140 105 84 70 399 " 
105 84 70 60 319 



Linear equations 263 

The exact solution is x - [ 1  1 1 1] T but because of rounding errors you 
may obtain a solution which is correct to only two or three significant 
decimal digits. (The precise accuracy depends on your computer.) These 
equations are difficult to solve accurately as A = 420 H4 where H4 is the 
4 x 4 Hilbert matrix described in w 10.4. What happens to the solution if we 
take b 3 = 400 (instead of 399)? 

9.39 Show that the least squares normal equations (5.10) may be written in 
matrix form as tlalJTa = Wf, where 

a T = [a0 ... a , ] ,  fT = [ f (x0) . . .  f(xN) ] 
and W is the (n + 1)x (N + 1) matrix whose (i , j) th element is ~i_~(xj_~). 
Show that if { ~P0, ~P~ . . . . .  ~p,} is a Chebyshev set then WTb* 0 for all (n + 1)- 
dimensional vectors b , 0 .  Hence show (cf. Problem 9.34) that t I~T  is 
positive definite and thus that the normal equations have a unique solution. 

S e c t i o n  9.9 

9.40 Show that the process described in w 9.9 is equivalent to factorization of 
the tridiagonal matrix A into lower and upper triangular factors of the form 

0 0 

rn~_] 

~10 C! 
. 

1 

1 

A =  m2 1 

~  

9.41 Use Algorithm 9.5 to solve the equations 

2 -1  0 0 0 1 
-1  2 -1  0 0 0 

0 1 2 -1  0 x -  0 .  
0 0 -1  2 -1  0 
0 0 0 -1  2 7 

%-1 

Also find the triangular factors of the coefficient matrix as in Problem 9.40. 

9.42 If A is the n x n symmetric matrix 

b~ c~ 

cl b2 c2 0 

A =  c 2 b 3 c 3  
"0 ~  ~  

�9 �9 

Cn- 1 

Cn-1 
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show that, for any n-dimensional vector x, 
2 xTAx= btx 2 + 2ClXtX2 + b2 x2 + 2c2x2x3 + "'" + bn-lXn-I 

+ 2C._lX,,_lX. + b ,x  2 
= (b~-  ]c, I)x 2+ I c, I(x, +x2) 2+ (b2-  ]c, I - I c=l) x2 

+ I c21 (x2 + x3) 2 + "'" + (b,,_, - I c,,_21 - ] c,,_, I ) x2-, 

+ I c._, I (x._, + x~ + ( b . -  I c,,_, I)x 2, 

where the + sign in (xi• 2 is taken to be that of ci. Hence show that if 
I cil > 0, i = 1,2 . . . . .  n - 1, and, defining Co = c,, = 0, 

bi>~ I ci[ + I ci-i l, i=  1,2 . . . . .  n, 

with strict inequality in the last relation for at least one i, then x X Ax > 0 for 
all x * 0 and thus A is positive definite. 

Show that the coefficient matrix in Problem 9.41 is positive definite. 

Section 9.10 

9.43 It is possible to mimic the behaviour of a computer of limited 
accuracy by multiplying the result of every arithmetic operation (addition, 
subtraction, multiplication and division) by an amount 1 + e for a suitably 
small e. 

(i) Amend the program requested in Problem 9.20 so that the result of 
every arithmetic operation is multiplied by 1.005 (the maximum error 
for three significant decimal digit working). Try the amended program 
on the various equations tested earlier, including those of Problem 
9.38, ignoring symmetry. 

(ii) Carry out a similar amendment of the program of Problem 9.27 but in 
the case of inner products multiply only the final total by 1.005 and not 
individual terms. This simulates the use of extra precision for inner 
products. Try the amended program on the various equations encoun- 
tered before. 



Chapter 10 
MATRIX NORMS AND APPLICATIONS 

10.1 Determinants, eigenvalues and elgenvectors 
We will need to use eigenvalues to complete the error analysis of the solution 
of linear equations and to describe fully the use of iterative methods. 

Definition 10.1 The determinant of an n x n  matrix A is defined 
recursively as follows. 

(i) If A = [a~z ], that is a 1 x 1 matrix, then the determinant of A, written 
as det A, is a~t. 

(ii) If A is n x n, n I> 2, we define the minor A~j of A to be the determinant 
of the ( n -  1) x ( n -  1) matrix obtained by deleting the ith row and jth 
column of A. We then define 

det A = ~ (-1)~+Ja~jA~j, for any j, 1 -< j <- n, (10.1) 
i= i  

o r  

det A = (-1)~*Ja~jA~j, for any i, 1 -< i 6 n. (10.2) 
j = l  

Note that we obtain the same result (see, for example, Johnson et al., 1993) 
regardless of  whether we use (10.1) or (10.2) and regardless of the value of 
j in (10.1) or of i in (10.2). [3 

For a 2 x 2 matrix 

A_ [a,l o,2] 
a21 a22 

we have 

det A = al lax2-  a l 2 a 2 1  
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and, for a 3 x 3 matrix, 

d e t A =  all det[a22[a32 a33a23] -a12 det[ a21a3~ a33a23] +al3 det[ a2~031 a32a22]" 
We can show that adding one row (or column) of a matrix to another row 
(or column) does not change the determinant and that interchanging two 
rows (or columns) changes the sign of the determinant. Multiplying one 
row (or column) by a scalar 2 multiplies the determinant by A and thus 

det (;tA) = ;t" det A, 

where n is the order of the matrix, since each row is scaled by 2. For the 
product of two square matrices we have 

det (AB) = (det A) (det B). 

Proofs of these results may be found in Johnson et al. (1993). In Chapter 9 
it was asserted that the product of pivots (arising from Gaussian elimina- 
tion) is +det A (the sign depends on how many row and/or column inter- 
changes are made) and thus a matrix A is singular if, and only if, det A = 0. 

Definit ion 10.2 An n • n matrix A is said to have eigenvalue ;t E C if 
there is a non-zero vector x ~ C ~ such that 

Ax = 2x. (10.3) 

The vector x is called an eigenvector of A corresponding to the eigenvalue 2. 
D 

Equations (10.3) are equivalent to 

(A - 21)x = 0 (10.4) 

and these have a non-zero solution x if, and only if, A -  21 is singular or, 
equivalently, 

det(A - 21) = 0. (10.5) 

Equation (10.5) is called the characteristic equation of A and d e t ( A -  21), 
which is a polynomial in 2 of degree n, is called the characteristic 
polynomial of A. There are n roots of (10.5), which we will denote by 
~,~, 22, ..., ;t,. For a given eigenvalue 2~, the corresponding eigenvector is 
not uniquely determined, for if x is an eigenvector then so is/zx where/~ is 
any non-zero scalar. 

Example  10.1 If 

I4 3 !1 A =  2 -1  
- 4  4 - 
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then 

4 - 2  
d e t ( A -  ;tl) - det 2 

- 4  

_3 3] 
- 1  - , ; t  1 

4 - 4  - ,;t 

= (4  - 2 ) [ ( - 1  - 2 ) ( - 4  - 2 )  - 4 ]  

+ 3 [ 2 ( - 4 -  2) + 4] + 3[8 + 4( -1  - 2)] 

= 2 (1  - 2 ) ( 2  + 2 ) .  

Thus the eigenvalues of  A are 2 ~ -  0, 2 2 -  1, 23 = - 2 .  To find eigenvectors 
we substitute each eigenvalue in (10.4) in turn and solve equations for an 
x * 0. For example,  ;t - 2 2 = 1 yields the linear equations 

3x~-  3x 2 + 3x 3 = 0 

2x~-  2x 2 + x 3 = 0 

-4x~ - 4x2 + 5 x  3 = 0 

and the general non-zero solution is x~ = q, x2 = q, x3 = 0, q E ~,  q ,  0. We 
can similarly solve the equations with ,1, = 0 and with 2 - - 2 .  We thus find 
eigenvectors corresponding to 2~, ~2 and 23" 

[i] [r] X 1 = , X 2 = , X 3 = 0 , 

2r 

where p, q, r E R are non-zero. 12] 

In general the eigenvalues and eigenvectors of an n x n real matrix are 
complex, but for real symmetric matrices the eigenvalues can be shown to 
be real and real eigenvectors can be chosen. 

D e f i n i t i o n  1 0 . 3  

exists a non-singular matrix T such that 

A = T B T  -l 

or equivalently 

B = T - I A T .  

T is called a similarity transformation matrix. 

It is easily shown that similar matrices have common eigenvalues. If  

Ax--  ;tx 

where x ,  0 and B is similar to A then 

Two n x n matrices A and B are said to be similar if there 

ffl 

T B T -  tx = 2x 
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which implies 

B T - ~ x  = T -~ T B T - I x  = A,T-~x. (10.6) 

Now T -~ is non-singular so that x *  0 implies T - ~ x ,  0 and hence ;t is an 
eigenvalue of B with corresponding eigenvector T-~x. Similarly if/~ is an 
eigenvalue of B it can be shown to be an eigenvalue of A. This proof of 
common eigenvalues is, however, not complete as we should also show 
that repeated eigenvalues of A are repeated eigenvalues of B and vice 
versa. 

The most interesting matrix similar to a given matrix A is a diagonal 
matrix. It can be shown that many (but not all) real matrices are similar to a 
diagonal matrix and thus 

A =  T A T  -~ (10.7) 

where A is diagonal. Now A and A have the same eigenvalues and the 
eigenvalues of a diagonal matrix are simply the diagonal elements of that 
matrix. Thus the diagonal elements of A are precisely Z~, '~2 . . . . .  '~n if such a 
similarity transformation T exists. From 

A T = T A  

we have, on equating jth columns on each side, 

Axj = ;tjxj 

where xj is the jth column of T. Thus the columns of T consist of 
eigenvectors of A .  We need to be able to choose n eigenvectors such that T 
is non-singular. Equivalently we must be able to choose n linearly indepen- 
dent eigenvectors for T to be non-singular (see Johnson et al., 1993). It can 
be shown that this is always possible if A is a real symmetric matrix or if A 
has n distinct eigenvalues. In other cases A may not be similar to a diagonal 
matrix (see Problem 10.4). 

If A is symmetric, a further simplification is that T may be chosen to be 
orthogonal (T -~ = TT). We then have 

A = T A T  T. 

Def in i t ion  10.4 The spectral radius p(A) of a matrix A is 

p(A) = max I)-,I 
l ~ i ~ n  

(10.8) 

where ~,~,/1'2 . . . . .  /~n are the eigenvalues of A. 

We will see that the spectral radius plays an important role in the theory 
of iterative methods for solving linear equations. 
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1 0 . 2  V e c t o r  n o r m s  

We shall require some measure of the 'magnitude' of a vector for satisfactory 
error analyses of methods of solving linear equations. You are probably 
familiar with the 'magnitude' (or 'length') of a vector in three-dimensional 
space. We generalize this concept to deal with n-dimensional vector spaces by 
defining a norm. (Note the similarity between the following definition and 
Definition 5.1 in Chapter 5, where we also use norms.) 

D e f i n i t i o n  10 .5  
as II x II, to be a rear number satisfying the following conditions. 

(i) II x II > 0, unless x - 0,  and II 0 II = 0, 
(ii) For any scalar 2, and any vector x, II ;tx II - I ;t I II x II. 

(iii) For any vectors x and y, 

II x + y II ~ II x II + II y II. 

For any vector x E C", we define the norm of x, written 

(10.9) D 

The last condition is known as the triangle inequality and from this it may 
also be shown (Problem 10.5) that 

II x -  y il ~ I II x II - II y II I. (10.10) 

We may also define the norm to be a mapping of the n-dimensional space 
into the real numbers such that ( i)-( i i i)  hold. 

There are many ways in which one may choose norms. One of the most 
common is the Euclidean norm (or length) II x I1~ defined by 

II x 112 = <I x, I ~- + Ix21 ~ + - - .  + Ix.  12)'/2 

= Ix, I ~ = E~x]'/~ 
i = l  

(10.11) 

where s is the complex conjugate of x. Conditions (i) and (ii) above are 
clearly satisfied. The verification that condition (iii) holds is more difficult 
and is left as Problem 10.6. In three-dimensional space, (iii) corresponds to 
stating that the length of one side of a triangle cannot exceed the sum of the 
lengths of the other two sides. 

Other possible norms include 

Ilxlll = Ix1 i +  Ix~l + "'" + Ix.I 

and 

= ~ Ix, I (10.12) 
i - I  

I lx l l -=  max Ix, I. (10.13) 
l ~ i ~ n  
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These are particularly useful for numerical methods as the corresponding 
matrix norms (see w 10.3) are easily computed. All of these norms may be 
considered special cases of 

I l x l l ~ -  Ix, I ~ , (10.14) 
i = 1  

where p~> 1. The norms I1" II, and I1" I1= correspond to p =  1 and p =  2 
respectively. The m a x i m u m  n o r m  I1" II- may be considered the result of 
allowing p to increase indefinitely. The reader is urged to verify that (10.12) 
and (10.13) do define norms, by showing that conditions ( i ) - ( i i i )  are 
satisfied. (See Problem 10.7.) It is more difficult to verify that, for a general 
value of p~> 1, (10.14) satisfies condition (iii). It is easily verified that 
conditions (i) and (ii) are satisfied. In most of this chapter we shall use 
I1" II, or I1" II- and, where it does not matter which norm is employed, we 
shall simply write II. II. o f  course we do not mix different types of norm as 
otherwise (10.9) may not hold. 

Example 10.2 

are 

The norms of [,] [0] 
x =  - 2  and y =  2 

3 3 

II x II, =6 ,  II y II ,--5,  
II x I1~-- ~i4,  II y I1~-- ~i-3, 
II x I I - -  II y I1~ - 3. E3 

You will notice that two different vectors may have the same norm, so 
that 

Ilxll = Ilyll 3 ,  x = y ,  (10.15) 

However, from condition (i), 

Ilx-yll=0 = x - y = O  =~ x = y .  (10.16) 

We say that a sequence of n-dimensional vectors (Xm)7,=0 converges to a 
vector ot if, for i = 1,2 . . . . .  n, the sequence formed from the ith elements of 
the Xm converges to the ith element of or. We write 

lim Xm = Ot. 
m -..~ oo  

Lemma 10.1 For any type of vector norm 

lim Xm = Ot 
m ---~ ,,,, 
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if, and only if, 

lim I Ix~-a l l -  0. 
m - . ~  

Proof The lemma is clearly true for norms of the form (10.14) (including 
p = **) because of the continuous dependence of  the norms on each element 
and condition (i). The proof for general norms is more difficult and may be 
found in Isaacson and Keller (1966). Vl 

Note that 

lira II x~ II = II a II (10.17) 
m - - ~  

is not sufficient to ensure that (Xm) converges to a.  Indeed, such a sequence 
may not even converge. Consider, for example, 

[:] Eli [:] ..... 
This satisfies (10.17), with 

~ =  

for any choice of the norms (10.14). 

[:] 

10.3 Matrix norms 

Definition 10.6 For an n x n matrix A, we define the matrix norm II A II 
subordinate to a given vector norm to be 

II A II = sup II Ax II. E] 
I lxl l  = ! 

The supremum is taken over all n-dimensional vectors x with unit norm. 
The supremum is attained (the proof of this is beyond the scope of this 
book except for the norms (10.11), (10.12) and (10.13)) and, therefore, we 
write 

I IAI I -  max IIAxll. (10.18) 
l lx l l  = l 

L e m m a  10.2 A subordinate matrix norm satisfies the following properties. 

(i) II A[I > 0, unless A = 0, and II 0 II = 0. 
(ii) For any scalar ;t and any A, II ;tA II - I ;tl II A II. 

(iii) For any two matrices A and B, 

II A + B II ~ II A II + IIB II. 
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(iv) For any n-dimensional  vector  x and any A, 

II A x  II ~ II A I1" II x II. 
(v) For any two matr ices  A and B, 

II AB II ~ II A {l" II B II. 

Proof 

(i) I f  A ~ 0 ,  there is an x * 0  such that Axe :0 .  W e  may  scale x so that 
II x II = 1 and we still have Ax ~: 0. Thus,  f rom (10.18),  II A II > 0. I f  
A = 0 then Ax = 0 for all x and therefore II A II - 0. 

(ii) From condit ion (ii) for vector norms,  it follows that 

II ~tA II - max !1 ~tAx II : max  I~tl. II Ax II - I~tl max II Ax II. 
IJxJl- l Ilxll-- 1 Ilxll= 1 

(iii) From condit ion (iii) for vector  norms,  

II A + B II - max II (A + B)x  II ~ max [ll Ax II + II Bx II1 
II x II = i II x II : l 

-< max il ~ II + max II Bx il = il A li + li B il. 
Ilxll- z Ilxll-: 

(iv) For any x :~ 0, 

as 

II A x  II - II x I1" A 1 (.x) -~ II x il-II A II, 

1 
x = 1  

Ilxll 

and II A II occurs for the m a x i m u m  in (10.18). The result  is trivial for 
x = 0 .  

(v) II AB II - max  II A B x  II -- max II A(Bx)II 
I lxJl-- l I lxl l  : 1 

-< max II A Jl" II 8 x  II 
I l x l l =  z 

by (iv) above. Thus 

II AB II ~ I! A II max II Bx II - II A I1" II B II. n 
Ilxll-1 

Matrix norms other than those subordinate to vector norms may  also be 
defined. Such matrix norms are real numbers  which satisfy conditions (i), (ii), 
(iii) and (v) of  L e m m a  10.2. Throughout this chapter we shall use only 
subordinate matrix norms and, therefore, condition (iv) of  L e m m a  10.2 is valid. 
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We now obtain more explicit expressions for the matrix norms sub- 
ordinate to the vector norms of (10.12), (10.13) and (10.11). From (10.12) 

[IAxl[, = ~, ~'~aijxj 
i = !  j - I  

iffilj=l jffil i--t 

~< ~'~,(max Zla~kl)lxjl = (max ~laijl)(~'~,lxj[). 
j =  1 ! ~ k ~ n  i = l  I ~ j ~ n  i=  1 j -  ! 

The second factor of the last expression is unity if 11 x lit = 1 and thus 

IIAll, = max IIAxll,-< max ~[a~j[ .  (10.19) 
I1,,11~ = i 1 , j , n  i =  1 

Suppose the maximum in the last expression is attained for j = p. We now 
choose x such that 

when II x II, = 1 and 

xp = l and xj=0,  j , p, 

IIAxll,- ~la,~l. 
i = !  

Equality is obtained in (10.19) for this choice of x and, therefore, 

IIAII,- max ~la ,~ l .  
1 ~ j ~ ; n  i=  1 

Thus IIAII, is the maximum column sum of the absolute values of 
elements. 

Similarly, from (10.13), 

Ii AII- = max II Ax II- 
IIxH.. = l 

, m a x  [max ~ a , j x j l  ] 
I lx l l . .  = 1 j - - I  

~< max ~ la,jl, (10.20) 
i j = l  

as [xjl ~< 1 for II x I I - -  1. Suppose the maximum in (10.20) occurs for i= p. 
Assuming A is real, we now choose x such that 

xj = sign apj. 
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We obtain equality in (10.20) and, therefore, 

II AII- = max ~'~l a0[. 
i j=l  

(If A is complex we make a different choice of x. See Problem 10.9.) Thus 
II A II-is the maximum row sum of the absolute values of elements. 

To consider the Euclidean norm (10.11) we start with (10.18) but assume 
x is real (to simplify the analysis): 

II ~ I1~ = (Ax)~Ax = xTATAx = xTBx 

where B =  A XA is a symmetric matrix. Thus there exists an orthogonal 
matrix T such that 

xTBx = xTTATTx = yTAy 

where A is the diagonal matrix formed from the eigenvalues of B and 
y = TXx. Since T is orthogonal, T T is orthogonal and II x 112 = II Y [12 (see 
Problem 10.11). Thus 11 y 112 = 1, so that 

~'~ y~ = 1. 
i = l  

Now 

II Ax I1~= y'rAy = ,;t,y 2 + ).2y 2 + ... + 2,y~. (10.21) 

As B = A TA is semi-positive definite all its eigenvalues are non-negative 
(see Problem 10.12). We assume that they are arranged in the order 
,;t~ ~> 22 I>'-- ~> 2,  ~> 0. Hence from (10.21) 

ii Ax 112< 21(y2+ y2+ ... + y~)= 2~. (10.22) 

Now choose x such that y = [1 0 0 ... 0] T, when 1[ x 112 = !1Y I1~ = 1, and 
from (10.21) we have equality in (10.22). 

We deduce that 

II A II~ = ;t',/'~= [p(ATA)] '/2. (10.23) 

Note that if A is symmetric ATA = A 2, whence p ( A  2) = ( p ( A ) )  2 and thus 

It A 112 = p(A).  

The following lemma will be useful in subsequent error analyses. 

L e m m a  10.3 If Ii A II < 1 then I + A and I - A are non-singular and 

1 1 
II (I + A) -1 II 

1 + IIAII 1 - I [A] ]  
(10.24) 
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Proof We restrict ourselves to I + A since we can always replace A by 
- A .  We first note from (10.18) that 

l[ 111 = max II Ix II = max II x II - 1. 
ilxll = 1 Ilxll = l 

If  I + A is singular, there is a vector x *  0 such that 

(I + A)x = 0. 

We will assume that x is scaled so that !1 x II - 1, when 

Ax = - I x  = - x  

and 

I[Axll = I - 1  I - I l x l l -  1. 

From (10.18), it follows that [[ All ~ 1. Thus I + A is non-singular for 

II g [1 < 1. 
From 

I = (I + A )  -! (I + A )  (10.25) 

and Lemma 10.2, we have 

1 = II 111 ~< 11 (I + A )  -1 II II I + A II ~< 11 (I + A )  -~ II(ll I II + II A II ), 
Dividing by the last factor gives the left side of  (10.24). 

We rearrange (10.25) as 

( I + A ) - ~ = I -  ( I + A ) - ~ A  

and, on using Lemma 10.2, 

II (I + A)- '  [I ~ II I II + II (I + A)- '  II. II A II. 
Thus 

(1 - II A [I)[I (I + A ) - ~  [[ ~< 1 

and, as [[ A 1[ < 1, the fight side of  (10.24) follows. D 

The convergence of a sequence of  matrices (Am)~.0 is defined in an 
identical manner to that for vectors and we write 

lira Am = B 
m - - ~ m  

if, for all i and j,  the sequence of (i, j ) th elements of the A,, converges to the 
(i, j) th element of  B. Corresponding to Lemma 10.1 we have the following. 

L e m m a  10.4 For any type of  matrix norm 

lira A,, = B 
m ---~ e e  
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if and only if 

lim IlAm- BI] = 0. 
m --> 00 

Proof The lemma is clearly true for the norms I1" Ill and I1" II- because of 
the continuous dependence of the norms on each element and (i) of Lemma 
10.2. The proof for general norms is again more difficult and is given by 
Isaacson and Keller (1966). Vl 

One important sequence is 

I ,A,  A2, A3, A 4 . . . . .  

It follows from Lemma 10.2 (v) that 

II Am II ~ II A II II Am-I II 

and, by induction, 

Hence, if for some norm 

II Am II <~ II A II m .  

(10.26) 

and, if 

lim Sm = S, 
m ---~ oo 

we say that (10.27) is convergent with sum S. Now, 

( I -  A)Sm = ( I -  A)(I  + A + A 2 + .-- + A m) 

- (I + A + ... + A m) - (A + A 2 + . - .  + A re+l) 
= I -  A m+l 

and, if II A II < 1, from Lemma 10.3 1 -  A is non-singular, so that 

Sm=(I-A)-'(I-Am+~). 
Thus 

S m -  ( I -  A ) - ~ =  - ( I -  A ) - ~ A  ~§ 

IIAII < 1, 
then the sequence (10.26) converges to the zero matrix. 

The infinite series 

I + A + A 2 + A 3 + . - .  (10.27) 

is said to be convergent if the sequence of partial sums is convergent. The 
partial sums are 

S m = I + A + A E +  ... + A  m 
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and 

II s ~ -  ( I  - A ) - '  II <- II ( I -  A) - '  II. II A II ~+'. 
For II A II < 1, the fight side tends to zero as m increases and by Lemma 10.4 

lim Sm = ( I -  A) -~. 
/71--->oo 

Thus, for II A II < 1, the series (10.27) converges with sum (I - A)-~. 

Example 10.3 If 

[ 0 . 6 0 . , ]  
A =  0.1 0.3 

then 

II A I], = 0.8, II A [J.. = 1.1. 

Using Lemma 10.3 with I1" Ill we deduce that I + A is non-singular and 

1 
~< II(I + A)-' I1, ~< 5. 

1.8 

The sequence (Am)re. o converges to the zero matrix and the series Z; A " is 
convergent with sum ( I -  A) -~. Notice that we cannot make these deduc- 
tions using II A I1-. n 

10.4 Conditioning 

Definition 10.7 We define the condition number of an n x n non-singular 
matrix A for the norm I1" I1~ to be 

kp(A) = II A I1~ II A - '  I1~. 
If the particular choice of norm is immaterial, we omit the subscript p. 1-1 

The condition number of a matrix A gives a measure of how sensitive 
systems of equations, with coefficient matrix A, are to small perturbations 
such as those caused by rounding. We shall see that, for large k(A), 
perturbations may have a large effect on the solution. 

Suppose that 

A x =  b, (10.28) 

where A is non-singular, is perturbed so that 

(A + 8 A ) ( x  + 8x)  = b + 8b. 

Hence 

Ax + A {ix + 8A (x + {ix) = b + lib 
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and on using (10.28) 

6x = - A  -~ 6A(x + Gx) + A -~ 8b. 

Thus, on using properties of norms, 

II 6x II ~< II A-I It-II 6A II (11 x II + II ~x II) + II A - '  It-It 6b II. 
Now from (10.28) 

and, therefore, 

so that 

II b II ~ II A I1" II x II 

1 < 
IIAIl-IIxll 

IIbll 

(10.29) 

Also 

II A-'  II II 6b II ~< II A-'  II II A II II x II 

116bll 
= k(A)tlxll 

Ilbll 

116bit 
Ilbll 

(10.30) 

IleAl[ 
II A-'  II II fiA II = I[ A-'  II [[ A I[ 

IIAII 
= k e  

where k = k(A) and e = I[ 8A []/[I A []-Hence in (10.29) 

116bll 
118xll (1 - ke) ~ kellxll + klfxll 

]lbll 
and, provided ke < 1, 

, (e "'b") 116xll ~ + , . (10.31) 
Ilxll 1 -ke Ilbll 

The quantity on the left of  (10.31) may be considered a measure of the 
relative disturbance of x. The inequality provides a bound in terms of the 
relative disturbance II ~b II/II b II of b and the relative disturbance 
e =  II ~A II/II A II of  A. You will notice that the bound increases  as k(A) 
increases. 

We have thus shown that, if the condition number of a matrix is large, the 
effects of rounding errors in the solution process may be serious. Even if a 
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matrix or its inverse has large elements, the condition number is not 
necessarily large. It is easily seen that for any non-zero scalar 2, 

k(AA) = k(A). 

Increasing (or decreasing) 3. will increase the elements of ;tA (or (;tA) -~) 
but the condition number will not change. If k(A)>> 1 we say that A is ill- 
conditioned. 

E x a m p l e  1 0 . 4  

H r /  ~" 

The Hilbert matrices (see also w 5.4) 

1 1 1 

2 3 4 

1 1 1 1 

2 3 4 5 

1 

3 

1 1 1 

4 5 6 

1 1 1 1 

n n + l  n + 2  n + 3  

1 

n 

1 

n + l  

1 

n + 2  

1 

2 n -  1 

n -  1,2, 3 . . . . .  are notoriously ill-conditioned and k(H,)---)00 very rapidly as 
n---) **. For example, 

H 3  - -  

1 

!_ _1 
2 3 

1 1 

1 
9 - 3 6  30 

! H31 , = - 3 6  192 -1 8 0  , 

1 3 0  - 1 8 0  1 8 0  

II H3 II, = II H3 II- = 11 /6 ,  

and k~ (H3) = koo(H3) = 748. 

II H; '  II, = II l-l;' II. = 408 

For n as large as 6, the ill-conditioning is extremely bad, with 

kl (H6) = k**(H6) --- 29 x 106. 

Even for n -  3, the effects of rounding the coefficients are serious. For 

l /  
6 

HaX= ~ is x =  
47 

example the solution of 

1 

1 . 

1 
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If we round the coefficients in the equations to three correct significant 
decimal digits, we obtain [1.o0 o333  [1 3] 

0.500 0.333 0 . 2 5 0 | x -  1.08 (10.32) 
0.333 0.250 0.200] 0.783 

and these have as solution (correct to four significant figures) 

[1.090] 
x =  0.4880.  

1.491 
(10.33) 

The relative disturbance of the coefficients never exceeds 0.3% but the 
solution is changed by over 50%. 

The main symptom of ill-conditioning is that the magnitudes of the 
pivots become very small even if pivoting is used. Consider, for example, 
the equations (10.32) in which the last two rows are interchanged if partial 
pivoting is employed. If we use the compact elimination method and work 
to three significant decimal digits with double precision calculation of inner 
products, we obtain the triangular matrices [, 0 o][,0o 0.333] 

0.333 1 0 0 0.0835 0.0891 . 
0.500 0.994 1 0 0 -0.00507 

The last pivot, -0.00507, is very small in magnitude compared with other 
elements. !"1 

Scaling equations (or unknowns) has an effect on the condition number 
of a coefficient matrix. It is often desirable to scale so as to reduce any 
disparity in the magnitude of coefficients. Such scaling does not always 
improve the accuracy of the elimination method but may be important, 
especially if only partial pivoting is employed, as the next example 
demonstrates. 

Example 10.5 

for which 

Consider the equations 

[i 1~4][~i] = [ 1~4 ] 

A ( 1 )[1 ,04] 
10 4 -  1 1 -1 
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and 

k**(A) (104 + 1)2 - = 104. 
104- 1 

The elimination method with partial pivoting does not involve inter- 
changes, so that, working to three decimal digits, we obtain 

x ! + 104x2 = 104 

-104x2 = -104. 

On back substituting, we obtain the very poor result 

X2-" 1, X~=0. 

If the first equation is scaled by 10 -4 , the coefficient matrix becomes 

1 1 ' 1 - 1 0  -4 1 - 1 0  -4 

and 

ko.(B) = = 4. 
1 - 10 -4 

This time partial pivoting interchanges the rows, so that the equations reduce to 

Xl+X2=2 

X2= 1. 

These yield x~ = x2 = 1, a good approximation to the solution. D 

It must be stressed that the inequality (10.31) can rarely be used to 
provide a precise bound on II 8x II as only rarely is the condition number 
k(A) known. When solving linear equations, it is usually impracticable to 
determine k(A) as this requires a knowledge of A -~ or the eigenvalues of A 
(see Problem 10.23). The calculation of either would be longer than that for 
the original problem. However the inequality (10.31) when combined with 
the results of w 9.10 does provide qualitative information regarding /ix, the 
error in the computed solution due to the effect of rounding error. 

10.5 Iterative correction from residual vectors 

Suppose that x0 is an approximation to the solution of non-singular 
equations 

A x = b .  
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Corresponding to Xo there is a residual  vec tor  r o given by 

ro = Axo - b. (10.34) 

We sometimes use ro to assess the accuracy of Xo as an approximation to x, 
but this may be misleading, especially if the matrix A is ill-conditioned, as 
the following example illustrates. 

E x a m p l e  1 0 . 6  

['] X o =  1 , 
1 

Notice that for these equations 

II x - xo 

Ilxl]  
whereas 

The residual vector for the equations (10.32) when [o.oo3] 
is ro = 0.003 . 

0 

0.512 
> 0.3, (10.35) 

1.491 

Ilroll- 0.003 
= < 0.002. (10.36) 

I l b l l -  1 .83  

The left of (10.35) is a measure of the relative accuracy of Xo and the left 
of (10.36) is a measure of the relative magnitude of ro. 1--1 

If a bound for k(A) is known, then the residual vector may be used as a 
guide to the accuracy of the solution (see Problem 10.24). The residual 
vector is also useful in enabling us to make a correction to the approxima- 
tion to the solution. If  

{ix = x - Xo, (10.37) 

then 

ro = A x o -  b = A ( x -  fix) - b 

= - A  6x, 

so that 6x is the solution of the system 

A 6 x  = - r 0 .  (10.38) 

We attempt to solve (10.38) and so determine x = x0 + 6x. In practice, 
rounding errors are introduced again and, therefore, only an approximation 
to 6x is computed. Hopefully, however, we obtain a better approximation to 
x. We may iterate by repeating this process and, to investigate convergence, 
we need the following theorem. Note, however, that Theorem 10.2 gives a 
stronger result using eigenvalues. 
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T h e o r e m  10.1 
sional vectors  (Xm)=__ 0 satisfies 

Xm+~ =Mxm + d, m =0,  1 ,2 , . . . .  

If, for some choice of norm, 

IIMII < 1 

then the sequence (Xm) converges to x, the unique solution of 

(I - M ) x  = d. 

Suppose that for arbitrary x0 the sequence of n-dimen- 

(10.39) 

(10.40) 

Proof The theorem is a special case of the contraction mapping theorem 
12.1, but because the proof is much simpler we give it here. 

First we note from Lemma 10.3 that, for II M II < 1, I -  M is non-singular 
and therefore (10.40) has a unique solution x. 

Now suppose that 

when, from (10.39), 

and, using (10.40), 

Hence 

Using induction, we have 

and, as ]l M II < 1, 

that is, 

X m = X + e m 

x +  em.~ = M ( x  + e.,)  + d 

em+l =Me, , .  (10.41) 

II em~, II ~ II M II IE em II. 

I1 e~ ]l <~ ]1 M 1] ~ II eo ]l 

I1 , ,~ - , ,11-  II~mll-*0 a s  m----~ oo ,  

(10.42) 

Xm -- ' )  X a s  m ---) oo [-] 

We note from (10.42) that for e0 * 0 (and hence emit:: 0 for all m), 

II e=§ 11 ~< l] M l] < 1 

and therefore we say that the convergence is of at least first order (of. w 8.6). 
We return to the problem of correcting an approximation xo to a solution 

vector x. We assume that x0 has been calculated by a factorization method 
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with rounding errors, so that 

(A + 6A) = L ' U '  (10.43) 

and 

(A + 8A)xo = b + 6b. 

We compute the residual vector r0 from 

ro = Axo - b (10.44) 

using high accuracy arithmetic so that rounding errors in this step are 
negligible. This is not too difficult as each element of ro consists of an 
inner product. We now attempt to solve (10.38) and so find 6x. In practice, 
we use the known approximate factorization of A, (10.43), but we do use 
more accurate arithmetic in the forward and back substitutions involving the 
fight side r o, so that the perturbation of r o due to rounding errors is 
negligible. Thus we calculate 6x0, say, the solution of 

(A + 6A)6xo = -ro.  (10.45) 

Finally we compute x~ from 

x~ - x o + 6x o, (10.46) 

which we again assume is achieved with negligible rounding error. In 
general x ~ ,  x, due to the perturbation 6A in (10.45) and, therefore, we 
repeat the above process, starting with x~ instead of Xo. 

From (10.46), (10.45) and (10.44), 

x~ = Xo- (A + 6A)-~ro 

= Xo- (A + 6A)- l (Axo - b) 

= (A + 6A) - '  (A + 6 A -  A)xo + (A + 6A)-~b 

= (A + 6A) -~ 6A.xo + (A + 6A)-~b. 

If the process is repeated, we obtain a sequence of vectors (Xm)m. o related by 

x,,+~ = (A + 6A)-~6A.Xm + (A + 6A) - lb ,  m = 0 , 1 , 2  . . . . .  

This is of the form (10.39) and, by Theorem 10.1, the sequence (Xm) will 
converge if 

II <A + 6A) -~ 6A II < 1. (10.47) 

This will be satisfied if the elements of 6A are sufficiently small, as 

II (A + 6 A ) - '  6A II II (A + 6 A ) - '  II II 6A II. 
The sequence (Xm) converges to the solution of 

[ I -  (A + 6 A ) - I f A  Ix = (A + 6A) - lb ,  
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that is, on premultiplying by (A + 8A), 

A x  = b .  

As was observed after Theorem 10.1, the convergence is of at least first 
order. 

We normally apply this correction process only once or twice after an 
approximate solution has been calculated by one of the elimination 
methods. The intention is to reduce the effects of rounding errors. 

Example 10.7 Consider the equations [33 2, 20] [78] 
20 17 14 x =  51 , 
25 20 17 62 

which have solution 

x = [ 1  1 1] T. 

If we use the simple elimination method with arithmetic accurate to only 
two significant decimal digits, except that we compute inner products in 
double precision, we obtain [3! 

1.8 1 .8  �9 3 . 4  . 

0 0.79 �9 0.80 

The first three columns form U' and the last column is the reduced fight side 
(L')-~b, where the multipliers are elements of 

1 0 0] 
L ' =  0.61 1 0 .  

0.76 0.56 1 

The computed approximation to x is 

x0 = [1.1 0.89 1.0] x. 

We now find, working to four significant digits, that 

ro = [0.5500 0.1300 0.3000 ] x 

which, when treated by the multipliers as above, becomes 

(L ' ) - l r  o = [0.5500 -0.2055 -0.002920]x. 

On solving 

U '  8Xo = - ( L ' )  - l r  o, 
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we obtain 

so that 

Notice that 

whereas 

8X0 = [--0.1026 0.1105 0.003696 ] T, 

x~ = Xo + 6Xo = [0.9974 1.000 1.004 ] T. 

IIx-xoll**=0.11, 

II x -  x, II- - -  0 . 0 0 4 ,  

there has been a considerable improvement in the showing that 
approximation. 

A second application of the process yields 

6xl - [0.002737 -0.0001538 -0 .004034]x 

so that if x2 = x~ + 8x~, 

II x -  11.<o.o0o2. D 

We can also use an iterative process to improve the accuracy of a 
computed approximation to the inverse of a matrix. Details are given in 
Problem 10.26. 

10.6 Iterative methods 

We again consider the problem of solving n non-singular equations in n 
unknowns 

Ax = b. (10.48) 

If E and F are n x n matrices such that 

A = E - F, (10.49) 

we call (10.49) a splitting of A. For such a splitting, (10.48) may be written as 

Ex = Fx + b. 

This form of the equations suggests an iterative procedure 

EXm+ l = FX m + b, m =0 ,  1,2 . . . . .  (10.50) 

for arbitrary Xo. If the sequence is to be uniquely defined for a given x0, we 
require E to be non-singular, when 

X,,,+ i = E - I F x m  + E - ~ b .  
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This is of  the form (10.39) and Theorem 10.1 states that the sequence 
(Xm)m-0 converges if 

II E-'FII < 1. (10.51) 

It can also be seen that, in this case, (Xm) converges to the solution vector x. 
The next result, which is stronger than Theorem 10.1, gives more precise 

information on the ~hav iour  of the error in iterative methods for linear 
equations. 

Theorem 10.2 If M is similar to a diagonal matrix and (Xm)m= 0 is a 
sequence of  vectors satisfying (10.39) then this sequence converges to the 
solution of (10.40) for any choice of  Xo E R ~ if, and only if, p ( M ) <  1. 

Proof From repeated use of (10.41) 

e m = M m e o  

and, if M = T A T -  1, we have 

M m = T A T - I .  T A T - I . . . T A T  -1 

= T A r o T  -1. 

(10.52) 

Hence 

Now A is the diagonal matrix 

A 

em=T A m T  -1 eo. 

21 0 
;t2 

~ 

0 ;t. 

where ;t~, 22 . . . . .  2,  are the eigenvalues of  M and thus 

(10.53) 

o 

a m = 22 . (10.54) 
~ 

0 

From (10.53) and (10.54) we see that in general em---->0 if, and only if, 
I;t, I < 1, i=  1,2, ..., n. The process does not converge if 12, I1-- 1 for any i. El 

We also see that in (10.54) the dominant term behaves like (p(M))  m. 
Thus the rate of convergence depends on p (M)  and we should try to choose 
E and F so that p (M)  is as small as possible. 
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The important question is: what is a suitable choice of E and F? If E = A 
and F = 0 we achieve nothing. We repeatedly solve (10.50) in order to 
determine Xm+~ and we would need to use one of the elimination methods 
unless E is of a particularly simple form. If E is not of a simpler form than A, 
the work involved for each iteration will be identical to that required in solving 
the original equations (10.48) by an elimination method from the start. 

The simplest choice of E is a diagonal matrix, usually the diagonal of A 
provided all the diagonal elements are non-zero. We obtain the splitting 

A = D - B ,  

where D is diagonal with non-zero diagonal elements and B has zeros on its 
diagonal. The relation (10.50) becomes 

Xm+l = D-IBxm + D- lb ,  m = 0 ,  1,2 . . . . .  (10.55) 

This is known as the Jacobi iterative method. D -~ is simply the diagonal 
matrix whose diagonal elements are the inverses of those of D. The method 
is convergent if 

II D-~B II < 1. 

This condition is certainly satisfied if the matrix A is a strictly diagonally 
dominant matrix, that is, a matrix such that 

la, I > la, l for a l l / =  1, 2 ..... n. 
j = i  
j * i  

D-~B has off-diagonal elements - a J a ,  and zeros on the diagonal, so that 
for a strictly diagonally dominant matrix A, 

IID-'B 1]** = max - -  = max l aiT[ < 1. 
l , i * n  j= 1 a i i  1 , i , n  laii[ j-_ i 

j . i  j . i  

Alternatively we could obtain this result using Gerschgorin's theorems (see 
w 11.1) and Theorem 10.2. 

Another suitable choice of E is a triangular matrix. We split A into 

A =  ( D - L ) - U ,  

where D is diagonal with non-zero diagonal elements, L is lower triangular 
with zeros on the diagonal and U is upper triangular with zeros on the 
diagonal. t  We obtain in place of (10.50), 

(D - L)xm + ~ = Uxm + b, m = 0, 1,2 . . . . .  (10.56) 

t" The L and U described here should not be confused with the triangular factors of A. 
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This is known as the Gauss-Seidel iterative method. The coefficient matrix 
( D -  L) is lower triangular and Xm§ l is easily found by forward substitution. 
There is no need to compute ( D -  L ) -  ~U explicitly. 

The Gauss-Seidel method converges if 

II ( D -  L) -~U II < 1. 

Again it can be shown that the Gauss-Seidel method is convergent if the 
original matrix is diagonally dominant. You will notice that both the Jacobi 
and Gauss-Seidel methods require the elements on the diagonal of A to be 
non-zero. 

Algorithm 10.1 The Gauss-Seidel method for solving n linear equations. 
An initial approximation Xo to the solution must be given, but this need not be 
very accurate. We stop when [[ Xm§ -- Xm II- is less than e (see Problem 10.31). 

set x = Xo 
repeat 

maxdiff := 0 
for i '=  1 t o n  

y'=(bi-s 

if l Y - x, I > maxdiff then maxdiff := l Y - x, I 
xi := y 

next i 
until maxdiff < e 
Ix is the refined solution.] D 

The algorithm for the Jacobi method is similar and the construction is left to 
the reader (Problem 10.29). 

Example  10.8 Solve the equations 

5 -1 -1  -1  - 4  
-1  10 1 - 1  x =  12 

1 -1  5 -1  8 
1 -1  1 10 34 

by an iterative process. (The solution is x=  [1 2 3 4]+.) The coefficient 
matrix is diagonally dominant and, therefore, the Jacobi method is 
convergent. The equations (10.55) are: 

0 0.2 0.2 0.2 -0.8 
0.1 0 0.1 0.1 Xm+ 1.2 

Xm+~= 0.2 0.2 0 0.2 1.6 
0.1 0.1 0.1 0 3.4 
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and II D-'B II--0.6. Table 10.1 shows six successive iterates starting with 
Xo = 0 and working to three decimal places. 

The Gauss-Seidel  method (10.56) is 
~ 

5 0 0 0 0 1 1 
- 1  10 0 0 xm+~= 0 0 1 
-1  -1  5 0 0 0 0 
-1  -1  -1  10 0 0 0 

1 - 4  

1 Xm.~ " 12 
1 8 
0 34 

and 

0 0.2 0.2 0.2 

( D -  L)- lU = 0 0.02 0.12 0.12 
0 0.044 0.064 0.264 " 
0 0.0264 0.0384 0.0584 

~ u ~  II (V-L)-'UI[.=0.6< 1 and this method is convergent also. Table 
10.1 shows six successive iterates starting with x0 = 0 and working to three 
decimal places. I-1 

You will notice that in Example 10.8 the iterates for the Gauss-Seidel  
method appear to converge faster than those for the Jacobi method. This is 
often the case and might be expected in that the Gauss-Seidel  method 
makes use of  the most recently calculated approximations to elements of x 
at all times. If (X;)m denotes the ith component of xm, the Jacobi method is 

1 
( X i ) m +  1 = ~ [ b i  - a i l ( X l ) m  - a i 2 ( X 2 ) m  . . . . .  a i ,  i -  l ( X i  - l)m 

aii 

- a i . i+ l(xi+ 1)~ . . . . .  a i , . ( X . ) m ] ,  i = 1, 2 .... , n, 

Table 10.1 The iterative solution of the equations in Example 10.8 

(a) Jacobi method 
m 0 1 2 3 4 5 

Xm 
0 -0.800 0.440 0.716 0.883 0.948 
0 1.200 1.620 1.840 1.929 1.969 
0 1.600 2.360 2.732 2.880 2.948 
0 3.400 3.600 3.842 3.929 3.969 

(b) Gauss-Seidel method 
m 0 1 2 3 4 5 

Xm 
0 -0.800 0.476 0.889 0.977 0.995 
0 1.120 1.774 1.956 1.990 1.998 
0 1.664 2.770 2.949 2.989 2.998 
0 3.598 3.902 3.979 3.996 3.999 
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whereas the Gauss-Seide l  method is 

1 
( X i ) m +  1 - "  - ' - "  [bi - a i l ( X l ) m +  l - a i 2 ( X 2 ) m +  l . . . . .  ai, i- l(Xi - l)m+ 1 

a i i  

- -  a i ,  i+  l(Xi+ l )m  . . . . .  a i ,  n ( X n ) m ] ,  i = 1, 2 . . . . .  n. 

The Jacobi method does not make use of the known components 
(X~)m§ . . . . .  (X~-~)m§ when calculating (X~)m§ It must be stressed that the 
Gauss-Seidel  method is not always better than the Jacobi method. Indeed 
the former may diverge whilst the latter converges. 

We now consider the equation 

D~:m+ ! = L X m +  ! + U x  m 4- b. (10.57) 

The Gauss-Seidel  method (10.56) is obtained by putting X m + l = X m + l  . 

Instead we let 

Xm+l = toXin+! "~" (1 - CO)Xm, (10.58) 

where to is a parameter to be fixed. On combining (10.57) and (10.58) we 
now have 

D x m +  l = t o L x m +  1 + t o U x  m + cob + (1 - t o ) D x  m 

so that 

( D -  toL)xm+ t = ((1 - co)D + toU)x m "~" cob. (10.59) 

We thus have an iterative method of  the form (10.39) with iteration matrix 
M given by 

Mo~= ( D -  coL)-~((1 - co)D + coU). (10.60) 

Notice that M~ depends on to. The iterative method (10.59) is called the 
succes s i ve  over - re laxa t ion  ( S O R )  method. It can be shown that for 
convergence we must choose to in the range 0 < to < 2. We try to choose to 
so that the sequence (Xm) converges as rapidly as possible. Thus we try to 
make p(M~,) as small as possible. For a wide range of problems arising 
from ,differential equations we find that a careful choice of to can yield a 
substantial reduction in the magnitude of p(M~,). The optimum choice of  to 
is usually in the interval (1,2)  but the precise value depends on the problem. 
A considerable amount of research has been devoted to this topic of which 
a simplified account may be found in Isaacson and Keller (1966). Of  course 
for to = 1 we obtain the Gauss-Seidel  method and, for to * 0, we can show 
the method (10.59) can be derived from a splitting of A (see Problem 

10.34). 
Rounding errors do not seriously affect the accuracy of a convergent 

iterative process unless IIMII---1 or p ( M ) =  1 (see Problem 10.35). One 
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advantage of an iterative method is that the effects of an isolated error will 
rapidly decay as the iterations advance if II M II is small. As the number of 
completed iterations increases and the accuracy of the iterates improves, it 
is desirable to increase the accuracy of the calculation. 

Problems 

Section 10.1 

10.1 Let A be the 3 x 3 matrix 

I all a,2 a13 1 A = a21 a22 a23 �9 

a31 a32 a33 

Show that 

(i) adding one row of the matrix to another row does not change its 
determinant 

(ii) interchanging two rows causes the sign of the determinant to change 
(iii) multiplying one row of the matrix by a scalar 2 causes the determinant 

to be multiplied by ;t. 

10.2 Show that the matrix 

2 1 0] 
A =  1 2 1 

0 1 2 

has eigenvalues 2 + "~/2, 2, 2 -  ~ with corresponding eigenvectors 

X l = ' ~  I'l 1 0 ,  
X2----'~ --1 X3----- ~ -- 

10.3 
matrix by confirming that A = TAT T, where 

A -  0 2 0 and T =  1 0 

0 0 2-4  v 6  

Show that the matrix A of Problem 10.2 is similar to a diagonal 

11 - x / 2 .  

1 

Note that T is orthogonal and is the matrix whose columns are the above 
eigenvectors x~, x2 and x3. 
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10.4 Show that [01] 
A -  0 

has eigenvalues A~ - 0  and A2 = 0 and that A cannot be similar to a diagonal 
matrix. 

S e c t i o n  10.2 

10.5 Prove that (10.10) is valid for all vectors x and y and any norm. 

10.6 Show that if x and y are n-dimensional vectors with real components 
then, for any real number A, 

i= l  i = 1  i = l  i = l  

If y:~0 put A=-Y~i~ xiYi/~7=~ y2 and thus prove the Cauchy-Schwarz 
inequality 

2 ( x , y ,  + .. .  + x , y , ) 2 ~  (x  2 + ... + x , ) ( y  2 + ... + y2). 

Hence prove that 

II x + y I1~-< II x 1122 + 2 II x I1~ II y I1~ + II y II~ 

and thus verify (10.9) for the Euclidean norm of real vectors. 

10.7 Prove that (10.12) and (10.13) do define norms, that is they satisfy 
the conditions of Definition 10.5. 

10.8 Show that for p = �89 we do not obtain a norm in (10.14) by finding an 
example for which condition (iii) fails. 

S e c t i o n  10.3 

10.9 (assumes knowledge of complex numbers) Show that, for a complex 
matrix, we may obtain equality in (10.20) by choosing 

Xj --'-- e - iOj,  

where 0j is the argument of apj, that is, apE= [apj[e~~ and the maximum 
occurs in (10.20) for i = p. 

10.10 Show that, for all non-singular matrices A and B, 

1 
II A -~ II ~> ~ ,  

l lAll  

II A -~ - B -~ II -< II A -~ II II n -~ II II A - B II. 
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10.11 Show that if x and y are real vectors with x = Ty, where T is an 
orthogonal matrix, then II x I1~- II y I1~. (Hint" use II x II~- [x~x]'/2.) 

10.12 A n  n x n semi-posi t ive def ini te  matrix B is a symmetric matrix such 
that x'rBx >I 0 for all x E ~". Prove that if A is any n x n matrix then B = ATA 
is semi-positive definite. 

Show that all the eigenvalues of a semi-positive definite matrix B are 
non-negative by choosing x = Te~, where e~ is the ith column of the unit 
matrix and T is the orthogonal matrix which reduces B to diagonal form, 
that is, B = T A T T  where A is diagonal. Note that xXBx= 
x'rTAT Xx = e/rAe i = 2 i. 

10.13 Show that 

1 0.4 0.7 ] 
B =  0 . 1  1 0.2 

0.3 0.2 1 

is non-singular and find an upper bound for II B- '  Ill without calculating the 
inverse. 

10.14 Show that if A and ( A -  B) are non-singular and II A-~ II II u II < 1 then 

1 
II (A - B) -l II -< 

IIA-' II-'- IInll 
10.15 If p ( x )  is the polynomial 

p ( x )  = ao + a~x + a2 x2 + .. .  + ar xr ,  

with non-negative coefficients (a~> 0, i = 0, 1 . . . . .  r) and 

p ( A )  = a01 + alA + a2 A2 + ... + ar A r ,  

show that 

1 0 . 1 6  I f  

II p(A)II ~< P(II A II). 

[0 0] 
A =  2 0 '  

show that the series I + A + A 2 + A 3 + ... is convergent although 

II A [[~ = [I A []o~ > 1. 

10.17 Show that the sequence 

I ,A ,  1 A2 1 A3 1 , - -  , ~ A 4, ... 
2! 3! 4! 

is convergent to 0 for any choice of A. 
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S e c t i o n  1 0 . 4  

10.18 Show that if A and B are n • n matrices their condition numbers 
satisfy the following for any choice of norm and scalar 2 , 0 .  

(i) k(A)>~ 1 (ii) k(An)~< k(A)k(n)  (iii) k (2A)=  k(A). 

10.19 Find the condition numbers of 

A -  1.001 2.001 

for the 1 and ~ norms. This matrix is ill-conditioned because the second row 
is almost a multiple of the first row. 

10.20 The linear equations 

[2.011 0.51"01]x = [ -0"01 ] 0  

have solution x = [1 - 2  ]T. Show that, if the elimination method is used 
with all calculations rounded to three significant digits, the equations reduce 
to  

101 ix [001 ] 
0 -0.00300 0.00498 

and hence the computed solution is 
[0.831 - 1.6]T. 

10.21 The first row of a matrix is scaled so that 

A=[212 A].l 

Show that k.. (A) is a minimum for ;t = :t:-~. 

10.22 Show that if (A + 8A)- ~ is computed as an approximation to A-  ~ and 

e = II 6A II/11A II, 
then 

II (A + 8A) -~ - A -~ II k(A)e 
<~ 

IIA-' II 1 - k ( A ) e  ' 

provided that k(A)e < 1. This is a bound on the relative error of (A + 8A) -~. 
(Hint" start by proving the identity 

(A + 8A) -~ -  A -~= - ( A  + 8A)-~.SA.A -~ 

= - ( I  + A - 1 8 A ) - I A - I . S A . A  -1 

and take norms, using Lemma 10.3.) 
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10.23 Show that if A is a non-singular symmetric matrix then 

where Z~, ..., 2, are the eigenvalues (necessarily real) of A ordered so that 

S e c t i o n  10 .5  

10.24 Show that, with r o and 6x as in (10.34) and (10.37), 

116,,11 Sir011 
~< k(A) 

11xll llblt 
10.25 Use the correction process described in w to improve the 
computed approximate solution in Problem 10.20. Work to 3 significant 
digits except in the calculation of the residual vector when extra accuracy 
should be used. 

10.26 We can improve the accuracy of a computed approximation to 
the inverse of a matrix A as follows. We calculate the sequence W0, W l, 
W2, ..., using 

W,.+l = Win(21 -  AWm). 
Prove that, if E m = W m - A-z is the error after m steps, we have 

so that 
E m + l  = -EmAEm 

II E~+, II ~< II A II II E~ I1~. 
Deduce that the sequence (11E,, ll) will tend to zero if II A II II E0 II < 1. (The 
process is at least second order.) 

10.27 Write an algorithm for the compact elimination method followed by 
one correction of the solution using the method of w 10.5. 

S e c t i o n  10 .6  

10.28 Carry out three iterations of 

(i) the Jacobi method, 
(ii) the Gauss-Seidel method 

of solving 

' 11 [i6] 1 - 5  1 x =  . 
1 1 - 4  

(Solution x = [ -  1 - 4  - 3 ] r.) 
In each case check that the methods converge and start with Xo = [0 0 0 IT. 
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10.29 Write an algorithm for the Jacobi method of solving n linear 
equations. Note that, unlike the Gauss-Seidel  method, it is necessary to 
keep two vectors, say x = Xm and y = x,,§ 1. 

10.30 Write computer programs for the Jacobi and the Gauss-Seidel  
methods. Test your programs on the equations in Example 10.8 and those in 
Problem 10.28. In each case determine which method seems to give the 
faster convergence, for example, by considering how many iterations are 
required to obtain an accuracy of • 10 -6. 

10.31 If (Xm)7,~0 is a sequence satisfying (10.39), use (10.52) to deduce 
that 

Xm+~-- Xm = ( M -  l)Mme0 . 

Hence use Lemma 10.3 to deduce that if II M II < 1 then 

1 
[I em II = II Mine0 II ~ II x~+,  - x~ II. 

1 -IIMII 

10.32 If 

[ ] A =  ! 

calculate the Jacobi iteration matrix Mj = D -t (L + U) and the Gauss-Seidel  
iteration matrix Mc = (D - L)- tU.  Show that p ( M j )  = �89 and p (Mc)  = �88 

10.33 With A as defined in Problem 10.32, calculate the successive over- 
relaxation matrix M~, of (10.60). Show that if t o = 4 ( 2 - ' ~ - )  we have 
p(M,o) = 7 - 4 ~ = 0 . 0 7 2 .  (This is the optimum choice of to for the matrix 
A, that is, it minimizes p(M,o).) 

10.34 Show that for t o ,  0 the successive over relaxation method (10.59) 
may be obtained from the splitting (see (10.49)) 

A ,)(U (1 1)D) 
10.35 Suppose that an iterative process 

x,,+l = Mxm + d, m = 0 ,  1,2 . . . . .  (10.61) 

with II M II < 1, is affected by rounding errors so that a sequence (Xm)m--0 is 
computed with 

Xm+i = M ~ , .  + d + rm, m = 0 ,  1,2 . . . . .  (10.62) 

where the error vectors r m satisfy II rm II ~ e and ~ = Xo. 
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Show that 

I 1 ~ -  xmll -< 
1 -IIMII 

r e = O ,  1,2 . . . . .  

(Hint: ifpm = Xm--Xm, show from (10.61) and (10.62) that 

IIPm+, [I "< II M II {I Pm II + 
and thus, by an induction argument, that 

See also Lemma 13.1.) 

Ilpmll-< 
1 - 1 l u l l  



Chapter 1 1 

MATRIX EIGENVALUES AND EIGENVECTORS 

11.1 Relations between matrix norms and eigenvalues; 
Gerschgorin theorems 

Let the eigenvalues 21, A2, . . . ,  A n of a given n x n matrix A be ordered so 
that 1211 ~> I;t~ I~  > ... ~> I;t. I. We call ;t, a dominant eigenvalue of A and 
thus we have (see Definition 10.4) p ( A ) =  I A~]. Now suppose that x~ is an 
eigenvector of  A corresponding to 2~, with x~ scaled so that II x, II - 1 for 
some norm. Then 

and 

A x  I =/~,IXl 

II Ax~ II = II A,x, II - I A, I-II x, II = I A, I - p ( A ) .  

By Definition 10.6 

and thus 

II A II ~> II Ax, II 

p (A)  <~ II A II 
for any choice of norm. As we saw in w 10.3, when A is symmetric, 

II A II~- p(A) .  
One consequence of (11.1), (10.19) and (10.20) is that 

p(A) ~< max ~laol 
n 

J i=l 

(11.1) 

(11.2) 

(11.3) 

and 

p(A) ~< max ~ I~jl 
i j= l  

(11.4) 
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so that [;t~[ is bounded by the maximum column and row sums of absolute 
values of elements of A. We can obtain tighter bounds than these by using 
Gerschgorin's theorems. 

Theorem 11.1 The eigenvalues of an n x n matrix A lie within the union 
of n (Gerschgorin) disks D i in the complex plane with centre a ,  and radius 

a,= ~la,,I, 
j= l  
j * i  

i = 1,2 . . . . .  n. (11.5) 

Thus Di is the set of points z E C (the complex plane) given by 

I z-a . I  ~<Ai, i=  1,2 . . . .  ,n. (11.6) 

Proof Suppose Ax = 2x with x scaled so that II x II-= 1, and suppose that 
I x~l - 1. Consider the kth equation of the system Ax = 2x, 

akl  XI "Jr- a k 2 x  2 + . . .  + a k k x k  + " "  + aknXn = ~X~ 

which may be written as 

(2 - aa)xk = ~ akpg. 
j= l  
j *k  

Hence 

IA-a~l.lx~l ~ ~ la~jl.lxjl 
j= l  
j . k  

and thus 

12 - a~l ~ ~ la~l, (I 1.7) 
j=l 
j,k 

since I x j l~<lx  k l =  1, j =  1,2 . . . .  ,n.  Hence 2 lies in D k. For each eigen- 
value, there is a disk D k for which the required inequality is satisfied. V1 

The following theorem provides an even tighter result, using the 
Gerschgorin disks. 

Theorem 11.2 If s of the Gerschgorin disks in the complex plane form a 
connected domain which is isolated from the remaining n -  s disks, then 
there are precisely s eigenvalues of A within this connected domain. 
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Proof We use a continuity argument. Let 

A = D + B  (11.8) 

where D is diagonal and B has zeros on the diagonal, that is, we split A into 
its diagonal elements and its off-diagonal elements. Let 

A ( a )  = D + a B  (11.9) 

where a E [0, 1 ]. Clearly A ( 0 ) =  D and A(1 )=  A. We then argue that the 
eigenvalues of A ( a )  must be continuous functions of a ,  since they are the 
roots of a polynomial equation whose coefficients are themselves poly- 
nomials in a. The eigenvalues of  A(0), the diagonal matrix, are simply the 
diagonal entries all , a22 . . . . .  ann, which are the centres of the Gerschgorin 
disks. Without loss of generality, we suppose that the first s disks, with 
centres at ate, a22 . . . . .  a,, and radii AI ,A 2 . . . . .  A s, form a connected domain 
which is isolated from the disks centred at a,+~.,+~ . . . . .  a , ,  and with radii 
A,§ . . . . .  A,. It follows that disks with the same centres but with radii 
l ~  1 , ~ h k  2 . . . . .  I ~  s are isolated from those with radii aA,+~ . . . . .  ~,k,,, for 
a E [0, 1 ]. For a = 0 ,  the first s disks reduce to points a, , ,  a22 . . . . .  a ,  and 
their union contains s eigenvalues. As a is increased, these s eigenvalues 
must remain within the union of the first s disks, since the eigenvalues are 
continuously dependent on a. Although it is possible for an eigenvalue to 
move out of one disk into another as a increases and the two disks intersect, 
it is not possible for an eigenvalue to ' jump'  out of  an isolated set into 
another disk. The result follows by increasing a to 1. r--i 

Example  11.1 
about the eigenvalues of the matrix 

- 4  
1 

A =  0 

1 

Use Gerschgorin's theorems to deduce as much as possible 

0 0 1 
2 1 0 
2 3 0 "  
0 1 4 

We note that 

D~ has centre at - 4 ,  radius 1 

D2 has centre at 2, radius 2 

D3 has centre at 3, radius 2 

D4 has centre at 4, radius 2. 

We conclude that there is one eigenvalue in D~ as this is isolated from the 
other disks. The other three eigenvalues lie in the union of  D E, D3 and 
D4" I-1 
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Sometimes we can obtain further results by using the columns of A 
instead of, or as well as, rows. The eigenvalues of A T are the same as those 
of A. If  A is symmetric the eigenvalues are real and the Gerschgorin disks 
reduce to intervals on the real line. In some cases we can also use simple 
similarity transformations to enhance bounds obtained from Gerschgorin's 
theorems, as the next example shows. 

Example  11.2 Use similarity transformations and Gerschgorin's theorems 
to obtain bounds on the eigenvalue near + 1 of the matrix 

A -  0.1 2 0.1 . 
0.2 0.1 3 

A is real symmetric and the Gerschgorin disks reduce to intervals which in 
this case are disjoint. We have 

01: 

D2: 

D3: 

Let 

[ 2 -  1 [ ~< 0.3 =~ ;t~ E [0.7, 1.3] 

12- 21 ~<0.2 =~ 22 E [1.8,2.2] 

I ;t - 3 1 <~ 0.3 =~ 23 E [2.7, 3.3 ]. 

for any a > 0, when 

a 0 0]  
D ~ =  0 1 0 

0 0 1 

1 0.1a 0 .2a ]  
D~AD~ ~= 0 .1 /a  2 0.1 . 

0.2/a 0.1 3 

Since D~ADff ~ has the same eigenvalues as A, the Gerschgorin intervals are 
now 

DI = [1 - 0 . 3 a ,  1 + 0 .3a]  

D2 = [ 2 - 0 . 1  - 0 . I / a ,  2 + 0 . 1  + 0 . l / a ]  

D 3 = [3 - 0.1 - 0.2/a, 3 + 0.1 + 0 .2 / a ] .  

We seek better bounds on L~. As we decrease a,  D~ decreases in length 
but D2 and D 3 increase. As long as D~ does not overlap D 2 or D 3 we know 
that ~,~ E D 1- We therefore decrease a until D I is about to overlap D 2 or D3. 
This occurs first when 

1 + 0 . 3 a =  2 - 0 . 1  -O.1/a, 
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that is 

3 ( I  2 -  9 a  + 1 = 0. 

The smallest root is a = ( 9 -  6"~/-69)/6 = 0.1155 . . . .  We round up to make sure 
there is no overlap of  intervals and take a =0.116,  giving the intervals 
D t = [0.9652, 1.0348], D2 = [1 .0379 ,2 .9621] ,D3= [1.1758,4.8242].  Thus 
L~ E [0.9652, 1.0348], so that L~ is known to be within +0.035 of  +1, a 
much tighter result than can be obtained by Gerschgorin 's  theorems alone. 

D 

11.2 Simple and inverse iterative method 

We suppose initially that a matrix A has the following properties. 

(i) The eigenvalues %,,E2 . . . . .  %n satisfy l k, I>IL2]~>- ' -~>l~ ,~ l ,  so that 
~, is the dominant eigenvalue of  A. 

(ii) There are n linearly independent eigenvectors x, ,x2 . . . . .  x~ scaled so 
that 

II x ,  II- = II x :  II- = . . . .  If xo II- = 1. 

Algorithm 11.1 
sequence y~, y2 . . . .  given by 

Yr + 1 = A y r  

Yr+l  = 

Given an initial non-zero vector Y0 E R n we compute the 

* (normalization) " Y r + l  II yL, II- 
r = O, 1 ,2 , . . . .  

In general (although there are certain exceptions) 

y r - ' - > + X l  and y* /I, l y  r, r+l ~-- as r ---> -0. 

Note that because of  the normalization,  Ily,  ll** = 1, r =  1,2 . . . . .  To 
justify the convergence we note that, as x~,x2 . . . . .  x~ are linearly 
independent,  any vector (see Johnson et al., 1993) may be expressed as a 
linear combinat ion of  these eigenvectors.  Thus there exist numbers  
c ~, c2 . . . . .  c~ such that 

Yo = c~x~ + C2X 2 -I- " ' "  4" CnX n. (11.10) 

Hence 

y~ = Ayo = C l ~ l X l  "~" C2'~'2X2 ~" " '"  "~" Cnl~'nXn 
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and thus 

Yt = kl(Cl21Xl + C2;t2X2 + "'" + C.,;t.X.) 

where k~ is the scaling factor to ensure that II y, II--  1. 
Similarly 

y2 = k 2 ( c , ~ 2 x ,  + c2;t~x2 + ... + c.2.2 x . )  

where k2 is a scaling factor chosen so that II Y= II--  1. In general 

Yr = kr(Cl2~Xl + c2;t~x2 + "'" + c .2 rx . )  (11.11) 

where k r is a scaling factor. Hence 

r{ 
yr -- k~ll ClXl + c2 x2 + "'" + c~ x, (1 1.12) 

and thus, if c , ,  0, 

Yr"" krJ. rlc,x,, as r---),,o, 

since I A t2 t  I < 1, i = 2, 3 . . . .  , n. Thus we see that Yr becomes parallel to x~ 
and Yr* ~ = Ayr = ,;tl yr as r---~ **. 

We make the following observations about the algorithm. 

(i) The normalization of each Yr is not essential, in theory, but it does 
prevent II Yr II- ~ 0 for 1 2, I < 1 or II Y~ II- ~ * *  for 1 2, [ > 1. Either of 
these outcomes would be inconvenient in practice. 

(ii) There are various ways in which 2~ can be estimated from Yr and y,*~. 
For example, 

( �9 ) )l~ = elemen___~t of Yr._.2* ! o f  larges.....~t m___od__ulus 

corresponding element of yr (1 1.13) 

or, if the matrix is symmetric,  we shall see that the Rayleigh quotient is 
much better. 

(iii) It is important that c ~ ,  0 so that Y0 has a component in the direction of  
x~. If c~ = 0  and there are no rounding errors we will not obtain 
convergence to 2~ and x I (see Problem 11.6). 

(iv) If 2~ is not the sole dominant  eigenvalue (for example, if 
I~'l [ = 122 ] ) [/]'3 [ ~ ' ' "  ~ I'~n 1),  there are various possible 

outcomes but, in general, the algorithm does not converge to 21 and 
X 1 �9 

(v) We can apply the Aitken extrapolation process to speed up 
convergence. 
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Yo Yl Yl Y2 Y2 Y3 Y3 . . .  Y6 Y6 

1 -3 -3/4 5/2 -2/3 
- l  4 1 -15/4 1 

1 -4 -1 15/4 -1 
-1 3 3/4 -5/2 2/3 

Estimated 2 -4 -3.75 

7/3 -7/11 ... 65/29 -13/21 
-11/3 1 ... -105/29 1 

11/3 -1 ... 105/29 -1 
-7/3 7/11 ... -65/29 13/21 

-3.6667 -3.6207 

Example 11.3 
largest eigenvalue of the matrix 

Use the simple iteration Algorithm 11.1 to estimate the 

- 2  1 0 0 
1 - 2  1 ? 

A -  0 1 - 2  " 

0 0 1 - 

(The dominant eigenvalue is ;t~ = - 3 . 6 1 8 0 3 4  with corresponding eigenvec- 
tor x~ = [0.618034 - 1 + 1 -0 .618034 ] T, to six decimal places.) 

We take Y0 = [1 -1  1 -1  ]T and ignore the symmetry of A. The first 
few vectors of the algorithm are given in Table 11.1. 

The estimated A~, is given by (11.13) above and, by the time we have 
computed the sixth iterate Y6, the estimate of ;t~ is accurate to almost three 
decimal places. The vector Y6 is also a fairly accurate estimate of xl, as 
Y6 = [-0"619 1 -- 1 0.619 ]T tO three decimal places. El 

The matrix in Example 11.3 is symmetric and a more accurate estimate of 
2~ may be obtained using the Rayleigh quotient 

y'rAy 
AR(Y) = (1 1.14) 

where y is an estimate of the eigenvector. It can be shown that if y = x + e, 
where x is an eigenvector of A and e is an error vector, then 

: t . fy)  = :t + o(11 e I1') (11.15) 

where 2 is the eigenvalue to which x corresponds. If  II e II is small then ;tR 
will be a very close (second order) approximation to A. A thorough error 
analysis of the Rayleigh quotient is given by Wilkinson (1988). 

Example 11.4 
Example 11.3. 

Apply Rayleigh quotients to the vectors obtained in 
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First note that Y*r+~ = AYr and thus 

T * 
AR(Yr) = YrYr+ 1 . (1 1.16) 

yr-ryr 

We find that 

- 94/9 
2R(y2) = = - 3.6154 

26/9 

which is a much better approximation to 2t than we obtained after three 
iterations using (11.13). Also, 

~1~ (Y6)  = - 3.618033 

which is very accurate. I-l 

To find a subdominant eigenvalue we can use deflation. Having found the 
dominant eigenvalue 2~ and eigenvector x~, we construct a new matrix 
which has the same eigenvalues as A except that 2l is replaced by zero. 
Problem 11.10 gives such a method for symmetric matrices. 

It can be seen from the above discussion that there are several pitfalls 
with simple iteration. The eigenvalue Z~ may not be very dominant and then 
convergence, which depends on how rapidly (A ,2 /21)  r tends to zero, will be 
slow. The choice of Y0 is important and, if c~ in (11.10) is small, the 
convergence will be slow but, since we are trying to find Xl, we may not 
know how to ensure that c~ is reasonably large. 

To a certain extent we can overcome these problems by using inverse 
iteration. The matrix (A - p l )  -t, where p E ~, has eigenvalues (2~ - p)-~, 
(22 - p) - ~ . . . . .  (;t, - p)  -~ and the same eigenvectors as A (see Problem 
11.11). We now choose p close to an eigenvalue. By choosing p sufficiently 
close to ;tj, where 2~ * 2j for i * j we can ensure that 

I ( 2 j - P ) - l l  >> I(A,-p)-'[, i = 1 , 2  . . . . .  n, i . j ,  (11.17) 

so that ( ; t j - p )  -~ is clearly the dominant eigenvalue of ( A - p I )  -~. We 
iterate with ( A -  p l )  -~ and update p every iteration or every few iterations, 
as our estimate of ;tj improves, and thus obtain very rapid convergence. 

In practice we do not compute (A - p I ) -  ~ but solve the equations 

( A -  pI)y*r+, =Yr (11.18) 

by factorization. If A - p I  = LpUp we can use the triangular factors L ,  and 
Up again in the next iteration if p is left unchanged. If p =/tj exactly, the 
matrix A -  pI  is singular and the method fails. In practice we rarely obtain 
2j exactly, and so p , :  2j; however, for p very close to 2j the equations 
(11.18) are nearly singular and hence ill-conditioned. This is not usually 
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important since at this stage we have obtained the desired close approxima- 
tion to 2j. The method can be used to find any eigenvalue of A, even if it is 
not distinct from the other eigenvalues. For a discussion of this and other 
cases, see Wilkinson (1988) and Gourlay and Watson (1973). 

If A is symmetric we can use Rayleigh quotients again to estimate the 
eigenvalue. If A is tridiagonal we can use the simplified form of factoriz- 
ation described in w 9.9. 

Example 11.5 Use the method of inverse iteration to find the eigenvalue 
of the matrix of Example 11.3 nearest to -4 .  We start with 
Y0 = [1 -1  1 -1  ]T as before, choose p = - 4  and use Rayleigh quotients. 
With r = 0, we obtain y* by solving the system of linear equations 

I * (A - p )Yr+, = Yr, (11.19) 
compute y~ from 

Yr+! = II Y'r§ [l** Yr+, (11.20) 

with r = 0, and then obtain ~s and ;te~t from 

and 

T �9 T 1 
YrYr+ l Yr(A-pl)- Yr 

= (11.21) 
ktR'P = yrTyr YrTYr 

1 
/]'est-'- q- p. (11.22) 

~s 

We then increase r by 1, replace p by ,;tes t and repeat the sequence of 
calculations defined by equations (11.19)- (11.22). The values of y r and ;tes t 
for the first three iterations are given in Table 11.2. Note that equations 
(11.19) and (11.20) are the usual relations for inverse iteration, in which the 
elimination method for tridiagonal equations is used. Equation (11.21) gives 

Table 11.2 Results for Example 11.5 

Yo Yl Y2 Y3 

1 0.666667 -0.617647 -0.618034 
-1 -1 1 1 

1 1 -1 -1 
-1 -0.666667 0.617647 0.618034 

P 
jUR,p 
~'�9 

-4  -3.6 -3.618056 
2.5 -55.3846 46366.6 

-3.6 -3.618056 -3.618034 

w 
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the Rayleigh quotient for the matrix ( A - p l )  -~ and, since this matrix has 
eigenvalues 1 / ( 2 ; - p ) ,  (11.22) gives our next estimate of the eigenvalue of 
A. 

It would have been more efficient to normalize by using [I yr§ in 
(11.20), as then y rTyr-- 1 in (11.21). However we have used II" II- so that the 
vectors obtained can be compared directly with those in Examples 11.3 and 
11.4. 

11.3 Sturm sequence method 

We shall see in w 11.4 that it is possible to reduce any symmetric matrix to a 
tridiagonal matrix with the same eigenvalues, using similarity transforma- 
tions. We therefore concentrate on methods of finding the eigenvalues of 
the symmetric tridiagonal matrix 

~1 0[1 

a~ 32 oh 0 

A =  a2 33 0[3 . (11.23) 
�9 00 ~149 0�9149 

0 a._2 /~.-1 a ._ l  

We assume that ai * 0, i = 1,2 . . . . .  n -  1; otherwise we may split A into two 
parts and find the eigenvalues of the two tridiagonal principal submatrices. 
We could use inverse iteration as described in w 11.2 but, as we will see, 
there are better methods. We start by describing the Sturm sequence method, 
which locates all the eigenvalues of (11.23). 

Let 

a ,  32-2 a2 
f+ 1(2) = det .. ... ... 

ar-l 3r-'~ 
a r  

On expanding by the last row we obtain 

3 ,  - ;t e~ 

e l  ~2--  2 

f ,+  ~ (2 )  = (/3,  + ~ - 2 ) f , ( 2 )  - a r  det ... 

0 

e~ 

3 r §  

oh 

r 

(11.24) 

0 

~  o 

eg_l eg 
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and, on expanding the latter determinant by its last column, we obtain 

L , I  ('~) -" ( f l r + l -  '~')fr(/]') -~2rfr-'(/]')" (11.25) 

Note also that 

f~ (,;t) = det(A - 21). (11.26) 

In seeking zeros of f , ,  we may use (11.25) recursively, as we will describe 
below. Let 

fo(A.) = 1, 

f ( ; t )  = ( # ,  - ; t ) fo( ; t ) ,  

+ O~f_  fr 1(~) = (~r+l  -- ~)fr(~') -- 1(~), 

r =  1,2 . . . . .  n -  1. 

(11.27) 

The values f0(2), f l (2 )  . . . . .  f . ( 2 )  form a Sturm sequence. 

Theorem 11.3 Suppose there are s(;t) changes of sign in the Sturm 
sequence 

fo(2), fl (2) . . . . .  f , ( 2 )  

(where, if f~(;t) is zero, it is deemed to have opposite sign to f~_~(;t)), then 
there are precisely s(;t) eigenvalues of A which are less than or equal to 2. 

Proof Left as an exercise (Problem 11.14). Note that there cannot be two 
successive zeros in the Sturm sequence as c t i ,  0, i = 1,2 . . . . .  n -  1. lq 

This result may be used to locate eigenvalues by bisection. Suppose that 
for some a, b (with a <b)  we have s(a)< s(b). Then there are s ( b ) -  s(a) 
eigenvalues in the interval (a, b]. Next we write c = (a + b)/2 and evaluate 
s(c). There are s ( b ) - s ( c )  eigenvalues in (c,b] and s ( c ) - s ( a )  eigen- 
values in (a, c]. We can repeat this process, although convergence is slow. 
However, it could be used to locate eigenvalues which may then be further 
refined using inverse iteration. 

Example  11.6 Locate all the eigenvalues of the matrix A in Example 11.3 
to within • and refine the eigenvalue nearest to -1 .5  to within • 
using the Sturm sequence and bisection process. 

In this case 

fo(,;t) = 1, ft  ( 2 ) =  ( - 2 -  2)fo(2) 

and 

fr+, (,;t) = ( - - 2 -  ,;t)fr(,;t) - fr_, (,;I.), r -  1 ,2,  3. 
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Table  11.3 Sturm sequences for Example 11.6 

Numerical analysis 

2 - 4  - 3  - 2  -1  0 -1 .5  -1 .25 

fo 1 1 1 1 1 1 1 
fl 2 1 0 -1  - 2  -0 .5  -0 .75 
fz 3 0 -1 0 3 -0.75 -0.4375 
f3 4 -1 0 1 -4 0 .875  1.078125 
f4 5 - 1 1 - 1 5 0.3125 -0.371094 

s(;t) 0 1 2 3 4 2 3 

From the first five columns of  Table 11.3, ,tt E ( - 4 ,  - 3 ) ,  22 E ( - 3 ,  - 2 ) ,  
23 E ( - 2 , - 1 )  and 24 E ( - 1 , 0 ) .  (Note that we can exclude endpoints of  
intervals since 3"4(2) is always non-zero at the tabulated values.) We now try 
2 = - 1.5 and deduce that 23 E ( -  1.5, - 1). Then ;t = - 1.25 yields 
23 E ( -  1.5, - 1.25). I--1 

One way of  refining eigenvalues quickly is to use Newton 's  method. 
Since we seek roots of  the equation f , ( ; t )  = 0, we use the iteration 

~ r + l  = l ' t r - -  f n ( ~ r ) / f ' n ( ~ U r )  �9 (11.28) 

We can use the Sturm sequence property to obtain a good starting value/~0. 
The function fn(/~) is evaluated using the recurrence relation (11.27), which 
we can also differentiate (with respect to 2) to find f~. Thus 

fo(2) = 0, 

f ; (2 )  = (fl, - 2)fo(2 ) -fo(2),  

f ' r + l ( X )  ( s247  2)f'r(X) 2 , = - - Otrfr_ 1(2) --fr(X), 

r =  1,2 . . . . .  n -  1. 

(11.29) 

Of  course the process is not satisfactory if we have a repeated eigenvalue as 
then the convergence is not second order. However, this can only happen if 
I~ r = 0 for some r (see Problem 11.15). 

Example  11.7 We again consider the matrix of Example 11.3 and find 
the eigenvalue closest to -1 .5 .  From the relations in Example 1 1.6, we 
obtain 

f ' o = O ,  f ] =  ( - - 2 - -  ~ ) f ' o - -  f o ,  

f~3= ( - - 2 - -  2 ) f ' z - -  f ; - -  f 2 ,  

f '2  = ( -- 2 -- 2 ) f ]  -- f 'o  -- f , ,  

f '4  = (--  2 -- 2 )f '3 -- f '2  -- f3"  
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Since we know that 23 E ( - 1 . 5 , - 1 . 2 5 )  we will choose, as initial estimate, 
/% = -1.375.  With ;t =/% we find 

f 0 = l  
f ,  = -0 .625 

f2 - -0 .609375 

f3 = 1.005859 

f4 = -0 .019287 

Thus 

f~=0  

f'~= -1 
f [ =  1.25 

f; =0.828125 

f ;  = -2.773437. 

/z~ = kt0 - fa(/Z0)/f~(/z0) = - 1.381954. 

In fact 23 = -1 .381966 and so kt~ is a good approximation to 23. E] 

Having found an eigenvalue, it may seem tempting to try to find the 
corresponding eigenvector by solving 

(A - ,;tl)x = 0, 

perhaps leaving out one equation to solve these singular equations. 
However, this is a very ill-conditioned process and should not be attempted. 
The recommended procedure is to use inverse iteration or the QR algorithm, 
which is described next. 

11.4 The QR algorithm 

The most powerful method of finding the eigenvalues of a symmetric 
tfidiagonal matrix is the QR algorithm. Given a symmetric tridiagonal matrix 
A, we factorize it as A =  QR, where the matrix Q is orthogonal ( Q - I =  QT) 
and R is an upper triangular matrix. We then reverse the order of the factors 
and obtain a new matrix B = RQ. If we repeat this process we obtain rapid 
convergence to a matrix which is diagonal, except that there may be 2 x 2 
submatrices on the diagonal. The eigenvalues of A are then simply the 
eigenvalues of those 2 x 2 submatrices together with the values of the 
remaining elements on the diagonal. (Thus, in the simplest case, where there 
are no 2 x 2 submatrices, the eigenvalues of A are just the diagonal elements.) 

First note that the matrices A and B are similar, since 

B = R Q  and R = Q T A  

and so 

B = Q'rAQ (11.30) 

which is a similarity transformation. Hence B has the same eigenvalues as 
A. We generate a sequence of matrices A I ( = A ) , A 2 , A 3 , . . .  factored as 
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described above, such that 

A i = Q i R i  (11.31) 

A~ +~ = RiQ~ = Q~A~Q~, i = 1,2 . . . .  (11.32) 

and we find that Ai converges to a diagonal matrix as i --->**. 
We shall see that, since A is symmetric tridiagonal, so is each A i. To find 

Qi and thus R~ we use a sequence of  rotation matrices. 

D e f i n i t i o n  11.1 For some fixed i * j  let T denote a matrix whose elements 
are those of the identity matrix I except for the four elements defined by 

tii = tjj = cos 0, t 0 = -tj~ = sin 0, 

for some 0. T is called a rotation matrix. 1--1 

Note that a rotation matrix is orthogonal, that is, TT  x= I. It is easily seen 
(Problem 11.19) that TA differs from A only in the ith and jth rows. 
Likewise, AT differs from A only in the ith and jth columns. The factoriz- 
ation of A into Q R  is achieved by finding a sequence of rotation matrices 
T~, T 2 . . . . .  T,_  ~ so that R may be obtained from 

R = T,_IT,_2 ... TIA = Q+A, (11.33) 

where 
�9 )T T T T Q = ( T , _ I T , _ 2  . . T l  = T I T 2 . . . T , _ I .  (11.34) 

(The product of orthogonal matrices is orthogonal. See Problem 11.20.) 
Suppose that at some stage we have reduced the symmetric tridiagonal 

matrix A to the form 

where 

C k _ l  -" 

Pl 
,,00 

�9149 

Ck_l = Tk_lTk_2 ... TIA,  

ql r~ 0 

Pk=l qk-I rk-I 0 

0 Uk Vk 0 "'. 

0 etk flk+l Otk+l "'. 

0 o~_l 

(11.35) 

�9 ( 1 1 . 3 6 )  

0 

0 

otn_l 
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We now choose Tk so that the element otk (just below the diagonal) is 
reduced to zero. We take T k to be the rotation matrix 

Ik- l 0 

Tk = ck sk 

-sk Ck 

0 l . - k _  l 

(11.37) 

where the 2 x 2 matrix in the middle is in rows k and k + 1 and columns k 
and k + 1, with Ck = COS 0k and S k = sin 0k, for some 0h. When we premulti- 
ply Ck_~ by Tk, only six elements of Ck_~ are changed, namely those which 
are in rows k or k + 1 and columns k, k + 1 or k + 2. In particular ak (the 
element in row k + 1 and column k) is replaced by --SkUk + Ckak and we 
choose 0k so that 

--SkUk + C~ak = 0. (11.38) 

2 C,2 1 we Since st. + = may choose 

Ctk Uk 
Sk = x/U2 + a ~ '  Ck = x/U2 + ~2" (11.39) 

Thus ak is replaced by zero and we need to follow up the changes made, on 
premultiplying C k_~ by T k, to the other five elements defined above. We 
repeat this process until we obtain 

R =  C,_l = T._IT._2 ... TIA. 

Note that, as A is transformed into R, a third diagonal of non-zeros 
r~, r2 . . . . .  r,_2 appears in the upper triangular form at the same time as the 
diagonal with entries a~,tx2,...,ct,_~ (below the principal diagonal) 
disappears, as these elements are replaced one-by-one by zeros. 

We now form 

B T + T + = RTtT2 . . .  k-l. (11.40) 

Because of the nature of  T~,T2 . . . . .  Tk_~, the matrix B has only one 
diagonal of non-zero elements below the principal diagonal. However, by 
(11.30), B is symmetric as A is symmetric and so B is tridiagonal. Thus in 
the repeated process defined by (11.31) and (11.32) each matrix A~ is 
tridiagonal. 

We find that if each a~* 0 in (11.23) so that all the eigenvalues of A are 
distinct (Problem 11.15) and if all the eigenvalues are of distinct magnitude, 
the sequence of matrices A~, A2, A3 . . . .  converges to a diagonal matrix. The 
eigenvalues are then simply the diagonal entries. If we have a pair of  
eigenvalues of the same magnitude, for example if 2p=-2p+~, then we 
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obtain a diagonal matrix except that the diagonal elements ~'p,'~p+l are 
replaced by a 2 x 2 submatrix 

[0 ~,p] ~'P 0 ' (11.41) 

so again we can easily determine the corresponding eigenvalues. Note that the 
eigenvalues of (11.41) are Ap and --,21,p. Finally, if one a~ in (11.23) is zero 
then the eigenvalues are no longer necessarily distinct. However we can write A:[A: 0] 

0 A'~_i 

where A" and A'~_~ are tridiagonal matrices of order i and n - i respectively. 
Since 

A' d e t ( A -  21)= det(A; - ;tli) det( . - i -  ;tl._i) 

the problem of finding the eigenvalues of A reduces to that of  finding the t eigenvalues of Ai and A'~_;. 
It can be shown that if the eigenvalues of A are of distinct magnitude, the 

rate of convergence of  the off-diagonal elements to zero is given by 

! ) O - ~ i  ' (11.42) 

where the eigenvalues of A are ordered [~, I >  I~.~ f >  "'" > [~.. I, and we 
wish these off-diagonal elements to converge to zero as rapidly as possible. 
To speed up convergence we introduce a shift, much as we did in inverse 
iteration in w 11.2. We have, for some p E N, 

Ai-pl=QiRi (11.43) 

and 

Ai+ i  = RiQi + pl. (11.44) 

The rate of convergence of off-diagonal elements now becomes 

O ~j § - p (11.45) ~ p ' 

which gives much more rapid convergence to zero than (11.42) if p is close 
to 2j+~ but not close to ;t i. 

The choice of p at each stage is important and there are various options. A 
good strategy is to look at the 2 x 2 matrix in the bottom right-hand comer of A~, 

1 I~n-I 
(0 (11.46) 

a;,_ 1 /~n (i) ' 
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and take the eigenvalue of this matrix which is closest to fl(~, . If  we do this 
then either ~t,_~- ~;~ ---~ 0, and we can pick out fl~;~, as an eigenvalue, or tx ~~ 
and we are left with the 2 x 2 matrix (11.46) in the bottom fight-hand comer 
whose two eigenvalues may be determined. 

We now know one or two eigenvalues of A~ and, by omitting either the last 
row and column of A~ or the last two rows and columns, we continue with a 
smaller matrix to find other eigenvalues. We repeat the process, gradually 
reducing the order of the matrix until all the eigenvalues are determined. 

Although the algorithm may appear complicated, it is a very effective 
method of finding all the eigenvalues of a symmetric tridiagonal matrix, as 
very few iterations are required per eigenvalue. 

The QR algorithm also provides eigenvectors. If a (~ ---~0 in (11.46), we 
know that the eigenvector of Ai corresponding to the final value of  fl(o (an 
eigenvalue) is of  the form [0 ... 0 1 IT. If tt~_2---~0 we have eigenvectors 
[0 ... 0 u v] T, where [u v] T are eigenvectors of the 2 x 2  submatrix 
(11.46). In both cases we know at least one eigenvector of A~ from which 
we can derive an eigenvector of the original matrix A via the orthogonal 
transformations used to derive A~. We have x = Sv, where x and v are 
eigenvectors of A and A~ respectively. The orthogonal matrix S is the 
product of all the orthogonal transformations used but, since the matrices 
decrease in dimension as the algorithm proceeds, some of these transform- 
ation matrices will need to be extended to the full dimensions of A by the 
addition of the appropriate rows and columns of the n x n unit matrix. 
Similarly, vectors need to be extended by the addition of extra zeros. 

11.5 Reduction to tridiagonal form: 
Householder's method 

So far we have seen how to solve the eigenproblem for symmetric tri- 
diagonal matrices. We now consider a method of reducing a general 
symmetric matrix to tridiagonal form, using similarity transformations. We 
will then have a means of determining all the eigenvalues and eigenvectors 
of any symmetric matrix. 

Given any x, y E R" with II x I1 - II y I1~, we show how to construct an n x n 
orthogonal matrix T such that y = Tx. (Note that orthogonal transformations do 
not change the Euclidean norm of a vector. See Problem 10.11.) We will 
assume that y ,  x, since for the case y - x we simply take T - I. Without loss of 
generality, we can multiply x and y by a common scalar so that Ii y - x  I1 - 1. 
Then a convenient choice of T is the Householder transformation 

T = I -  2ww T, where w - y -  x. (11.47) 

This is named after A. S. Householder (1904-1993).  
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Note that II w 112 = 1. The matrix T is symmetric and orthogonal,  since 

T T= ( I -  2wwT) T= I -  2ww T= T 

and 

T T T  = T 2 = I -  4 W W  T + ( 2 w w T ) ( 2 W W  T) = I 

since wTw = II W I[ 2 = 1. To verify that y = Tx, we write 

T x -  y = x -  2 w w T x -  y 

= ( x -  y) - 2 ( y -  x ) (y  T -  xT)x 

-- (X-- y){ (yT_ xT)(y _ X) + 2(y T -- xT)x} 

since, as noted above, (yT_ x T ) ( y _  X) = wTw = 1. Hence 

T x -  y = ( x -  y)(yT _ xT) (y_  x + 2x) 

= ( x -  y) (yTy _ xTx + yT x _ xTy) 

= 0  

as yTy = II y [l~ = II x I1#- x~x and yTx = xT y  = ~i~l x~y~. Thus y = Tx, as 
required. 

In practice, instead of  scaling x and y so that II y - x I1~ - 1, we  leave x * y 
unscaled and choose 

1 
w = (y - x) 

[ ly -x i l2  

in the Householder transformation T = I -  2ww T. To apply the above result 
we will choose y such that 

Y2 - Y3 . . . . .  Y, = 0 (11.48) 

and thus, as II y I1~- II x 112 we must have 

y, = + l l x l l ~ .  (11 .49)  

Since we have a choice, we usually take the sign of  y~ to be opposite to that 
of  Xl. This may reduce the effect of  rounding error in calculating w. 

Example  11.8 With x =  [2 - 2  4 - 1  ]T, find y of  the form (11.48) and 
an orthogonal T such that y = Tx. 

N o w  II x lie = ' / ( 4  + 4 + 16 + ~ ) - 5  and so y~ = +5.  Although the choice is 
not important in this case, we take y~ = - 5  (with opposite sign to x~). Hence 

y = [ - 5 0 0  0] T, 

1 1 
w -  " ( y - x ) -  [ - 7  2 - 4  1] T, 

II y - xl12 
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and so 

- 7  

T = I _ 2 w w T = I  2 2 [ - 7  2 - 4  1] 
70 - 

- 1 4  14 -28  7 

1 14 31 8 - 2  

- 4 35 - 2 8  8 19 

7 - 2  4 34 

The reader should check that y = T x  and TTT = T 2= I. E! 

We can use a set of  Householder transformations to reduce a symmetric 
matrix to tridiagonal form. Suppose A is n x n symmetric and let 

C =  [ a , 2  a13 . . .  aln] T~-.R n-'. 

We start by finding the ( n -  1) x (n - 1) Householder transformation T such 
that 

T c = [ x  0 ... 0] T. 

Let 

s:[,0 0T] 
which is n x n symmetric and orthogonal. Now 

0T][a: 0T] 
S T A S  = 1 

T B T 

_[a,, c T] 
LTc T B T  

x x 0 ... 0 
X X X ... X 

-- 0 X X . . .  ! 

i ~ : 
0 x x , , ,  

where B is the ( n -  1)x ( n -  1) submatrix of A, consisting of its last n -  1 
rows and columns. The symbol x is used in the last matrix and in the vector 
Te above to denote a general (non-zero or zero) element. 
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We repeat the process, using transformations of the form 

where Ir is the r x r unit matrix and T (~ is an (n - r) x (n - r)  Householder 
transformation. We have 

A(r+,) = s(r)A(r)S (r) 

where 

A (r) = 

C (r) 

0 . . .  0 X 

0 ... 0 0 

0 ... 0 0 

0 0 ... 0 
: : 

0 0 ... 0 
x 0 ... 0 

B (r) 

C (r) is r x r tridiagonal and B (r) is ( n - r ) x  (n-r)  symmetric. Note that 
T (r)reduces the first column of  B (r) to  the form [ x x 0 ... 0] T. We begin 
with A(~ A and repeat the above process for r =  0, 1 . . . . .  n -  3, so that 
n -  2 transformations are needed. 

Exa mpl e  11.9 Find the first Householder transformation in the reduction 
of  a matrix of  the form 

_g 4 _g 
2 x x 

A =  - 2  x x x x . 
4 x x x x 

--l X X X X 

In this case e T-- [2 - 2  4 - 1  ], which is the vector of  Example 11.8. Thus 
the first transformation is 

S(l) = 1 

35 

35 0 0 0 0 
0 - 1 4  14 - 2 8  7 
0 14 31 8 - 2  . 
0 - 2 8  8 19 4 
0 7 - 2  4 34 lq 

If the eigenvectors of  a symmetric matrix A are required, we should keep 
a record of  all the orthogonal transformations used. The eigenvectors are 
then calculated from the final matrix, as described at the end of w 11.4. 
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The final recommended algorithm for finding the eigenvalues and 
eigenvectors of a symmetric matrix is first to reduce the matrix to symmetric 
tridiagonal form using Householder transformations and secondly use the QR 
algorithm. If only one or two eigenvalues are required, it is probably best to 
use Newton's method in the second part of the process. In both cases the 
Sturm sequence may be used to locate eigenvalues of the tridiagonal matrix. 

For general matrices (non-symmetric) the calculation of eigenvalues and 
eigenvectors is much more complicated since, in general, these are complex 
even when the original matrix is real. One method is based on reduction to 
upper Hessenberg form, in which all (i, j)th elements with j < i - 1  are zero. 
We no longer have the symmetry of zeros as in a tridiagonal matrix. 
Detailed discussion of the method is beyond the scope of this text. (See, for 
example, Gourlay and Watson, 1973.) 

Problems 

S e c t i o n  11.1 

11.1 Use Gerschgorin's theorems to locate as far as possible the (real) 
eigenvalues of the symmetric matrices 

[ I [ ] 
2 1 0 6 1 1 
1 2 1 , 1 4 1 . 
0 1 2 1 1 -5  

11.2 Use Gerschgorin's theorems on the following matrices and their 
transposes to locate their eigenvalues in the complex plane as far as 
possible. 

1 , 1 5 0 .  
1 - 2 1 10 

11.3 Show, by using Gerschgorin's theorems, that the symmetric matrix 

A =  1 2 -1 
1 - 1  7 

has an eigenvalue ,~ E [5, 9]. By finding D~AD~ ~, where [100] 
D ~ =  0 1 0 ,  

0 0 a 

and taking a suitable value of a, show that L~ ~ [6.4, 7.6 ]. 
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11.4 Given 

A 

1 0.01 -0.01]  
0.01 -2  0.02 , 

-0.01 0.02 3 

show by means of Gerschgorin's theorems that there is an eigenvalue 
;t2 = - 2  to within +0.03. By finding D,,ADg I for a suitable diagonal matrix 
D~, show that 22 = - 2  to within _+0.00013. 

S e c t i o n  1 1 . 2  

11.5 Use the simple iteration Algorithm 11.1 with the matrix 

A -  1 5 2 .  
1 2 6 

Start with the vector Y0- [ 1 1 1 ]T, carry out 10 iterations and show that the 
dominant eigenvalue is near 8.05, using (11.13). 

11.6 Show that if in (11.10) c~ = 0, c2 * 0 and the eigenvalues are such that 
I ~ l l  > 1221 > 1'~31 ~>'">~ I 3.,1, then 

Yr "~ mr'~" ~C2X2 

in place of (11.12), where mr is a scaling factor. Thus the simple iteration 
Algorithm 11.1 would yield the subdominant eigenvalue 22 and the 
corresponding eigenvector x2. 

11.7 Try the simple iteration Algorithm 11.1 with the matrix of Example 
11.3, with Y0- [1 1 1 1 ]T. Carry out five iterations without normalizing, 
taking Yr+ l = Yr*§ = Aye. (This avoids any rounding errors.) Why do the 
ratios given by (11.13) fail to converge to the dominant eigenvalue? (Hint: 
use the result of Problem 11.6.) 

11.8 What goes wrong and why, if we use the simple iteration Algorithm 
11.1 on the matrix 

A .._ 

3 -2  - 1 ]  
1 - 2  1 , 
1 - 1  0 

starting with Y0 = [1 1 1 ]T? Try the algorithm again with Y0 = [1 - 1 1 ]T. 

11.9 Repeat Problem 11.5 but use Rayleigh quotients (11.16) to estimate 
the dominant eigenvalue. 
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11.10 A symmetric matrix A has dominant eigenvalue 2~ and corresponding 
eigenvector x~. Show that the matrix 

B = A -  21XlX T 

has the same eigenvalues as A except that ;tt is replaced by zero. Show also 
that if x~,x2 . . . . .  x,  are orthonormal eigenvectors of B (that is, they are 
orthogonal and xTx~= 1, i = 1,2, ..., n) they are also eigenvectors of A. 

11.11 Show that if 2 is an eigenvalue and x is a corresponding eigenvector 
of a matrix A and A - p l  is non-singular for a given p ~ R, then (2 -p ) -~  is 
an eigenvalue of (A - p l )  -t with corresponding eigenvector x. 

11.12 Use inverse iteration (11.18) with p = 8  for each iteration for the 
matrix of Problem 11.5. Start with y0 = [1 1 1]T and use Rayleigh 
quotients to estimate the eigenvalue. Compare your results with those in 
Problem 11.9. 

11.13 Use the inverse iteration method (11.19)- (11.22) on the matrix [,20] 
A -  2 4 1 , 

0 1 3 

starting with Yo - [4 3 1 ]T and taking p = 7. 

Section 11.3 

11.14 A Sturm sequence f0(2),f~(ft), ... is defined by (11.27), where each 
0~r ::# 0.  

(i) Show, using a diagram, that the zero of f~ (2) lies strictly between the 
two zeros o f f2 (2)- 

(ii) Using (i) and induction, prove that the zeros of fr-~ (;t) Strictly separate 
those of fr(2). (Hint: consider the recurrence relation (11.27) 
involving fr, fr-~ and fr-Z and deduce that the sign of fr(2) is opposite 
to that of f~_2(2) at each zero of fr-~ (;t).) Also show by induction that, 
for r t> 1, f r ( / l " ) '~  oo as 2---> --0 and fr ( '~)  ~ (--1)~,,* as 2---> *,,, so that 
fr(;t) has two zeros 'outside' the zeros of f~_~ (2). 

(iii) By using a diagram of f~(2) . . . . .  f4(2), prove Theorem 11.3 for the case 
n = 4. Indicate how you would extend this proof to the general case. 

11.15 Show that if each a ~ ,  0 then the eigenvalues of (11.23) are distinct. 
(Hint: use the method of Problem 11.14.) 

11.16 Use the Sturm sequence property and bisection to estimate the three 
eigenvalues of the matrix of Problem 11.13 to within +0.5. Use Newton's 
method (11.28) to refine the smallest eigenvalue further, to within +10 -3. 
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11.17 From Table 11.3 we deduce that there is one eigenvalue of the 
matrix in Example 11.3 within the interval [ -4 ,  - 3  ]. Use Newton's method 
(11.28) to determine this eigenvalue to six decimal places, starting with 

k~o = -3.5.  

11.18 Use the Sturm sequence property to deduce that the matrix 

- 3  1 0 0 
1 - 3  2 0 
0 2 - 4  2 
0 0 2 - 5  

has one eigenvalue in ( - 8 , - 6 ) .  Use Newton's method (11.28) to find this 
eigenvalue to six decimal places, starting with k~0 = -7 .  

Sect ion 11.4 

11.19 T is an n x n rotation matrix, as given by Definition 11.1. Prove that 
if A is any n x n matrix then TA differs from A only in the ith and jth rows. 
The ith row of TA consists of the elements 

aak cos 0 + ajk sin 0 k = 1,2 . . . . .  n, 

and the jth row has elements 

-aik sin 0 + ajk cos 0 k = 1 ,2 , . . . ,  n. 

Prove a similar result for the columns of AT. 

11.20 Prove that the product of two orthogonal matrices is orthogonal. 

Sect ion 11.5 

11.21 Find the Householder transformation T which reduces 
x = [ 1 2 - 2  - 4  ]T to the form y = [y~ 0 0 0] +. Check that y = Tx and that 
T 2 = I .  

11.22 Reduce the following symmetric matrix to tridiagonal form using 
Householder's method. 

5 3 4]  
A =  3 2 1 .  

4 1 2 



Chapter 12 

SYSTEMS OF NON-LINEAR EQUATIONS 

12.1 Contraction mapping theorem 

We now consider a system of algebraic equations of  the form 

f (x )  = 0, (12.1) 

where f is a mapping from R ~ to R ' .  Thus x E R ", while f(x) and 0 E  R m. 
The equations (12.1) may be written in full as 

fl (x, . . . . .  x,) = 0 

f2(x ,  . . . . .  x . ) = 0  

i (12.2) 

f m ( X l  . . . . .  Xn) = 0. 

A special case of (12.1) is the system of linear equations 

A x - b = 0 ,  (12.3) 

where A is an m x n matrix (see Chapters 9 and 10). As an example of  a 
system of non-linear equations, we have 

x, + 2x2 - 3 = 0 (12.4a) 

2x 2 + x2 2 - 5 = 0 (12.4b) 

which is of  the form (12.2) with m = n = 2. Geometrically, the solutions of  
(12.4) are the points in the x, x2-plane where the straight line with equation 
x, + 2x2 - 3 = 0 cuts the ellipse with equation 2x 2 + x 2 -  5 = 0. We see from a 
graph that the system (12.4) has two solutions, corresponding to the points 
A and B of  Fig. 12.1. However, there is no general rule which tells us how 
many solutions to expect. A general system of  equations (12.2) may have 
no solution, an infinite number of  solutions or any finite number of  
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x 2 

B A 

3 xl 

Fig. 12.1 The straight line and ellipse have equations (12.4a) and (12.4b) respectively. 

solutions. For example, the system of two equations 

x l -  1 = 0  

(x2-  1)(x2- 2) . . .  (x2-  N) = 0 

has exactly N solutions. 
We restrict our attention to the case where m = n in (12.2), so that the 

number of equations is the same as the number of unknowns, and write 
(12.1 ) in the form 

x = g(x). (12.5) 

This is an extension of the one variable form x = g(x), which we used (see 
w 8.4) in discussing iterative methods for a single equation. Notice that 
(12.5) is also a generalization of the equation 

x = M x + d  

which we used (see w 10.5 and w 10.6) in solving linear equations by iterative 
methods. 

Given the non-linear equations (12.5), we construct a sequence of vectors 
(x , )~ .0  from 

x,.+l = g ( x ~ ) ,  

r =  O, 1 . . . . .  beginning with some initial vector Xo. We are interested in 
whether the sequence (x=)7,.0 converges to a vector et which is a solution 
of the equations (12.5). We recall from w that a sequence of vectors 
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(Xm)m--O is said to converge to ct if 

lim X m - "  ( I t .  
m--->** 

In Lemma 10.1 we saw that this is equivalent to the condition 

lim IIx~ - c t l l -  0 
m---~* 

for any vector norm, including the norms I1" II,, 1 ~< p ~< 0,,. 

Definition 12.1 A region R in n-dimensional space is said to be closed if 
every convergent sequence (Xm), with each Xm E R, is such that its limit 
ctER.  D 

For example, in two-dimensional space with coordinates Xl, x2, the region 

a<<.xt <.b, c<~x2<~d 

is closed (see Problem 12.3). The region 

a ~ x l <~ b, -00<x2<00 
is also closed. But 

a<-x~ <b, c<~x2<~d 

is not closed as we can have sequences whose first coordinates converge to b. 

Definition 12.2 A function g, which maps real n-dimensional vectors into 
real n-dimensional vectors, is said to be a contraction mapping with respect 
to a norm I1" II on a closed region R if 

(i) x E R =:, g(x)  E R, 

(ii) II g (x) - g (x ' )  II -< t II x - x' II, 

for all x, x' E R. 

with 0 ~< L < 1, 

(12.6) 

(12.7) 

D 

We have extended the closure and Lipschitz conditions to n variables and 
thus extended the notion of contraction mapping from Definition 8.1. We 
can now generalize Theorem 8.3. 

Theorem 12.1 If there is a closed region R C E "  on which g is a 
contraction mapping with respect to some norm II-II, then 

(i) the equation x = g(x) has a unique solution (say a )  belonging to R, 

(ii) for any Xo E R, the sequence (Xr) defined by 

X r +  1 - g(Xr) , r - 0 ,  1 . . . . .  

converges to ct. 

Proof. The only essential difference between this proof and that of  
Theorem 8.3 is that it is slightly more difficult, when n > 1, to show the 
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existence of a solution. Otherwise, the proof  is the same except that we 
write I1" II in place of  1. ] throughout. 

If  Xo E R, it follows from the closure condition that Xr E R, r = 0, 1 . . . . .  
Then, as in Problems 8.27 and 8.28 we obtain the inequality 

L m 
II x , . + ~ -  x~ II ~ I I x , -  xoll. (12.8) 

1 - L  

for any fixed m ~> 0 and all k = 0, 1 . . . . .  Thus, for any k, we have 

lim [1Xm+k -- Xm II --  0 
m - . ) . o  

and, from Lemma 10.1, this implies that the sequence of  vectors 
(Xm+k- Xm)m-0 converges to the zero vector. If  x,,.; denotes the ith element 
of  the vector Xm, it follows that, for each i=  1,2 . . . . .  n the numbers 
]Xm+k.i--Xm.i] may be made arbitrarily small for all k>~O by choosing m 
sufficiently large. Thus, for any i, it follows from Cauchy 's  principle for 
convergence (see Theorem 2.8) that the sequence x0.i, x~.~, x2.~ . . . .  converges 
to some number, say ~t~. Therefore (Xm) converges to a vector a and, since 
R is closed, et E R. To show that ot is a solution of  x = g(x),  we write 

or-  g ( a )  = e t -  x,.+~ + g(x , . )  - g(~t),  

for any m ~> 0. Thus 

II o r -  g(ot)II ~ II o r -  xm+, II + II gCxm) - g(ot)II 

II ~ t - X m + ,  II + L II Xm- (][ I[" 
Since both terms on the right may be made arbitrarily small by choosing m 
sufficiently large, it follows that II ~t - g(~t)II - 0. Thus ~ t -  g(~t)  = 0 and a 
is a solution of  x = g(x). The uniqueness is shown as in Theorem 8.3. V] 

We now suppose that on some region R, Ogi/Oxj, 1 <~i,j<~n, are 
continuous, and write g~(x) to denote gi(x~ . . . . .  x,). Then by Taylor 's  
theorem in several variables (Theorem 3.2) we have 

P t 
g~(x) - g~(x') = (x~ - x~) + .-- + (2:, - x,) - - - - ,  (12.9) 

where x, x' E R and ~ is 'between' x and x ' ,  that is ~j = (1 - 8)x + 0x' for some 
E (0, 1). We shall assume that 1~ E R, which will be so if the line segment 

joining any two points of R is also in R. (A region satisfying this property is said 
to be convex.) If G denotes the n • n matrix whose (i, j)th element is 

3g~(x) ] 
g~ = sup , (12.10) 

,~R 3xj 

it follows that 

I g ( x ) -  g (x ' )  I ~ < G ] x - x ' [ ,  (12.11) 
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where, as in w 9.10, the inequality between the two vectors on each side of 
(12.11) holds element by element and l ul denotes a vector whose elements 
are the absolute values of the elements of the vector u. Since for 1 ~< p ~< ** 
the p-norms of  lul and u are equal, we deduce from (12.11) that 

II g ( x )  - g ( x ' )  II, <~ II G lip II x -  x' I1,. 

With the choice p = 1 or p = **, we can take the Lipschitz constant L as 
II G II, or II G II-respectively. As we saw in w 10.3 both of these matrix 

norms are easily evaluated. In practice, the only other norm we might wish 
to use is I1" I1~ and, as remarked in Chapter 10, the corresponding matrix 
norm is not easily evaluated. However, we can write (see Problem 12.4) 

x, II G ( x  - x')II, ~ d] '/~ II x - 112 

so that in working with I1" I1~ we can take 

L =  2 (12.12) 

Example  12.1 We apply Theorem 12.1 to equations (12.4), although these 
are easily solved by eliminating x2 between the two equations and solving 
the resulting quadratic equation for x~. We rewrite equations (12.4) as 

5 - x 2  
X I = 

2 (12.13) 

l x2 = ~(3 - x~) 

which are in the form x = g(x). If R denotes the closed rectangular region 
1 ~< Xl ~< 2, 0.5 <~ x2 ~< 1.5, we see from (12.13) that if x E R, g(x)  ~ R. We 
have 

ag, = -xd( 10 - 2 x ~ ) " ,  
Ox~ 

whose maximum modulus on R occurs for x2 = 1.5, with value 3/~/22. Thus 
the matrix G, defined by (12.10), is 

G =  �89 0 " 

We have II G II,- II G II-- 3/422 and (12.12) gives L -  (29/44) ~/2. Thus we 
have a contraction mapping on R with any of the three common norms and 
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Table  12.1 Results for Example 12.1 

Numerical analysis 

Iteration number 0 1 2 3 4 5 6 

xl 1.5 1.414 1.490 1.478 1.488 1.487 1.488 
x 2 1.0 0.750 0.793 0.755 0.761 0.756 0.756 

Theorem 12.1 is applicable. Taking x~ = 1.5, x2 = 1, the centre point of R, as 
the initial iterate, we obtain the next six iterates as shown in Table 12.1. 
Because of the simple form of the equations, it is possible to make the 
iterations computing values of only x~ for even iterations and x2 for odd 
iterations or vice versa. For the other solution of equations (12.4) (which is, 
of course, outside R)see Problem 12.7. 

Example 12.2 Consider the equations 

x, = ~2 ( -  1 + sin xz + sin x3) 

x2 = �89 - sin x2 + sin x3) 

x3 = ~(1 - sin x, + x2). 

(12.14) 

The closure condition is satisfied with R as the cube -1  ~< x~, x2, x3 ~< 1. The 
matrix G, defined by (12.10), is 

0 1 1] 
G =  1 4 4 4  

12 1 1 0 

In this case, II G II,-- �89 II G II-- 1 and, for I1" I1~, (12.12) gives L = 413/6 
Thus we have a contraction mapping for norms I1" II, and I1" II=. r7 

The concept of a contraction mapping, which has been applied in this 
section to a system of algebraic equations, applies also to other types of 
equations. For example, in Chapter 13, we apply it to a first order ordinary 
differential equation. 

12.2 Newton's method 

Suppose that a is a solution of the system of equations x = g(x) and that 
i)g~(ot)/3xj=O for 1 <i, j<.n. We assume also that, on a closed region R 
containing or, the second derivatives i)2gi/Oxji)xk (1 <. i, j,k<~ n) are bounded 
and continuous. Then from Taylor's theorem we have 

. . . .  1 ~ ~ ( ~ -  oQ(x~, a~)c72gi(~) . 

gi(x) - gi(~) = 2 j= l k- ] c3xj bxk (12.15) 
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As for (12.9), we assume that ~ E R whenever x E R. If  

O 2 g i ( x )  
sup ~< M, 1 ~< i , j , k  <. n, 
x ~  ~xj ~x~ 

then we deduce from (12.15) that 

I g , (x )  - g , ( a )  [ ~< �89 g n  2 II x -  a IlL, 

since I x , -  a,  I -< II x -  a II-, 1 -< i <~ n. It f o l l o w s  that 

I1 g ( x ) -  g ( a ) l l . < ~ � 8 9  - a l l .  2. (12.16) 

Thus, ifXr+ ! = g(Xr), 

II X r + l  - -  ~ II--< �89 Mn  = II X r -  O[ II. ~ 

and we have at least second order convergence of  the iterative method. 
We now construct an iterative method which has second order conver- 

gence. Consider the system of equations 

f (x)  = 0 (12.17) 

and write 

X m = O[ + era, 

where a is a solution of  (12.17). We have 

(12.18) 

f(x,,,) = em.t + "'" + era., ~ ,  1 ~ i ~< n, (12.19) 
~Xi ~Xn 

where era, ] denotes the j th element of  the vector era. If  we knew the values 
of ~ (which depend on i), we could solve the system of linear equations 
(12.19) to find em and thus find a from (12.18). If  instead we evaluate the 
partial derivatives a f s / O x j  at Xm and replace e m in (12.19) by x , , -  Xm § l, 
rather than Xm- a ,  we obtain 

~gf~(Xm) ~gf,(X~) 
S ( X m )  --'- (Xm, l - -  Xm+ I , i )  + "'" + (Xm., -- X,,+ 1~) ~ ,  1 <~ i <<- n. 

ax~ 3x~ 

We write this system of linear equations, with unknown vector Xm § i, as 

f(Xm) = J (Xm) (Xm -- X,, § ~), (12.20) 

where J (x )  is the J a c o b i a n  matrix whose ( i , j ) th  element is 3 f i ( x ) / 3 x j .  If  
J (Xm) is non-singular, we have 

gin+ 1 -" X m - -  [J(xm)]-lf(Xm), (12.21) 

which is called N e w t o n ' s  method. Note that we do not find the inverse of the 
Jacobian matrix J(xm) explicitly, as (12.21) might suggest: at each stage we 
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solve the system of linear equations (12.20) to find x m - Xm+ 1 and hence Xm+ 1 . 
When n = 1, (12.21) coincides with the familiar Newton method for a single 
equation. To verify that we have second order convergence, we write (12.21) as 

Xm+l = g(Xm),  

where 

g(x) = x -  [ J (x) ] - ' f (x) .  (12.22) 

We denote by Og/i)xj the vector whose ith element is i)g~/Oxj. Then from 
(12.22) 

= _  f(x) ( xj ) Oxj ~xj [J(x)]-I [J(x)]-' fix). (12.23) 
bx~ 

The partial derivatives of J - '  (see Problem 12.9) satisfy the equation 

~ O-1) = _j-'  .__OJ j-, .  
Oxj ax~ 

Thus these exist if J is non-singular and if the partial derivatives of J exist. 
The second condition is equivalent to asking for the existence of the second 
derivatives of f. Premultiplying (12.23) by J(x),  and noting that f ( a ) =  0, 
we have 

(x) h . .=  (x) x.. (12.24) 

Since 

= ~ ,  

the Kronecker delta function, whose value is 1 when i=j and zero 
otherwise, Ox/axj is the jth column of the n x n unit matrix and we see that 
each element of the vector on the fight of (12.24) is zero. Thus, from 
(12.24), if J ( a )  is non-singular, 

: 0  
X-'II 

and Newton's method is at least second order. 
If for any x,,, J(xm) is singular, then Xm+, is not defined. There is a 

theorem, proved by L. V. Kantorovich in 1937, which states conditions 
under which the sequence (x,,) is defined and converges to the solution ot 
(see Henrici, 1962). 
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Table 12.2 Results for Example 12.3 

Iteration number 0 1 2 3 

xl 1.5 1.5 1.488095 1.488034 
x 2 1.0 0.75 0.755952 0.755983 
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In w we saw how Newton's  method for a single equation and 
unknown can be described in terms of tangents to the graph of the 
function involved. In the case of two equations in two unknowns, we can 
again visualize the process using graphs. This time we have two surfaces 
z = f~(x~,  x2) and z = f 2 ( x l ,  x2) and we are trying to find a point where both 
of these are zero, that is we seek a point at which both surfaces cut 
the plane z = 0. Given an approximate solution Xm,~, Xm,2, we construct the 
tangent planes to f~ and f2 at the point (Xm,~, Xm,2). We now calculate the 
point at which these two planes and the plane z = 0 intersect. This point is 
taken as the next iterate. 

Example 12.3 For the equations (12.4), we have 

4X 1 2x2 " 

With x~ = 1.5, x2 = 1.0 initially, the next few iterates obtained by Newton's  
method (12.21) are as shown in Table 12.2. For the last iterate in the table, 
the residuals for equations (12.4) are less than 10 -6. r-] 

Problems 

Section 12.1 

12.1 Show that the closure condition and contraction mapping property 
apply to the following equations on the region 0 ~ x~, x2, x3 ~ 1. 

xl = ~ (x 2 + 2e-~3) 

x2 = ~(1 - xl + sin x3) 
= + + 

12.2 Show that the equations 

x = �89 cos y 

y=�89 sin x 

have a unique solution. Find the solution to two decimal places. 
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12.3 If a, b and x denote vectors with n real elements and R denotes the 
region a~<x~b,  show that R is closed. (Hint: consider the sequences 
composed from corresponding components of vectors.) 

12.4 If A is an m x n (real) matrix and x is an n-dimensional real vector 
show that 

<'(i~-r 1/2 

= Z ~ a  2 xj] 

i=l  j , ,1 ~ j - l  

using the Cauchy-Schwarz inequality (see Problem 10.6). Thus 

II Ax I1: ~ N(A)II x I1: 
where 

(/~j 2~1/2 
N(A) = aij] �9 

(Because N(A) satisfies all the properties mentioned in Lemma 10.2, it is 
sometimes called the Schur norm of the matrix A. Note however that N(A) 
is not a subordinate norm, as in Definition 10.6.) 

12.5 Show that, working with the norm II-I1:, the contraction mapping 
property holds for the following system of equations on the region 
-1  ~<x~, X2, X3~ 1. 

Xl--~(X l + X 2-X3) 
x2 = ~(2x, + sin x2 + x3) 

x3 = ~(2xl - x2 + sin x3). 

12.6 In Example 12.1, eliminate x2 between the two equations and show 
that the sequence (X2m,~) satisfies 

X2m + 2,1 [40-- 2(3-- X2m.l):] 1/2 m 0 1 

If this relation is denoted by 

Ym§ g(Ym) 

where Ym = X2m.~, show that [g' (y) I ~< 4~ /8  for 1 ~< y ~ 2. (Note that for the 
three common norms 1, 2 and ** we obtained in Example 10.1 Lipschitz 
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constants of 3/422,  (29/44)'/2 and 3/422 respectively. The value L = ~/2/8 
is in fairly close agreement with the apparent rate of convergence of 
alternate iterates in Table 12.1.) 

Section 12.2 

12.7 The equations (12.4) have a solution which is near to x, = -1 ,  x 2 = 2. 
Use Newton's method to find this solution to two decimal places. 

12.8 An m x n matrix A has elements a~j(x) which depend on x and an n- 
dimensional vector y has elements yj(x) dependent on x. If all elements of 
A and y are differentiable with respect to x, show that 

d dA dy 
- ~  (Ay)= - ~  y + A d x '  

where dA/dx is an m x n matrix with elements d a J d x  and dy/dx is an n- 
dimensional vector with elements dyJdx.  

12.9 Assuming that J - ' ( x )  exists, by differentiating the product J J - ' =  I 
partially with respect to xj, show that 

0-1) = _ j - ,  /)J j - , .  

12.10 Use Newton's method to obtain the solution of the system of 
equations in Problem 12.2, beginning with x -  y = 0. Show that J - '  exists 
for all x and y. 

12.11 What happens if Newton's method is applied to the system of 
equations 

A x = b ,  

where A is an n x n non-singular matrix? 

12.12 Given a system of two equations in two unknowns 

F ( x , y ) = O  

G(x, y) - O 

show that Newton's method (see (12.21)) has the form 

Xm., = Xm- ( F G y -  FyG)/ (F~Gy- FyGx) 

Ym§ ~ = Ym -- (FxG - FGx)/ (FxGy - FyGx), 

where the six functions F, G, Fx, Gx, Fy and Gy are all evaluated at the 
point (Xm, Ym)" 
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12.13 Write a computer program which uses Newton's  method to obtain a 
solution of the pair of simultaneous equations 

x2+y2=5 
x 3 + y 3 = 2  

taking x = 2 and y = -  1 as the initial values in the iterative process. This 
system of equations has two solutions. Also find the other solution. 



Chapter13 
ORDINARY DIFFERENTIAL EQUATIONS 

13.1 Introduction 

Let f(x,  y) be a real valued function of two variables defined for a ~< x ~< b 
and all real y. Suppose now that y is a real valued function defined on 
[a, b ]. The equation 

y' =f (x ,y )  (13.1) 

is called an ordinary differential equation of the first order. Any real valued 
function y, which is differentiable and satisfies (13.1) for a ~< x <~ b, is said 
to be a solution of this differential equation. In general such a solution, if it 
exists, will not be unique because an arbitrary constant is introduced on 
integrating (13.1). To make the solution unique we need to impose an extra 
condition on the solution. This condition usually takes the form of requiring 
y(x) to have a specified value for a particular value of x, that is, 

y(xo)=S (13.2) 

where x0 ~ [a, b] is the particular value of x and s is the specified value of 
y(xo). Equations (13.1) and (13.2) are collectively called an initial value 
problem. Equation (13.2) is called the initial condition and s the initial value 
of y. 

Example  13.1 The general solution of 

y' = ky, (13.3) 

where k is a given constant, is 

y (x) = ce ~" (13.4) 

where c is an arbitrary constant. If, for example, we are given the extra 
condition 

y(0) = s (13.5) 
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then, on putting x = 0 in (13.4), we see that we require c = s. The unique 
solution satisfying (13.3) and (13.5) is 

y ( x )  = se t'. 

The differential equation (13.3) occurs in the description of many 
physical phenomena, for example, uninhibited bacteriological growth, a 
condenser discharging, a gas escaping under pressure from a container 
and radioactive decay. In all these examples, time is represented by x. 
The condition (13.5) gives the initial value of the physical quantity 
being measured, for example, the volume of bacteria at time x =  0. 
Many more complex phenomena may be described by equations of the 
form (13.1). Vl 

During most of this chapter we shall discuss numerical methods of 
solving (13.1) subject to (13.2). By this, we mean that we seek approxima- 
tions to the numerical values of y ( x )  for particular values of x or we seek a 
function, for example a polynomial, which approximates to y over some 
range of values of x. Only for rare special cases can we obtain an explicit 
form of the solution, as in Example 13.1. In most problems, f ( x ,  y)  will be 
far too complicated for us to obtain an explicit solution and we must 
therefore resort to numerical methods. We shall also discuss sys tems of 
ordinary differential equations and higher order differential equations, in 
which derivatives of higher order than the first occur. The methods for 
both of these are natural extensions of those for a single first order 
equation. 

The first question we ask of (13.1) and (13.2) is whether a solution y 
necessarily exists and, if not, what additional restrictions must be imposed 
on f ( x ,  y)  to ensure this. The following example illustrates that a solution 
does not necessarily exist. 

Example 13.2 For 0 ~< x ~< 2, solve 

y , = y 2  with y ( 0 ) = l .  

The general solution of the differential equation is 

1 
y(x)  = - - - - - - - ,  

(x + c) 

where c is arbitrary. The initial condition implies c = - 1, when 

1 
y(x)  = ~ .  

(1 - x )  

This solution is not defined for x = 1 and therefore the given initial value 
problem has no solution on [0, 2 ]. D 
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You will notice that in Example 13.2 the function f ( x ,  y) is the well- 
behaved function y2. Obviously continuity of f ( x ,  y) is not sufficient to 
ensure the existence of a unique solution of (13.1) and (13.2). We find that 
a Lipschitz condition on f ( x ,  y) with respect to y is sufficient and we have 
the following theorem. 

Theorem 13.1 The first order differential equation 

y' = f ( x , y )  

with initial condition 

y(xo)=S,  

where x0 G [a, b], has a unique solution y on [a, b] if f ( x ,  y) is continuous 
in x and if there exists L, independent of x, such that 

I f (x ,  y ) -  f ( x , z ) ]  <-LI y -  zl (13.6) 

for all x ~ [a, b] and all real y and z. 

Proof  We shall consider an outline of the proof, which is based on the 
contraction mapping theorem. We may write the problem in the integral 
form 

I 
X 

y(x) = s + f(x ,  y(x)) dr. 
Xo 

(13.7) 

We consider the sequence of functions (Ym(X))m=O defined recursively 
by 

yo(x)=s,  (13.8) 

SX 
ym +~ (X) = S + f(x, ym(X)) dx, 

X 0" 
m = 0, 1 . . . . .  (13.9) 

We find that, for m I> 1, 

Now 

[Ym+ ,(X) - ym(X) [ <<- I ~ If(x, ym(X)) - f (x ,  Ym- ~(X)) [ dx 
Xo 

<" I x L lye(x) - ym- , (x) l dx. X0 

I f (x ,  s) dx ~ M i x  Xo l, l y,(x) - yo(x) I = l y,(x) - s [ = ~ 



338 Numerical analysis 

where M I> I f(x,  s) I for x • [a, b ]. M, an upper bound of I f(x,  s) l, exists 
as f is continuous in x. Thus 

ly2(x) - y,(x) I ~< I ' L l y , ( x )  - y0(x)I dx 
Xo 

I x L ~ t l x  - xol ~ = LA4 Ix - Xol ~ 
xo 2! 

and 

x x L2M 
[y3(x)- y2(x) I ~< Ix Lly2(x) - y,(x)[ dx ~< I I x -  Xo[ z dx 

o xo 2! 

Ix -x0 [  3. 
3! 

We may prove by induction that 

[y~ § ~(x) - ym(X) [ 

for m ~> 0. The series 

ML m 

(m+ 1)! 
IX -- Xo[  m+ 1 

yo(x) + ( y l ( x ) -  yo(x)) + (y2(x) - yl (x) )  + "" 

is thus uniformly convergent on [a, b ], as the absolute value of each term is 
less than the corresponding term of the uniformly convergent series 

M s L m l x - x o [  m 

I S l + L m .  , m! " 

The partial sums of the first series are y0(x), y~(x), y2(x), ... and this 
sequence has a limit, say y(x).  This limit y(x)  can be shown to be a 
differentiable function which is the solution of the initial value problem. By 
assuming the existence of two distinct solutions and obtaining a contradic- 
tion, the uniqueness of y can be shown. V1 

The sequence (Ym(X))m_ o defined in the proof of the last theorem may 
be used to find approximations to the solution. The resulting process is 
called Picard iteration, but is only practicable for simple functions f ( x ,  y) 
for which the integration in (13.9) can be performed explicitly. 

E x a m p l e  13.3 Use Picard iteration to find an approximate solution of 

y' = y, with y(0) - 1 

for 0~<x~<2. 
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In this case, f ( x ,  y )  = y and thus 

If(x, y ) - f ( x ,  z)[ = l y -  z l, 

so we choose L = 1. We start with yo(X) - 1 when, from (13.9), 

I 
X 

y l (x )  = 1 + yo(x) dx  = 1 + x, 
0 

2 

Ix x y 2 ( x ) -  1 +  ( l + x )  d x - l + x + ~ ,  
o 2! x(x ) 

y 3 ( x ) -  l + I  l + x +  d x = l + x + - - - + ~  
o 2! 3! 

and, in general, 

y r(X) "- 1 + x + 

2 
X 

2~ 

r 
X 

+ . . . +  ~ .  

r! 

The exact solution in this case is 

2 
X 

y(x )  = e x= 1 + x  + ~ + - . .  
2! 

so that the approximations obtained by the Picard process are the partial 
sums of this infinite series. I-1 

E x a m p l e  13.4 We show that 

1 
Y' - 1 + y 2 '  with y(xo) = s 

has a unique solution for x ~ [a, b ]. We have 

1 
f ( x ,  y)  = 1 +y2 

and from the mean value theorem 

f ( x ,  y) - f ( x ,  z) = (y  - z) 
Of(x, ~) 

ay 

where ~" lies between y and z. Thus to satisfy (13.6) we choose 

L~> 
Of(x, y) 

, ,  

ay 
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for all x E [a, b] and y E (-*,,,  **), provided such an upper bound L exists. 
In this case, 

Of - 2 y  

-~y - (1+y2)2 

and, as may be seen by sketching a graph, this is a maximum for y = + 1/~/3. 
We therefore choose 

Of(x, 1/x/3) 343  
L ~ .  - - .  . 

igy 8 H 

Most numerical methods of solving the initial value problem (13.1) and 
(13.2) use a step-by-step process. Approximations Y0, Y~, Y2 . . . .  are soughtt 
for the values y(xo), y(x~), y(x2), ... of the solution y at distinct points 
x = x0, x~, x2 . . . . .  We calculate the y, by means of a recurrence relation 
derived from (13.1), which expresses y,  in terms of y,_~, Y,-2 . . . . .  Y0. We 
take Yo = y(x0) = s, since this value is given. We usually take the points 
x 0, x~ . . . .  to be equally spaced so that Xr--XO + rh, where h > 0 is called the 
step size or mesh length. We also take a = x0 as we are only concerned with 
points x, ~ a. (We could equally well take h < 0 but this may be avoided by 
the simple transformation x' --- - x.) 

The simplest suitable recurrence relation is derived by replacing the 
derivative in (13.1) by a forward difference. We obtain 

Yn+l -- Yn 
= f ( x . ,  y . ) ,  

which on rearrangement yields Euler 's  method 

y0 = s, 

y.+ i = y.  + h f (x . ,  y . ) ,  n = 0 , 1 , 2  . . . . .  

The latter is a particular type of difference equation. 

(13.10) 

(13.11) 

13.2 Difference equations and Inequalities 

In order to discuss the accuracy of  approximations obtained by methods 
such as (13.11) in solving initial value problems, we must use some 
properties of difference equations. If  (F,(wo, w~)) is a sequence of 

t We use the notation yr to denote an approximation to Y(Xr), the exact solution at x = x,, 
throughout the rest of this chapter. 
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functions defined for n E N, some set of consecutive integers, and for all w0 
and w~ in some interval I of the real numbers, then the system of equations 

F , ( y , , y , + ~ ) = O ,  (13.12) 

for all n E N, is called a difference equation o f  order 1. A sequence (y,), 
with all y, E I and satisfying (13.12) for all n E N, is called a solution of  
this difference equation. 

Example 13.5 If 

F,(w0, w l )=  w 0 -  wl + 2n 

for all integers n, we obtain the difference equation 

y,  - y,+t + 2n = O. 

The general solution of this equation is 

y , = n ( n - 1 ) + c ,  

where c is an arbitrary constant. Such an arbitrary constant may be 
determined if the value of one element of  the solution sequence is given. 
For example, the 'initial' value Y0 may be given, when clearly we must 
choose c = Y0. The arbitrary constant is analogous to that occurring in the 
integration of first order differential equations. El 

The difference equation of order m is obtained from a sequence 

(F,(wo,  wl . . . . .  Wm)) 

of functions of m + 1 variables defined for all n ~ N, a set of consecutive 
integers, and all WrE I, r = 0  . . . . .  m, for some interval I. We seek a 
sequence (y,) with all y, E I and such that 

F , ( y , ,  y,+~ . . . . .  Yn+m) = O, 

for all n E N. The simplest difference equation of  order m is of the form 

aoy, + a~y,+~ + ... + amy,+m=O, (13.13) 

where ao, a~ . . . . .  am are independent of  n. Equation (13.13) is called an mth 
order homogeneous linear difference equation with constant coefficients. It 
is homogeneous because if (y,) is a solution, then so is (~ty,), where a is 
any scalar. Equation (13.13) is called linear because it consists of  a linear 
combination of elements of (y,). We illustrate the method of solution by 
first considering the second order equation, 

aoy, + a~y,+~ + a2y,+ 2 = 0. (13.14) 

We seek a solution of the form 

y . =  z", 
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where z is independent of n. On substituting z n in (1 3.14), we have 

aoz n + a l z  n + l  .1. a2 z n+2  _. 0 ,  

that is, 

z ~(ao + a lz  + a2z 2) = O. 

We conclude that for such a solution we require either 

Z n = 0  

o r  

ao + a lz  + a2z 2 =0. (13.15) 

The former only yields z = 0 and hence the trivial solution y~-  0. The latter, 
a quadratic equation, is called the characterist ic equation of the difference 
equation (13.14) and, in general, yields two possible values of z. We 
suppose for the moment that (13.15) has two distinct roots, Z l and z2. We 
then have two independent solutions 

i'/ y , = z ~  and yn=z2.  

It is easily verified that 

/1 yn = ciz~ + c2 + z2, (13.16) 

where c~ and c2 are arbi trary constants,  is also a solution of (13.14). This is 
the general solution of (13.14) for the case when the characteristic equation 
has distinct roots. You will notice that this general solution contains two 
arbitrary constants and those familiar with differential equations will know 
that two such constants occur in the solution of second order differential 
equations. 

Now suppose that in (13.15) 

a21= 4aoa 2 and a2 * O, 

so that the characteristic equation has two equal roots. We only have one 
solution 

y~=z~.  

We try, as a possible second solution, 

y , =  nz~ (13.17) 

in (13.14). The left side becomes 

aonz~+ a l ( n  + 1)z~ '§ + a2(n + 2)z~ § 2 

= z~[n(ao + alzi  + a2z~)+ z l (a l  + 2a2zl)] 

= 0  
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as z~ = - �89  2 is the repeated root of (13.15). Clearly (13.17) is a solution 
and the general solution of (13.14) is 

y , =  C l Z ~ ' a t  " c2rlT,' ]. (13.18) 

The only remaining case is a 2 = 0 ,  when the difference equation is of only 
first order and has general solution 

c( 
a l l  

where c is arbitrary. 
If a2 * 0 we may write (13.14) as the recurrence relation 

Y, + 2 - -  - ( a o / a 2 ) Y , , -  (a , /a2)y , ,+l .  

If we are to use this to calculate members of a sequence (y,) we need two 
starting (or initial) values, for example, Yo and y~. Such starting values fix 
the arbitrary constants in the general solution. It can also be seen from this 
that (13.16) or (13.18) is the general solution in that any particular solution 
may be expressed in this form. Given any particular solution we can always 
use Y0 and y~ to determine c~ and c2. The remaining elements of the solution 
are then uniquely determined by the recurrence relation above. 

Example 13.6 The difference equation 

y . - 2  cos O.y.+~ + Y,,§ =0,  

where/9 is a constant, has characteristic equation 

1 - 2  cos O.z+ z 2 = 0  

which has roots z = cos 0 • i sin 0 = e •176 The general solution is: 

y .  = c~ e "i~ + c2 e- '~~ = k~ cos nO + k2 sin nO, 0:# m ~ ,  

y,, = c~ + czn, 0 = 2 m ~ ,  

y . =  (cl + czn) ( -1)  ~, /9= (2m + 1)~r, 

where m is any integer and c~, c2 and, hence, kl, k2 are arbitrary. D 

To determine the general solution of the mth order equation (13.13) we 
again try y. = z". We require 

ao Zn + al  Zn+l + . . .  + am Zn+m = 0 

and thus either z = 0 or 

pro(Z) =-- ao + a l z  + a2 Z2 + - ' -  + amZ m = o .  (13.19) 
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Equation (13.19) is called the characteristic equation and Pm the character- 
istic polynomial of (13.13). In general, (13.19) has m roots z~, z2, . . . ,  Zm 

and, if these are distinct, the general solution of (13.13) is 

/I 
y ,  = c l z ~  + c2z~  + "'" + c ~ z ~ ,  

where the m constants c~, c2, . . . ,  Cm are arbitrary. Again we may expect m 
arbitrary constants in the general solution of (13.13), because we need m 
starting values when it is expressed as a recurrence relation. For example, 
Yo, Y l . . . . .  Ym-  ~ are needed to calculate Ym, Y,.  § ~ . . . . .  

If  Pm has a repeated zero, for example if z2 = z~, we find that y .  = nz'~ is a 

solution. If the other zeros of p,. are distinct, we obtain the general solution 

y .  = c~z'~ + c 2 n z '  ~ + c3z  3 + . . .  + c,,,z m" 

If a zero of p,. is repeated r times, for example if 

Z 1 = Z 2 = . . .  = Z r ,  

the general solution is 

t l  t l  
y . =  c l z ~ +  c 2 n z ~ +  c 3 n 2 z ~ +  . . .  + c ~ n ~ - ' z ~ +  C r + l Z r +  1 "at" " ' "  "Jr C m Z m ,  

again assuming that Z r + ~ . . . .  , Z,. are distinct. 

E x a m p l e  13 .7  Find the solution of the third order equation 

Y . -  Y.+~ - Yn+2 + Y,,+3 = 0 ,  

with y_~ = 0, Yo = 1 and y~ = 2. 
The characteristic equation is 

1 - z - z 2 + z 3 = O  

with roots z = - 1 ,  1, 1. The general solution of (13.20) is 

Y .  = ci ( - 1 ) "  + C 2 + n c  3 

and thus we require 

We obtain 

Y_ ~ = -Cl + C 2 --  C 3 = 0 

y0 = C I + C  2 ---1 

y~ = -c~ + c2+ c3=2. 

(13.20) 

c~ - 0, c2 = c3 = 1, 

and the solution required is 

y . =  l + n .  O 
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The non-homogeneous difference equation 

a o y . +  a~y.§ + "" + amy.+ m = b .  (13.21) 

is solved by first finding the general solution of the homogeneous equation 

aoy .  + a~y.+~ + . . .  + amYn+m = O. 

We denote this general solution by g,. Secondly we find any particular 
solution ~, of the complete equation (13.21) by some means (usually by 
inspection). The general solution of (13.21) is then 

y. = ~. + g.. 

There are m arbitrary constants in g. and hence m in y.. (This method is 
entirely analogous to the 'particular integral plus complementary function' 
solution of a linear differential equation.) 

Example  13.8 Find the general solution of 

2 y .  + y.+~ - Yn+2 = 1. 

The homogeneous equation is 

2 y .  + y.+~ - Yn+2 = O, 

which has general solution 

A particular solution is 

y . =  c l ( -  1)" + c2.2 n. 

3~. = �89 for all n, 

so that the general solution of the complete equation is 

y. = cj ( -  1)" + c2.2" + �89 i"l 

In the error analysis of this chapter we shall meet d i f f e r e n c e  (or 
r e c u r r e n t )  i nequa l i t i e s .  We need the following lemma. 

L e m m a  13.1 Let the sequence (u,)~_-0 of positive reals satisfy the 
difference inequality 

U n +  1 <~ lg n "+" a o u  n 4- a l U n _  1 .-[- . . .  "-]- a m U n _  m "J- b (13.22) 

for n = m, m + 1, m + 2 . . . . .  where a r ~ 0, r = 0, 1 . . . . .  m, and b ~> 0. Then, if 
A = n0+ a~ + -.- + am, 

b 

u, ~< A (13.23) 

[ ~ +  nb, A = 0  
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for n = 0, 1,2 . . . . .  where 5 is any real number satisfying 

( ~ U r ,  r = 0 ,  1 . . . .  ,m. 

P r o o f  The proof in both cases is by induction. Suppose (13.23) is true 
when A > 0 for all n ~< N. On applying (13.22) with n = N we see that 

U N + 1 <<~ I~ + e N  A b m e (N- r)A b 
- - - - ' ~ "  t2L r 5 +  - - -  + b  

A = A 

(0A) <- + eNA dr" [~r + eN A b 

ffi A 

= + eNA(1 +A)  A < + e 
(N+ I)A b 

A 

since 1 + A < e A. From the definition of t~ we can see that (13.23) holds for 
n ~< m. The proof for A = 0 is simpler but similar. I-! 

13.3 One-step methods 

We return to the numerical solution of  the initial value problem 

y' = f ( x ,  y )  

with 

y(xo)  = s, 

where x E [x0, b]. We shall assume that f satisfies the conditions of  
Theorem 13.1, so that the existence of a unique solution is ensured. We 
shall also assume that f is 'sufficiently' differentiable, that is, all the 
derivatives used in the analysis exist. We look for a sequence Y0, Y~, 
Y2 . . . . .  whose elements are approximations to y(xo) ,  y(x~),  Y(X2)  . . . . .  where 
x .  = Xo + nh. We seek a first order difference equation to determine (y.). A 
first order difference equation yields a one-step process, in that we evaluate 
y . .  ~ from only y. and do not use y._  ], Yn-2, . . .  explicitly. 

One approach is to consider the Taylor series for y. We have 

h 2 h p 
y(x .§  l) = y (x . )  + hy'(x.)  + ~ y"(x~) +. . "  + ~ y(P)(x.) + h p+ IRp+ l(x.),  

P! 

where 
(13.24) 

Rp+ ](x.) = ~ 1  y(p§ and x.  < ~5 < x.§ l- 
( p +  1)! 

We find we can determine the derivatives of y from f and its partial 



Ordinary differential equations 347 

derivatives. For example, 
y' (x) = f ( x ,  y (x))  

and, on using the chain rule for partial differentiation, 

y"(x) = O f  + Of dy 

8x 8yax 

= L  +fry '  

= f~ + f y f  . (13.25) 

We have written fx and fy to denote the partial derivatives of f with respect 
to x and y. 

If we define the functions f(r)(x,  y)  recursively by 

f(r)(x, y ) =  fx(r-I)(X, y) + f~r-l)(x, y)  f ( x ,  y)  (13.26) 

for r~> 1, with f(~ y) = f ( x ,  y),  then 

y(r+l)(X) = f(r)(x ,  y ( x ) )  (13.27) 

for r I> 0. The proof of this is easily obtained by induction. The result is true 
for r = 0 and on differentiating (13.27) we have 

y(r+2)(X) = fa!r)(x, y ( x ) )  + f;r)(x, y ( x ) )  y'  (x) 

= f~r)(X, y (X)) + f(r)(X, y(x)) f (x ,  y(x)) a y  

= f(r§ y (x ) ) ,  

showing that we can extend the result to the (r + 2)th derivative of y. Note 
that the f(r)(x, y) are not derivatives of  f in the usual sense. 

If we substitute (13.27) in (13.24), we obtain 

hP f (p -  l + 
y(x,,+ 1) = y(x,,) + hf(x,,, y(x,,)) + ... + ~ )(x,,, y(x,,)) + h p IRp+ i(xn). 

p! 

The approximation obtained by neglecting the remainder term is 

hP f (p  1 
Y , ,  1 = Y, + hf (x , ,  y , )  + . . .  + ~ - )(x,, y , )  

p! 

(13.28) 

(13.29) 

(13.30) 

(13.31) 

f ( ' ) (x ,  y)  = f~ + f y f ,  

f a )  (x, y)  = fx ~') + f~ ' ) f  

= f,~ + 2 fxy f  + fry f2  + (fx + f y f ) f y .  

and the Taylor series method consists of using this recurrence relation for 
n = 0, 1,2 . . . .  together with Y0 = s. The disadvantage of this method is that 
the f(r)(x, y) are difficult to determine. For example, 
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The method might, however, be useful for p ~< 2. For p = 1 we obtain Euler 's 
method. For most problems the accuracy of the method increases with p 
since the remainder term decreases as p increases if the derivatives of y(x) 
are well behaved. 

Example  13.9 For the problem 

y ' = y  with y ( 0 ) = l ,  

f ( x ,  y)= y, f(~)(x, y)= fx+ f y f  =O+ 1. y= y, 
f(2)(x ' y) = f,,!l) + f~l)f = y and f(r)(x, y) = y. 

From (13.29), the Taylor series method is 

h 2 h p 

Y,§ = y , , + h y , , + - ~ . . y , , + . . . + ~ y , . ,  
p! 

- 1 +h+-~- .w + . . . +  y .  

with Yo- 1. Thus we have 

y . -  l + h + . . . +  p ! ] .  El 

E x a m p l e  13 .10  

we obtain 

For the problem 

1 ! 

y - with y(0) = 1, 
1 +y2 

1 
f(x, y) = 

1 +y2 '  

-2y  
ftl)(X' Y) = fx + f Yf = (1 + y2)3' 

ftE)(x ' Y) = 2(5y 2 - 1). 
(1 + y2)5 

Thus, for p = 3, the Taylor series method (13.29) is 

h h2 ( -2y, )  h3 2(572 _ 1) 
Y, + 1 = Y, + + --- + --- 

l+y  2! 3! 

with Yo- 1. D 
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A much more useful class of methods is derived by considering 
approximations to the first p + 1 terms on the fight of (13.28). We seek an 
expression of the form 

Y.+ 1 = Y. + h ~ a i~ . ,  ( 1 3 . 3 2 )  
i=1 

where kl = f(x. ,  y.) and 

ki= f(xn + hal, y,, + hl~iki_l), i>1 .  

We try to determine the coefficients a~, ;t~ and/,~ so that the first p + 1 
terms in the Taylor series expansion of (13.32) agree with the first p + 1 
terms in (13.28). Taylor's theorem for two variables gives 

f(x,, + h2, y,, + hl~k) 

= f(x,,, y,,) + h -~x + ~uk f(x,,, y,,) + ~ ~ + luk f(x,,, y,,) 

+ ...  + 
hp- !  

( p -  1)! 
-~x + t~k f (x., y.) + h PSp(x., y., 2, gk), 

(13.33) 

where hPSp is the remainder term. It is clear that equating terms of (13.32), 
using the expansions (13.33), with the terms of the expansion of (13.28), 
using (13.26), is very tedious. We shall illustrate only the case p = 2, when 
(13.28) becomes 

I h2(f~, + f y f )  + h3R3(x,,), y(x,, + l) = y(x,,) + hf  + -i (13.34) 

where f, fx and fy have argument (x,, y(x , ) ) .  Clearly there are an infinity of 
ways of choosing r, ai, ;ti and/,~. 

If we choose r = 2, (13.32) when expanded becomes 

Y.+l = Y. + h(~ + ~ h2~2('~'2fx + ~ 2 f f y )  

+ h3~ES2(xn, Yn, ~2,/*2 f ) ,  (13.35) 

where f, fx and fy have arguments (x,, y,). On comparing (13.34) and 
(13.35) we see that we require 

at + a2 1 0[,2~, 2 ] l ( 1 3 . 3 6 )  

One solution is 
1 

Of.. 1 --" O ,  0[ 2 = 1, ;t2 = ,U2 = ~, 
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when (13.32) becomes 

y,+ 1= y,  + h f ( x ,  + �89 h, y ,  + �89 h f (x , ,  y , )) .  (13.37) 

This is known as the modified Euler method. 
If  we take ~t~ = a2 = �89 then 2 2 -"  ~U 2 = 1 and we obtain 

y,,+, = y , ,+�89 f ( x , ,+ , , y .+  hf(x, , .y, ,))],  (13.38) 

which is known as the simple R u n g e - K u t t a  method. 
For p = 4 and r = 4, we obtain the classical R u n g e - K u t t a  method 

Y,,+] = Y,, + ~ h[k~ + 2k 2 + 2k 3 + k4], (13.39) 

where 

k, = f(x, , ,  y,,), 

k z = f ( x . + � 8 9  Y .+�89  

k3 = f(x, ,  + �89 h, y,, + �89 hk2), 

k 4 = f ( x .  + i, Y. + hk3). 

This is not the only choice of  method for p = r = 4. Ralston and Rabinowitz 
(1978) give a complete account of  the derivation of this and other similar 
methods. 

13.4 Truncation errors of one-step methods 

The general one-step method of solving (13.1) may be expressed as 

y.+~ = y.  + hq~(x., y.; h) (13.40) 

where q~(x, y; h) is called the increment function. For h , 0 ,  we rewrite 
(13.40) as 

Yn+l- Yn 
= ~ ( x , , y , ; h ) .  (13.41) 

We are interested in the accuracy of (13.41) when considered as an 
approximation to (13.1). If y (x )  is the solution of (13.1) and (13.2), we 
define the local truncation error, t (x;  h), of (13.40) to be 

y(x + h ) -  y(x) 
t(x; h) = - qb(x, y(x); h), (13.42) 

h 
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where x E  [Xo, b] and h>0.  We say that (13.41) is a consistent approxima- 
tion to (13.1) if 

t(x; h)---)O, as h----) 0, 

uniformly for x ~  [Xo, b]. From (13.42) we see that, for a consistent method, 

y' ( x ) -  ~(x,  y(x);O)= f (x ,  y(x)). (13.43) 

More precisely, we say that the method (13.40) is consistent of  order p, if 
there exists N >. O, ho > 0 and a positive integer p such that 

sup It(x; h)[ ~< Nh p, for all h E (0, h0]. (13.44) 
Xo~X~b 

The Taylor series method (13.29) is consistent of order p as, on 
comparing (13.28) and (13.29), we see from (13.42) that 

h p 
t(x; h) = hPRp+ l(x) = ~ y(P+ 1)(~), (13.45) 

(p+  1)! 

where x < ~ < x+ h. We choose 

1 (p l 
N = max [y + )(x)I. (13.46) 

(p+  1)! Xo,X,b 

The Runge-Kutta method (13.32) with p +  1 terms of its expansion 
agreeing with the Taylor series will also be consistent of order p. It is 
difficult to obtain an explicit form of N. We just observe from (13.33) and 
(13.28) that the truncation error takes the form 

t(x; h)= hP(Rp+~ (x)+ ap(x, h)), (13.47) 

where Qp depends on p, r and the coefficients ai, 2 i , /~ .  Provided sufficient 
derivatives of y and f are bounded, we can choose a suitable N. Full details 
are given by Henrici (1962). 

There are methods of the Runge-Kutta type for which it is possible to 
estimate the local truncation error t from the values calculated. The most 
commonly used method is due to R. H. Merson, and details of this and other 
methods may be found in Lambert (1991). Such estimates of the truncation 
error may be used to produce methods which automatically adjust the step 
size h according to the accuracy desired in the results. 

13.5 Convergence of one-step methods 

So far we have considered local truncation errors. These give a measure of the 
accuracy of the difference equation used to approximate to a differential 
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equation. We have not considered how accurately the solution sequence (y,), 
of the difference equation, approximates to the solution y ( x )  of the differen- 
tial equation. We shall also be interested in knowing whether the solution of 
the difference equation converges to the solution of the differential equation 
as the step size h is decreased. We call y ( x , )  - y ,  the global  truncation error. 

We must define convergence carefully. If we look at the behaviour of y, 
as h ~ 0 and keep n fixed, we will not obtain a useful concept. Clearly 

x ,  = Xo + nh ~ Xo, as h ~ 0, with n fixed, 

yet we are interested in obtaining solutions for values of x other than x = x0. We 
must therefore consider the behaviour of y, as h---~0 with x, =x0 + nh kept 
fixed. In order to obtain a solution at a fixed value of x ,  x0, we must increase 
the number of steps required to reach x from x0 if the step size h is decreased. If 

l im y ,  = y(x) (13.48) 
h ~ 0  

x n = x fixed 

for all x E [x0, b ], we say that the method is convergent. This definition is 
due to G. Dahlquist. 

Example 13.11 The Taylor series method (13.29) applied to y ' = y  with 
y(0) = 1, x ~  [0, b], is convergent. In Example 13.9 we obtained 

( y . -  l + h + . - . +  

Now by Taylor's theorem 

h p h p+l  

e h = l + h + . . . + ~ + ,  e h', w h e r e O < h ' < h ,  
p! (p + 1)! 

and thus 

nh( tn = e 1 - e h ' -  

(p + 1)! 

As x. = nh and y(x, ,)  = e"h we have for the global truncation error 

[ y ( x J -  y . l  - e ~h 1 -  e - 1  
( p +  1)! 

x. n h P +  l h ' - h  
< ~ e  e 

(p + 1)! 
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for h sufficiently small (see Example 2.13). Thus, as e 

x n 
l y(x.)- y. I <~ e 

Xn hp  

( p +  1)! 

Hence [ y(x.) - y. [ ---> 0 as h ---> 0 with x. fixed. 
We also remark that there exists M such that 

We choose any 

[ y(x.) -- y. [ <. Mh p. 

x 
x e  

M ~> max 
0..,-.b (p + 1)! 

h ' - h <  1 ' 

(13.49) 

(13.50) 

!-1 

The following theorem provides an error bound for a consistent one-step 
method, provided the increment function ~ satisfies a Lipschitz condition 
with respect to y. From this error bound it follows that such a method is 
convergent. 

Theorem 13.2 The initial value problem 

y' = f ( x ,  y), y(xo)= S, 

is replaced by a one-step method: 

x ~  [Xo, b], 

y o = S  

x,, = Xo + nh [ 

I y~ § ~ = yn + hqb(x., y.; h) 
n=O,  1,2 .... 

where q~ satisfies the Lipschitz condition 

I q~(x,y;h)- q~(x,z;h)l <-L,ly-zl (13.51) 

for all x ~  [x0, b], -oo< y, z < o,,, h E (0, h0], for some Lr and h0>O. 
If the method is consistent of order p, so that the local truncation error 

defined by (13.42) satisfies (13.44), then the global truncation error 
y ( x , ) -  y, satisfies 

[( e(X"-x~ ! )NhP ' 

[y(x . ) -  Y.[ ~< 11~--" ~ -  

1 (xn -- x~ 

forL~ . 0 ,  

forLr = 0, 

(13.52) 

for all x, E [x0, b] and all h E (0, h0], and thus the method is convergent, as 
(13.48) is satisfied. 
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P r o o f  We let 

From (13.42), 

and 

e,,= I y(x,,)- y,,l. 

y(x,+l)  = y (x , )  + h ~ ( x , ,  y(x,); h) + ht(x,; h) (13.53) 

y(x,+~) - y,+, = y (x , )  - y ,  + h ~ ( x , ,  y(x.);  h ) -  h ~ ( x . ,  y,; h) + ht(x,; h). 

Thus 

] y(x.+~) - Yn+~ I ~< I y(x.) - y, ] + hl ~(Xn, y(x.); h) - ~(x., y.; h) l 
+ h] t (x , ;  h)} 

l y ( x . ) -  y . I  + h L ,  ] y ( x . ) -  y .I  + Nh p+~, (13.54) 

where we have used (13.44) and the Lipschitz condition (13.51). Hence 

e,+i ~< (1 + hL ~,)e, + Nh p+~. 

This is a difference inequality of the type considered in Lemma 13.1. In this 
case m = 0 and 

= eo = l y ( x 0 ) -  Y01 = 0 

and from (13.23). for L , .  0. 
nhLr 

e - 1  
e, <~ NhP+ ! 

hL ,  

(x,, - xo)Lr ) 
e - 1  Nh p 

= z :  �9 

For L ~ = 0, Lemma 13.1 yields 

en <<. n . Nh p+ ~ = (Xn -- xo)Nh p. V! 

You will notice from (13.52) that, for all h ~ (0, ho] and all x, E [x0, b], 
there is a constant M ~> 0 such that 

I y(x.) - y, I ~< MhP. (13.55) 

A method for which the global error satisfies (13.55) is said to be con- 
vergent o f  order p. We shall normally expect that a method which is 
consistent of  order p is also convergent of  order p and we say simply that 
such a method is o f  order p. 

It follows from (13.43) that, for a consistent method, (13.51) reduces to 

I f (x ,y) - f (x ,z )]  ~L,  Iy -  z ] 
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when h = 0 .  Thus (13.51) implies the existence of a Lipschitz condition on 
f ( x ,  y),  of the type required to ensure the existence of a unique solution of 
the differential equation. 

In order to obtain expressions for L~ for the Taylor series and 
Runge-Kutta  methods, we assume that bounds 

Of(k)(x, y) 
Lk >~ sup 

Xo , X , b ~gy 
- o o < y  < o o  

exist for the values of k required in the following analysis. 
As in Example 13.4 we observe, using the mean value theorem, that we 

may choose L = L0. For the Taylor series method (13.29), 

h h p-1 
q~(x, y; h) = f (x ,  y) + m f~l)(x, y) + "." + ~ f<P- l)(x, y) 

2~ P! 

and, on using the mean value theorem for each of the f<k), we obtain 

L h h 2 h p- I 
[r y; h) - q~(x, z; h) l ~< 0 + ~ L~ + ~ t 2 + --. + P! Lp_ ,)[y - z l- 

We therefore choose 

h 0 h~ -1 
L ,  = Lo + -~. Ll + "'" + P! Lp_ i, for h E (0, ho]. (13.56) 

For the simple Runge-Kutta  method (13.38), 

~ ( x , y ; h ) = � 8 9  f ( x +  h , y +  h f ( x , y ) ) ] .  

Now with L = L0 we have the Lipschitz condition on f,  

If(x,  Y) - f ( x ,  z) [ <. Lo [ y - z I 

and, for h E (0, ho], 

I f ( x  + h, y + hf (x ,  y ) )  - f ( x  + h, z + hf (x ,  z))[ 

<~ Lo l y + hf(x ,  y)  - z - h f (x ,  z) l 

<~Lo[[ y -  z [+  h [ f ( x , y ) - f ( x , z ) [ ]  

~< Lo[I y -  z 1+ hLo l y -  z l] 

= L0(1 + hoLo) l y -  z[ .  

Thus 

[ r  q~(x,z;h)[  ~< �89 Lo(1 + h o L o ) ] l y - z ]  

- Lo(1 + �89 hoLo) l Y -  z l, 
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so we may choose 

L ~ = Lo (1 + �89 hoLo). 

For the classical Runge-Kut ta  method (13.39), we may choose 

hoLo h~L~ hoLo 
L ~ = L o  1 + + + . 

2 6 24 

Full details are given by Henrici (1962). 

(13.57) 

(13.58) 

E x a m p l e  13.12 
obtain a global error bound, using Theorem 13.2. 

We know that y ( x ) =  e x and thus from (13.46) 

N ~  

We reconsider Example 13.11, only this time we will 

b 1 e 
max ly (p§ l)(x) I = ~ .  

(p + 1)! 0,x,b (p + 1)! 

From Example 13.9, fCk)= y for all k and thus Lk = 1 for all k. We therefore 
choose, from (13.56), 

h0 h~- '  
L~= 1 + ~ + . - .  + ~ 

2! p! 

and ( 13.52) becomes 

e x"L' - 1 ) e b 
lY (X , ) -  Y,I ~ h p. 

(p 1)! 

For x E [0, b] this bound is larger and hence not as good as that of (13.49). 
r-I 

Example  13.13 Find a bound of the global error for Euler's method 
applied to the problem 

1 t 
Y = l + y 2 '  w i t h y ( 0 ) = l  and 0 ~ x ~ <  1. 

From (13.45) with p = 1 the truncation error is 

t(x; h) h h 
= ~ Y"(~s) = - - f ( ~ ) ( ~ ,  y ( ~ ) ) .  

2! 2 

By sketching a graph, we find that 

=fx+ff,= 
-2y 

(1 + y2)3 
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has maximum modulus for y = 1/45 and thus 

2545 
[f(~(x. y(x)) [ 

108 

We therefore obtain 

25~/5 
It(x; h) l ~< h ~ .  

216 

Since ~ (x, y; h) = f ( x ,  y) for Euler's method, we choose L 
(see Example 13.4). The bound (13.52) becomes 

lY, -y (x , ) l  ~ (e x"L'- 1) 2545 h. 
8143 

For x ,=  l, 

= L = 3#3/8 

l y . -  y(1.0)I < 0.365 h. 

This is a very pessimistic bound for the error. With h = 0.1 the absolute 
value of the actual error is 0.00687. I'-1 

From the last example it can be seen that Theorem 13.2 may not give a 
useful bound for the error. In practice this is often true and in any case it is 
usually impossible to determine (13.52) because of the difficulty of 
obtaining suitable values of N and L~. The importance of Theorem 13.2 is 
that it describes the general behaviour of the global errors as h ~ 0. 

13.6 Effect of rounding errors on one-step methods 

One difficulty when computing with a recurrence relation such as 

y,+~ = y,  + h~b(x,, y,; h) 

is that an error will be introduced at each step due to rounding. If we reduce 
h so as to reduce the truncation error, then for a given x, we increase the 
number of steps and the number of rounding errors. For a given arithmeti- 
cal accuracy, there is clearly a minimum step size h below which rounding 
errors will produce inaccuracies larger than those due to truncation errors. 
Suppose that instead of (y,) we actually compute a sequence (z,) with 

z,+~ = z, + h ~ ( x , , z , ; h ) +  e,, (13.59) 

where e, is due to rounding. From (13.53) and (13.59) we obtain, analogous 
to (13.54), 

I y(x.+,)  - z.§ I ~ [ y(x.)  - z. [ + hl r  y(x,); h) - r  z,; h) l 

+hlt(x . ;h) l  + le.I. 
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Thus, if l en I <<" e for all n, a quantity e / h  must be added to Nh p in (13.52) 
to bound I y(x~)-  z, I. The choice of method and arithmetical accuracy to 
which we work should therefore depend on whether e /h  is appreciable in 
magnitude when compared with Nh p. 

13.7 Methods based on numerical integration; 
explicit methods 

On integrating the differential equation 

y' = f ( x ,  y) 

between limits xn and xn+ l, we obtain 

f Xn+l 
y(xn+ ,) = y(x,,) + f ( x ,  y(x))  dx. (13.60) 

JXn 

The basis of many numerical methods of solving the differential equation is 
to replace the integral in (13.60) by a suitable approximation. For example, 
we may replace f ( x ,  y ( x ) )  by its Taylor polynomial constructed at x = x~ and 
integrate this polynomial. This leads to the Taylor series method described 
earlier (see Problem 13.19). A more successful approach is to replace f by 
an interpolating polynomial. Suppose that we have already calculated 
approximations Yo, Y~ . . . . .  y ,  to y ( x )  at the equally spaced points 
Xr = XO + rh, r = O, 1 . . . . .  n. We write 

fr = f(Xr, Yr), r = O, 1, . . . ,  n; 

these are approximations to f (Xr,  y(Xr)). 
We construct the interpolating polynomial Pm through the m + 1 points 

(xn,f~),  (X~-l,f~-l) . . . . .  (Xn-m,f ,-m),  where m<~n. We use pm(X) as an 
approximation to f ( x ,  y ( x ) )  between x~ and X~+l and replace (13.60) by 

fx ~n+ I 
y~+ ~ = y~ + pro(x) dx. (13.61) 

n 

It should be remembered that Pm(X), being based on the values 
f~ , f~ - l ,  . . . .  f~-m, is not the exact interpolating polynomial for f ( x , y ( x ) )  
constructed at the points x~, x~_ l . . . .  , X~-m. 

By the backward difference formula (4.36), 

pro(X) = ~[] ( -  1)J V(f,, where s = (x - x , ) /h .  
j 

Thus, as in w 
m 

Xn+ | 
J~ pro(x) dx = h ~ b; Wf~, (13.62) 

j = 0  
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where 

( s) s 0 (13.63) 

Note that the bj are independent of m and n. 
On substituting (13.62) in (13.61), we obtain the A d a m s - B a s h f o r t h  

algorithm for an initial value problem. To compute approximations to the 
solution y ( x )  at equally spaced points Xr = XO + rh,  r = 0 ,  1 . . . . .  given the 
starting approximations Yo, Y~ . . . . .  Ym, we use the recurrence relation 

y.+,  = y .  + h[bof~  + b , V f .  + ...  + bmVmfn] (13.64) 

for n = m, m + 1 . . . . .  where fr = f(Xr, Y r)" 
The starting values Yo, Y~ . . . . .  Ym are usually found by a one-step method. 

Table 13.1 exhibits some of the bj. We shall see that (13.64) is of  order 
m + 1, that is, both the local and global truncation errors are of  order 
m + l .  

Table 13.1 The coefficients bj 

0 1 2 3 4 

1 5 3 251 
1 ~ ~ 

2 12 8 720 

In practice we usually expand the differences in (13.64) so that it takes the 
form 

y , .~  = y ,  + h[ f lo f~  + fl~ f~_~ + "" + ~mfn-m]" (13.65) 

The flj now depend on m. For example, when m = 1 we obtain the second 
order method 

y , .~  = y ,  + �89 h ( 3 f ,  - f~_~) (13.66) 

and, for m = 3, the fourth order method 

y,.~ = y, + ~ h (55f~ - 59f,_ ~ + 37f ,_2 -  9f,_3). (13.67) 

The following algorithm is for the fourth order method (13.67) on the 
interval [a, b]. Four starting values Y0, Y~, Y2, Y3 are required and these are 
found by a one-step method such as the fourth order Runge-Kut ta  method 
(13.39). 

A l g o r i t h m  13.1 (Adams-Bashforth  of order 4). Let F0, F~, F2, F3 
represent the values of f~, f~_~, f~-2, f~-3 respectively. Choose a step h such 
that ( b -  a ) / h  is an integer. 
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Start with Yo, Y~, Y2, Y3 

X := a + 3 h; Y := Y3 
Fo:=f(X,  y3) 
Fl := f ( X -  h, Y2) 
F 2 : = f ( X - 2 h ,  yl) 
F 3 := f ( X  - 3 h, Yo) 
repeat  

Y'= Y + 2~h (55Fo - 59F1 + 37F2 - 9F3) 

F 3 := F2; F 2 := F~; F~ := Fo 
X : = X + h  
Fo :- f ( X ,  Y)  

until  X = b E] 

You will notice that, in the above algorithm, f is evaluated only once in each 
step. 

To determine the truncation error of the Adams-Bashfor th  formula, we 
rewrite (13.64) as 

m 

Y"§ = Z bj VJf~ (13.68) 
h i-0 

and consider this as an approximation to (13.1). Now from (7.22) 

I jan+ I x'*' f (x ,  y(x)) dx = y'(x) dx 
Xn JXn 

m 

= h by VYy'(x.) + h m 2bin+ I y 
j,,0 

where x,_ m <~ ~ n <~ Xn + 1" T h u s  from (13.60) 

m 

y(x.  + ,) - y(x.) = Z bj VT(x..  y(x.)) + h m + 'bin+, y (m + 2)(~n), (13.69) 
h ~o  

where VJf(x. ,  y ( x . ) ) =  VJ- l f (x . ,  y ( x . ) ) -  VJ-lf(x._l ,  y(x._l)  ). 
The last term in (13.69) is the local truncation error. You will notice that 

this is of  order m + 1. We expand the differences in (13.69) to obtain 

y(x.+l)  = y(x . )  + h[f lof(x. ,  y (x . )  + fl~f(x._l,  y(x._~)) + ... 

+ flmf(Xn Y(Xn_m))] + hm+2bm (m+2) -m, +IY (~ , ) -  (13.70) 

We assume that y(m+2)(X) is bounded for x E  [x0, b], so there exists gin+ 2 
such that 

m a x  [y(m+2)(x)[ <~ Mm+ 2. ( 1 3 . 7 1 )  
x E [x o, b] 
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We again let 

e. = [ y(x.) - y. [ 

and, by the Lipschitz condition on f ,  

I f (x . ,  y(x,,)) - f(x,,, Y.)I ~< L l y (x . )  - y,, I = Le,,. 

On subtracting (13.65) from (13.70), we obtain 

e,,+, <~ e,, + hL[ l flo l e,, + I fl, l e , _ , + ' - ' +  I flm l e,,_ml + hm+21bm..., l Mm+2. 

We suppose that the starting values Y0 . . . .  , Ym are such that 

er<~ 6, for r = 0 ,  1 . . . . .  m. 

We now apply Lemma 13.1 with 

etr-  hLl flrl and b= h'§ bm.,., l Mm§ 

so that 

where 

A = eto + et~ + ... + cLm = hLB,,, 

(13.72) 

Bin= I f l o l + l f l ,  I + - - . +  Iflml. (13.73) 

From (13.23) we obtain, remembering that nh = x , , -  Xo, 

( hm+"bm§ exp((x, _xo)LB,,,) ly(x.) - Y.[ = e,, ~< 6 + 
LBm 

hm§ 
- . (13.74) 

LBm 

The inequality (13.74) provides a global truncation error bound for the 
Adams-Bashfor th  algorithm. This bound is again more of qualitative than 
quantitative interest. It is usually impossible to obtain useful bounds on the 
derivatives of y(x); however, (13.74) does provide much information about 
the behaviour of the error as h is decreased. From the first term on the right- 
hand side, it can be seen that if the method is to be of order m + 1, we 
require 6, a bound for the error in the starting values, to decrease like h m§ 
as h tends to zero. Thus we should choose a one-step method of order m + 1 
to determine starting values. 

Theorem 13.3 
order m + l  i f y  

The Adams-Bashfor th  algorithm (13.64) is convergent of 
~m+2)(X) is bounded for x E [Xo, b] and the starting values 
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Y0 . . . . .  Ym are such that 

[Y(Xr)-Yr[ <~Dh m+l r = O  1 m 9 9 9 . . o~  9 

for some D ~>0 and all h ~ (0, h0] where h0> 0. Furthermore, the global 
truncation errors satisfy (13.74), where Mm+2 and B m are defined by (13.71) 
and (13.73) and 

8 = max lY(Xr)--Yrl" H 
O ~ r ~ m  

Example  13.14 As we have seen before, for simple equations it is possible 
to determine bounds on the derivatives of y and hence compute global error 
bounds. We will seek a global error bound for the second order 
Adams-Bashforth algorithm applied to the problem of Example 13.13. 
From Example 13.4, we have L = 3~/3/8 and in Example 13.10 we found 

f(2)(x ' Y) = 10y 2 -  2. 
(1 + y2)5 

Thus 

lY(3)(x) I = I ft2)(x, Y(x))I <- m a x  
- o o  < y <  oo 

1 0 y  2 - 2 

(1 + y2)5 
=2  

and we choose M 3 = 2. 
For the Adams-Bashforth algorithm of order 2, 

m =  1, b=-'- ,-~, B, -1/301 + I / 3 ,1 -2  
and thus (13.74) yields 

lY(X") - Y"I <" ( d + h2 5"~ " 3x/3 22 ) exp(3x/3(x"-0) /4)  

5 8 2 
_ h  2 ....... . 

12 343 2 

( 6 1 0 h 2 )  343x,/410h2 
= + 9~/3 e 943"  (13.75) 

This error bound is considerably larger than the actual error. For example, 
with h - 0 . 1 ,  n - 1 0  and y~ obtained by the simple Runge-Kutta  method 
(which yields t~-- 10-5), (13.75) becomes 

I y(1.0)- y,ol <~0.0172. 
In fact, to five decimal places, 

y(1.0)= 1.40629 and Yz0- 1.40584 
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so that 

I y(1.0) - Y~01 = 0.00045. l--1 

There is no reason why we should not consider the integral form of the 
differential equation over intervals other than x, to x,§ For example, 
instead of (13.60), we may consider 

Xn+l 
y(x ,§  1) = y(x ,_  ,) + f ( x ,  y(x))  dx. (13.76) 

dXn- 1 

On replacing f ( x , y ( x ) )  by a polynomial as before, we derive the 
formula 

* b * V f ,  + + y,,+, = y,,_, + h[bof,, + ... b*Vmf,,] (13.77) 

where 

b :  = ( -1 ) / I / l  ( - ; )  ds. (13.78) 

This method is attributed to E. J. Nystr6m. 
The Adams-Bashforth and Nystr6m algorithms are known as explicit  or 

open methods. The recurrence relations (13.64) and (13.77) do not involve 
f (x ,§ y,+~); they express y,§ explicitly in terms of y, ,  y,_~ . . . . .  Y,-m" The  
explicit nature of these algorithms arises from the fact that we use 
extrapolation when obtaining an approximation to f ( x ,  y ( x ) )  between x, and 
x,+~. As was seen in Chapter 4, extrapolation, that is interpolation outside 
the range of the interpolating points, is usually less accurate than interpola- 
tion inside this range. The class of formulas considered in the next section 
avoid extrapolation by introducing the extra point (x,+~,f,+~) in the 
interpolatory process. 

13.8 Methods based on numerical integration; 
implicit methods 

We again approximate to the integral in (13.60) and thus obtain a 
recurrence relation. Suppose that qm.~(X) is the interpolating polynomial 
through the points (X,+l , f ,+l ) ,  ( x , , f , )  . . . . .  (X , - , , , f , -m) .  We regard qm+l(X) 
as an approximation to f ( x ,  y ( x ) )  between x, and x,§ and replace (13.60) 
by 

I Xn+ 1 
Y,+ ] = Y,, + qm+ 1(X) dx. 

X n 

Notice that this approximation does not involve extrapolation. 
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By the backward difference formula (4.36), 

j=O 

where s - (x - x. +~ ) /h ,  and 

where 

m + l  

I xn+l 
q m + 1(x) d x  = h c / V J f n  + 1, 

X n 
j=0 

( s)o, (13.79) 

The latter are independent of m and n and Table 13.2 gives some of the 
values. We thus replace (13.60) by the approximation 

Y.§ = Y. + h[cof~§ + c i V f . §  + "'" + Cm+lVm+lfn+l ]. (13.80) 

Given y,, y ,_~, . . . ,  Yn-m, we seek y,§ satisfying (13.80). In general, 
(13.80) does not yield an explicit expression for y , .  ~ as each of  the terms 
VJf,,§ involves f(x, ,§ Y,§ Usually (13.80) must be solved as an algebraic 

t~) i s the  ith equation in y,+ ~ by an iterative method. Let us suppose that y ,§ l 
iterate in this process. Then (13.80) is already in a convenient form for 
iteration of the kind 

W i + l = F ( w i )  

where F is some given function and wi = .,v"). + l- The y., y._~ , .... Y.-m remain 
unchanged throughout this iterative process to calculate y.+~. We will 
examine the convergence of this process in the next section. To calculate a 

t0) good first approximation y .§ we employ one of the explicit formulas of 
the last section, for example, the Adams-Bashfor th  formula. 

This leads to the A d a m s - M o u l t o n  algorithm for an initial value problem. 
To compute approximations to the solution y ( x )  at equally spaced points 
xk = Xo + kh,  k = 0 ,  1 . . . . .  given the starting approximations Yo, Y~ . . . . .  Ym, we 

Table 13.2 The coefficients c i 

0 1 2 3 4 

1 1 1 19 
. . . .  

2 12 24 720 
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use the following for n = m, m + 1 . . . . .  

(o) h [ b o f .  + V f .  + "'" + b m V m f n ]  (13.81a) Predictor: y .§ ~ = y.  + b~ 

(i+1) f ( i )  + C V f  (i) " Corrector: y .  + t = Y. + h [c0 ~ ~ j .  + § ~ ~ , , In+ l " ~ ' ' ' ' " ~ ' C m  Vm+ l/(n')+ ] 

i - 0 ,  1 . . . . .  ( I -  1), (13.81b) 
(1) 

Yn+! = Y . §  

where 

and 
f ( i)  . § 2 4 7  y(i) ), n+l f .  = f (x . ,  y . )  

= VJ-~f (i) - W -  VJf(.')+, "i.+, ' f . .  

The coefficients bj and cj are defined by (13.63) and (13.79) respectively. 
Equation (13.81 a) is called the predic tor  and (13.81 b) the corrector. For each 
step, I inner iterations of the corrector (or I corrections) are performed and 

(t) is considered a sufficiently accurate approximation to the y.+~ of  (13.80). Yn+!  

We shall prove later that (13.81b) yields a method of order m +  2. The 
following algorithm describes the process which integrates a differential 
equation over the interval [a, b ]. 

A l g o r i t h m  13.2 (Adams-Moul ton) .  Choose a step 
N = ( b -  a ) / h  is an integer. 

Obtain starting values Yo . . . . .  Ym by a one step method. 
I / : = m  

repeat  
calculate y~)+ ~ from the predictor 
i '=O 
repeat  

(i § ~) from the corrector calculate y .  § 
i ' = i + 1  

until  i = I 
(I) 

Y,+l := Y,+l 
n : = n +  1 

until  n = N 

h such that 

ffl 

We normally expand the differences so that the formulas become 

Predictor: y~)+~ = y ,  + h[flof,, + fl~f,,_~ + "'" + tim f,,-,,,] (13.82a) 

Corrector: .,,§247 = Y, + h[y_~,+~f(~ + Yo f ,  + "'" + 7 m f n - m ] "  (13.82b) 

The Br and Yr are dependent on m. For m = 0, we obtain the second order method 

y~)+ ~ = y , +  h f , ,  (13.83a) 

y(i+l) (i) + f . )  (13.83b) .+l = y . + � 8 9  . . l  
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and for m = 2, the fourth order method 

(0) Y,§ = Y, + ~2 h (23f~-  16f~_~ + 5f~_2), (13.84a) 

( i + 1 )  = y,.~ y, + ~ h (9f(~')+~ + 1 9 f , -  5f~_! + f,-2)- (13.84b) 

We may simplify the iteration procedure for the corrector by noting from 
(13.82b) that 

(i§ (i)+ + h~,_l( f ( i )  e ( i - I  Y,§ =Y ~ j , . ~ - j , . ~ ) ) ,  i=  1,2 . . . . .  ( I -  1). (13.85) 

Therefore we only need to employ the full formula (13.82b) for the first 
inner iteration. For subsequent iterations we may use (13.85). Although we 
prove in w 13.9 that the inner iteration process is convergent, we shall also 
show that we normally expect to make only one or two iterations. 

In the rest of this section, we will discuss the truncation and global errors 
of the corrector and will assume that members of the sequence Ym+l, 
Ym + 2 . . . .  satisfy (13.80) exactly. Of course in practice this will rarely be 
true, as only a finite number of inner iterations may be performed for each 
step. We leave the discussion of the additional errors due to this and 
rounding until the next section. 

To derive the local truncation error, we rewrite (13.80) as 

Y,§ 
= c o f ~ . !  + "'" + Cm+, vm+lfn+l 

h 

and consider this as an approximation to (13.1). From (7.24) 

L ~~*' x"+' f ( x ,  y (x ) )  dx  = y ' (x)  dx  
dXn n 

m + !  

= h Z cj VJy'(xn+ 1) + hm+ 3Cm+ 2Y (m+ 3)(~n), 

y=0 

where x, _ m < ~ n < Xn * 1" Thus from (13.60) 

y (x ,§  l) - y ( x , )  '~ § 
2Cm § 2 Y = cj VYf(x ,§  1, y (x ,§  !)) + hm+ (m+ 3)(~,). (13.86) 

h i=o 

The last term is the local truncation error and is of order m + 2. 
We expand the differences in (13.86) to obtain 

y(x ,+~) = y ( x , )  + h [ y _ ~ f ( x , §  y (x ,§  + ... 

+ Ymf(Xn-m, Y(X,_m))] + hm+3cm+2Y (m+3)(~n) .  

As in the analysis of the Adams-Bashforth algorithm, we let 

(13.87) 

e,  = l y ( x , )  - y ,  [ 
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and, on expanding and subtracting (13.80) from (13.87), we obtain 

e , ,+ l<~e .+hL[ ly - , l e , , §  + I r o l e . + " ' +  I)'mle,,-m] 

+ h m+3 I cm+2lMm+3, (13.88) 

where l Y ~"+3)(x) I ~< Mm+3 for x ~ [Xo, b]. If h is sufficiently small, so that 

1 - hLI) ,_ ,  I >0,  (13.89) 

then 

1 
en+ 1 

1 -hLIr-~l  

hL 
= e . +  

1 - h t l r - , I  
hm+3lCm+2lMm.3 + 

1-hZlY_,l 

On applying Lemma 13.1, we obtain 

6 hm+2lCm+2lMm+3 
ly(x.)-y.l=e~ + 

LCm 

hm+2lCm+2lMm+3 

LCm 

{e,, + hL[[70le,, + "" + lyre I e,-m] + h"+3lCr,,+2lMm+3} 

{([y01 + It-, I)e. + ly~ le._, +"" +ly~le.-~} 

) xo,Lc ) 
exp 1-hLl~,_~l 

(13.90) 

where 

fro--17-1l + I>'ol + ' " + 1 9 , . I  
and 6 is the maximum starting error, so that 

[Y(Xr)--Yrl ~<6, r = 0 ,  1 . . . . .  m. 

(13.91) 

The inequality (13.90) provides a global truncation error bound for the 
Adams-Moulton algorithm, assuming that the corrector is always satisfied 
exactly. Again, this result is qualitative rather than quantitative but it may be 
seen that the method is of order m + 2 if the maximum starting error 6 
decreases like h m+2 as h is decreased. We should therefore choose a one-step 
method of order m + 2 to determine starting values. 

Theorem 13.4 The Adams-Moulton algorithm (13.81), with the corrector 
satisfied exactly for each step, is convergent of order m + 2 if y (m+3)(X) is 
bounded for x E [x0, b ] and the starting values Yo . . . . .  Ym are such that 

[ y(Xr)-- Yr [ ~ Dhm+2, r=O,  1 . . . . .  m, 
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for some D ~>0 and all h E (0, h 0] where h0>0. Furthermore, the global 
truncation errors satisfy (13.90) provided h < (L ] 7-~ [ ) -~- Vl 

You will observe that the order of the corrector in (13.81) is one higher 
than the order of the predictor. This is because we have chosen a pair 
which require an equal number of starting values. There is no reason why 
we should not use other explicit formulas as predictors, as these clearly do 
not affect the final accuracy of the corrector, provided I is suitably 
adjusted. 

It should be noted that, for small h and a given value of t~, the error 
bound for the Adams-Moulton method is smaller than that of the 
Adams-Bashforth method of the same order, since for m > 0, we can show 
that [ Cm [<Ibm [ (see Problem 13.32) and Cm < B,,,§ For the second order 
Adams-Moulton method the relevant constants are c2 = -  ~ and Co = 1, 
whereas for the second order Adams-Bashforth method we have b2 = ~ and 
B~ = 2. For nearly all problems the Adams-Moulton algorithm is far 
superior to the Adams-Bashforth algorithm of the same order, in that 
global truncation errors are much smaller. This might be expected since the 
Adams-Moulton method does not use extrapolation. 

Again, we may obtain other corrector formulas by integrating the 
differential equation over two or more intervals. By integrating over two 
intervals, we obtain a class of formulas which includes Simpson's rule (see 
Problem 13.33). 

Example 13.15 Obtain a global truncation error bound for the second 
order Adams-Moulton algorithm applied to the problem of Example 13.13, 
assuming that the corrector is satisfied exactly after each step. From 
Example 13.4, L = 3~/3/8 and, from Example 13.14, M 3 = 2. Since c2 = - ~ ,  
Co = 1 and ),_~ =�89 (13.90)becomes 

1 -h3~/3/16 12 343 

(4h2) (6 3xn) 4h2 
= 6+  943 exp 16-3~/3h 943 

provided h< 16/(3~/3). For example, with h=0 .1 ,  6=  10 -5 and x ,=  1, this 
bound is 

[ y (1.0) - y 10 [ ~< 0.00248. 

Notice that this is much smaller than that in Example 13.14 for the second 
order Adams-Bashforth algorithm. D 
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13.9 Iterating with the corrector 

We first verify that the inner iterative process (13.81b) for solving the 
corrector is convergent for small h. We rearrange the expanded form 
(13.82b) as 

( i+ l )  
Y.+~ = Y. + h[yof .  + "-" + Ymf~-m] + hy ~f(x.+~ y~) ), (13.92) - ~ n + l  

~) may be expressed as which, on writing w/= y.+~, 

W i + l = F ( w i ) .  

In Chapter 8, Theorem 8.3, it was shown that the sequence (w;) will 
converge to a solution if F satisfies closure and a suitable Lipschitz 
condition on some interval. In this case, we take the interval to be all the real 
numbers, when clearly closure is satisfied, and we seek Lr < 1, such that 

I F ( w )  - F(z)  [ ~< L F I w - z I (13.93) 

for all reals w and z. From (13.92), we have 

IF(w) - F(z) I = I hy_,f(x,,+t, w ) -  hy_~f(x,,+~, z) l 
<~hLly_~] I w - z l  (13.94) 

where L is the usual Lipschitz constant for f (x ,  y) with respect to y. We 
obtain a condition of  the form (13.93) with LF < 1 for 

1 
h < ~ .  

I ,-,It 
This does not impose a very severe restriction on h for most problems. You 
will notice that this is the same condition as (13.89) which was necessary for 
the validity of  the error bound (13.90). 

We also observe, for later use, that 

~'+~) ~') I = I F(y~.)+ ) - F ( Y  ~'- I) l Yn+l  - - Y . + t  1 n + l  

- ~!-1) I (13.95) ~< hLly_,l ly~+, Y,+t �9 

We now investigate the effect of performing only a finite number of  
~t) is the last iterate iterations with the corrector and we will assume that y ,+ 

which is actually computed. From (13.82b) 

(/) ( /+ l )  
Y.+l = Y. + h[y  ,f~t) + )'of. + "'" + ~/mL m] "~" Y{~+, - n + l  - -- Yn+l  �9 

We let 
Pn = ~,(! + 1) . (!) 

. ) '  n + l  - - . Y n + l  

and assume that 

[P,  I -< P, for all n. 
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We will also allow for rounding errors in the process and thus, instead of 
computing a sequence (y,) which satisfies the corrector exactly for each n, 
we actually compute a sequence (z,) with 

z,,+, = z,, + h [y_ l f ( x , ,+ i ,  z,,+,) + . . .  + ymf(Xn_m, Zn_m) ] 4" Pn 4" ~'n 

where e, is due to rounding. On subtracting (13.87) and putting 

e . =  I y ( x . ) -  z.[ 

we obtain 

e.+,<.e.+hL[ly_,le.+,+ I Y01 e . +  "'" + I ~'~ I e.-m] 
+ h m + 3 l C m + 2 l M m + 3 + p + E ,  (13.96) 

where l e, I ~< e for all n. By comparing (13.96) with (13.88), it can be seen 
that an amount ( p +  e ) / h  must be added to hm+2lc,,+2lMm+ 3 in the error 
bound (13.90). If we have an estimate for Mm+3, w e  can then decide how 
small p and e should be. Since hm+~lCm+21Mm+ 3 is a bound for the local 
truncation error of the corrector (see (13.87)), we are in fact comparing 
(p  + e ) / h  with the truncation error and in the next section we describe how 
this may be estimated. 

Having chosen p, we may use (13.95) to decide when to stop iterating 
with the corrector. We require 

I- (t) ( t -  /9 Y.+, - Y.+ ~)1 <- ~ .  (13.97) 
hl~'-,IL 

If L is not known, as is usual, we can use the mean value theorem in 
(13.94) and replace L by I Of/Oylat some point near x = x,+~, y = y,,~. We 
then use the estimate 

t _~ 
~f 
7y f(]) _f(o) I 

. ( 1 )  . ( 0 )  ' 

Yn+ 1 --Yn+ ! 
(13.98) 

in place of L in (13.97). 

13.10 Milne's method of estimating truncation errors 

W. E. Milne first proposed a technique for estimating local truncation errors. 
For the technique to work the predictor must be of the same order as the 
corrector. However, it is only necessary to make one or two applications of 
the corrector for each step, provided h is small. 
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We consider the following formulas. 

Predictor: y ~)+ ~ = y,, + h [ bo f ,, + b ~ V f ,, + ... + bm + l V m + l f n ] (13.99a) 

(i+ 1) f. ,e(i) ,,. ~7r Vm+ If(i) Corrector: y ,  + ~ = y, + h [ + + "" + C m + ] " O J n + l  ~"l " J  n+ l  1 . J n + l  

i = 0 ,  1 . . . . .  ( I -  1), (13.99b) 
�9 ( ! )  

Yn+l = Yn+l" 

Apart from the necessity of an extra starting value, these formulas are 
implemented in an identical manner to (13.81). 

From (13.69) and (13.86), 

m+l 
y(x,,+ ,) = y(x,,) + h Z by vJf(x., y(x,,)) + h m+ 3bin+ 2y (m+ 3)(/,in), 

j=O 
m+l 

y(x,,+ ,) = y(x,,) + h Z c1 Vgf(x" +" y(x,,+ 1)) + hm+ 3Cm+ 2Y 
j=O 

(13.100a) 

(13.100b) 

where r/, and ~, are intermediate points. We assume that 

y Cm + 3) (/7 n) = Y (m + 3) ( ~ n)  

and write 

T,, = hm+2cm+2y(m+3)(~n) (13.101) 

for the local truncation error of (13.100b). (An additional factor h is 
accounted for by writing (13.100b) in the form (13.86).) On subtracting 
(13.100a) from (13.100b), we obtain 

1 T,, = Z c~ V x .  + ~, y ( x .  + ~)) - b~ V x. ,  y (x . ) ) .  ( 1 3 . 1 0 2 )  

C m + 2  j = O  j = O  

We now use approximations 

V i f ( x . ,  y(x .))---  VJf . ,  VJ f (x .+,  y ( x . + , ) ) =  Vif(0) , - -  J n + l ,  

to obtain 

,_( cj VJf c~ . . . . .  . + ~ -  a j V  
a m + 2 -  Cm+21~j-O j=O 

1 (  Cm+ 2 )(_ ( l ) _ ( 0 )  
= h . . . .  Y " + I  - Y " +  ~)' (13.103) 

bin+2 - -  C m + 2  

on using (13.99a) and (13.99b). We may use this last result to estimate the 
local truncation error at each step. 
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If only one application of the correcter is made, I = 1 and we seek an 
estimate of 

(l) I <~ hL l 7_l ll " (1) I IP,[  I Y(2+)~ Y,+' = - -  Y n + l  --Y(On)+l 

Now, from (13.103)and (13.101), 

h lT-1 I L l  ('' (0, y . §  - y . , + l l  = h 2 t l F _ l l  
b i n +  2 - -  C m +  2 

C m + 2  

I r . I  

~ hm+4L[7_,[lbm+2-c,,+zlM,,+3, 

where Mm. 3 ~ [Y (m * 3) (X) ]  for x E [Xo, b]. Thus an approximate upper 
bound for the p ,  is 

fa= hm+4L ] )'_t l [bm+2-Cm+21Mm+3 

and ~/h is small compared with 

h m + 2 l c m + 2 l M m + 3 > ] T . I ,  

if 

1 [Cm+2l 
h << . (13.104) 

L]),_~ ] [bm+2-Cm+2] 

If this condition is satisfied, there should be no advantage in applying the 
correcter more than once. The effects of correcting only once are investigated 
more precisely by Henrici (1962). lambert (1991) also describes the 
consequences of applying the correcter only a small number of times. Ralston 
and Rabinowitz (1978) show how the estimate (13.103) of the local 
truncation error may be used to improve the predicted value .,,+~v (~ at each step. 

Example 13.16 We consider the following fourth order pair: 

Predictor: -(o) y.+~ = y. + ~ h(55f. - 59f._~ + 37f._ 2 9f._ 3), (13.105a) 

Correcter: ~,(i+~) -(0 + 1 9 f . - 5 f .  +fn-2) (13 105b) ." ,,+l = Yn + ~4 h ( 9 J , , + l  -1 �9 �9 

Here m = 2 ,  bm§ b4=251 = = and Cm+2 C4 - -~ .  The local truncation error 
of the predictor is 

hm+2bm§247  = 251 h4y(5) (,I.) 
and that of the correcter is 

T, hm+Ecm y ( m + 3 )  _ h4y(5)( = 

Thus, from (13.103), 

l ( b c )  1 o o 
T. --- h ' c  tY.+l - Y,+ 1) ----" h - (Y(,l+) l - Y,+ I). (13.106) 



Table 13.3 Results for Example 13.17 

x~ yt0, jao, y~,, f~,, Tn-t x 10 8 y(x,,) E r r o r  x l 0  s 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 

1.18236027 
1.22322920 
1.26252409 
1.30037111 
1.33688243 
1.37215806 
1.40628744 

0.41701839 
0.40059453 
0.38550990 
0.37161390 
0.35877598 
0.34688284 
0.33583594 

1 
1.04879039 
1.09531337 
1.13977617 
1.18236150 
1.22323034 
1.26252510 
1.30037199 
1.33688319 
1.37215872 
1.40628800 

0.5 
0.47619926 
0.45460510 
0.43495475 
0.41701788 
0.40059409 
0.38550953 
0.37161358 
0.35877571 
0.34688262 
0.33583576 

-87 
-80  
-71 
-62  
-54 
-46 
-39 

1.0 
1.04879039 
1.09531337 
1.13977617 
1.18236140 
1.22323016 
1.26252485 
1.30037168 
1.33688284 
1.37215832 
1.40628758 

0 
0 
0 
0 

-10  
-18 
-25 
-31 
-35 
-40  
-42 

(,o 
-,,4 
cA) 
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If only one correction is made for each step, then from (13.104) with 
I) ' - i  [ = ~ we require 

8 19 0.2 
h << �9 _ . (13.107) r-] 

3L 270 L 

Example  13.17 We apply the fourth order method of Example 13.16 to 
the problem in Example 13.13. From (13.107) with L =  3~/3/8, we see that 
we require h << 0.289 if only one correction is made for each step. Table 
13.3 gives results with h = 0.1; the T~ are obtained from (13.106). The 
starting values are calculated using the fourth order Runge-Kut ta  method. 
The last column gives the errors y(x~) - y~). 

At first sight it might appear that for x~ ~> 0.9 the correction process makes 
the approximations worse, as [y~')-y(x~)[> [y~0)_y(x,)[ for n~>9. 
However, omission of the corrector affects all approximations so that the 
fourth order Adams-Bashfor th  process does not give the column y~0~. 1-! 

13.11 Numerical stability 

We have seen that the inclusion of rounding errors does not radically 
change the global truncation error bounds for the methods introduced earlier 
in this chapter. However, the error bounds do not always provide a good 
description of the effects of  rounding errors and starting errors. 

We consider the calculation of members of a sequence (y~)~= 0 by means 
of a recurrence relation (or difference equation) of the form 

Y~§ = F(y~,  Y~-l, . . . ,  Yn-m), tl = m, m + 1 . . . . .  (13.108) 

given starting values Yo, Y~ . . . . .  y~. We suppose that a single error is 
introduced so that, for some arbitrary r, 

Y r  = Y r  + E 

and we compute the sequence 

Y o ,  Yl . . . . .  Y r - l ,  Y r  , Y r §  . . . . .  

We assume that this sequence satisfies (13.108) for all n>.m except 
n = r -  1. If  r ~< m the error will occur in the starting values and if r > m the 
error will occur when (13.108) is computed for n = r -  1. We say that the 
recurrence relation (13.108) is numerical ly  unstable if the errors l y~-  y*[ 
are unbounded as n ---> oo. 

Clearly an unstable recurrence relation will not provide a satisfactory 
numerical process, as we are certain to introduce rounding errors. Of  course 
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in practice we will introduce more than one rounding error, but in the 
analysis it is more instructive to consider the effect of an isolated error. 

Example  13.18 Suppose we wish to calculate (y.)  from 

Y,+l = 100 .01y , -  Yn-I 

with Yo = 1, y ~ -  0.01. The general solution of (13.109) is 

(13.109) 

where c~ and c2 are arbitrary. The solution which satisfies the initial 
conditions is 

y 

for which c~ = 0 and c: = 1. The introduction of  errors may be considered 
equivalent to changing the particular solution being computed. This will 
have the effect of making c~ non-zero, so that a term c~.100" must be added 
to y,. Clearly c~. 100 ~ will quickly ' swamp'  c2/100 ~. For example, if 

:~ 6 Y0 = Y0 + 10- = 1.000001, 

* 0.01 Yl =Yl = 
then 

Y2 = 0.000099 and Y5 --- - 1.0001. Ul 

For an approximation to an initial value differential problem, the function F 
in the recurrence relation (13.108) will depend on h and f(x, y). In defining 
stability we do not decrease h as n ---),,,, as was necessary when considering the 
convergence of y, to y(x,). We are now interested in only the stability of 
recurrence relations resulting from differential equations. Because the precise 
form of the recurrence relation depends on f (x ,  y), it is difficult to derive 
general results regarding the stability of such approximations. We find it 
instructive, however, to consider in detail the linear differential equation 

y' = -Ay ,  with y(0) = 1, (13.110) 

where A is a positive constant, which has solution y(x)= e -Ax. Note that this 
solution converges to zero as x---),,*. Later in this section, we show that to a 
large extent the lessons to be learned from this problem will apply to other 
initial value problems. We shall certainly expect that any approximate 
solution of the test equation (13.110) should satisfy y,---)0 as n---),,o so that 
the behaviour of the exact solution is mimicked. If such a property is 
satisfied the method is said to be absolutely stable. 
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We start by considering the midpoint rule 

Y.+~ = Y n - i  + 2hf .  

which is obtained by using 

(13.111) 

Y n §  -- Y n - I  

2h 
=f. 

as an approximation to (13.1) or, alternatively, from Nystr6m's formula 
(13.77) with m = 0  (see Problem 13.25). For (13.110), f ( x ,  y ) = - A y  and 
the method becomes 

Y.+I = -2hAy,, + y._~. (13.112) 

This is a second order difference equation with characteristic equation 

z2 + 2hAz - 1 =0,  

whose roots are 

z2ZI] • - A h  + (1 + A2h 2) 1/2. 

The general solution of (13.112) is 

y .  = clz~ + CzZ~. (13.113) 

We find that z ~' behaves like y ( x )  as h is decreased with x. fixed, but that 
z~ has a completely different behaviour. On expanding the square root, we 
obtain 

Zl = - A h  + 1 +�89 2) + O(h4). 

By O(h 4) we mean terms involving h 4 and higher powers. On comparison 
with 

-Ah = 1 - Ah + �89 2) + O(h3),  

we see that 

Z l = e -Ah + O(h  3) 

= e-Ah(1 + O(h3)) ,  

since 

Thus 

e -ah= 1 + O(h).  

Z ~ =  e - A n h ( 1  + O(h3))  n = e-Anh(1 + n.  O(h3))  

= e-aX.(1 + O(h2) ) ,  



Ordinary differential equations 377 

as x, = nh. Now as h ---)0 with x,, = nh fixed, 

z~---~e-a~,= y(xn) 

and, for small values of h, z~ behaves like an approximation to y(x) .  It can 
also be shown that z ~'---) 0 as n ---) ** for any fixed h > 0 and A > 0. 

On the other hand 

z2 = - A h  - (1 +AZh2) ~/2 < - 1  

since Ah > 0 and thus I z2l > 1. In fact 

z2 = - A h -  (1 +A2h2) i/z 

= - A h -  1 - I A 2 h 2  + O(h 4) 
= _e ah + O(h 3) 

= --eah(1 + O(h3)) 

and thus 

z~= (-1)"eA"h(1 + O(h3)) n 

= (--1)"eAx,,(1 + O(h2)). 

As h is decreased with x, fixed, z ~' does not approximate to y(x,) .  
The general solution of (13.112) is, therefore, 

y ,=c le -a ' " (1  +O(h2))+C2(--1)"eax"(1 + O(h2)) (13.114) 

and for this to be an approximation to y(x , ) ,  we require 

c ~ = l  and c2=0.  

We would therefore like to compute the particular solution 

y , = z ~  

of (13.112). In practice we cannot avoid errors and we obtain, say, 

* n y~ = (1 + 61)z~'+ 62z2. 

In this case the error 

* n [ y , - y ,  [ = [ 6,z~'+ 62z21 "-')0", as n---).o 

since I z21> 1. Therefore the method (13.111) is unstable for this differential 
equation. 

The solution z~ is called the parasitic solution of the difference equation 
(13.112). It appears because we have replaced a f i rs t  order differential 
equation by a second order difference equation. In this case the parasitic 
solution ' swamps '  the solution we would like to determine. 

Even if we could use exact arithmetic with the midpoint rule, we would 
not avoid numerical instability. We need starting values Y0 and y~, and y~ 
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must be obtained by some other method. Let us suppose that this yields the 
exact solution y(xl). Clearly, with 

Yl = y(xl)  = e -Ah * g l ,  

we do not obtain c~ = 1 and c2 = 0 in (13.113). 

Example 13.19 The initial value problem 

y' (x)= -3y (x )  with y(0)= 1 

has solution y(x) = e -3x. We use the midpoint rule (13.111) with h=0.1  and 
starting values 

Y 0 = y ( 0 ) = I  and y~=0.7408. 

The last value is y(h)= e -3h correct to four decimal places. Results are 
tabulated in Table 13.4. The oscillatory behaviour for x ,>  1 is typical of 
unstable processes and is due to the ( -1 )"  factor in the second term of 
(13.114). i-1 

The midpoint rule is thus at a major disadvantage when used for problems 
with exponentially decreasing solutions and will not produce accurate results 
although it has a smaller local truncation error (see Problem 13.38) than the 
second order Adams-Bashforth algorithm, which we consider next. 

From 

h 
Y , , + , = Y , , + 2 ( 3 f , , - f , , - , )  

with f ( x ,  y) = - A y  (A > 0, as before), we obtain the recurrence relation 

y,,+t=(1-~Ah)y,,+�89 

which has characteristic polynomial 

z 2 - ( 1 - 3 A h ) z - � 8 9  

The roots are 

! 
z~ i ~ 3 Ah) • (l _ Ah + z2 = i [ ( 1 - i  ~A9 2h2)1/2 ] 

On expanding the square root, we obtain 

z~ =�89 - ~ a h ) +  1 +�89 + 9 a 2 h 2 ) - ~ ( - a h  + 9A2h2)2 + O(h3)] 

= 1 -Ah+�89 O(h 3) 

= e-ah(1 + O(h3)) .  

(13.115) 
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T h u s  

z ~ =  e-A"h(1 + O ( h 3 ) )  n 

= e-ax.(1  + O ( h 2 ) ) ,  

so that, for small h, z~' is an approximation to y(x, , ) .  We also find that for all 
values of h > 0  and A > 0  we have I z, l< 1 so that z~'---) 0 as n---) =,. 

We seek the solution of (13.115) of the form 

y, ,=z'~ 

but, in practice, obtain 

* )z~ + ~2z~. y, = ( 1 + 6 1  

N o w  

z2=[ [(1 - 3  A h )  - (1 - a h  + 9 A2h2)l/2] 

and detailed analysis shows that Z z < - I  if A h > l ,  and -1  <z2<0  if 
0 < Ah  < 1. Hence the method is absolutely stable only if h < 1/A. We will 
certainly also need to satisfy this inequality if the truncation error is not to 
be excessive and, therefore, this is not a severe restriction for the differential 
equation y ' = - A y .  However, this restriction may be severe for other 
problems. 

Similar results may also be obtained for the equation 

y'  = - A y + B ,  (13.116) 

where A > 0  and B are constants. The constant B will not affect the 
homogeneous part of the difference approximations to (13.116) and it is 

Table 13.4 An unstable process 

xn y .  

0 1 
0.1 0.7408 
0.2 0.5555 
0.3 0.4075 
0.4 0.3110 
0.5 0.2209 
0.6 0.1785 
0.7 0.1138 
0.8 0.1102 
0.9 0.0477 
1.0 +0.0816 
1.1 -0.0013 
1.2 +0.0824 
1.3 -0.0507 
1.4 +0.1128 
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only necessary to add the particular solution y . =  B / A ,  to the general 
solution of the homogeneous equations (13.112) and (13.115). As h--->0, 
with nh= x. fixed, this particular solution converges to y ( x ) = B / A ,  a 
particular solution of (13.116). For both of the methods investigated in this 
section, we would like the solution 

but actually obtain 

y .=  z'~+ B / A ,  

~[c n y. = (1 + 61)z~'+ t~2z2 + B/A .  

Thus the absolute stability conditions are identical to those for the problem 
(13.110). 

If a first order difference equation is used to approximate a differential 
equation then there are no parasitic solutions to give stability difficulties. 
However, the only solution of the difference equation may not satisfy our 
absolute stability condition: y,--)  0 as n--~ oo. If Euler's method is applied to 
(13.110), we obtain 

y,,+ l= y , , -  Ahy.  

= (1 - Ah)y,,, 

so that 

y,, = ( 1 - Ah ) "Yo. 

We can see that y. ---> 0 only if [ 1 - Ah [ < 1, that is, h < 2/A.  In practice, for 
(13.110), this restriction on h should normally be satisfied for accuracy 
reasons even when A is large. For a large value of A, the exact solution 
decreases very rapidly and a small step size would be essential. However, 
consider the equation 

y ' = - A ( y -  1) 

which has solution y ( x ) =  ce -Ax + 1 where c is arbitrary. Euler's method is 

y,,+~ = y , , -  A h ( y . -  1) 

so that 

y . -  c~(1 - A h ) " +  1 

where c~ is arbitrary. Now y(x)---> 1 as x--->**, but y.---> 1 as n--->** with h 
fixed, only if [ 1 - Ah[< 1, that is, h < 2/A.  This condition may be severe if 
A is very large. If the initial value y(0) is near + 1, the solution will not vary 
rapidly for x > 0 and there should be no need to use a small step size. 

There are similar restrictions for all the other methods introduced in this 
book except the Adams-Moulton method of order 2. When this method is 
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applied to (13.110) we obtain 

y.+~ = y. + �89 h ( - A y .  - Ay.+~) 

so that 

Thus 

(1 +�89 = (1 - �89 

( ) 1 - i A h  " 
1 Yo Y" = l + -~ Ah 

and y.--->0, as n--->**, for all A > 0  and fixed h>0 .  Results for the 
Runge-Kutta  methods are included in Problem 13.40 and a full discussion 
of stability is given by Lambert (1991). 

The stability behaviour of approximations to the general equation 

y ' = f ( x , y )  (13.117) 

will to a certain extent be similar to those for the special problem (13.110). 
On expanding f ( x ,  y) using Taylor series at the point x=  X, y =  Y, we 
obtain 

f ( x ,  y) = f ( X ,  r )  + ( y -  Y)fy(X,  r )  + O ( x -  x )  + O ( y -  y)2 

= y fy (x ,  Y) + [ f ( x ,  Y) - Yfy(X, Y)] 

near the point (X, Y). Thus locally (that is, over a small range of values of 
x) the problem (13.117) will behave like one of the form (13.116). 
Alternatively, we may argue that one would need to be rather optimistic to 
expect success in computing a decreasing solution of (13.117) by a method 
which is unstable for the particular case (13.110). 

13.12 Systems and higher order equations 

Suppose that 

f~ = fj(x, z,, z2 . . . . .  zk), j =  1 . . . . .  k, 

is a set of k real valued functions of k + 1 variables which are defined for 
a < x~< b and all real z~ . . . . .  zk. The simultaneous equations 

y',(x) = f ,(x, y,(x) .. . . .  yk(x)) 

y 2(x) = f2(x, y ~(x) ... . .  yk(x)) (13.118) 

y'k(x) = fk(x, yl(x) .. . . .  yk(x)) 
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where x E [a, b ], are called a system of ordinary differential equations. Any 
set of  k differentiable functions'[" 

yl (x),  . . . ,  yk(x) 

satisfying (13.118) is called a solution. 
In general, the solution of  (13.118), if it exists, will not be unique unless 

we are given k extra conditions. These usually take the form 

yj(Xo) = s/, j -  1 . . . . .  k, (13.119) 

where the sj are known and x0 ~ [a, b ]. We are thus given the values of the 
yj(x)  at the point X=Xo. The problem of solving (i3.118) subject to 
(13.119) is again known as an initial value problem. 

We write (13.118) and (13.119) in the form 

y' = f(x, y), (13.120) 
y(x0) = s, 

where y(x),  y' (x), f (x ,y )  and s are k-dimensional vectors, whose ith 
components are yi(x) ,  y i (x) ,  f i (x ,  y~(x) . . . . .  yk(x)) and si respectively. The 
problem has a unique solution if f satisfies a Lipschitz condition of the 
form: there exists L ~> 0 such that, for all real vectors y and z of dimension k 
and all x E [a, b ], 

I} f(x, y) - f(x, z)II- t II Y - z I1-. (13.121) 

The norm is defined in w 10.2. 
Numerical methods analogous to those for one equation may be derived in 

an identical manner. For the Taylor series method, we determine f(r)(x, y) 
such that 

h 2 
y(x,,+ i) = y(x,) + hf(x, ,  y(x,)) + ~ f(l)(x,,, y(x,)) + -.- 

2~ 

h p 
+ ~ f (P - l ) (x . ,  y ( x . ) )  + h "§ I R p .  l (x . )  

P! 

(cf. (13.28)), where Ro.~ is a remainder term. For example, 

d f(x,y(x)) ~gf ~-~dyj(x) ~gf 
f(~)(x, y(x))= dx Ox j...~ dx Oy/ Ox j__l fj Oy)' 

(13.122) 

t" Note that the subscripts denote different functions and not values of approximations to 
values of a single function, as in earlier sections. 
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where the ith component of 3f/3yj  is 3fi/3yj. The formulas for f(') are very 
lengthy for r ~> 2. The Taylor series method of order 2 is thus 

Y0 =S, 

h a (13.123) 
y.§ ~ = y. + hf(x., y.) + ~ f(~)(x~, y.), 

2~ 

where y.  is a vector whose ith element yi,. is to be considered as an 
approximation to y~(x.) and x. = x o + nh. 

We may derive Runge-Kutta  methods by using Taylor series in several 
variables. Analogous to (13.39), we have the classical method 

Y.+l = Y. + -~ h[kl + 2k2 + 2k3 + k4], 
where 

k~ = f(x. ,  y.),  k2 = r(x.  + �89 h, y. + �89 hkt), 

k 3 = f(x.  + ~ h, y. + �89 hk2), k4 = f(x.+l, y. + hk3). 

Predictor-corrector methods are also identical to those for single equations. 
We merely replace the y, and f ,  in (13.82) by vectors y, and f,. 

Global truncation error bounds for all methods are very similar to 
those for a single equation. We replace the quantity l y , , -y(x , , ) l  by 
II y . -  y(x.) II.. 

Example 13.20 

with 

We have 

and 

Consider the initial value problem 

y'~(x) = xy~ (x) - y2(x) 

y'2(x) = - y, (x) + y2(x) 

Yi (0)= sl, Y2(O) = s2. 

[ y2)] 
f(x, y )=  f2(x, Yl, Y2) = (-Yl + Y2) 

Of 3f  3f  

3y2 

=[Yl]+(Xyl-Y2)[O - lX]+( -Y l+Y2)[  -1  ]1 

(-  (1 + x)y ~ + 2y 2) 



384 Numerical analysis 

The Taylor  series method  of  order 2 is 

YI.O = S I ,  Y2.0 = $2,  

h 2 

YI , .+  1 = Yl ,n  + h ( x , , y l , , ,  - Y2,.) + ~ {( x2 + 2)y1.. 
2 

- (1 + x.)Y2,.}, 

h 2 

Y2. n+ 1 = YZ,,, + h ( - y l , .  + Y2, n) + ~ 1-(1 + x , , ) y l , .  + 2Y2,.}, 
2 

for n = 0 ,  1 , 2  . . . . .  
The A d a m s - M o u l t o n  p red ic to r -co r rec to r  method of  order 2 (cf. 

(13.83)) is as follows. 

Initial values: Y~.o = s~, Y2.0 = s2; 

[ (0) 
Predictor: | Y 1 ' ,  + 1 = Y1. ,  + h f l . , ,  

/ (0) + h f 2 ,  . [Y2 ,  n+ ~ = Y2,  n n, 

[ , , ( i+  1) I h(f(i) 
Is'l,,,+ i = Yi,,, + 7 1,,,+ l + f l , . ) ,  

Cor rec to r : / -  (~ + ~) ~ h ( f  (~) 
[Y2 .  n+ 1 = Y2,,, + 7 2,.+ l +f2, . ) ,  

(t) 
Y l , n +  l = Y l , n +  l,  

i = 0 ,  1 . . . . .  ( I -  1); 

(t) . 
Y2,  n+ 1 = Y2,  n+ 1, 

where fc~) j, .§ = f~(x. § 1, Y ci) ci) ). 1.n+l  ~ Y 2. n+l  

(The superscript i in the above is to distinguish different iterates and does 
not denote differentiation.)  r l  

I f  the real valued funct ion 

f =  f ( x ,  z l, z2, . . . ,  zm) 

of  m variables is def ined for x E [a, b ] and all real z~ . . . . .  Zm, we say that 

y (m)(x )  = f ( x ,  y ( x ) ,  y '  ( x )  . . . . .  y ( m  - l)(x)) (13.124) 

is a differential equation o f  order  m. I f  the solution y ( x )  is to be unique we 
need m extra conditions.  If  these take the form 

Y (r)(x 0) = tr, r = 0, 1 . . . . .  m - 1, (13.125) 

where x0 ~ [a, b] and the t r a r e  given,  we again say that we have an initial 
value problem. You will notice that we are given the values of  y and its first 
m -  1 derivatives at one point x = x0. In Chapter 14 we will discuss problems 
with condit ions involving more  than one value of  x. 

We make the substitutions 

z j ( x )  = y (j - l)(x), j =  1 . . . .  ,m, 
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so that 

z~ (x) = y ~j) (x) = zj§ (x), j = 1, ..., m - 1, 

and thus rewrite the single equation (13.124) as the system of first order 
equations 

z ' , ( x )  = z~(x) 
z'2(x) = z 3 ( x )  

t 
Zm_l (X) ' -Zm(X  ) 

z ' ( x )  = f ( x ,  z, (x), z2(x) . . . . .  Z m ( X ) ) .  

The conditions (13.125) become 

z, (Xo)= to, z2(xo) = tl . . . . .  Zm(XO) = t~_t, 

and we have an initial value problem of  the type considered at the beginning 
of  this section. 

Example 13.21 Consider 

with 

Let 

when 

Euler 's method is 

y " = g ( x ,  y, y ' )  

y(xo) = to, y' (Xo)= tl. 

z, ( x )=  y(x) ,  z2(x) = y' (x),  

z' ,(x) = z~(x) ,  

z'z(x) = g ( x ,  z l ( x ) ,  z2(x)). 

g 0 = $ ,  

z.§ = z.  + hf(x. ,  z.).  

For this example, we obtain 

zl. o = t 0, Z2.o = t i , 

g l , n + i  ~--" gl,n+hg2, n, 

z2.,§ = z2., + hg(x , ,  zl.,,  z2.,). 

There are also some special methods for higher order differential 
equations, particularly second order equations. See Henrici (1962) and 

Lambert (1991). 
We have already seen in w 13.11 that for Euler's method applied to y' = - A y  

with A >0,  we obtain y,--->0 as n--->*,, with h fixed, only if h < 2/A.  If  we 
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have a linear system of the form 

y ' =  - A y  (13.126) 

where A is an m x m matrix, then one component of the general solution 
vector has the form 

y(x) = cle -a~x + c2 e-a2~ + .--+ Cm e-a"'x (13.127) 

where ,,1.~, 22 . . . . .  A m are the eigenvalues of A. If ,~,r > 0, r = 1, 2 . . . . .  m, the 
solution shown in (13.127) will satisfy y(x)--->O as x--->,,o. It can be shown 
that with Euler's method we need to choose 

h < 2/A,r, for r = 1,2 . . . . .  m (13.128) 

if the solution of the difference equation is to decrease towards zero as the 
number of steps increases. If 0 < 2 ~ < 2 2 ~ < " - ~ 2 m  in (13.127) then, for 
c~ ,  0, the first term will be the dominant term for large x. The inequalities 
(13.128) may impose a very severe restriction on h if/~m is very much larger 
than ;t~. We illustrate this by the following example. 

Example 13.22 Given 

y' (x) = -8y(x)+7z(x) 
z' (x) = 42y(x)  - 43z(x) 

with y(0) = 1 and z(0) = 8, the solution is 

(13.129) 

-50x y(x) = 2 e - ~ -  e 

z(x) = 2e -x + 6e -5~ 

The equations (13.129) are of  the form (13.126) where A has eigenvalues 
2, = 1 and 22 = 50. For large x > 0 the dominant term in this solution is 2e -x 
but we must choose h < 0.04 if Euler 's method is to produce a decreasing 
solution, rq 

Equations such as those of  Example 13.22 are called stiff equations. 
There are similar difficulties with all the methods we have discussed except 
the Adams-Moul ton  method of  order 2 which, as we saw in w is 
always absolutely stable. The restrictions on h given in Problem 13.40 
for the Runge-Kut ta  method and in w 13.11 for the second order A d a m s -  
Bashforth method must be satisfied for each 2 r in (13.127). Lambert (1991) 
gives a full discussion of the solution of stiff equations. 

13.13 Comparison of step-by-step methods 
The types considered are 

(T) Taylor series methods. 
(RK) Runge-Kut ta  methods. 
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(E) Explicit methods, for example, the Adams-Bashforth method 
(13.64) and Algorithm 13.1. 

(PC) Predictor-corrector methods, for example, the Adams-Moulton 
algorithm 13.2 and the method (13.99). 

Ease of use 

The main consideration is how simple they are to program for a digital 
computer. 

(T) Difficult to establish suitable formulas, except for low order methods. 
No special starting procedure. 

(RK) Very simple. No special starting procedure. 
(E) Quite straightforward, but special starting procedure required. 
(PC) Slightly difficult to implement, due to inner iterations, unless only 

one correction is made per step. Special starting procedure 
required. 

Amount of  computation 

We usually measure this by the number of evaluations o f f  that are needed 
for each step. If f is at all complicated, most of the calculation time will be 
spent on evaluations of f. 

(T) Many evaluations of f and derivatives required per step, for example, 
six evaluations for the third order method. 

(RK) Comparatively many evaluations of f, for example, four for the 
fourth order method. For the commonly used methods, the number of 
evaluations equals the order of the method. 

(E) One evaluation of f, regardless of the order. 
(PC) Two or three evaluations of f, regardless of the order. 

Truncation error 

The truncation error gives a measure of the accuracy of a method for a 
range of problems but does not necessarily provide a correct comparison of 
the accuracy of methods for one particular problem. We consider the 
magnitude of the truncation error for a given order. 

(T) Not very good. 
(RK) May be quite good. 
(E) Much poorer than (PC). 
(PC) Good. 
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Error estimation 

(T) Difficult. 
(RK) Difficult, although there are some methods which 

indication of truncation errors. 
(E) Difficult. 
(PC) Fairly easy ifMilne's method (w is used. 

give some 

Stability and stiff systems 

For all the methods introduced in this chapter, except the Adams-Moulton 
algorithm of order 2, the step size must be restricted for absolute stability 
and hence there are difficulties for stiff equations. 

Step size adjustment 

It is sometimes desirable to adjust the step size as the solution proceeds. 
This is particularly necessary if there are regions in which the solution 
has large derivatives, in which a small step size is required, and other 
regions in which derivatives are small, so that a large step size may be 
employed. 

(T) Very easy to change the step size, as these are one-step methods. 
(RK) As (T). 
(E) Quite difficult, as special formulas are required. 
(PC) As (E). 

Choice of method 

(T) 

(RK) 

(E) 

(PC) 

Not recommended unless the problem has some special features, for 
example if f and its derivatives are known from other information. 
Recommended for a quick calculation for which there is little concern 
about accuracy. Also recommended to obtain starting values for (E) 
and (PC). 
Only recommended for problems for which f is particularly difficult 
to evaluate. 
Recommended (particularly (13.99)) for most problems as 
truncation error estimation is possible. The fourth order 
predictor-corrector (13.105) is probably one of the best methods, 
except for stiff equations. It involves comparatively few function 
evaluations (for one or two inner iterations) and provides truncation 
error estimates. 
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Problems 

Section 13.1 

13.1 Show that for 0 ~< x ~< 1 

y' = xy, with y (0 )=  l, 

has a unique solution and find an approximate solution by Picard iteration. 

13.2 Show that 

y ' =  sin y, with y(xo)= s, 

has a unique solution on any interval containing x0. 

13.3 Given that g(x)  and h(x) are continuous functions on some interval 
[a, b ] containing x0, show that the linear differential equation 

y' = g (x ) .  y + h(x),  with y(xo)= s, 

has a unique solution on [a, b ]. 
(Hint: use the fact that g(x)  is bounded on [a, b].) 

Section 13.2 
13.4 Find the general solution of the homogeneous difference equations: 

(i) y . . ~ -  ay.  = 0, where a is independent of n; 
(ii) y .+2-4y . . t  + 4y. = 0; 

(iii) Y.§ 2yn§ Y,,+~ + 2y,, = O; 
(iv) Y.+3- 5Y,,+2 + 8y,,+~- 4y. = O; 
(V) Y.+3 + 3Y.+2 + 3y,,+~ + y,, = O. 

13.5 Find the general solutions of the difference equations: 

(i) y.+E-4y. .~  + 4 y . =  1; 
(ii) Yn§ + Y.+~- 2y. = l; 

(iii) Yn§ 2y..~ + y.  = n + 1. 

(Hint: find particular solutions by trying solutions which are polynomials in 
n, for example, y. = k0, y. = k0 + k~ n, y.  = k0 + k~ n + k2 n2, where the k~ are 
independent of n.) 

13.6 The sequence (u . )~o  of positive reals satisfies the recurrent inequality 

un+l <-au. + b 

for n - 0 ,  1 . . . . .  where a, b ~> 0 and a * 1. Prove by induction that 

Un <~ anuo + b. 
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This is a stronger result than (13.23) when (13.22) holds with m =0  and 
a = l + o t  o. 

S e c t i o n  1 3 . 3  

13.7 Derive an explicit formula for the Taylor series method (13.29) with 
p - 3 for the differential equation of Problem 13.2. 

13.8 The initial value problem, 

y' - ax + b, with y ( 0 ) -  0, 

has solution 

y ( x )  = �89 ax  2 + bx. 

If Euler's method is applied to this problem, show that the resulting 
difference equation has solution 

y,, = �89 ax2, + bx,, - �89 ahx,,, 

where x, = nh, and thus that 

y ( x , )  - y ,  = �89 ahx , .  

13.9 Show that, for any choice of v, the 'Runge-Kutta '  method 

y,,+~ = y ,  + �89 h[k2 + k3], (13.130) 

kl = f ( x , ,  y , ) ,  k2 = f ( x ,  + vh ,  y ,  + vhk l ) ,  

k3= f ( x  . + [1 - v]h ,  y , +  [1 - v]hk~),  

is consistent of order 2. That is, show that the first three terms in the Taylor 
series expansion of (13.130) agree with the first three terms (p=  2) in 
(13.28). 

13.10 Show that the 'Runge-Kutta '  method 

y,,+~ = y ,  + h[Z k~ +~k2 +~k3], 

kl = f ( x , ,  y,,), k 2 = f (x , ,  + �89 h, y ,  + �89 kh) ,  

k3 = f (x ,  + ] h, y ,  + ] k2h ), 

is consistent of order 3. (Consider four terms in the Taylor series 
expansion.) 

13.11 Write a formal algorithm for the classical Runge-Kutta method 
(13.39) when applied to the initial value problem (13.1) and (13.2). 

13.12 Solve the equation 

- x + x -  y, with y(0)= 0 y, 2 
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by the simple and classical Runge-Kutta methods to find an approximation 
to y(0.6) using a step size h= 0.2. Compare your solution with the exact 
solution 

y ( x )  = - e  -~ + x 2 -  x + 1. 

13.13 Use the classical Runge-Kutta method (13.39) to solve the initial 
value problem 

y ' =  sin y, with y(0)=  1. 

Take h = 0.2 and obtain estimates of the solution for 0 ~< x ~< 1. 

Section 13.5 

13.14 Show that a suitable value of the Lipschitz constant L~ of (13.51) for 
the method of Problem 13.9 is 

L r 1 8 9  + [ 1 - v l ] L h 0 ) ,  

where L is the usual Lipschitz constant for f. Deduce that the method is 
convergent of order 2. 

13.15 Show that a suitable value of the Lipschitz constant Lr of (13.51) 
for the method of Problem 13.10 is 

L 2 L 3 
~ .  L r  + h  2 3! 

13.16 Use Theorem 13.2 to find a global truncation error bound for Euler's 
method applied to the equation given in Problem 13.12 with 0 ~< x ~< 1. 

13.17 Find a global truncation error bound for the Taylor series method of 
order 2 applied to the initial value problem of Examples 13.10 and 13.13 
with 0~< x~ 1. (Hint :  show first that If(E)(x, y)[ ~< 2.) 

13.18 Find a global truncation error bound for Euler's method applied to the 
differential equation of Problem 13.2 with x0=0, h = 0.1 and 0 ~ x ~< 1. 

Section 13.7 

13.19 The Taylor polynomial of degree p -  1 for f ( x ,  y ( x ) )  constructed at 
x = Xn is 

q (x) = f (x ~ , y (x ,) ) + 
(X ~ X n) 

1! 
~ f (1 ) (x , ,  y(x, , ))  + . . .  

(X -- Xn)  p -  1 
+ f ( P - ' ) ( x , ,  y ( x , ) ) ,  

( p -  1)! 
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where the f(r) are as defined in w 13.3. Thus 

h p 
ix . . ,  f (p_ l)(x., y(x.)) .  q(x) dx - h f (x , ,  y (x , ) )  + ... + 
x. p! 

Show that, on approximating to the integral in (13.60) by the above integral 
of q and replacing y ( x , )  by y,, we obtain the Taylor series algorithm for an 
initial value problem. 

13.20 Determine the third order Adams-Bashforth algorithm in the form 
(13.65), that is, expand the differences. 

13.21 Determine an approximation to y(1.0), where y ( x )  is the solution of 

y' = 1 - y, with y(0) - 0, 

using the Adams-Bashforth algorithm of order 2 with h =0.2 and starting 
values y0=0,  y~=0.181 (=y(0 .2)  correct to three decimal places). 
Compare your calculated solution with 

y ( x )  = 1 - e-X. 

13.22 Use the fourth order Adams-Bashforth algorithm 13.1 to solve the 
equation in Problem 13.13. Take h = 0.2 and consider 0 <~ x ~ 1. 

13.23 Evaluate the error bound (13.74) for the initial value problem and 
method of Problem 13.21. Compare the global error bound with the actual 
error for x, = 1.0. (Initial error bound, 6 = 0.0005.) 

13.24 Obtain a global truncation error bound for the Adams-Bashforth 
algorithm of order 2 applied to the equation in Problem 13.2. (Hint: show 
that f(2)(x, y) = sin y cos 2y has maximum modulus + 1.) 

13.25 Derive explicit forms of the Nystr6m method (13.77) for m = 0, 1, 2. 
(Expand the differences.) 

Section 13.8 

13.26 Determine the third order Adams-Moulton algorithm (m = 1) in the 
form (13.82). 

13.27 Show that if a predictor-corrector method is used to solve the linear 
differential equation of Problem 13.3, then Y,§ may be found explicitly 
from the corrector formula. 

13.28 Use the Adams-Moulton algorithm of order 2 with h = 0 . 2  to 
determine an approximation to y(1.0), where y ( x )  is the solution of the 
differential equation of Problem 13.21. (Note the result of Problem 
13.27.) 
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13.29 Use the fourth order Adams-Moul ton  predictor-corrector method 
(13.84) to solve the equation in Problem 13.13. Take h - 0.2, consider 
0~<x<~ 1 and perform just one or two corrections per step ( I=  1 or 2). 
Compare your results with those of  Problems 13.13 and 13.22. 

13.30 Evaluate the global truncation error bound (13.90) at x, = 1.0 for the 
calculation of Problem 13.28. Compare the actual error with this error 
bound. 

13.31 Obtain a global truncation error bound for the Adams-Moul ton  
method of order 2 applied to the equation in Problem 13.2. (Compare with 
the result of Problem 13.24 which also contains a hint.) 

1 3 . 3 2  Show that 

S'o (-s) ds > j  S:(S)ds I j  , forj~>2, 
and thus that I bjl >lml for j~>2, where bj and m are defined by (13.63) 
and (13.79) respectively. 

1 3 . 3 3  Corrector formulas may be obtained by approximating to (13.76), 
using q,,+ ~ as in w 13.8. Show that, with both m = 1 and m = 2, there results 
the formula 

y,+,=y,_~ + ~ h[f,_~ + 4f ,  +f ,+ t  ]. 

This is called the Milne-Simpson formula and it reduces to Simpson's rule 
if f is independent of  y. 

S e c t i o n  1 3 . 1 0  

1 3 . 3 4  The predictor-corrector formulas 

ym)+ - _ ~= y , ,+�89  f ,  ~). 
y ( i  + i) ,,+, = y .  + �89 h( f .  + ~.+~t'~i) ), 

obtained from (13.99) with m = 0, are both of order 2. Show that the local 
truncation error o f the corrector as given by (13.101) is 

T, = - ~ h2y(3)(~n) 

and that 

1 . (1) _ (0) 
T,, = - - - -  ty,  + I - y,,+ l). 

6h 

Discuss the choice of h if only one correction is to be made for each step. 
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13.35 Write a formal algorithm for the method of Example 13.16. You may 
assume only one correction is made per step. 

Section 13.11 

13.36 Investigate the numerical stability of the following methods for the 
differential equation y' - -Ay  with A > 0. 

(i) y,,+t=y,,+~h[5f.§ + 8L-f~_,] 
(Adams-Moulton corrector of order 3.) 

(ii) y,,+,= y,,_, +~h[f .+l  + 4f. + f . _ , ]  
(Milne-Simpson formula. See Problem 13.33.) 

(iii) y.+, = y._, + �89 h[f.+, + 2f. + f._,  ] 
(Double trapezoidal rule.) 

13.37 Investigate the numerical stability of the following method for the 
test equation y' = -Ay  with A > 0. 

y.§ = y._, + �89 h(f .  + 3f._,). 

Show that absolute errors [ y . -  y*[ (notation as in w 13.11) will decrease 
for sufficiently small h but that relative errors [ ( y . - y , , ) / y . ]  are un- 
bounded as n ---),,,,. 

13.38 Show that the local truncation error of the midpoint rule (13.111) is 
hEy(3)(~,). 

13.39 The equation y' = -Ay+B has general solution y(x)=ce-'U+ B/A 
where c is arbitrary and thus y(x)--)B/A as x---~**. If Euler's method is 
applied to this equation, show that y, ~ B/A as n ~ ** with the step size h 
fixed, only if h < 2/A. 

13.40 The equation y' = -Ay  with A > 0 is to be solved. Show that y,--) 0 as 
n--)** with the step size h fixed (and thus there is absolute stability), if 

(i) 

(ii) 

h < 2/,4, for the simple Runge-Kutta  method; 

1 2 1 A3h3 1 A4h4 1 - A h  + ~ A 2 h  - m + 

2! 3! 4! 
< 1 ,  

for the classical Runge-Kutta method. 

Section 13.12 

13.41 Show that, for the function f of the equations in Example 13.20 with 
x ~  [0, b] where b > 1, a suitable choice of L, the Lipschitz constant in 
(13.121), is L = 1 + b. 
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13.42 Determine, as in Example 13.20, the difference equations for the 
Taylor series method of order 2 applied to the two simultaneous equations 

y'l(x) = x2yl  (x)  - y2(x) 

y'2(x) = - Y l  (x)  + xy2 (x). 

with y~ (0) = s~ and y2(0) = s2. 

13.43 Solve the equation 

y" + 4xy ' y  + 2y 2 =0. 

with y(0) = 1, y' (0) = 0, using Euler's method with h = 0.1, to obtain 
approximations to y(0.5) and y' (0.5). 

13.44 Determine the difference equations for the classical Runge-Kutta 
method applied to the differential equation of Problem 13.43. 

13.45 Derive the difference equations for the Taylor series method of order 
2 applied to 

y(a) = 2 y" + x 2y + 1 + x, 

assuming that y ( x ) ,  y'  (x) and y" (x)  are known for x = x0. 

13.46 Determine the difference equations for the Adams-Moulton 
predictor-corrector method of order 2 applied to the differential equation in 
Problem 13.45. 
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BOUNDARY VALUE AND OTHER METHODS FOR ORDINARY 
DIFFERENTIAL EQUATIONS 

14.1 Shooting method for boundary value problems 

Two associated conditions are required for the second order equation 

y" =f(x ,y ,y ' )  (14.1) 

if the solution y is to be unique. If these two conditions are imposed at two distinct 
values of x, we call the differential equation and conditions a boundary value 
problem. The conditions are called boundary conditions. The simplest type are 

y(a) = ct and y(b)= t ,  (14.2) 

where a < b and 0t and fl are known. Thus y(x) is given at the distinct points 
x - a and x - b. For such problems, we seek y(x) for x E [a, b ]. 

We may adapt the step-by-step methods employed for initial value 
problems to boundary value problems. Suppose that we have an estimate w 
of y' (a), where y(x) is the solution of (14.1) subject to (14.2). We now 
solve the initial value problem (14.1) with 

y(a )  = cz 

y'(a)=w 

using a step-by-step method and suppose t h a t / ~  is the resulting approxima- 
tion to y(b). It is most likely that flw* ft. We adjust w and repeat the 
calculation to try to produce flw =/3. Figure 14.1 describes a typical problem. 
In the upper curve, w is too large and in the lower too small. The broken line is 
the required solution. We call the process of starting from one end, x = a, to 
try to produce the correct value at the other end, x = b, a 'shooting' method. 

Of  course we should adjust w in a systematic fashion. It is clear that 

/3w = F(w)  

for some function F (w) and we are therefore trying to find w such that 

F(w)=fl. 
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y~ 

(a ,  (/.) (b,/3) 

b 
Fig. 14.1 The shooting method. 

r 
X 

This is an algebraic equation and the bisection, regula falsi and Muller 
methods are suitable for its solution (see Chapter 8). 

More general boundary conditions than (14.2) are 

ply(a) + q~y' (a)= a~, (14.3a) 

P2Y(b) + q2Y' (b) = I~2 ,  (14.3b) 

where Pi, qi and a~, i - 1,2, are constants. The shooting method may be adapted 
to these conditions by choosing approximations to y(a) and y' (a) which satisfy 
(14.3a) exactly and calculating approximations to y(b) and y' (b) by a step-by- 
step method. These approximations will probably not satisfy (14.3b), so we 
adjust the approximations to y(a) and y' (a) and repeat the calculation. 

14.2 Boundary value method 

An alternative to step-by-step methods, when solving a boundary value problem, 
is to make difference approximations to derivatives and impose boundary 
conditions on the solution of the resulting difference equation. We illustrate the 
method first by considering the linear second order equation on [a, b ], 

u(x)y" + v(x)y'  + w ( x ) y = f ( x ) ,  (14.4) 

where u, v, w and f are continuous on [a, b]. We are also given that 
u(x) > 0 and w(x) <~ 0 on [a, b]. (Not all of these restrictions on u, v, w and 
f are necessary but they do simplify our analysis.) The given boundary 
conditions are again taken to be 

y(a) = a, y(b) = fl (14.5) 

and we will assume that (14.4) and (14.5) have a unique solution y(x) on 
[a,b]. 
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We divide the interval [a, b] into N + 1 intervals each of length h and 
seek approximations y. to the solution y ( x . )  at the points x . = a +  nh,  
n =  1,2 . . . . .  N. We choose the mesh length h = ( b - a ) / ( N +  1) so that 
XN+ 1 - "  b. We approximate to (14.4) at the point x. by replacing derivatives 
by differences as in (7.78) and (7.81) and so obtain 

2y+y y 
la n h 2 + v. 2h 

n = 1,2 . . . . .  N, (14.6) 

where u. = u(x, , ) ,  v,, = v ( x . ) ,  w .  = w(x , , )  and f .  = f (x . ) .  Corresponding to 
(14.5) we also have 

Yo = ct, YN § I = ft. (14.7) 

Equations (14.6) are N linear equations in the N unknowns y~, Y2 . . . . .  YN and 
may be written in the form 

A y =  f, 

where A is the N x N tridiagonal matrix 

A __ 

o,) 
+ + .... 

h 2 wl 2h  

(u202)(_au2 + 
h 2 2 h  h 2 w2 (u~ + 2~~) 

�9 ( �9 . U N - I +  V N - I  

" . h 2 2 h  

(u. ,.) (an. +w.) 
h 2 2h h 2 

(14.8) 

y ._  

Yl 

Y2 and f = 

0~ 

A 
A 

fN-! 

~h  2 " ~  
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Because of the tridiagonal nature of A, the equations (14.8) may easily be 
solved by an elimination method, as was seen in w It can be shown that if 
h is sufficiently small the equations are non-singular. Problem 14.5 gives a 
proof of this for the case v(x) -O. 

If  the boundary conditions are of the form (14.3) with q~ , 0  and q 2 * 0  
so that derivatives are involved, we must make an approximation to (14.3) 
using (7.78). At the end x - a  we introduce the point x_~ = a - h  and a 
'fictitious' value y_~ at this point.t  We replace (14.3a) by 

P~Y~ q~(Y~ 2h- Y-') = a~. (14.9) 

which on rean'angement yields 

2h( plYo - ctl) 
Y-1 = +Yl- (14.10) 

ql 

Since Y0 is unknown we must also use (14.6) with n =0 ,  the difference 
approximation to (14.4) at x = a. We use (14.10) to eliminate the y_ 
introduced and obtain 

h2 wo h2 yo+ = f o +  (14.11) ql 2h -'~ uoyl h2 , ql 2h 

where again u0 = u(x0), etc. We can obtain a similar equation at XN.~ 
relating YN and YN.~ by approximating to (14.3b) and using (14.6) with 
n = N + 1. We now have linear equations of the form 

B z  = g ,  

where 

z = 

Y0 

Yl . 

It can be seen from (14.6) and (14.11) that the (N + 2) x (N + 2) coefficient 
matrix B is again tridiagonal and therefore the equations are easily solved. 

Example  14.1 We use the above method for the linear boundary value 
problem on [0, 1 ], 

(1 + xE)y '' - xy' - 3y = 6 x -  3 (14.12) 

t" We cannot say that y_l is an approximation to y(a-h) since the latter is not defined. 
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with 
y ( 0 ) -  y' (0)= 1 (14.13a) 

y ( 1 ) = 2 .  (14.13b) 

We take h -  0.2 and seek y,,  n = 0, 1, 2, 3 ,4,  approximations to y(x,,) where 
x, = 0.2n. 

We replace the boundary conditions (14.13) by 

(yy) Yo- 0.4 = 1 (14.14) 

and 
y5=2.  

At x = 0 the approximation to (14.12) is 

Yl - 2y0 + y_l 

(0.2) 2 
- 3y0 = - 3  

and, on multiplying by (0.2) 2 and substituting for y_~ using (14.14) we 
obtain 

-2.52y0 + 2yt = -0.52.  

The difference approximation to (14.12) is 

(0.2) 2 0_4 - 3y~ - 1 . 2 n -  3, 

n -  1 , 2 , 3 , 4 .  

We multiply these equations by (0.2) 2 and rearrange them to obtain the 
tridiagonal set 

-2 .52 2 0 0 0 Yo -0 .52  

1 . 0 6  -2 .20  1 . 0 2  0 0 Yl -0 .072 

0 1.20 -2 .44 1.12 0 Y2 - -0 .024 . 

0 0 1.42 -2 .84 1.30 Y3 +0.024 
J 

0 0 0 1.72 -3 .40 Y4 -3 .048 
, ,  = , =  �9 �9 

The solution, correct to five significant decimal digits, is Yo-1.0132,  
y ~ -  1.0167, y2 = 1.0693, y3= 1.2188, Y4- 1.5130. The required solution of 
the differential equation is y ( x ) -  1 + x 3, so that 

y(Xo)= 1, y(x~)= 1.008, y(x2)= 1.064, y(x3)= 1.216, y(x4)=  1.512. [:] 
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We now return to the non-linear problem 

y" = f ( x , y , y ' )  (14.15) 

with y ( a ) =  a ,  y ( b ) =  ft. We again seek approximations y, to y ( x , )  at the N 
equally spaced points x ,  = a + nh, n = 1 ,2  . . . . .  N ,  with h = (b  - a ) / ( N  + 1). 
The usual approximation to (14.15) is 

= , n = 1,2 . . . . .  N, (14.16) 
h 2 'Y"' 2h 

with Y0 = a and YN. I = ft. If the boundary conditions are of the form (14.3), 
we introduce extra equations as in the linear case. Equations (14.16) form N 
non- l inear  equations in the unknowns Y~,Y2 . . . . .  YN. T h e  solution must 
usually be found by an iterative method. For example, we could try keeping 
the fight side in (14.16) fixed and solving the resulting linear equations. We 
use this solution to compute new values for the fight side and then solve the 
linear equations again. However, the resulting iterative process will not 
always converge. A much more satisfactory approach is to use Newton's 
method, especially as each of the equations (14.16) involves at most three 
unknowns so that the Jacobian matrix is tridiagonal (see Problem 14.7). 
Henrici (1962) discusses in detail the convergence of Newton's process 
when f is independent of y'. 

So far we have not considered the global errors l y , - y ( x , ) l  and the 
possible convergence of these to zero as the mesh length h is decreased. In 
this context, we also will assume that f is independent of y' and will 
investigate only problems of the form 

y" = f ( x , y )  (14.17) 

with 

y ( a ) =  a and y ( b ) =  fl. (14.18) 

The simplest difference approximation is 

y,+ ~ - 2 y,, + y,,_ ~ 

h 2 
=f(x, , ,y, ,) ,  n= 1,2 . . . . .  N, (14.19) 

with 

Yo = a,  YN + l =/3. (14.20) 

If y(4)(X) is continuous on [a, b] we note from (7.89) that 

y(x .  + ,) - 2y(x.) + y(x ._  ,) 

h 2 

h 2 
= f  (x,,, y(x,,)) + - -~  y(4)(~n) (14.21) 
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where ~ . E  (x._~,x.+~). The last term in (14.21) is called the local trun- 
cation error of  the method (14.19). To obtain a bound on global errors, we 
need the following lemma, which is based on the so-called maximum 

principle.  

L e m m a  14.1 If w,, n = 0, 1 . . . . .  N + 1, satisfy the difference equation 

w ,+~-  (2 + c , ) w ,  + w,_~ = d, ,  n =  1,2 . . . . .  N, 

where c>~ 0 and d, ~> 0, n = 1,2,  . . . ,  N, and w0 ~< 0 and WN+~ ~< 0 are given, 
then 

w , ~ 0 ,  n =  1,2 . . . . .  N. 

P r o o f  For n = 1,2,  . . . ,  N, 

Wn 
w._1+w.+l  d. 

2 + c ,  2 + c ,  

W.- l + W. + l 

Hence w. cannot exceed both of  its neighbours, w._~ and w.§ and, 
therefore, the maximum w. must occur at one or both of  the boundaries 
n = 0 and n = N + 1. Thus 

w.<~Wo<~O o r  Wn~WN+I~O, O<~n<~N+ 1. [2] 

We will make the additional assumption that in (14.17) fy(X,  y )  exists and 
is continuous with fy(X,  y)>~O for x E  [a, b] and -*,, < y  <**. Henrici (1962) 
shows that this condition is sufficient to ensure the existence o f  a solution 
of  the boundary value problem. 

T h e o r e m  14.1 Given the boundary value problem (14.17) and (14.18), let 
y,,  n - 0, 1 . . . . .  N + 1, satisfy (14.19) and (14.20). If  

M =  max ]y<')(x)[ 
x E [a, bi 

exists and af/ igy >~ 0 for x ~ [a, b], -** < y < **, the global error satisfies 

M h  2 
[y(x.) - y . [  <. (x .  - a ) (b  - x,). (14.22) 

24 

P r o o f  It is easily verified by direct substitution that the solution of  

z.+ ~ - 2z. + z._~ = , n = 1,2 . . . . .  N, (14.23) 
12 
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with 

is 

Z 0 - -  ZN+ 1 -" 0 ,  

From (14.21) we have 

_hEM 
zn = (x, - a) (b - xn). (14.24) 

24 

y(x .+, )  - 2y(x.) + y (x .+ , )=  h2f(x . ,  y ( x . ) )  + ~ h4y~*)(~.). 

On subtracting h2x (14.19), putting e . = y ( x . ) - y ,  and using the mean 
value theorem, we obtain 

en+ l - 2e.  + e,,_l = h2g,,e,, + ~ h4y(4)(~n ), (14.25) 

where g . = f y ( x . ,  q.)~>0, with r/. lying between y. and y (x . ) .  On adding 
(14.23) and (14.25), we see that 

(z.§ + e.§ - (2 + hZg.)(z .  + e.) + (z._l + e._l)  
I h 4 (4) 2 = ,-~ ( M +  y ( ~ . ) ) -  h g .z . .  (14.26) 

The fight side of (14.26) is non-negative, as can be seen from z. ~< 0, 
g.~>0 and the definition of M. Also Zo + e o - 0  and zu+~ + eu§ = 0 and, on 
applying Lemma 14.1 to (14.26) with w. = z. + e., we deduce that 

Zn + en <<- O, 

that is, 

e,~< -z , .  (14.27) 

Similarly, by subtracting (14.25)from (14.23), we deduce that 

Zn - -  e n  <~ O 

so that 

e,~> z,. (14.28) 

Combining (14.27), (14.28) and (14.24) provides the result (14.22). C3 

For many problems the bound in Theorem 14.1 is very much larger than the 
actual error. The bound also requires an upper bound of ]yr I , which may 
not be readily available. The theorem does show, however, that the global error 
is O(h2), as h is decreased, and therefore we say that the method is of order 2. 

As in the discussion of errors for initial value problems, we can include 
the effects of rounding errors. Suppose that, instead of finding Y l . . . . .  YN, 
we actually calculate w~ . . . . .  wu satisfying 

2 X w . + l - 2 w . +  w._l = h f ( . ,  w . ) +  e..  
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where e,  is the error introduced in solving the simultaneous algebraic 
equations. If  for some e, I e,  I ~< h4e, n = 1 . . . . .  N, we must add e to M/12 
in the bound (14.22) to obtain a bound of I w , -  y(x , )  I �9 

There is a more accurate three-point difference approximation than 
(14.19) to (14.17), the special case of  (14.1) when f is independent of  y ' .  
The formula 

Y.+I-2Y,,+Y,,-I i 
h2 = ~-5(f(x,,+t,y.+~) + lOf(x,,,y.) + f(x,,_~,y,,_~)) (14.29) 

has a truncation error -h4y~6)(~.)/240, ~,, E (x,,_~,x.+~). See Problem 14.2 
for a proof  that the error is O(h4). We can obtain a global error bound 
which is of  O(h  4) but is otherwise similar to that in Theorem 14.1. Since 
(14.29) again involves at most three unknowns in each equation, it is no 
more difficult to implement than (14.19) and is, therefore, to be preferred 
for problems o f the form (14.17). 

Example  14.2 We consider the simple linear equation on [0, 1 ] 

y,, = y 

with 

y(0) = 0, y(1) = 1. 

The solution is y ( x ) -  sinh x/s inh 1.1" 
With h = 0.2, the difference approximation (14.19) becomes 

y,  + ~ - 2.04y, + y,_ ~ = 0, n = 1,2, 3, 4, 

with Y0 = 0, Y5 = 1. Table 14.1 shows results including a comparison of the 
solutions of  the difference equation and the differential equation. The global 
error bound is calculated from (14.22) with 

s inh  x 
M =  max l y" Cx)l = max = 1. 

O , x - l  O , x ,  ~ s i n h  1 

Table 14.1 Solution of  Example 14.2 

Error bound 
n y,, y ( x , , )  I y ( x , ) -  Y,I x 105 (14.22) x 105 

1 0.17140 0.17132 8 27 
2 0.34967 0.34952 15 40 
3 0.54192 0.54174 18 40 
4 0.75584 0.75571 13 27 

T sinh x m �89 (e �9 - e-~). 
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The difference approximation (14.29) is in this case 

0.04 
y.+~-  2y. +y._~ = (y.§ + lOy. + y._ ~), n =  1,2,3,4, 

12 

that is, 

0.996667y,+1 - 2.033333y, + 0.996667y,_~ = 0, n = 1,2, 3, 4, 

with Y0 = 0, Y5 = 1. The solution to five significant decimal digits is identical 
to y(x,), n= 1,2 ,3 ,4 .  I-7 

14.3 Extrapolation to the limit 

In solving a differential equation we can often apply an extrapolation to the 
limit process to results using different step sizes as in Chapter 7 for 
numerical differentiation and integration. We consider, for example, the 
solution of the first order initial value problem (13.1) using Euler's method 
(13.11). We write Y(x,; h) to denote the approximation y, to y(x,) when a 
step size h is used. We will assume that the global error may be expressed as 
a power series in h of the form 

y ( x ) -  Y(x;h)=A~(x)h+A2(x)h2+A3(x)h3+ ... , (14.30) 

where A~ (x), AE(X ) . . . .  are unknown functions of x but are independent of h. 
The existence of an expansion of the form (14.30) is dependent on there 
being no singularities in the differential equation and the existence of 
'sufficient' partial derivatives of f (x ,  y). Henrici (1962) proves the existence 
of A~(x) under these conditions. As in w we usually halve the step size and 
eliminate the first term on the fight of (14.30). By repeating this process we 
can eliminate terms in h 2, h 3 . . . . .  Analogous to (7.32), we computer 

Y(m)(x; h) = 2my(m- ~)(X; h/2) - Y("- ~)(x; h) ,  (14.31) 

2 " -  1 

where y(0)(x; h) = Y(x; h). 

Example 14.3 We use Euler's method and repeated extrapolation to the 
limit to find approximations to y(0.8), where y(x) is the solution of 

y' = x 2 -  y 

with 

y(0)= 1. 

t The superscripts m do not denote derivatives. 
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Table 14.2 Extrapolation to the limit (Example 14.3) 

h yCO) y(~) y(2) yr 

0.8 0.20000 
0.64800 

0.4 0.42400 
0.60064 

0.2 0.51232 
0.59284 

0.1 0.55258 
0.59118 

0.05 0.57188 

0.58485 

0.59024 

0.59063 

0.59101 

0.59069 

The results are tabulated in Table 14.2. The layout is similar to that of Table 
7.2. The solution of the differential equation is 

y ( x )  = 2 - 2 x  + x 2 - e -x 

and, therefore, to five decimal places y(0.8)= 0.59067. I-1 

In general, if a method is of order p, the power series for the global error 
will take the form 

y ( x ) -  Y ( x ; h ) = A p ( x ) h P + A p §  p§ + A p + 2 ( x ) h p + 2 +  . . .  , (14.32) 

if such a power series exists. We need to modify (14.31) by replacing 2 " by 
2 m+p-l in both the denominator and numerator. Some methods will yield a 
power series in only even powers of h, so that 

y ( x ) -  Y ( x ;  h )  = E i ( x ) h  2 + E 2 ( x ) h  4 + E 3 ( x ) h  6 + . . .  

for some functions E~, E2 . . . . .  We must then use the relation (7.32) (with T 
replaced by Y). The Adams-Moulton corrector (13.83b) and the difference 
approximation (14.16) are both examples of such methods. 

Finally, we must add a warning that extrapolation will produce misleading 
results if a series like (14.32) does not exist. This can be caused by singulari- 
ties in the differential equation, that is, one of the coefficients in the equation 
or one or more of the solutions of the equation is singular at some point. It is 
also important that derivatives of the solutions should exist. There may be 
trouble even if the solution which misbehaves is not the particular solution we 
are seeking. We have already seen in numerical integration, w that singular 
derivatives at one point may have an adverse effect on extrapolation. 

14.4 Deferred correction 

It is often possible to estimate the truncation error of difference approxima- 
tions to differential equations by using differences of the computed solution. 
We can then use these estimates to improve (or 'correct') the computed 
solution. This technique can be used for both initial value and boundary 
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value problems and we will illustrate it by considering the solution of the 
boundary value problem (14.17) and (14.18) using the difference approxi- 
mation (14.29). From Problem 14.2 it follows that, if y ( x )  is the solution of 
the differential equation and y ( x )  has a continuous eighth derivative, 

y(x,, § ~) - 2y(x.) + y(x,,_ ~) 

h 2 

= ~ (f(x, ,§ + lOf(x . ,y(x , , ) )  +f (x , ,_ , ,y (x , ,_ , ) ) )  

h 4 
- - - -  y(6)(x.) + O(h6). (14.33) 

240 

Now from (7.84), using Taylor series, we see that 

1 A6y(x " 3) + O(h2) (14.34) y(6)(Xn) = ~ - . 

Having computed the y., the solution of (14.29), we approximate to the 
truncation error in (14.33), using -A6y , ,_3/ (240h2) ,  and solve 

z.+l - 2z. + z._l 

h 2 
= • (f(x,,+, z,,+ ,) + lOf (x . , z . )  +f(x, ,  ,,z,, 1)) 

1 2  ~ - - 

1 A6y._ 3. (14.35) 
240h z 

We expect z. to be a better approximation to y(x,,) .  In general, (14.35) gives 
a non-linear set of equations in the z., which are therefore difficult to 
compute (although no more difficult than the y. from (14.29)). We can 
replace (14.35) by the linearization 

e.+~ - 2e. + e._ ~ 

h 2 

- ~ (fy(X. + ,. y.+ i). e~§ + 10fy(x., y.). e~ + fy(x._ ,. y._ ,). e._ ~) 

I 6 
A Yn-3 ,  (14.36) 

240h 2 

where fy = ~gffigy and e. is to be the correction to y., that is we take y. + e. as 
an improved approximation to y(x, ,) .  We derive (14.36) by subtracting 
(14.29) from (14.35) and using 

f (x , , ,  z,,) - f (x , , ,  y,,) -- (z,, - y,,)fy(X,,, y,,) 

from the mean value theorem. We also replace z . -  y. by e.. 
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It can be shown that, for both (14.35) and (14.36), the global error of the 
resulting process is O(h6), that is l y ( x . ) -  Zn [ = O(h  6) and 
I y(x . )  - (y.  + e . ) l  = O(h6),  compared with O(h 4) for (14.29). It is possible 

to use a more accurate approximation to the truncation error in (14.33) and 
so increase the order of the method even more. To achieve this we also need 
to iterate. We compute a succession of  approximations, each of  which is 
used to estimate the truncation error from which the next approximation can 
be calculated. Fox (1957) gives many details of deferred correction. 

With boundary conditions (14.18), we must apply (14.29) and (14.35) for 
n = 1,2 . . . . .  N where N = ( b - a ) / h -  1. To use (14.35) we need values Y-2, 
Y-I, YN+2, Yu§ and these are found by using (14.29) in a step-by-step 
procedure. For example,  we use (14.29) with n = 0 to compute y_~ from Y0 
and Yl, and then with n = - 1, we compute Y-2 from y_~ and Y0. 

E x a m p l e  14.4 Compute an approximation to the solution of 

y" = y + ( 2 -  x 2) 

with 

y(0) = 0, y(4) -- 17. 

Use (14.29) with h = 1 and the deferred correction process (14.36). The 
linearization (14.36) is identical to (14.35) with e~ = z, - y,  because f is 
linear in y. The equations (14.29), n = 1,2, 3, become 

l0 l0 ( - 2 - n ) y ~  + ( 1 - ~ ) y 2  = 
_ 10 (1-~2)Yl + ( - 2  ~)Yz + ( 1 - ~ ) Y 3  26 

l0 86 
(1 - ~ ) Y 2  + ( - 2  - ~ ) Y 3  - - ~ - (1 - ~ ) .  1 7 .  

T a b l e  14.3 Solution of Example 14.4 before correction 

n y Ay A2y A3y A4y ASy A6y 

-2 3.86762 
-2.91045 

-1 0.95717 1.95328 
-0.95717 

0 0 2.00000 
1.04283 

1 1.04283 2.04673 
3.08956 

2 4.13239 2.14441 
5.23397 

3 9.36636 2.39967 
7.63364 

4 17.00000 3.09091 
10.72455 

5 27.72455 4.97224 
15.69679 

6 43.42134 

0.04672 
0 .00001  

0.04673 
0.05095 

0.09768 
0.15758 

0.25526 
0.43598 

0.69124 
1.19009 

1.88133 

0.05094 
0.05569 

0.10663 
0.17177 

0.27840 
0.47571 

0.75411 
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Table  14.4 Solution of  Example 14.4 with correction 
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n y. e. x 10 5 : .  y(x.) (y(x,,) - y.)  x 10' (y(x,,)- z.) x 10 5 

1 1.04283 29 1.04312 1.04306 23 - 6  
2 4.13239 64 4.13303 4.13290 51 - 1 3  
3 9.36636 91 9.36727 9.36709 73 - 18 

Solving these gives the values y~, Y2, Y3 shown correct to five decimal places 
in Table 14.3. We now find y _,, Y-2, Y5 and Y6, using (14 .29)  with n = 0, 
- 1 , 4  and 5 respectively. Thus, for example, with n = 4, 

!! = (2+ 20 11 170 
~Y~ T~)Y4 -- T~Y3 - -if- 

From (14.36), the corrections satisfy 

l ~  n +  (1 - l - ~ ) e n + !  i A 6 ( l -  ~)e ,_ l  + ( - 2 - ~  = -'2"~ Yn-3 ,  

n =  1,2,3,  with e 0 = e a = 0 .  The solution of these equations and the 
corrected solution z, = y ,  + e, are shown in Table 14.4, which also gives a 
comparison with the exact solution y ( x )  = x 2 + sinh x/sinh 4. F3 

14.5 Chebyshev series method 

We will show how to obtain a Chebyshev series approximation to the solution 
of a differential equation with polynomial coefficients. We shall obtain 
approximations which are valid over an interval and not just approximations to 
the solution at particular points. We need the following identities (see Problem 
14.13) concerning products and indefinite integrals of Chebyshev polynomials: 

X ,r x,  2j x,  1437, 
j=O 

Tr(x )Ts (x  ) = �89 [Tr+s(x) + Tr_s(X)]  

I Tr(x) dx = 

1 [Tr+z(x) Tr_~(x)] 
2 r + l  r - 1  

r . 1  

' T2(x), r = 1 

(14.38) 

(14.39) 

0, r = 0  

T~(x) = 2r(�89 To + T2 + " - - +  Tr_ ,), r odd 

2r(Tl + T3 + - - "  + Tr_ ,), r even 

for  r,  s = 0, I ,  2 . . . . .  where we def ine  T_r(X)= Tr(x). 

(14.40) 
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We consider first the initial value problem of [ -1 ,  1 ], 

ql(x)y ' (x)+ q2(x)y(x)= q3(x) (14.41) 

with 

y ( - 1 )  = s, (14.42) 

where q~, q2 and q3 are polynomials. On integrating (14.41) we obtain 

q~(x).y(x) + I (q2(x) - q[(x))y(x) dx= I q3(x) dx + C, (14.43) 

where C is an arbitrary constant. We now express q~, q2 and q3 in terms of 
Chebyshev polynomials and seek a series]" 

o o  

y(x) = 7 ' ,  arZr(x ) 
r=O 

which satisfies (14.43). On using (14.37)-(14.40) we can express (14.43) as 

.0 m 

' ~ '  brTr(x) = ' ~ '  c,.Tr(x), (14.44) 
r=0  r=0  

if q3 ~ Pm-~. Each coefficient br is some linear combination of the unknown 
a,; the coefficients Cr are known, being determined by q3, with the exception 
of Co which also depends on the arbitrary constant C. On equating coefficients 
br and Cr, we obtain an infinite set of linear equations in the ar. We usually 
solve the first few of these equations, except for r= 0 as this involves the 
arbitrary constant, and so find an approximation to y(x). We also impose the 
initial condition (14.42) on our approximation and so obtain a further linear 
equation in the a r. The following example illustrates the process. 

Example 14.5 Consider 

y' + xy=x ,  -l<~x<~ 1, 

with 

y ( - 1 )  =0. 

On integrating, (14.45) becomes 

I I X 2 y +  x y d y =  7 +C. 

If 

(14.45) 

(14.46) 

(14.47) 

o o  

y= ~'arTr 
r=O 

1" 5,., denotes summation with the first term halved. 



Boundary value and other methods 411 

then, from (14.37) and (14.39), 

( I l ( a l - a 3 ) Z l +  l~-~ a r - 2 - a r + 2  xydx = ~ ~ . 
r = 2  r 

Thus 

I ,X  ar-2 1 1 ( 5 a l _  a3)T 1 +~. y +  x y  d x  = T ao + - ~ 
_ r 

+ 4 a r  - a~§ T ~ ' r  (14.48) 

Also, 

�89 2 + C = ( � 8 8  (14.49) 

On equating coefficients (except constant terms) in (14.48) and (14.49), we 
obtain 

and 

5 1 
-~ a~ - -~ a 3 = 0 

I ! 1 
-i ao + a 2 -  ga4 =--  i 

~2a, + a 3 -  ~a5 = 0 
1 

~ a 2  + a4 - ~ a 6  = 0 

1 1 
~ a r _ 2 + a r  ar+2=O, 
4r 4r 

r -  5 ,6 ,7  . . . .  

(14.50) 

We look for an approximation P4 E P4 to y of the form 

4 
p4(x) = ~-'~' a~Tr(x), 

r=0 

where the ar satisfy the first four of the equations (14.50) with 
~i5 = ~6 . . . .  = 0. If we solve these equations, keeping ~0 as a free parameter, 
we find that 

t21 = t2 3 = 0 

a4 = - 1 d2 = T~ (Cio- 2). 

Finally, P4 satisfies the initial condition (14.46) if 

�89 al + a 2 -  a3 + a4---0, 

that is, 

�89 do - t~9 (ao - 2) + ~ (ao - 2) = O, 
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whence 

do 20 - - -  ~ ~  

Thus the approximation is 
10 

P4(X ) = ~ + _~ T2(X ) _ 2 T 4 ( x  ) 

= --~ ( 4 -  5x 2 + x4). 

The solution of the problem is 

y(x) = 1 - e (~ _~2)/2 

and on [ -1 ,  1 ] the maximum error in using P4 as an approximation to y 
occurs at x = 0, when 

y (0) - P4 (0)  --- 22 x 10 -4. 

One interesting feature of the method is that we can make a backward 
error analysis. The coefficients dr satisfy all the equations (14.50) with the 
exception of that with r = 6, which must be replaced by 

1 1 1 
d 4 -I" a 6 -  ~ a8 = a4. 

4.6 4.6 4.6 

Now this equation would be obtained if a term d4T6/24 were added to the 
fight side of (14.47). We thus find that P4 satisfies an equation of the form 

I 1 X 2 p4(x)  "4" xp4(x ) dx-~ -~ - ~ T6(x ) + C. 

We have perturbed (14.47) by an amount T6/1188. D 

The method is easily extended to second order equations of the form 

q~Y" + qaY' + q3Y = q4, (14.51) 

where qr, r = 1 ,2 ,3 ,4 ,  are polynomials. We integrate (14.51) twice to 
obtain 

I (q2-2q'1)y dx+  II  (q3-q '2+ q:')y d x =  II  q4 dx+  Clx+ C2, qlY + 

where C~ and C2 are arbitrary constants. We now proceed as before and obtain 
a system of linear equations in the Chebyshev coefficients. This time we omit 
the equations equating coefficients for both T O and T~, as these involve the 
arbitrary constants. These equations are replaced by the two boundary 
conditions which are needed with the second order equation (14.51). 

The method can also be used to deal with boundary conditions of a more 
general form than (14.42). For example, we could deal with the unlikely 
condition 

oty( -1)  + fly(1) = s, 
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where a *  0, f l .  0 are constants. This will just give a linear equation in the 
a r. For a second order problem there is no difficulty in dealing with 
conditions of the form 

a y ( a )  + f ly '  ( a ) =  s. 

If the interval on which we require a solution is not [ - 1 ,  1] we must 
use a simple transformation of variable (see Problem 4.44). Polynomial 
terms in the differential equation will remain polynomials after such a 
transformation. Fox and Parker (1968) discuss the use of Chebyshev 
methods for differential equations and similar problems more fully. 
Much of the pioneering work on these methods was done by C. Lanzcos 
(1893-1974).  

Problems 

Section 14.1 

14.1 Write a formal algorithm for obtaining the numerical solution of the 
boundary value problem (14.1) and (14.2) by a predictor-correcter 
method. Note that you should have three 'nested' iteration loops corre- 
sponding to: 

(i) choice of starting conditions, 
(ii) step-by-step advancement, 

(iii) use of the correcter. 

Section 14.2 

14.2 Suppose that y satisfies 

and let 

y" = f ( x ,  y )  

1 
t(x~) = _-77 (y(x.+ ,) - 2y(x.) + y(x ._  ,)) 

h "  

- ~ ( f ( x .  , y(x~+,)) + lOf(x. .y(x~))  +f(x~_,  y(x~ ,))) 
1 2  + ' ' - ' 

where x,• = x, + h. If the eighth derivative of y exists and is continuous on 
[x,_~, x,+~ ], show that 

_ ! ( 6 )  t ( x . )  = ~-~ h4y (x . )  + O(h6). 

(Hint: use the Taylor series for both y and y" at x -  x..) 
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14.3 

with 

Use the difference approximation (14.19) with h = 0.2 to solve 

y " =  1 

y(0) = y(1) = 0. 

Show that the calculated solution is identical to the exact solution 

y(x) = (x 2 -  x)/2. 

14.4 Repeat Problem 14.3 with the boundary conditions replaced by 

y' (0) = - �89  y(1) = 0. 

Use (14.9) to approximate to the first of these conditions. 

14.5 If v(x)=--O in (14.4) and we scale the equation so that u(x)=- 1, the 
N x N coefficient matrix A in (14.8) is the tridiagonal matrix 

(2 - h2w~) -1 0 
1 1 

A =  h 2 -1 (2-h2w2) -1 = - - ~ - B ,  
O �9 ~ �9 oo 

say. Show that if z is any N-dimensional (real) vector with components z, 
then 

zTBz = z~ + ( z , -  z~) ~ + ( z 2 -  z3) 2 + .. .  + ( z N _ , -  z~) 2 + z~ 

- h ~ ( w , z ~ +  w ~  + . . .  + wNz~). 

Hence show that if w(x)~O on [a, b], the matrix B is symmetric and 
positive definite (see w 9.8) and thus A is non-singular. 

14.6 Given the non-linear boundary value problem 

y" = -2yy' 

with 

y (0) + y' (0) = 0, 

y(1)=�89 

derive a system of non-linear equations for approximations y~ to y(0.2r), 
r = 0 ,  1 ,2 ,3 ,4 ,  using a difference approximation of the form (14.16) with 
h = 0.2. 

14.7 The equations (14.16) can be written in the form 

F,,(y,,_I,y,,,y,,+I)=O, n= 1,2 . . . . .  N, 
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with Yo = a, Yu§ ~ =/~. We can write these as 

F(y) = O, 

where F is an N-dimensional vector whose nth component is F~. Show that 
the Jacobian matrix (see w 12.2) of F is tridiagonal. 

14.8 The boundary value problem on [0, 1 ], 

y" = 4(y +x)  

with 

y(0)= 1, y(1) =e  2 -  1, 

is to be solved using the difference approximation (14.19). Use Theorem 
14.1 to determine what size of interval should be used if the global error is 
to be less than 10 -2 at all grid points. (Note that the required solution of the 
differential equation is y(x) = e 2x - x.) 

Section 14.3 

14.9 A one-step method for first order initial value problems may be 
formed as follows. Suppose y, is known. 

(i) Advance one step using Euler's method (13.11) with step size h; let 
y(x,§ h) be the resulting approximation to y(x,§ 

(ii) Advance from y, again, using two steps of Euler's method with step 
size h/2. Let y(x,+~; h/2) be the resulting approximation to y(x,,§ ). 

(iii) Extrapolate using 

y,+~ = 2y(x,+i; h / 2 ) -  y(x,§ h). 

Show that the resulting method is precisely the modified Euler method (13.37). 

14.10 Use Euler's method with extrapolation to the limit to obtain 
approximations to y(0.8), where y(x) is the solution of 

y ' = l - y  

with 

y(O)=O. 

Take h = 0.4, 0.2, 0.1 and 0.05. Compare your computed solutions with the 
exact solution y(x) = 1 - e - x .  

Section 14.4 

14.11 Consider deferred correction for Euler's method. Show that, if 

y' = f (x ,  y) 
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and y (3) (X) exis ts  for x. <x <x.+~, then 

h h 2 
y(x.+ ~) -  y(x.)  = f  (x~, y(x~)) + 2 y"(x.) + 6 y!3)(~.), 

h 

where ~. E (x., x.§ Thus we can estimate the truncation error using (see 
w 

2 
h h Ay._I 1 2 

- -  y " ( x , , )  = - -  = ~ A y , , _  ~. 
2 2 h 2 2h 

Having computed approximations y,, we seek new approximations z, 
satisfying (cf. (14.35)) 

1 1 
--  (z,, +, - z , , )=f(x , ,z , , )  + ~. A2y,,_ ! �9 

h 2h 

Apply this method to the initial value problem given in Problem 14.10, 
taking h = 0.2 and 0 ~< x ~< 0.8. Note that the method requires y_ ~, which must 
be calculated from 

Yo = Y-l  + h f ( x _ l ,  Y - l ) ,  

where x_ ~ = x0 - h = - h. 

14.12 Derive the formulas needed for applying the deferred correction 
process to the method (14.19) for boundary value problems of the form 
(14.17). 

Sect ion  14.5 

14.13 Verify the formulas (14.37)-(14.40). (Hints" (14.37) may be 
proved by mathematical induction and the recurrence relation (4.55) written 
in the form 

xTr(x)=�89  + Tr§ (x)); 

the other formulae may be proved using T r ( x ) = c o s  rO where 0 = c o s  -~ x. 
See also w 7.4.) 

14.14 Use the method of w 14.5 to obtain an approximation P2 E P2 to the 
solution of the initial value problem given in Example 14.5. Compare the 
accuracy of P2 with that of the P4 given in the example. 

14.15 Use the method of w 14.5 to determine an approximation P3 E P3 to 
the solution of the initial value problem 

y' + y = x  2 
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with 

y(0)= 1. 

(See Example 14.3 for the exact solution.) 

14.16 Show that we obtain the same approximation P4 as in Example 14.5 
if we replace the initial condition (14.46) by 

y ( -1 )  + y(1) = 0. 

14.17 Use the method of w to determine an approximation P4 E P4 to 
the solution of the boundary value problem on [ -1 ,  1 ] 

y"=y 

with y ( - 1 ) = - 1 ,  y(1)= 1. (The solution of the differential equation is 
y(x) = sinh x/sinh 1.) 



Appendix 

COMPUTER ARITHMETIC 

A.1 Binary numbers 

For reasons of economy in design, computers use binary representation of 
numbers instead of the decimal system adopted by humans. In the decimal 
system we use 10 as a base and there are 10 different digits, 0, 1, 2, 3, 4, 5, 6, 
7, 8, 9. Numbers are represented as sequences of these digits. For example, 

7 3 9 = 7  x 102 + 3 x 10 ~ + 9  x 10 ~ 

and 
= 7  x 1 0 0 + 3  x 1 0  + 9 x l  

910.68 = 9 x 10  2 + 1 x 10~+ 0 x 10~ 6 x 10-~+ 8 x 10  -2 

= 9 x l 0 0 + l x l 0  + 0 x l  +6X~o + 8 x ~ .  

In the binary system we use two as the base and there are two different 
digits, 0 and 1. For example, 

11011 = 1 x 2 4 +  1 x 2 3 + 0 x 2 2 +  1 x 2 ~ +  1 x 2  ~ 
and 

l l .101 = 1 x 2 ~ +  1 x 2 ~  1 x 2  -~ + 0 x 2 - ' +  1 x 2  -3. 

In binary, each digit is called a bit. 
It is shown in number theory that every real number can be expressed as a 

finite or infinite sequence of digits, regardless of  the base used in the 
representation (except for base 1). It is also shown that if the representation 
of a rational number is an infinite sequence of digits then these must 
include a pattern which repeats after a certain point. It is interesting to note 
that a number which can be represented by a finite sequence of  digits in one 
representation may need an infinite sequence in another representation (see 
Problem A. 1). 

In this book we normally discuss decimal representations because of their 
familiarity. 
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A.2 Integers and fixed point fractions 

All computers can deal with integers but, because a computer store must be 
finite, only a restricted range is available. Usually this is more than adequate 
and typically a machine will store integers of up to 32 bits of which one is 
kept for the sign so that the range is approximately - 2  x 109 < n < 2 x 109. 
Arithmetic with such integers is exact provided the result is an integer in the 
permitted range. If the result is too large most computers can give some 
kind of 'overflow' indication. 

Some types of processor deal only with fixed point fractions as an 
alternative to integers. These fractions are restricted to the range - 1  < x < 1 

and a finite number of digits, usually about 32 binary digits (approximately 
9 decimal digits). If we think in terms of decimal numbers, a fixed point 
fraction consists of only a finite number t (say) of decimal digits after the 
decimal point. In general, we have to terminate the decimal representation 
of a number after t digits. To do this we round off the number by chopping 
the decimal representation after t digits and then adding 10- '  if the amount 
neglected exceeds �89 10-'. (If the amount neglected is exactly �89 10- '  we can 
avoid statistical bias by forcing the last digit in the rounded number to be 
even.) In binary fixed point representation with t digits, we replace 10- '  
by 2 -'. 

Addition and subtraction of two fixed point fractions does not introduce 
any error unless the result lies outside the permitted range. Multiplication of 
two t-digit numbers yields a 2t-digit product which is said to be double 
precision, as it consists of twice as many digits as the operands, which are 
said to be single precision. We must usually round the product to single 
precision (or t digits) and thus, provided the result lies in the permitted 
range, an error of at most �89 is introduced. Similarly, division gives an 
error of at most �89 10-'.  If f ix(a) represents the fixed point representation 
of a real number a, we have the following results. 

For any a, 

(i) I f i x ( a ) -  a I -  < �89 10-'. 

If a and b are any two fixed point fractions with t digits: 

(ii) f ix(a + b )=  a + b, 
(iii) I f ix(ab) - abl -< �89 -'. 
(iv) l f ix(a/b)- a/b l ~�89 10-'. 

(A.]) 
(A.2) 

You will notice that multiplication and division will in general introduce 
rounding errors. These results are only valid if all quantities lie in the ranger 

t Strictly, this range should be - 1 + �89 -' <- x -< 1 - �89 -'. 
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- 1  < x < 1. If working is to t binary digits, 10-t must be replaced by 2- ' .  If 
'chopping' is used, without rounding up if the error exceeds �89 10- ' ,  the 
bounds must be made twice as large. 

On some processors,  integers are stored in exactly the same way as 
fixed point fractions. The main differences lie in the way that the binary 
digits are interpreted. For integers, the binary point is considered to be at 
the least significant end and for fractions it is at the most significant end. 
There is also a difference in the way that the double-length product is 
interpreted. 

In dealing with decimal numbers (not necessarily fractions) in fixed point 
form, we sometimes refer to the number of decimal places, by which we 
mean the number of decimal digits appearing after the decimal point. Thus 
3.460 is a number given to three decimal places. If this is an approximation 
to some value, the least significant zero indicates that it is correct to three 
decimal places whereas 3.46 would suggest it is correct to only two decimal 
places. In general, we say that two numbers agree to t decimal places if their 
absolute difference does not exceed �89 10-'.  

A.3 Floating point arithmetic 

One difficulty with fixed point arithmetic is that we usually have to worry 
about scaling so that results of  arithmetical operations lie in the permitted 
range. We can avoid nearly all of  such problems with floating point 
representation of numbers. Each non-zero number is expressed in the form 
a x l0 p where a is a fraction in the range 1 >lal~ 0.1 and p is an integer 
called the exponent.t We now represent a number by a pair (a,p). For 
example, 

27.3 = 0.273 x 10 2 

-832 ,000  = -0 .832  x 10 6 

0.000641 -- 0.641 x 10-3 

= (0.273, 2) 

= ( -0 .832 ,  6) 

= (0.641, -3) .  

We represent zero by the pair (0, 0). In practice a, the main part of the 
number, must consist of a finite number of digits and we will assume that 
only t decimal digits are permitted. The exponent must also be restricted in 
range and we assume that - N  ~< p ~< N so that numbers expressed in floating 
point form must lie within 10 N > ] x I >~ 10 -~-~. We say that the floating point 
number consists of  t digits, irrespective of the number of digits in the 
exponent. On a typical scientific calculator, t--- 10 and N = 99 so that a very 
wide range of numbers is available. 

t There is no special name for a although some people misname this the 'mantissa'. 
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On a computer we work with powers of 2 and numbers are usually 
expressed in the form a x 2 p where 1 > l a l ~  > �89 The IEEEt  have set standards 
for binary floating point arithmatic. These include single precision when a 
consists of 24 bit (about 7 decimal places) and p has 8 bits (so that numbers 
as large as 10 38 or as small as 10 -38 may be represented). In double pecision 
a has 53 bits (about 15 decimal places) and p has 11 bits. 

Suppose x *  0 is any real number which we wish to express in the nearest 
floating point form of t decimal digits. It is always possible to find p such 
that x = b.lO p and 0.1 ~<[ b I< 1. We assume that p is in the permitted range 
- N  ~ p ~< N. We now choose a to be a t-digit fraction obtained by rounding 
b, so that:l: 

I b-al~<�89 
and 

O.l~<lal<l. 
The floating point number we choose in place of x is (a,p). Since 
Ibl ~>0.1, 

I x l = l  bl x lOp~>O.1 x lOp= 10 p-~ (A.3) 

and we find that 

Hence 

Ix-a• lOPl- Ib• l O P - a x  10'1 
=]b-alx lO p 
~<�89215 lO[x[.  

x - a x  l0  p 1 - t + l  
~< i 10 (A.4) 

X 

and, therefore, the relative error in replacing x by (a, p)  is at most �89 10-'+~. 
We shall write fl(x) for the floating point approximation to x, so that 
fl(x)= (a, p). 

All the basic arithmetic operations on floating point numbers may 
introduce a rounding error and, from (A.4), the following statements are 
valid for any non-zero real numbers x and y, provided all quantities lie in the 
permitted range. 

(i) f l (x )=  x(1 + e), 
(ii) f l (x+y)= ( x •  + e), (A.5) 

(iii) f l (xy)=  xy(1 + e) 
(iv) f l(x/y)= (x/y)(1 + e), 

t The Institute of Electrical and Electronic Engineers (USA). 
1: If 1 - �89 -' ~<] b l < 1 it is necessary to increase p by + 1 and take a = +0.1 or -0.1. 
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where in each case l el < �89 10-'+~. The results ( i i ) - ( iv)  cannot be improved 
even if x and y are floating point numbers. If binary arithmetic is used, 
10 -'§ must be replaced by 2-'+~. The arithmetic in most computers is 
arranged so that rounding is optimal and thus the above conditions are 
satisfied. Sometimes 'chopping' without rounding is used, so that errors can 
be up to twice as large. Usually a computer will give an 'overflow' 
indication if the exponent of a result is too large, that is p > N. 'Underflow',  
when p < - N ,  usually means that the result is treated as zero. Note that, for 
I x I--I Y I, cancellation may give large relative errors when calculating x + y 
using floating point representations (see Problem A.5). 

We often refer to the first r significant digits of a number and by this we 
mean the first r digits in the main part of the floating point representation of 
the number. Thus the first three significant digits of 730,000 are 7, 3 and 0 
and the first two significant digits of 0.000681 are 6 and 8. Two numbers are 
said to be the same (or agree) to r significant digits if, after rounding to r- 
digit floating point form, the numbers are identical. Thus 730,423 and 
730,000 are the same to three significant decimal digits. We are concerned 
here with relative accuracy rather than absolute accuracy, which is usually 
expressed in terms of decimal places. For example, although 0.00126 and 
0.0013 agree to four decimal places, they agree to only two significant digits. 

Problems 

Section A.1 

A.1 In each of the following the number on the left is in decimal and that 
on the fight is in binary. Verify that they are both the same number. 

(i) 39.25 = 100 111.01 
(ii) 0.2 = 0.0011 0011 0011 .... 

(iii) 1 -0 .111  111 1... 

Use (ii) and (iii) to verify that 0.2 x 5 = 1 by working in binary arithmetic. 

Section A.2 

A.2 Give examples of fixed point fractions a and b such that equality 
holds in (A.1) and (A.2). 

A.3 Show by means of examples that, if x, y and z are any real numbers, 
then in general 

fix(x + y ) ,  fix(x) + fix(y) 

f i x ( f i x ( x . y ) . z ) ,  fix(x, fix(y, z)). 
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Show that the last relation can hold even if x, y and z are already fixed point 
fractions with t digits. 

Section A.3 

A.4 We do not obtain equality in (A.3) unless ]b 1=0.1 in which case 
f l ( x ) =  x. Use this result to show that we must have strict inequality in 
(A.4). 

A.5 As in Problem A.3, show that i f  x, y and z are t-digit floating point 
numbers, then in general 

f l ( f l (x  + y) + z ) .  f l(x + f l (y + z)) 

fl ( f l (xy) .z)  ~: f l ( x f l ( y z ) ) .  

A.6 Suppose fl (x) = x( 1 + e~) and fl (y) = y( 1 + e2), where x and y are real 
with x > y > 0. Show that if el = -e2 and f l (x)  - f l (y)  = ( x -  y)( 1 + 8) then 

- -  E 1 "  

x - - y  

Conclude that for some choices of x and y, the relative error 8 in forming 
x - y, may be much larger than e~ or e2. 



SOLUTIONS TO SELECTED PROBLEMS 

Chapter I 

1.1 (ii) Constructive proof: cos(2cos-~x) = 1 =~ 2cos- Ix= (2k + �89 )z~, 
where k is an integer. Thus x - cos -~ z~, cos ~ z~ are two real roots. 

Non-constructive proof: let f(x)= 2 cos(2 cos -~ x ) -  1, when f ( 0 ) =  - 3  
and f ( 1 ) =  + 1. Thus as the function is continuous (see w 2.2) and has 
opposite signs at the endpoints of [0, 1 ], it has at least one zero in [0, 1 ]. 
Similarly, there is at least one zero in [ - 1 , 0  ]. 

1.4 Condition (i) on p. 6 is not satisfied. There is no solution if we change 
any one of the coefficients in the first two equations by an arbitrary small 
amount, keeping the others fixed. 

Chapter 2 

2.1 (i) [3,**), (ii) [0, ] ], (iii) [1,.o). Inverses exist for (ii) and (iii) only. 

2.10 All exist; only (iii) and (iv) are attained. 

2.13 Only (i) and (ii) are continuous. At x = - 1 ,  (iii) is not even defined; 
similarly for (iv) at x = 0. 

2.15 If  If(x)-f(x')l<-LIx-x'[ for all x,x'E[a,b] then Definition 
2.10 holds if we choose 6 = e/L. 

2.17 (ii) We have 

f (x+h)- f (x)  1 [ 1 1 ] _  -1  

h =h  x+h+l x+l (x+h+l)(x+l) 

and thus f '  (x) = - 1 / (x + 1)2. 



Solutions 

2 . 1 9  

2 . 2 1  

If(x)-f(=')l=llxl-lx' I1~1 x - = '  I. 
Since  l u . - � 8 9  = 1 / 2 n ,  (u,,) c o n v e r g e s  to �89 
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Chapter 3 

3 . 2  COS X: 
1 2 1 4 

P6(X) = 1 x + ~ x 
2! 4! 

1 6 
X .  

6~ 

1 1 2 1 " 3  3 1 " 3 " 5  4 
(1 + x)~/2., p6(x)  = 1 + --  x -  ------ x + ~ x - x 

2 2 . 4  2 . 4 . 6  2 . 4 . 6 - 8  

log(1 - x)" 

1 " 3 " 5 " 7  5 1 " 3 " 5 - 7 " 9  6 
+ x - x .  

2 " 4 " 6 " 8 " 1 0  2 " 4 " 6 "  8 - 1 0 "  12 

IX2 1 3 IX4 IX5 1 6 
P 6 ( X ) = - - X - - ~  ---~X --~" --~- - - ~ X  . 

3 . 4  n = 9.  

3.6 R , , ( x ) = ( _ l ) , , + ~ ( n +  1 ) x ( X - ~ ) "  1 
1 +~" (1 -Fb~)2' 

where  - 1 < a g x < ~ < 0. Thus  

I R,,(x)I < 
( n +  1 ) l a l  ~ 

(1 + a )  2 ' 
f o r - 1  < a ~ < x < 0 .  

Since  (n + 1) [ a I" ---) 0 as n ---) *,,, we  have  un i fo rm conve rgence .  

3.9 The  nth term in the series is ( - 1 ) " * ~ x " / n .  For Ix I> 1, this te rm 
increases  in m a g n i t u d e  as n----)*,,, s h o w i n g  that the series canno t  be 
convergen t .  C o m b i n e  this last result  wi th  that  o f  P r o b l e m  3.8 to show that 

the radius o f  c o n v e r g e n c e  is + 1. 

3.11 For  x > 0  use IR,(x)l-~x~(1 + ~)-3/2</x2- O(x2), where  0 < ~ ' < x .  

For  x < 0  use  Ie,(x) l=lkx(x-~)(l+ ~)-~/~l<'lx '(1 +x)-3/'l=O(x~), 
where  - 1 < x < ~ < 0. 

3 .13 By T a y l o r ' s  theorem 

eX= 1 + x + �89  ~ 

e '~" = 1 + nx + �89 ~2 

(1 + x )  ~= 1 + n x + � 8 9  - 1)(1 + ~'3) ~-2. 

Thus  e x>. 1 + x,  e x = 1 + x + O ( x 2 ) ,  e ~ =  ( e ' ) "  ~ > (1 + x)"  and e '~ ' -  (1 + x)"  = 
O(x2) .  
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Chapter 4 

4.1 Pl (x) - 4x  + 1. 

4.4 0.6381. 

4.5 p , ( x ) = ~  ( x + 2 ) ,  so 2 ' /2= 1-~, 3~/2= 1 2. 

4.7 p2(x) = 2x 2 - 1. 

4.8 P3 (x) = x 2 + 1. (See Theorem 4.1.) 

4.9 p(x)  - 4x 3 - 3x. 

4.10 Error lies between 0.003 and 0.006. 

4.13 h = 0.002. 

4.17 Estimate is x = 1.11. 

4.19 p 3 ( x ) = - 9 + ( x + 3 ) . 7 + ( x + 3 ) ( x +  l ) . ( - 3 ) + ( x + 3 ) ( x +  l )x .1  

= x  3 + x  2 - 2 x + 3 .  

4.24 Polynomial is 2x 2 + 3x + 1. 

4.25 S ( r ) = l + ( r - 1 ) ' 4 + � 8 9  

= ~ (2r 3 + 3r  2 + r). 

4.27 Degree 3. 

4.36 Write y =  T, (x )= cos(n  cos-~x). 
Then T,,(T,(x))= T, ,(y)= cos(m c o s - ] y ) =  cos(mn c o s - i x ) =  T,,,(x). 

4.40 n = 7. 

4.42 n -  3, 5 and 7 respectively. 

Chapter 5 

5.7 Normal equations are ao + �89 a, = 2, �89 ao + ~ a, = 2, with solution ao = ~ ,  
4 

a l =  ~ . 

5.8 2 . 9 7 -  2x. 

5.9 Show that if the % are linearly dependent, they do not form a 
Chebyshev set. 

5.10 4x - 5x 3 + x 5 is zero for every x ~ { - 2 ,  - 1, O, 1,2 }. 

5.13 1.06 + 1.05x + 0.95y. 
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5.17 
! 4 ~ cos(2r  + 1)x 

z~ rA~O_ (2r + 1) 2 

5.18 

5.29 

2 o o  

2 = 4 
COS rx 

3 r=l r2 

Make the substitution x = cos 0. 

5.33 -l 1 4 r~O ( Z r +  T2r + l(X)l) x - - 

7t = 

5.34 (1 - x2) '/2 4 ~--~, T2r(X ) 

at ~= 4r  2 -  1 " 

5.35 The orthogonal polynomials are 1, x, x 2 - 5, X 3 -- ~ X. 

5.38 x+~. 

5.39 ~+ �89189 

5.41 Error is not greater than A-2-k .  Approximations to ~/2, ~/3, ~/10 are 
17 1 3 , 1~,  3 ~ with errors less than ~4, �89 ~ respectively. 

5.49 The last two terms can be 'economized' .  

5.53 Follow Example 5.17. Take X = { - 1 ,  -0 .5 ,  0.5, 1} initially. One 
cycle of the algorithm, exchanging the two interior points, gives 
X = { - 1, -0 .44 ,  0.56, 1 } and p(x) = 0.9890 + 1.1302x + 0.5540x 2. Compare 
with the Chebyshev series for e x, which begins 1.2661T0(x)+ 
1.1303T1 (x) + 0.2715T2(x ). 

Chapter 6 

6.1 For xE [ti, ti+,], write f ( x ) -  S , ( x ) =  ( x -  t i )(x-  ti§ ~)f" (~x)/2!, 
where ~x E (ti, ti+~), and consider the value at the midpoint x = (t~ + t~§ 

6.6 On [t,, t~+~ ] with s ~> i, the fight side has only two non-zero terms, 
giving 

(ts ti)B~_l(x)+(t,§ ti)B~(x) (ts t i ) ( t ,§  ( x - t ,  ) . . . . . . . .  +( ts§  . . . . . .  
ts. l t, ts. l - ts 

= X - - t  i. 
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6.7 Rearrange the terms involving B/k+-~ ~ as follows: 

k ) ( ( X - - t i ) ( t i + k + 2 - - X ) ) k _ l  
. . . . . .  + . . . . . . . . .  B ~+ , (x) 

t i + t +  l -- ti+ 1 t i+k+ 1 -- ti t i+k+2  -- t i+ 1 

. . . . . . . . . . . . .  + . . . . . .  B i+ l ( x ) .  
t i+k+ 1 -- t i+ l  t i+k+2 -- t i+ l  t i + k + l  ti 

6.9 Write 

f x [ t i ,  t i + l ,  t i+2]  -- 
( x -  ti)+ ( x -  ti § ~)+ 

+ 

( t i -  t i+ l ) ( t i  - ti+ 2) ( t i+ 1 - t i ) ( t i +  1 - ti+ 2) 

( X -  t i+2) + 

( t i+ 2 -- t i ) ( t i +  2 -- ti+ 1) 

This is zero for x ~< t~. For ti < x ~< t~ + 1, 

( t i+ 2 -- t i ) f x [ t i ,  t i+ 1, ti+ 2] m 
X -- t i 

t i+  1 -- t i  

Finally, check the two intervals ti§ < x~< ti+2 and x>  t~§ 

6.15 Write 

n - 1  

S ( x )  = ~ arB2(x) .  
r s - 2  

The given conditions imply that 

(ai_2 + a i _ l ) / 2 =  f ( i ) ,  i = 0 ,  1 . . . . .  n, 

and - a _ 2 + a _ l = f ' ( O ) .  We thus obtain a _ 2 = ( - f ' ( O ) + 2 f ( O ) ) / 2  and 
a_, - ( f '  (0) + 2f(0)) /2 .  The remaining coefficients a0, a~ . . . . .  a,_~ are 
determined by a system of  n + 1 linear equations. The matrix is not strictly 
diagonally dominant but is non-singular. 

6.18 For n ~> 1 write 

7'.+ l(x) = 2"(x - X o ) ( X -  x l ) . . .  (x - x . )  

and verify that 

' " l - I  T , §  l(xi)  = 2 (xi - xj).  
j . i  
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Next write 

d d dO (n + 1)sin(n + 1)0 
---- T.§ ~(x) = cos(n + 1)0 = 
dx dO dx sin 0 

Finally, observe that, for x = x~ (zero of T.§ ~), sin 0 = ~/1 - c o s  
and sin(n + 1)0 = 1. 

2 0 -  "ql - x 2 

6.21 Note that H E P  3 and verify that H ( 0 ) = f ( 0 ) ,  H ( 1 ) = f ( 1 )  and 
H' ( 0 ) = f '  (0), H' (1) = f '  (1). 

2 1 2 1 1 +-~x+-gx 1 +- ix  
R I 2 ( X  ) = 6.25 R2 l(x) = 1 ~ x 1 ~x  + g x ' 1 ' ' 2 I 2 '  

3 3 X 2 1 3 l + ~x + ~ +-~x  
- -  2 1 2 ' R2,3(x)  = R 3 ' 2 ( x )  = 1 ~x + ~ x  

2 ! 2 1 + g x + - g x  

3 3 X 2 1 X 3 1 - ~ x + i ~  - E  

6.27 For tan-~ (x) we obtain 

~5 7 X 3  64 5 X - I -  X 3 X - t - ~  q - ~ - ~ X  

R32  = a n d  R 5 4  = 
' 3 X 2  , 1 +~- 1 + ~ x 2 + ~ x  ' 

With x = 1/ '~-these give approximations to ~r/6. These give 3.14335 and 
3.14160 respectively as approximations for :t. 

1 2 l + i x + ~ x  
6.28 ~ 2 = 1 + 

1 - T x + ~ x  

12 12 

x - 6 +  x 

6.30 Apply the Euclidean algorithm to the polynomial p and its derivative 
p ' ,  and note that a repeated zero of p is also a zero of p ' .  The final 
polynomial produced by the algorithm is the greatest common divisor of p 
and p' and its roots (if any) will be repeated zeros of p. 

6.31 For (1/x)log(1 + x) we obtain 

1 1 1 + gx  i x  
R l.l(x) - = 1 - 

2 2 1 + ~ x  1 + ~ x  

and 

7 1 2 1 1 2 1 + ~ x +  3~x - ~ x  - ~ x  
R 2 , 2 ( X  ) = = 1 + 

6 3 X 2 2 8 l + ~ x + ~  l + ~ x +  l + ~ x  
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7.19 
Since 

Chapter 7 
7.2 We obtain ao = a3= 3, a~ = a 2 = 9. (This is called the three-eighths 
rule.) 

7.3 Follow the method of Problem 7.2 and obtain b~ - b2 = 3. 

7.4 It is sufficient to put Xo = 0, h = 1 and show that the rule is exact for 
f =  1, x, x 2 and x 3. 

7.8 Use the fact that ~ w i = b - a. 
- t  2 The required interpolating polynomial for e is 1 + 10t(e -~176 1). 

d2 [ 
~ e  -t~ -<2 
dt 2 

the error of  the interpolating polynomial is less than 0.0025. Thus, on 
integrating, F(x)=x+5x2(e -~176 1) with error less than 0.00017 on 
[0,0.1 ]. 

7.21 Choose M = 4. Then Simpson's rule on [0, 4] with h -  0.025 will 
give adequate accuracy. 

7.22 Error is bounded by (b-a)2hE(Mx+My)/12, where M x is a bound 
for 1~92ffigx21 and My is defined similarly. 

7.23 For h - 0 . 5 ,  0.25 and 0.0125 we obtain 0.63765, 0.63951 and 
0.63951 respectively. 

7.25 Error is ~ h2f~ where ~0E (x0,x2). 

7.26 We obtain the differentiation rule of Problem 7.24. 

7.31 f '  (Xo)=(f(xo + h) -  f (xo-  h))/2h. 

7.32 We need to differentiate E(h) = 2 x 10-k/hE + ~ h2M4 . 

7.33 For h -  0.1, 0.2, 0.3 we ob ta in -0 .9600 ,  -0.9675,  -0 .9656 respect- 
ively, with h -  0.2 yielding the best value. This agrees with the result of 
Problem 7.32, which predicts h = 0.22. 

Chapter 8 
8.1 If the equation is f(x) = 0, f (0)  > 0 and f (1)  < 0 and since f '  (x) < 0 on 
[0, 1 ] there is exactly one root. Fourteen iterations are required if we use the 
midpoint of the final subinterval [x0, x~ ] to estimate the root. 
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8.2 Root-- 1.618. 

8.5 One iteration of the secant method gives x2 =0.382095. Then one 
iteration of Muller's method gives x= 0.382686, compared with the exact 
value cos(3~r/8) --- 0.382683. 

8.6 The root is 0.091 to three decimal places; (i) requires ten iterations and 
(ii) only three iterations. 

8.7 Root ~ 0.732244. Note that x t>x0  and, for r>~l, Xr+l--Xr ~- 
_2 (2x,_ 2x~_~) and we see by induction that (Xr) is monotonic increasing. 5 
(Since, by induction, x~< 1 for all r, the sequence (x~) is also bounded 
above and so has a limit.) 

8.9 We need to choose ;t near to cos(0.5) --0.9. (See (8.21).) With ;t = 0.9 
we obtain 0.510828, 0.510971, 0.510973 for x~, x2, x3. The last iterate is 
correct to six decimal places. 

8.12 We have x~0=0.64563, a ~ = 0 . 0 9 0 9 1 ,  a~2=-0 .08333  so that 
. 

x t2 = 0.69306 which agrees with log 2 to four decimal places. 

8.14 The equation is ax 2 + bx + c = 0. If c = 0 the roots are x = 0 and - b /a  
and the iterative method finds the second root in one iteration if x0 * 0. 

8.15 

8.17 

8.18 

8.19 

With x0 = 0, the next iterates are 0.696564, 0.732115 and 0.732244. 

8.20 

8.22 

The pth root process is 

X r +  1 = -  ( p -  l ) X r +  
p 

We find (see Theorem 8.2): 

c] 
Xr p -  1 

(i) f ( a ) < O a n d  f ( b ) > � 8 8  2 -  c = ~ ( a - c / a ) 2 > O .  
(ii) f"  (x )=  2. 

(iii) We need to show that � 8 9  for x = a  (which is 
easy) and x = b. For x = b, we find �89 (b + c /b )  >c~/2> a and, since 
b >�89 (a + c /a )  > c ~/2, we have b2> c and thus �89 (b + c /b )  < b. 

Show that 

Xr+~ • c ~/2= 1 (x~ + c~/2) 2. 
2Xr 

We obtain a sequence which converges to - c  1/2. 

If g (x )=  x -  2 f ( x ) / f '  (x), then 

f(x)f"(x) 
g'(x) = 1 - 2  +2"  

[ f ' ( x ) ]  2 
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and if f ( x ) =  ( x -  tx)2h(x), the numerator and denominator of the last term 
each has a factor ( x -  a)  2. We find that 

g' ( a )  = 1 - 2 + � 8 9  if ;t = 2. 

8.23 Iterative process for finding 1/c is Xr+ ~ = 2 X r -  CX2r �9 

8.30 The closure condition of Theorem 8.3 is easily verified, using the 
given inequality. For the Lipschitz condition, if g ( x )  = 2 - x - k ,  
g' (x )=  kx -k-~ and on [2 - 2~-k,2] 

x~>~ ( 2 -  21-k)k=2k(1 - - 2 - k ) k > 2 k - l >  k 

for k = 2, 3 . . . . .  Thus 

1 
Ig'(x) l ~< ix i = 1/(2 - 2 ' -k)  < 1 

and g satisfies a Lipschitz condition with L < 1. With k = 6 and x0 = 2 we 
have x~ = 1.984 which is correct to three decimal places. 

8.31 By continuity of g' we can find 6 > 0  such that I g' (x)[ ~<L < 1 for 
all x E [ a -  6, tx + 6 ] C I. For closure, 

I g ( x )  - or I =  I g(x) - g(a)  l= Ix-  ,~1. I g' (~)1< 6. 

8.32 We have 

/a_y 
= 1 = 1 / g ' ( x ) .  

~P'(Y) = dy / dx  

Thus I W'(y) I ~> 1/L > 1. 

8.33 I f g ( x ) = c / x  p- ' ,  g ' ( x ) = ( 1 - p ) c x  - p a n d [ g ' ( c ' / p ) [ = [ 1 - p l > ~ l .  

C h a p t e r  9 

9.3 A =  [1 0],  B = [0 1]+. 

9.4 A = [ 1  0],  B = [ 0  1], C = [ 1  1] +. 

9.5 (i) Let C = AB, where A and B are lower triangular. 

2 2  c o = a~kb~j = a~kb~j 
k = l  k = l  

as a~k - 0  for k>  i. Thus c~j -0  for j >  i as b~ j -0  for j >  i~  k. 

9.7 The ith column of AD is the ith column of A multiplied by d~. 
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9.8 

9.11 

9.16 

If 6 = a d -  b c ,  0, we obtain 

e = d/ t~, f =  - b /  t~, g = - c /  6, h =altO. 

Need to interchange rows (or columns), e.g. rows 2 and 3. 

x = [ - 3  2 - 1  4]T. 

Finally use the argument at the end of w 9.3. 

9.23 A = 

1 0 0 0 1 0 0 0 1 2 - 2  1 
2 1 0 0 0 1 0 0 0 1 2 1 

-2  2 1 0 0 0 -3  0 0 0 1 -1 
1 1 -1  1 0 0 0 3 0 0 0 1 

9.28 The inverse matrix is 

[ 1 
95 -28 18 

A -I = 10 -3  2 . 
- 8  2 - 1  

9.29 The (i , j)th element of ( A B ) T = ( j , i ) t h  element of AB=inner  
product of (jth row of A) and (ith column of B)=  inner product of (ith 
row of B T) and (jth column of A T) - (i , j) th element of BTA T. 

9.30 (ABC) T= ([AB]C) r=CT[AB] T =CTBTA r. 

1o] 1 1 1 0 ] = [ 1  �9 9.31 (ii) [1 1 ] [0  [ oo] 
9.33 M =  - 1  4 0 , x =  1 . 

-2  2 1 -1 

9.34 x T A 2 x  = xTATAx = (Ax)TAx = yry, 

where y = Ax. As A is non-singular, x .  0 =~ y * 0 and yTy = y2 + . . .  + y2 > 0 
for y . 0 .  

9.39 Suppose b .  0 and WTb = 0. The jth component of this last equation 
is 

b0~o(Xj_,) + blq)l(X~-l)+ "'" + b.~,.(xj_l) = 0 
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1 0 . 2 4  

1 0 . 2 5  

435 

Use (10.31) with 6A = 0 and 6b = r0. 

0.498 x first equation is subtracted from the second equation. 

ro = -[0.00371 0.001 ]T, 6X0-- [0.140 --0.283 ]T 

so that x~ = [0.971 -1.94] T. A further application of the process yields 
x2 = [0.995 - 1.99 ] T. 

1 0 . 2 8  (i) x3 = [-0.895 -3.865 --2.830]T 
(ii) X3 = [--0.978 --3.983 --2.990] T. 

1 0 . 3 2  [ '] 0 i 0 i 
M ~  = MG = ! �9 

0 ' 0 

Chapter 11 

11.2 First matrix: there is one eigenvalue in each of the disks I 2 + 71~<4 
and l A-  11~ 2; the third is in the intersection of the disks I A -  61~ 2 and 
[ 2 -  1[ ~< 6. Second matrix: one eigenvalue is in the disk 1 2 -  101< 1; two 
are in the disk I ;t - 4[~< 2. 

11.3 The critical value is ot = 1 -  l/V2, and the set [A-71<2o t ,  with ;t 
real, is contained in the interval [6.4, 7.6 ]. 

11.5 We obtain Y~o--- [0.445 0.802 1 ]T and ;t~ = 8.05. 

11.7 In decreasing order of magnitude, the eigenvalues are - ( 5  + V5-)/2, 
- ( 3  + V~)/2, - ( 5 -  ~/5)/2 and - ( 3 -  ~/5)/2. The initial vector happens to 
contain no contribution from the eigenvector corresponding to the dominant 
eigenvalue. Thus, without rounding error, the process converges to the 
eigenvalue of second largest modulus, - ( 3  + 43)/2  = -2.618034. 

11.9 After six iterations, (11.13) gives 2~---8.0655 and the Rayleigh 
quotient (11.14) gives 2~ = 8.0489, which is correct to four decimal places. 

11.12 First factorize 

A - 8 I =  
[ 1 0 0][--4 ' 1] 

-1 /4  1 0 0 -11/4 9/4 . 
1/4 -9/11 1 0 0 1/11 

(In practice, this is done 'in the computer'. The above factorization is given 
merely as a check.) With Y0 = [1 1 1 ]T we obtain y~ - [0.4400 0.8000 1 ]T, 
after normalization, and y2=[0.4451 0.8020 1] T. In both cases the 
Rayleigh quotient, using (11.21) and (11.22), gives 2~ = 8.0489. 
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11.16 We have ;t~ --- 6.5, 22 --- 3.5, 23 -- 1.5. Using Newton's method (11.28) 
we find that, more precisely, 23 --- 1.8549. 

11.17 After four iterations, we obtain - 3.618034. 

11.18 Two iterations of Newton's method gives -7.029173. 

11.20 Let A and B both be orthogonal. Then 

( A B )  r A B  = BTATAB = BTB = I. 

11.21 The required transformation T is 

- 3  - 6  6 12 
T =  1 - 6  13 2 4 

. 

15 6 2 13 - 4  
12 4 - 4  7 

11.22 With 

[ ] 5 0 0 
s = _ l  0 - 3  - 4  , 

5 0 - 4  3 
-125 

25 0 7 

Chapter 12 

12.1 Closure condition is straightforward. Second, from (12.9), 

I g , ( x ) -  g, ( x ' ) I ~ < ~  [I x , -  x',l. 2 + Ix~-  x31.2] ~-~ II x -  x' II,. 

Similarly ] g2 (x) - g2 (x')  [ ~< k ll X -  x' II, and I g3 (x) - g3 (x') I ~<-~11 x - x' II, 
and so II g(x) - g(x ' )  II, -< ~11 x -  x' I1,, giving a contraction mapping. 

12.2 If there exists a solution (x, y), then we see that -�89 ~< x, y~< �89 The 
closure and contraction mapping properties are easily verified, showing that 
the solution exists and is unique. With x0 = y 0 = 0 ,  we obtain x=0 .49 ,  
y = 0.23 in four iterations. 

1 1 i 

1 I 1 12.5 G =  ~ ~ ~ ,  
• I • 
3 6 6 

where G has elements g~j given by (12.10). Thus from (12.12) L = ~/(2/3), 
showing there is a contraction mapping. Note that in this case we cannot 
infer that a contraction mapping exists with either of the other two common 
norms. 
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12.7 

12.10 
Two iterations of  Newton ' s  method gives x~ = -0 .82 ,  x2 = 1.91. 

The first two iterations give x = �89 y = �88 and x = 0.4865, y = 0.2338. [ /s y] j-1 = 1 1 -7 
1 1 ' l + ~ s i n y c o s x  i c o s x  1 

which exists for all x and y. 

12.11 In this case J = A and Newton ' s  method is 

X r +  1 - "  X r - -  A-] (Axr - b) 

which gives Xr+ 1 "- A - l b  and thus we do not obtain an iterative method. 

12.13 With initial values x = 2 ,  y = - 1 ,  Newton ' s  method gives the 
solution x = 1.709427, y = -1 .441478.  The other solution is x = -1 .441478 ,  
y = 1.709427. 

Chapter 13 
13.1 L = 1. With y o ( x ) =  1, 

13.2 L =  1. 

2 4 2n 
X X X 

y , , (x )  = 1 + ~ + + . . .  + 
2 2.4 2.4 ... 2n 

13.4 

13.5 

13.8 
(verify by induction): y,  = �89 an2h 2 + bnh  - �89 anh  2. 

13.12 Simple: y~ =0 .024 ,  y2=0 .09488 ,  y3=0 .2186 .  
Classical: y~ = 0.02127, Y2 = 0.08969, Y3 = 0.2112. 
y(0.6) = y ( x 3 )  = 0 . 2 1 1 2 .  

13.13 y~ = 1.176819, Yz = 1.367624, Y3 = 1.566211, 
Y5 = 1.956291. 

13.16 L ~ , = L =  1. [y" [ = [ 2 - e - x l ~ 2 - e - ' - - - 1 . 6 3 2 1 .  
� 8 9  and (13.52) becomes l y ( x , , ) - y , , l < ~  (e xo- 1)0.8161h. 

13.17 p = 2, L0 = L = 3#3 /8 ,  L~ = 2, L ,  = 3 # 3 / 8  + h0, N =  �89 

1 ( e %x" - 1 )h 2. 
I s (x . ) -  Y.I < 3 L ,  

(i) cla" .  (iv) cl + c22" + c3n2". 

(i) cl2" + c2n2"  + 1. (iii) Ct + c2n + ~ n 3. 

Difference equation: y,+~ = y,, + anh  2 + bh with Yo = 0. Solution 

Y 4  = 1.764979, 

Thus I t ( x ; h )  l= 
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13.20 

13.21 

13.22 

Numerical analysis 

Y,§ = Y, + h h ( 2 3 f , -  16f,_, + 5f~_2). 

Y5 = 0.6265, y(1.0)  = 0.6321. 

We take starting values Yo = 1 and y~, Y2, Y3 as computed above in 
Problem 13.13 by the R u n g e - K u t t a  method. Then the Adams-Bash fo r th  
algorithm gives Y4 = 1.764587, Y5 = 1.955417. 

13.23 B~ = 2, b2 = 5 ,  L = 1, M 3 = 1, e5 ~< 0.0569. 

13.25 m = O, 1" y,§ = y,_~ + 2 h f , .  

h 
m = 2 "  y , , §  + - - ( 7 f ~ - 2 f ~ _ l  +f~_2) .  

3 

13.26 See Problem 13.36(i). 

13.28 y5 = 0.6334. 

13.29 We use yo = 1 and yl,  Y2 as computed in Problem 13.13 by the 
R u n g e - K u t t a  method. The A d a m s - M o u l t o n  method (13.84) with two 
corrections per step then gives Y3 = 1.566238, Y4 = 1.765044, Y5 = 1.956389. 

13.30 d = 0 ,  lY_l l  = � 8 9  = ~ 2 , M 3 = l , C 0 = l , L = l , e 5 ~ < 0 . 0 0 6 7 9 .  

13.36 (i) Stable for h ~< 3/ (2A) .  (ii) Unstable. (iii) One root of the 
characteristic equation is z2 = - 1  and the method is neither stable nor 
unstable. (It is said to be neutrally stable.). 

13.40 (i) y,§ = ( 1 - A h + � 8 9  (1-Ah+�89 if 
h < 2 / A .  

13.42 Yl.,,+l = Yl,,, + h(xZYl . , , -Y2 . , , )  

+�89 + 2 x , , + x 4 ) y l . , , - x , ( 1  + x,)y2.,] 

YZ,n+! = YZ,n + h ( - Y l , .  + Xnyz, n) 
2 + �89 hZ[ ( -x , (1  + x,,)yl.,,  + (2 + x,)y2.,]. 

13.43 Y5 =0.8187,  y~= -0 .7301 .  Exact solution y ( x ) =  (1 + x2) -z. 

13.46 Let z = y ' ,  w = z' = y". Corrector is 
y(r+l)  ,,+l = Y , + � 8 9  +z~r) n+l)  
z(r+ !) ( r ) )  . . ,  = z . + � 8 9 2 4 7  

w(r+l)  2 2 a~(r+l) ,,+~ = w,, + �89 h ( 2 w ,  + 2 '~'(r+l),,.+ ~ + x,,y,, + Xn+~,,+ ~ + 2 + X,, + X,,+,). 

Chapter 14 

14.6 - 1.6yo + 2y~ - 0.08y g = 0 

Yo - 2y~ + Y2 + 0.2y~ (Y2 - Yo) = 0 

Yl - 2y2 + Y3 + 0.2yE(Y3 - Yl) = 0 
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14.8 

14.10 

Y2 - 2Y3 + Y4 + 0.2y3(Y4 - Y2) = 0 

Y3 - 1.9y4 - 0.2Y3Y4 + 0.5 = 0. 

h < ~J-6110e = 0.0901. 

0.6400 

0 .5408 

0 .5904 0 .5512 

0 .5486 0 .5509 

0.5695 0 .5509 

0 .5599 

0 .5503 

y(0 .8)  = 0 . 5 5 0 6 7 .  

14.11 Y-I = - 0 . 2 5 0 0 ,  Yo = 0, Yl = 0 .2000,  Y2 = 0 .3600,  
y4 = 0.5904;  z I = 0 . 1 7 5 0 ,  z2 = 0 .3200,  z3 = 0 .4400,  z4 = 0 .5392.  

14.12 (z,+~ - 2z,, + z , , _ ~ ) / h  2 = f ( x , , ,  z,,) + A 4 y , , _ 2 / ( 1 2 h 2 ) .  

14.15 

14.17 

Y3 = 0 .4880,  

P3(X) = ( 2 7 T o -  19T~ + 5 T  2 + T3) /22  = (2x 3 + 5x 2 -  1 l x  + 11) /11.  

P4(X) = (51Tl  + 2 T 3 ) / 5 3  = (8x 3 + 4 5 x ) / 5 3 .  
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divided differences, 61, 70, 174 
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in differential equations, 405 
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rounding errors, 285 
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first order process, 209 
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increment function, 350 
indefinite integrals, 178 
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initial value problem, 335,353,382 

Chebyshev series method, 410 
deferred correction, 406, 415 
extrapolation, 405 

inner product, 222 
integration, numerical, 160 

backward difference formulas, 168 
Chebyshev rules, 176 
extrapolation, 170 
Gaussian rules, 172, 181 
Gregory's formula, 163, 169 
improper integrals, 179 
indefinite integrals, 178 
midpoint rule, 166, 175 
multiple integrals, 181 
Newton-Cotes rules, 165, 172 
product rules, 182 
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Romberg rule, 169, 176, 192 
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backward difference form, 68 
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rounding error, 72 
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order of, 209 

Jacobian matrix, 329,401 
Jacobi iterative method, 288 
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rounding errors, 235,252 
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325,337,382 

lower triangular matrix, 238,239 
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Maclaurin series, 48 
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matrix, 221 

diagonal, 240, 258 
factorization, 238,239,243,246, 250 
inverse, 224, 232 
lower, upper triangular, 228,239 
norm, 271 
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positive definite, 248,252,263,264, 
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singular, 224, 229,232 
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numerical 
Nystr/3m, E. J., 363 
Nystr/Sm method, 363,376 
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one-step methods, 346, 357 
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orthogonal matrix, 311 
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174, 181 
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Pad6 approximation, 149 
parasitic solution, 377 
Picard iteration, 338 
pivoting, 227,232,240, 250 

complete, 233,257 
partial, 234, 255 
symmetry, effect on, 248 

polynomial, 13 
equations, 196 
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371,384,406 
product integration rule, 182 
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QR algorithm, 311 
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rational approximation, 149 
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Schur norm, 332 
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second order process, 209 
sequence 
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Sturm, 308, 321 

shooting method, 396 
similarity transformation, 267 
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for multiple integrals, 182 

single precision, 419, 421 
singular equations, 231 
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skew-symmetric matrix, 262 
spectral radius, 268 
spline, 132, 133 

B-splines, 136 
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interpolating, 142 
natural, 142 
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uniform B-splines, 139, 157 
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stability, 9, 374, 375 
step-by-step process, 340, 396 
step size, 340 

adjustment, 351,388 
stiff equations, 386 
Sturm sequence, 308, 321 
submatrix, 224 
subordinate norm, 271,332 
successive over relaxation, 291,297 
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symmetric matrix, 245,249, 262 

Taylor, B., 41 
Taylor polynomial, 41, 52, 71 
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Taylor series 41 
for differential equations, 346, 382 
in two variables, 46 

Taylor's theorem, 40 
transpose of matrix, 222, 261 
trapezoidal rule, 162, 192 
triangle inequality, 86, 269 
triangular equations, 62,226, 239 
triangular matrix, 228,239 
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truncated power, 134 
truncation error, 7, 48, 350, 352,370, 
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upper triangular matrix, 228, 239 

Vallre-Poussin, C. de La, 119 
vector norm, 269 

Weierstrass's theorem, 40, 46, 121 
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