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Preface

Electric power networks are, in general, among the most complex yet most reliable
systems engineered by man. However, these large interconnected systems often
operate under high stresses because of the increasing demand for electric energy
and the difficulty of improving the infrastructure due to economic and environ-
mental constraints. The major challenges facing the electric power industry today
include the need for balancing resource adequacy, safety, network reliability,
stability, economics, environmental and other public objectives to optimize
resources while satisfying the growing demand. This optimization must be
performed with due consideration of such constraints as having to meet reliability
criteria and stability margins.

Armed with such a vision, this book covers a wide spectrum of issues ranging
from methods for balancing the resources to various reliability and security aspects
of the electrical grid. These topics are presented by a number of prominent
researchers, scientists and practitioners from many countries. While the book
focuses on the technological breakthroughs and roadmaps for implementing new
technologies, it also presents a much needed forum for sharing of the best
practices.

Chapter 1 describes some strategies for meeting challenges to the grid’s ability
to provide reliable power delivery. Solutions are offered through applications of
modern technologies, such as advanced feedback control schemes using wide area
measurements, wide-area visualization techniques, and intelligent operational
tools applying Standard IEC-61850 and information semantics. The goal is to
provide a vision for a comprehensive and systematic approach to meet the criteria
for grid safety and reliability through new information services. Some of the
concepts suggested in this chapter, such as advanced information services com-
bined with the new computational paradigms for maintenance and on-line power
equipment diagnostic, and integrating data from a myriad of sensors, will be
instrumental in achieving the reliability, efficiency, and financial soundness of
future power grids.

In the present business environment of competition and re-regulation, the
determination of asset values and methods of reaching the best investment
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decisions are of increasing interest. Traditional approaches to establishing main-
tenance and replacement expenditures can no longer satisfy regulators or bottom-
line-driven decision-makers. Chapter 2 addresses the subject of optimal mainte-
nance policies for power equipment. In the emerging operating environment of
deregulation and market-based competition, every management decision involves
a certain amount of risk. These risks need to be evaluated and courses of actions
selected so that the risks are minimized. Quantitative methods are needed that
combine technical aspects with financial and business risk factors. For quantitative
risk evaluations, analytical tools are necessary.

For the maintenance (or asset sustainment) function at an electric utility, the
following question is of particular interest: Faced with multiple options for re-
investment in equipment maintenance, what is the best course of action to take in
order to maximize reliability at minimum cost? The decision-maker can use
several criteria for selecting the best reinvestment policy. In the past, engineers
operating an electric power system were mainly concerned about equipment
reliability, with the financial aspect playing a secondary role. However, in the new
economic environment, the reliability and financial aspects of system operation
will be equally important. Hence, both reliability and cost should be considered in
the selection of maintenance alternatives. With this in mind, a substantial effort has
been made to develop suitable mathematical models and decision support tools to
address the issue of maintenance/refurbishment/investment option selection.

Mathematical models can be deterministic or probabilistic. Because mainte-
nance models are used for predicting the effects of maintenance in the future,
probabilistic methods are more appropriate than deterministic ones, even if the
price for their use is increased complexity and a consequent loss in transparency.
For these reasons, the use of such methods is spreading only slowly. Examples of
simpler mathematical models, still based on fixed maintenance intervals (sched-
uled maintenance) are compared with more complex ones that incorporate the idea
of condition monitoring, where decisions about the timing and amount of main-
tenance are dependent on the actual condition of the device (predictive mainte-
nance). Such policies can be optimized with respect to any of the model
parameters, such as the frequency of inspections or the life-cycle costs. This
chapter also discusses model optimization, both through a sensitivity analysis and
through a mathematical formalism.

The development of theoretical and practical aids for selecting reliability
models for power system equipment represents a very active area of research. This
topic is addressed in Chap. 3. The main purpose of this chapter is to present an up-
to-date review of the basic theoretical and practical aspects of the major reliability
models. The presentation also includes a review of some models that are rarely
discussed in the literature, but that, in the authors’ opinion, can be very useful.
Some new models or new ways of justifying the usefulness of the older models are
also presented. These aspects are illustrated with practical examples that show how
to perform rational model selection. The authors stress that the analyst should
spend a sufficient amount of time in performing the preliminary analysis to fully
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understand the consequences of adopting—sometimes without sufficient infor-
mation—a given model.

The second purpose of this chapter, closely related to the first, is to highlight the
rationale behind a selection of the models that are based on the phenomenological
and physical characteristics of the aging of the power system equipment. These
models consider the probabilistic laws governing the stresses acting on the devices
and the degradation (deterioration) processes that the equipment or its components
are often subjected to. The authors argue that this ‘‘technological’’ approach,
which is also referred to in the recent literature as an ‘‘indirect reliability assess-
ment’’, might be in practice the only feasible tactic available to the researcher in
the presence of a limited amount of data, as is typically the case in the field of
modern power systems. The chapter also addresses the relationship between purely
mathematical models and those exploiting the physical characteristics of the
devices.

Equipment reliability models also constitute a basic building block in the
analysis of the entire electric power network. As a matter of fact, the development
of mathematical models representing the reliability characteristics of the electrical
devices went hand-in-hand with the development of power system reliability
evaluation techniques. New technological developments in power system gener-
ation and transmission warrant a new look at the well-established reliability
assessment methods. In particular, renewable energy resources are receiving
considerable attention in the continued deployment, growth and development of
bulk electric power systems. At the present time, the most promising new source of
electrical energy is wind power and the governments around the world are making
commitments to add considerable amount of this new generation resource to the
existing power grids. This is discussed in Chap. 4. The increasing use of wind
power clearly indicates the importance of reassessing the traditional models for the
reliability evaluation of the composite power systems containing significant
amounts of wind energy.

To address this issue, Chap. 4 proposes advanced methodologies for adequacy
assessment of integrated composite generation and transmission systems con-
taining wind generators. Adequacy evaluation of composite generation and
transmission systems is a complex task that includes detailed modelling of the
generation and transmission facilities. The emergence of wind generation as an
important electrical energy source creates some challenging complications in
evaluating the adequacy of composite systems, because wind power behaves quite
differently from the conventional electric power generating facilities. This chapter
discusses the general area of composite system adequacy evaluation and some of
the new techniques that can be utilized to incorporate wind power in a system
assessment. Wind power modelling in both generation and composite system
adequacy evaluation is discussed and illustrated by application of the proposed
method to the two well-known reliability test systems. The studies presented
utilize sequential and non-sequential Monte Carlo simulation and illustrate the
effects of addition of independent and correlated wind generation to the two test
systems.
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One of the goals of a bulk electric system reliability evaluation is the deter-
mination of a need for new investments in the grid infrastructure. This is discussed
in Chap. 5. Utilities may be asked by regulators (such as the North American
Electric Reliability Corporation [NERC] in the United States) to identify their
transmission line and substation facilities that are critical for operation of the
power network. Generators, transmission lines, and power transformers represent
the major portion of bulk transmission systems, and these assets should perform
well in order to achieve a high level of reliability for the bulk power system. Such
high performance can be achieved if there are no restrictions on budgets. In many
cases, budget constraints have been imposed, and the owner of the system has to
set priorities with regard to the work that needs to be done on those transmission
components. Such work may involve large or small projects, depending on the
objective and the importance of each project. Depending on the network config-
uration, and on how loads and generators are connected to the network, the con-
sequences of generation and transmission component outages could be more or
less significant. One of the goals of a bulk electric system reliability evaluation is
the determination of a need for new investments in the grid infrastructure. This is
discussed in Chap. 5. Utilities may be asked by regulators (such as the North
American Electric Reliability Corporation [NERC] in the United States) to identify
their transmission line and substation facilities that are critical for operation of the
power network. Generators, transmission lines, and power transformers represent
the major portion of bulk transmission systems, and these assets should perform
well in order to achieve a high level of reliability for the bulk power system. Such
high performance can be achieved if there are no restrictions on budgets. In many
cases, budget constraints have been imposed, and the owner of the system has to
set priorities with regard to the work that needs to be done on those transmis-
sion components. Such work may involve large or small tasks depending on the
objective and the importance of each project. Depending on the network config-
uration, and on how loads and generators are connected to the network, the con-
sequences of generation and transmission component outages could be more or
less significant.

A facility-ranking procedure would help utilities perform critical facility
assessment. A documented assessment procedure for identifying and ranking
facilities will help utilities justify assessment results. Additionally, scarcity of
resources, both financial and human, requires that the available funds are directed
to the places that would benefit the network the most. For all these reasons, robust
and accurate ranking procedures could be very helpful. This topic is addressed in
Chap. 5. The proposed approach utilizes some concepts of the spectral graph
theory to rank electric power substations in a high-voltage network. This approach
is only one of the possible approaches to finding the most critical facilities in the
network. Other approaches could include additional information related to the
reliability of the system components. This extension of the ideas presented in
Chap. 5 will undoubtedly be the subject of new research in the near future.

Continuing with the theme of identifying the critical infrastructure in an electric
power grid, a logical extension of this topic is the question how to reinforce the
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grid so that the networks are adequately fulfilling their design tasks. This question
is addressed by transmission system planners. The main objective of multistage
transmission expansion planning (TEP) is to define where, when, and what rein-
forcements should be placed in the network to ensure an adequate quality level of
energy supply to customers. In a competitive energy market, TEP is a complex
optimization task to ensure that the power system will meet the predicted demand
and the security criteria, along the planning horizon, while minimizing investment,
operational, and interruption costs. This practice is the only rational response to
conflicting customer and regulatory demands.

Several approaches for solving the TEP challenges can be found in the litera-
ture, however, only a few have considered the multi-stage nature of the TEP
problem. The multi-stage nature of the TEP problem requires consideration of
multiple time periods, determining possible sequences of transmission reinforce-
ments. To deal with the multi-stage nature of the problem, simplified studies (also
known as static analyses) can determine, for just one stage, where new trans-
mission facilities should be installed. Different from most approaches to static
planning, the ideas presented in this chapter solve the TEP problem considering
the chronology of reinforcements. The goal of the suggested approach is not only
to define what reinforcements should be placed in the electrical network and their
corresponding locations, but also when they should be added within the planning
horizon to ensure an adequate level of energy supply to the customers. In the end,
the best expansion plans must be selected in order to minimize the present value
costs defined in the objective function.

Whereas the transmission expansion planning is a purely system planning
problem, modeling of the day-to-day operation of the power system is of interest
also to researchers involved with issues of system operation. In the restructured
environment, the improvement of the economic efficiency of the electricity mar-
kets has been the focus of several studies. Central to these efforts is a better
understanding of the nature of the tight coupling between market and system
operations. An important aspect of this coupling is the dependence of market
outcomes on the way the system is operated. A key driver in system operations is
the security criterion, with which compliance must be ensured. Chap. 7 focuses on
the dependence of market performance on system security. In this chapter, the
authors propose an approach to quantify market performance as a function of a
specified security criterion for both single- and multi-settlement environments.

The chapter investigates the interactions between the system security criterion
and the associated economics in terms of the marginal costing—used to determine
the security prices—and the evaluation of expected system security costs. The
problem is analyzed in various contexts by both empirical and analytical means.
The empirical studies investigate the adverse impacts of market participants’
behaviours on the performance of electricity markets. The analytical studies, on
the other hand, focus on the impacts of constrained system operations on markets
to determine the unavoidable losses in the economic efficiency of electricity
markets.
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The expected system security costs are evaluated, taking explicitly into account
the random nature of the outages and the costs of the required security control
actions to deal with them. The authors argue that there is a clear need, in the
restructured environment, to quantify market performance as a function of system
security in a way that appropriately reflects the regional transmission operations.
This quantification further requires the consideration of different market and
system conditions that may exist within a period in order to capture the range of
impacts under such conditions. One approach to address this issue is a cost/benefit
analysis, taking into account the expected costs of operating the system and the
expected outage costs. Such an approach may be viewed as the application of the
notion of ‘‘value of reliability’’, which obviously is a topic of great interest to the
market participants.

It is a well-known fact that the increase in energy demand and the advent of the
deregulated market mean that both the static and the dynamic system limits must
be considered in a modern power systems reliability analysis. Chapter 8 discusses
a general analytical method for the probabilistic evaluation of power system
transient stability. The chapter also reviews some of the basic contributions
available in the relevant literature and previous results obtained by the authors.
The first part of the chapter introduces the basic concepts required for the calcu-
lation of the probability of system stability. The chapter characterizes the random
variables that enter this analysis (e.g. system load, fault clearing time, and critical
clearing time) and discusses the methods of analytical or numerical calculations.
The values of these parameters are uncertain, and the discussion in this chapter
shows that ignoring the uncertainty may lead to a serious underestimation of the
probability of system instability.

A Bayesian statistical inference approach is then proposed for the probabilistic
transient stability assessment; in particular, the chapter discusses both point and
interval estimation of the transient instability probability of a given system.
A Bayesian approach is particularly useful in this context, because the parameters
affecting transient stability probability (e.g., mean values and variances of the
above random variables) are not generally known and have to be estimated. The
authors propose application of the well-established system models for the
description of the load evolution in time.

The second part of the chapter investigates a new aspect of the on-line statistical
estimation of the transient instability probability. The goal is to predict whether the
system will become unstable with the help of advanced modelling tools, including
a new Bayesian approach utilizing the Dynamic Linear Model for the stochastic
evolution of the system load.

A major hurdle in the widespread application of the probabilistic transient
stability analysis was the low computational efficiency of the classical models. In
the numerical studies discussed in this chapter, the authors show that computations
involving ‘‘tracking’’ of the transient stability versus time can be performed very
fast.

The reported results could be very important in a modern, liberalized market in
which fast and large variations of load and generation are expected to have a
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significant effect on the transient stability probability. To conclude the chapter,
some results on the robustness of the estimation procedure are also briefly dis-
cussed. The discussion demonstrates that the assumptions regarding the system
parameter distributions do not affect the efficiency of the proposed approach.

To perform efficient and accurate probabilistic analysis of the system transient
stability, network parameters must be well defined. This conclusion became even
more obvious after a number of reports analyzing the 2003 blackouts events
pointed out that several national and transnational grids had been managed without
sufficient real-time data, particularly in the presence of a large number of new
uncertainties. Reliable real-time data, oriented to the monitoring of system
dynamics, were not available, and the operators did not have enough time to take
decisive and appropriate remedial actions. What has become clear is that, after the
blackouts of 2003, despite the revolution driven by electric industry restructuring
and energy market re-regulation, the general approach to power system security
has not changed. A key feature is still the lack of dynamic data concerning key
system parameters.

Chapter 9 discusses estimation of dynamic system parameters. In this chapter,
the authors propose an optimization method, utilizing a nonlinear programming
algorithm, to obtain such estimates. In the proposed procedure, time domain
simulation trajectories are compared with on-line measurements in order to update
or estimate dynamic parameters. The main advantage of this method is its flexi-
bility because it can be adopted for estimating parameters such as synchronous
machine constants, external network equivalents or the constants for frequency or
voltage dependent loads. The authors show that the methodology can be applied
during the on-line power system operation and provides a more reliable database
for real-time dynamic security and control. In fact, a frequent update of the power
system dynamic model can guarantee more reliable simulations and, consequently,
more effective control.

Finally, Chap. 10 addresses advanced methodologies for reliable power flow
analysis in the presence of data uncertainties. Power flow analysis is used to
determine the steady state of the power system for a specified set of load and
generation values. It is one of the most extensively used tools in various power
engineering applications, including network optimization, voltage control, state
estimation, and market studies.

The most common formulation of the power flow problem—the deterministic
power flow—has all input data specified from the snapshot corresponding to a
selected point in time. Alternatively, the analyst can construct data to reflect the
required assumption about the expected generation/load profiles for a certain peak
demand condition. The solution for the study is deemed representative for a
limited set of system conditions. However, when the input conditions are uncer-
tain, there is a need to analyze numerous scenarios to cover the range of uncer-
tainty. Under such conditions, reliable solution algorithms, incorporating the effect
of data uncertainty into the power flow analysis, are, therefore, required. Reliable
power flow solution algorithms allow the analyst to estimate both the uncertainty
in the input data and in the solution tolerance. In this way, the uncertainty
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propagation effect is explicitly represented, and the level of confidence of power
flow studies can be assessed.

Acknowledgment We would like to thank Dr. Giosuè di Franco for his valu-
able support in editing the book.

George Anders
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Strategies and Roadmaps to Meet Grid
Challenges for Safety and Reliability

Vahid Madani and Roger L. King

1 Introduction

When reliable systems or operations are envisioned, there is an expectation that the
entity being considered will produce consistent results, preferably meeting or
exceeding some standard of operation, within some uncertainty. Often, reliability
also has a temporal component associated with it.

The reliability of providing consistent service to end users is becoming a
challenge as the demand and end users’ expectations for energy increase. At times,
this has resulted in power grids approaching their limits, and in the severest cases
blackouts have occurred in parts of the grid. Figure 1 shows the frequency of
transmission outages based on data from the NERC Disturbance Analysis Working
Group (DAWG). The figure shows approximately 24 outages per year in the US
with curtailments in the 100–1,000 MW range, about 5 outages in the 1,000–
10,000 MW range, and one outage every 4 years at 10,000+ MW [1]. The large-
scale outages are not unique to one country or a specific region or part of the world
[2], and could be triggered by mechanical failures in the power grid networks or by
external forces such as natural calamities (earthquakes, hurricanes, etc.) and more
recently the threat from human-induced damages (e.g., cyber attacks).

The electric grid is designed and operated to withstand any single (and often
double) contingency by its protection and controls system. Therefore, a common
phrase used during a postmortem event analysis is ‘‘Relays cannot start a distur-
bance’’. However, this is not exactly telling the whole story. There can be a
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significant impact to the grid’s operation and reliability if a relay misoperation
occurs during a contingency (i.e., a fault). Incorrect operation is both failure to
detect or unplanned action. In most widespread disturbances, there is usually a
misoperation that aggravates the events.

In the last few years there have seen several events in North America, and abroad,
that might have been contained if it were not for unanticipated and unexpected
protection system performance. Often, the test of properly functioning relaying
system is during contingencies or faults. Protection systems (protective relays and
associated relay systems) are expected to perform reliably during a grid disturbance.
This expectation places a priority in maintaining the highest degree of reliability in
the protection systems for ensured safe and reliable operation of the grid.

2 The Reliable Grid Challenge

Understanding the complexities of the interconnected power grid, need for proper
planning, good maintenance, and sound operating practices are key components
of an effective strategy in grid reliability. Formulation of reliable power system
strategies begins with accurate modeling and system analysis of strengths, weak-
nesses, limitations, expectations, and the interactions. Today’s grid requires a
multi-scaled system approach to define technology-based solutions for reliable
operation. These scales include:

• The big picture Interconnected grid system with defined boundaries, and forward
looking solutions for the overall grid and telecommunication infrastructures.

• The providers of power Individual power producers and power companies and
associated support over life cycle.

Fig. 1 Blackout frequencies, 1984–2005
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• The component level Individual elements affecting the system such as genera-
tion siting, substation capacity, or the end user.

• Move toward standardization and use of open solutions to support harmoniza-
tion, transparency and interoperability.

The result of such an approach is the ability to provide explicit, normative
explanations, and working definitions for common information being used amongst
different groups in operation, planning, and protection.

Evolutions in protection and restoration principles for the smart grid are being
made possible by wide-area measurement systems (e.g., PMUs). Real-time
adjustment of the protection system’s security-dependability is within reach given
the advancements in technology and investments in communication system infra-
structures. Further improvements with standardization, processing relay settings,
event recordings, and distributed data sources can also be achieved through
ontology or knowledge-based semantics.

Resource and transmission adequacy are necessary components of a reliable
and economic supply. Though the reliability and market economics are driven by
different policies and incentives, they cannot be separated when the objective is
reliability and availability. Today, grid planning faces an extremely difficult task
given the challenge to achieve resource adequacy in today’s restructured industry,
where market economics and local concerns often drive many of the decisions.

It is important to take a fresh and balanced approach to viewing the system as a
whole by implementing various planning, operations, maintenance, and regulatory
measures and weighing the costs, performance impact and risks associated with
each measure.

This chapter provides a vision and the roadmap for creating actionable intel-
ligence for reliable and real-time grid operation by capturing the knowledge and
experience of the power system operation and control personnel and merging this
knowledge with real-time data from disparate sources. Elements of this approach
include formulation of a multi-disciplinary team, knowledge discovery methods
that encompass electrical and computer engineering and industrial and systems
expertise through industry collaborators. Many of the building blocks of this
approach have already been established and results have been demonstrated in
literatures. See [3] and other references in support of the roadmaps and building
blocks. It is anticipated that this new perspective will yield results to improve
system reliability and overall system performance.

3 A Technology-Based Solution

Early energy management systems, such as Supervisory Control and Data
Acquisition (SCADA), were specially developed electronic devices running spe-
cialized operating systems providing only fundamental functions like real-time data
processing and collecting, but nearly no real-world applications. Also, proprietary
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databases/interfaces restricted access by third parties to design innovative Infor-
mation Technology (IT) solutions that overcome data exchange problems. Several
applications in the areas of Customer Relationship Management (CRM), Geo-
graphic Information Systems (GIS), SCADA/ERM (Extended Runtime Modules),
Distribution Management Systems (DMS), Outage Management Systems (OMS),
Customer Information Systems (CIS), need to integrate and exchange data and
information seamlessly (i.e., interoperability).

Figure 2 [4] shows the timing of events in the electric power grid and the
reaction times commonly available for either an automated or operator intervention.
At one end of the spectrum are the actions taken by the power system protection
equipment to take an automated response based on measured quantities (e.g.,
frequency, current). At the other end of the spectrum, the operator controls the
system in a steady-state mode using data acquired from a host of sensors via a
SCADA system. Actions may be automated or are more often made based upon an
operator’s visual interpretation of the data presented through a variety of meters and
display devices.

In steady-state operations, an operator normally has adequate time to consider
the data, consult text-based help guides, or seek another operator’s opinion before
having to make a decision. Between these two ends of the spectrum is a time in
which operators may have to make decisions based simply on heuristics or past
experiences. Obviously, these actions may not result in the best outcome for
reliability. This is the critical time period in which immediate actions must be
made by system operators to prevent wide area collapses of the grid.

To ensure the secure and stable operation of the power system across the
temporal spectrum, it is required to develop and apply new decision support tools
that provide actionable intelligence in the required timeframe. In the aspects of
secure and stable control, we need to think of an automatic pilot power system
concept, representing a trend to improve Energy Management Systems (EMS).

Fig. 2 Critical timing and reaction times for power grid operations
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To reach reliable real-time operation in auto-pilot, we need many tools and ser-
vices that should be configured to work cohesively, including Operator Training
System (OTS), Dynamic Security Analysis (DSA), Optimal Power flow (OPF),
short circuit, etc. These tools need to operate harmoniously and independently,
effectively organize the analysis results and share information amongst the various
layers of the information service.

In other aspects, such as emergency control, restoration control and, etc.,
multiple services are required to be harmoniously interconnected into a multi-
agent system to perform calculations, analyses, and be able to create actionable
intelligence to support auto-pilot operation.

3.1 Novel Applications and Analysis

Adaptive protection and controls have been studied and advanced applications
have been implemented in many modern day devices [5]. Advanced concepts by
adjusting the need for more dependability or security as applicable, through the
application of fuzzy logic and based on a set of real-time factors, such as system
state index, nodal price, and equipment outage impact index have also been
explored [6] and today’s technologies such as real-time simulation tools support
the concepts to go beyond theoretical and even demonstration stages to ‘‘proof of
concepts’’.

Wide-area monitoring, protection, and control (WAMPAC) systems are emerg-
ing as a cost-effective solution to improve system planning, operation and
maintenance. WAMPAC systems can take advantage of the latest advances in
sensing, communication, computing, visualization, and algorithmic techniques and
technologies.

Synchronized phasor measurement (PMU) technology and applications are an
important element and enabler of WAMPAC, which has been receiving consid-
erable attentions from the power industry. With its precise time synchronization,
the measurement from the different locations in the system can be collected and
compared in real time. It is hence ideal for monitoring and controlling the dynamic
performance of a power system [7].

Implementation of this functionality gained significant attention after the 14
August 2003, Northeast Blackout event. One of the major challenges faced during
the investigation was the rather limited availability of time-synchronized
event recordings in the affected regions. As a result, one of the North American
Electric Reliability Corporation (NERC) recommendations states: ‘‘Facilities
owners shall, in accordance with regional criteria, upgrade existing dynamic
recorders to include GPS time synchronization and, as necessary, install additional
dynamic recorders’’ [8].

The applications area of phasor measurement units (PMU) can vary from
visualization, postmortem analysis, state estimation improvements, congestion
management, controlled system islanding, angular and voltage stability alarming and
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automated control, adaptive protection and relay settings, intelligent load-shedding,
system restoration, etc. Application of PMUs in association with novel applications
and analysis methodologies could help improve system reliability by mitigating
undesirable responses of devices due to hidden failures, by monitoring
system changes affecting settings and thus provide early warnings [9, 10]. Additional
system developments to improve reliability include:

Novel algorithms for disturbance monitoring devices in order to calculate the
proximity to voltage instability. These smart devices are installed at designated
locations such as major load centers. They use local measurements to estimate
the voltage stability margin and send alarm signals to a control center when it
detects a local weak condition.

Installation of PMUs over the critical transmission corridors to monitor reactive
power transfer to the load center.

Transmitting computation results from different geographical locations via a
communication network to a control center. This will enable on-line wide-area
voltage stability monitoring and control.

While microprocessor relays have gained full industry acceptance, there is a
large number of legacy non-intelligent relays still in operation resulting in
decreased reliability due to increased maintenance and failure costs or concerns
that those costs will increase. The number of electromechanical and solid-state
protection devices is estimated to about 70% in the US. It is not trivial to deter-
mine end of life and probability of failure for electromechanical relays. In addi-
tion, reduction in the skill set and knowledge familiar with troubleshooting,
testing, and repairs of the old technology is diminishing across the power industry
spectrum (see Sect. 3.4).

There are methods to assess probability of failure and replacement needs using
criteria such as: age, maintenance practices and records, industry experience with
certain relay types, and criticality of failure to name a few.

However, it is not easy to justify relay upgrades entirely based on age.
Reluctance to upgrade to microprocessor relays is further emphasized by the
complexity associated with increased functionality (e.g. settings), need for firm-
ware upgrades, short life span of computer technology, and overall need to change
the protection system philosophy and design. In addition, while digital relays
provide a wealth of data, users may be faced with data overload. It is often the case
that even data already available are not used or even collected (see Sect. 3.3).

New generations of microprocessor protective relays and substation/distribution
automation systems are offering lower installed cost, integrated flow of rich
information for operations and management, and improved performance of system
protection and security. Those benefits cannot be achieved by one-for-one
replacement of old devices with new ones.

A successful strategy should focus on how to successfully integrate devices that
once operated in isolation, and how to use the new functional characteristics of the
latest product generations to meet new operating challenges while lowering costs
and improving operations. New designs must reflect innovative ways of combining
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the proven functions and elements, building on what has been demonstrated to
achieve enhanced operating and cost benefits. The successful strategy, leading to
the most cost-effective results, needs to identify order and speed in which relays
need to be upgraded [11, 12].

To protect investments for future use, it is necessary to evaluate new technology
in the time frame of the upgrades. Cost savings are also achieved through tech-
nology management and standardization. For example, introducing IEC 61850 as
quickly as is practical can result in future-proof solutions with additional benefits.
Use of IEC 61850 could help replace control wiring, simplify integration and data
flow, allow for easier engineering and design changes, and reduction in installation
and O&M costs [12].

3.2 Standardization

Standardization is the key to meeting every aspect of today’s reliability and power
delivery on the smart grid. Over decades of incremental upgrades, stranded asset
uncertainties, social and environmental policy and regulations, and an absence of
authority to enforce regulatory measures, the grid infrastructure expansions were
kept to a minimum. Now, standards should be applied in all aspects of the
infrastructure; from the substation design to bus configuration to control building
equipment.

There is a direct relationship between grid reliability and protection and control
justifying investments in standardized infrastructure system upgrades. Long-term
vitality and viability is an important strategic requirement of standardization.
Some of the elements of efficient and effective systematic upgrades to meet
customer demand include:

• Regulatory compliances Considerations of reliability and potential impact to
bulk interconnected power system. Regional Reliability Council discussions and
the resulting directions and guidelines.

• Requirements of high-level internal strategic directions to eliminate discrete
components such as control switches, interposing auxiliary devices, and metering
instrumentation.

• Flexibility, and adaptability to moving technology.
• Familiarity and maintaining core competency skills, cohesive resource training,
and resource management.

• Benchmarking, trend settings.
• Implementation of new technologies that bring about processes and other effi-
ciencies, and decreases backlogged maintenance work.

Combining the notion of wide-area monitoring with standardization gives rise to
the emerging technology area of sensor webs. Sensor web enablement (SWE)
technology is a service oriented open standard developed by Open Geospatial
Consortium (OGC) for discovery and acquisition of sensor data. SWE can integrate
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sensor data irrespective of physical/logical characteristics of the sensors, providing
a platform for interoperability, essential in achieving seamless inter-utility
communication [13].

Proper monitoring and critical information exchange in real time is a key for
reliable operation in the grid. The disparity in protocols used in the power industry
and lack of infrastructure of information exchange are hindrances to achieving
reliability. Therefore, using the standards-based sensor web technology is one
approach available for achieving interoperability in the power systems. Sensor web
enablement (SWE) and common information model (CIM) provide a solution to
heterogeneity of data and lack of central repository of the sensor data for proper
action, in case of a contingency. The sensor data from utilities, published in CIM
format, can be exposed via a sensor observation service (SOS). This provides a
standard method for discovering and accessing sensor data between utilities, which
facilitates the rapid response to handle contingences. In addition, the application of
SWE in power industry pushes power industry one step closer towards auto-pilot
operation.

3.3 Information Service

Since it is not possible to completely prevent blackouts, then effective and fast
power system restoration is necessary to minimize the impact of major dis-
turbances. This requires rapid decisions in a data-rich, but information-limited
environment. The streams of data from a variety of sensors do not provide
system operators with the necessary information to act on in the timeframes
necessary to minimize the impact of a disturbance. Even if there are fast
models that can convert the data into information, the system operator must
deal with the challenge of not having a full understanding of the context of the
information and, therefore, the information content cannot be used with any
high degree of confidence. Some of the key elements for response in smart
grids are:

• Well-defined procedures that require overall coordination within the affected
area, as well as with the neighboring grids.

• Reliable and efficient software tools to aid operators and area coordinators in
executing dynamic control procedures and in making the right decisions.

• Control solutions reducing the overload and instability risks during recovery.

Today’s technology allows improved processes and smart systems to aid in
decision-making to minimize impacts of outages (spatially and temporally).
Standard operating procedures, based on pre-defined system conditions and
operating parameters, can be provided via a set of power system information
services. For example, rapid restoration or minimizations of outages by selected
islanding are options for consideration in minimizing the consequences of an
outage to a user.
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Information services are focused on providing the right information at the right
moment to the right decision maker. High-level operational information services
(i.e., actionable intelligence) are often needed along with supportive sensor data or
trends to provide context. The information services required by grid operators
could vary from scenario development to estimates of socio-economic impacts of
failures to quantitative statistics, trends and forecasts. These services also must be
available in a geospatial context and at various temporal scales to support the
needs of system operators, planners, and regulatory agencies. Information services
must be characterized by a strong integration of grid data with ancillary data and
information, and this will require a knowledge-based approach for capturing the
best practices of utilities and regulators. The complexity of these information
services will require a network of partners who will contribute to the production of
the services. To facilitate these services it will be incumbent upon the power
research community to develop tools to facilitate operational data acquisition and
handling in interoperable formats and to create information products through a
coordinated process chain. The successful conversion of power sensor data into
actionable intelligence will require the integration of power system expertise in
modeling, data management and service delivery to describe the state of the grid
and to predict responses to actual and potential change.

3.4 Education

The continuation of the technology explosion of the second half of the twentieth
century requires the availability of a diverse and highly capable technical work-
force. Unfortunately, the education of engineers has not kept pace with the global
demand. As a result there is a tremendous shortage of technical personnel all
around the world. In the context of globalization this is a complex challenge and
the cooperative efforts among stakeholders are required [14].

The US Department of Energy (DOE) and the North American Electric Reli-
ability Corp. (NERC) identified the aging workforce as a critical challenge facing
the electric power industry and the educational system that supports it. If not
managed properly, the loss of experience and expertise will affect reliability,
safety, productivity, innovation, and the capability to solve pressing issues, such as
grid modernization and climate change.

The aging of the American workforce has emerged as a critical issue facing American
productivity in the 21st century. As the so-called ‘‘Baby Boomer Generation’’ reaches
retirement eligibility, the impact will be felt across both the public and private sectors.
These 78 million individuals born between 1946 and 1964 have accumulated a wealth of
experience and knowledge, and represent 44% of America’s workforce. For electric
utilities, whose service quality and reliability depends on maintaining an adequate,
knowledgeable workforce, managing the upcoming retirement transition is a particular
challenge [15].
The reliability of the North American electric utility grid is dependent on the accu-

mulated experience and technical expertise of those who design and operate the system.
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As the rapidly aging workforce leaves the industry over the next five to ten years, the
challenge to the electric utility industry will be to fill this void… [16].

The education of engineers has not kept pace with the technological
developments. The universities cover very few classes in power systems in
undergraduate programs and practical experience in signal processing and
advance feedback control systems are needed to bring the practical knowledge
to the universities. Though it is a science that can be covered through sound
basic principles, its actual implementation permits alternatives. The alternative
that is selected depends upon the power engineer’s experience and the tradi-
tions of the electric utility company. Indeed, the entire power engineering
education curriculum is at a crossroads and needs complete rejuvenation.
Experience to date has shown that students can be attracted to and retained in
power programs if they are exposed early to the joys of creation through
design, discovery through research and invention through hands-on experi-
mentation [17].

The paper by [14] gives several examples of how universities are working with
industry and government to develop novel approaches in fostering power engi-
neering education which is a lynchpin in the grid reliability quest.

4 Next Steps

This chapter presents a vision and transformation blueprint for meeting the
protection and control needs of the twenty-first century to generate and deliver
reliable power in the smart grid. The roadmap includes new concepts in use of
modern tools and techniques as well as hardware and applications. Protection
and control markers such as resource and asset management, process for har-
monization of different plans and disciplines to a united vision, and justification
strategies and benefits of investments are highlighted. Use of modern tech-
nology ad methods of testing and detecting equipment or design failures are
highlighted.

Some of the concepts suggested in this paper about utilizing information ser-
vices and integrating data from a myriad of sensors will be required to maintain
social and environmental obligations for the electric utility industry. The protec-
tion and control will be instrumental in achieving reliability, efficiency, and
financial aspects of the twenty-first century grid.

Exchange of information stemming from the worldwide experiences and the
innovations in technology shed new lights on the current conditions, procedures,
regulations and design of power systems of the future. Examination of the root
causes for blackouts, for example, the resulting effects on neighboring systems,
and implementation of proven solutions to help prevent propagation of such large-
scale events should help design reliable power delivery infrastructures for today
and in the future.
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Optimal Maintenance Policies for Power
Equipment

George J. Anders

1 Introduction

Maintenance is defined in an IEEE/PES Task Force report [1] as an activity
‘‘wherein an unfailed device has, from time to time, its deterioration arrested,
reduced or eliminated.’’ It is an important part of asset management. As deterio-
ration increases, the asset value (condition) of a device is reducing; the connection
between asset value, time, maintenance and reliability is shown in Fig. 1. The
curves in the figure are called life curves. Since they are derived from probabilistic
information, the times shown represent means.

The maintenance policy is aimed at achieving failure-free operation of the
system and prolonging the remaining life of equipment. The remaining lifetime of
a device depends to a large extent on two factors—frequency of making inspec-
tions (technical surveys) and the quality of repairs (for given part of a device either
the most crucial and necessary repairs can be made or a complete overhaul can be
provided). Defining both, times when the inspections should be performed and
which components should be repaired, are difficult tasks. Usually when an
inspection takes place, the equipment is temporarily unavailable (that results in
additional costs). As a result, utilization costs can be overestimated due to the fact
that inspections are made too frequently.

To address this problem, we will start this chapter with a discussion how the life
curves could be used to find an optimal maintenance policy. The presentation will
show that once the life curves are generated for various maintenance policies, a
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most advantageous one from the life extension point of view can be selected
performing a sensitivity analysis. However, for finding a true optimized policy, we
need a mathematical model. We will discuss briefly deterministic and probabilistic
modeling of maintenance activities and we will focus on a Markov model that
could be optimized with respect not only to the remaining life of the equipment but
also to its availability and the maintenance costs.

Maintenance activities on power system equipment are not taken in isolation
from the system performance requirements. For the Maintenance or Asset Sus-
tainment function at an electric utility, the following aspect of the decision-making
process is of a particular interest:

Faced with multiple options for re-investment on a particular set of equipment
like breakers, disconnects, transformers, etc. (e.g., do nothing, continue with
current maintenance practice, refurbish, replace, monitor, and so on), what is the
best course of action to maximize reliability at minimum cost?

The effects of changes in maintenance policy are difficult to foresee since there is
usually no historical data reflecting the performance of the component subject to the
revised policy. Here, mathematical models offer an invaluable help and, as mentioned
above, one such model utilizing Markov chain will be investigated in this chapter.

Changes in a component maintenance policy are usually undertaken in order to
improve reliability of supply to the customers most affected by the performance of
this component and, occasionally, to generate savings in the system operation and
maintenance for the utility. This aspect of the problem is seldom modeled math-
ematically, mostly because of a lack of easy-to-use and reliable tools modeling
complex operation of a substation or a small area with several substations. This
problem will be addressed in more detail in this chapter as well.

Occasionally, changes in a component maintenance policy may have a pro-
found effect on the reliability of the larger area or even on the entire system. To
measure this effect, one needs to model reliability of the entire power system under
consideration.

Recognizing the interdependence of a component maintenance policy with the
area and system reliability, a new paradigm in reliability analysis by combining the

Fig. 1 Life curves
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notion of component, small area and system reliability concepts into a single
application was proposed by [2] and will be summarized here. This is a conceptual
leap in the traditional thinking where each aspect of system operation is analyzed
separately. The concepts reflecting this new way of thinking were implemented in
a computer platform that allows an analysis of a component maintenance policy in
the context of a customer, area and system needs. An example of a study with this
platform will be discussed. A thought of linking component maintenance with a
small area distribution reliability analysis has been explored in [3, 4]; however,
there are no analytical tools involved in this analysis.

Looking at a component maintenance policy from a larger perspective brings
one additional important aspect into play. Namely, with a limited maintenance
budget a question arises which component in the system should we maintain first?
Traditionally, maintenance policies followed a time-based pattern suggested by the
equipment manufacturers. Recently, the Reliability Centered Maintenance (RCM)
has been applied in many electric utilities.

The cornerstone of the RCM methodology is a classification of component
importance in the system operation. This aspect is also implemented in the approach
described in this chapter. A numerical example illustrating these concepts on the
24-bus IEEE reliability test system is presented in the final part of the chapter.

2 Selecting the Best Maintenance Alternative

From a system point of view, the governing thought is that starting with a pre-
scribed budget we have to identify the assets that should be put on the priority list
of the components whose maintenance policy will affect the key performance
indicators the most. The initial step in the analysis is, therefore, bulk electric
system reliability study. The study involves analysis of the effects of failures of
major components such as lines, transformers and generators. The methods for
bulk power system reliability modeling are well established and since the literature
is vast, the reader is referred to one of the many papers listed in [5–9]. Since all
commercial programs to assess the BES reliability are geared to analysis of very
large systems, the buses have zero failure rates at this stage. As a result of this step,
the most vulnerable load buses (delivery points) are identified. From this analysis,
a single bus or a set of neighboring buses is selected for further studies.

The selected buses form a small area that is now analyzed in more detail.
A network diagram of the selected area shows all the important components that
affect customer reliability in this region. Such an area can have several hundred
components that are maintained and are subject to failure. A reliability analysis of
the reduced system is now performed taking into account constituent components’
reliability characteristics. This includes modeling of protection system operation,
common mode outages, maintenance-dependent outages and others. The compo-
nent reliability indices may be either based on the utility’s historical experience or
can be taken from the available external databases. As a result of this analysis, the
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reliability indices computed at this stage are assigned to the bus(es) representing
the station(s) in the BES study or to the components connected to the buses of
interest. These indices are now entered in the bulk electric system reliability
program and the first step is repeated. There are several possible ways the station
indices could be transferred to the BES reliability evaluation program. The new
reliability indices reflect the performance of individual components forming the
substations in the selected area. This will be our base case scenario.

It is important to mention that this part of the proposed approach is philo-
sophically different from the methods published in the literature dealing with the
evaluation of the BES reliability taking into account the station-originated outages
[5, 10–13]. Paper [10] proposed some models to take station-originated failures
into account in the bulk electric system reliability evaluation. Also, some com-
putational techniques have been proposed in the remaining references listed above
that evaluate station-related failures. However, these papers have concentrated on
the concepts and effects of station-originated outages and not on methods of
identifying them. Paper [14] simulated various failure modes of station compo-
nents and computed the reliability indices of connected lines and generators. The
approach described in this chapter is a variation of this concept with a more
comprehensive modeling of a substation operation.

Even though we have ‘‘homed’’ on the area of interest, there are still too many
components for which the maintenance policies should be analyzed. The next step
is then a prioritization of all components in the selected region. There are two
types of prioritization lists, one ranking the components on the basis of their
structural importance, the other on the basis of the reliability importance. These
two lists may result in a quite different ranking of components as discussed in the
numerical example presented here. Components at the top of either list are selected
for further studies.

A model for the component deterioration process taking into account the
presently applied maintenance policy is now built. One of the outcomes of this
process is the evaluation of the component failure rate. If the computed failure rate
is much different than the one used in the base case study, the above two steps
could be repeated with the new failure rate of the component and a new base case
scenario established.

We are now ready to contemplate changes in the maintenance policy of the
selected component(s). The analysis results in new failure rate for this component.
The area and system studies are now repeated with the new information and the
effect of the new maintenance policy analyzed. The diagram in Fig. 2 summarizes
the procedure described above. In this figure, the programs used by the author are
named, namely REAL for the BES reliability evaluation, WinAREP for small area
reliability analysis, Asset Management Planner (AMP) and RiBAM for component
maintenance investigations. The programs are described in more detail later in the
chapter.

The proposed approach required a construction of a computer platform that
allows seamless transfer of data and results between various computer programs
forming the constituent parts of the platform. The computational engines
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employed in the platform are only briefly described here. References to published
articles describing their features are included.

The presentation in this chapter will start with the analysis of a component
maintenance policies and their optimization and will conclude with a review of the
effect of the component policy on the system reliability.

3 Maintenance Optimization with Life Curves [2]

Conditions for three maintenance policies are illustrated in Fig. 1, including Policy
0 where no maintenance is performed at all, and Policies 1 and 2 where mainte-
nance is performed according to different rules.

Enter the system to be
examined into REAL 

database 

Perform BES reliability analysis
with REAL..

Select leading reliability measure

Display the selected reliability measure
for buses in the area of interest.

Select small area for further studies

Select station configuration 
from the WinAREP

library or build a new one.
Perform WinAREP studies 

for the selected buses.

Create the base case scenario
 with REAL with non zero failure

 rates for selected buses.

Rank system components using WinAREP.
Select components for further analysis

of maintenance alternatives

Perform AMP and RiBAM studies
 for various maintenance 

alternatives for the selected
 components.

Enter revised failure rates 
into WinAREP database

Perform WinAREP study with the new 
component data.

Enter revised bus failure rates in REAL

Perform REAL studies with the reviised
bus information

Compare alternatives

Fig. 2 Flowchart for maintenance strategy optimization

Optimal Maintenance Policies for Power Equipment 17



Let failure be defined as the asset condition where asset value becomes zero,
and lifetime, as the mean time it takes to reach this condition; furthermore, let
reliability be linked with the mean time to failure. Now, life extensions T0 to T1
when Policy 1 is applied instead of Policy 0, and T1 to T2 when Policy 1 is replaced
by Policy 2 can be clearly seen in the figure. So are the changes in the asset
condition (value) at any time T. Note that in a given study failure, lifetime and
reliability can be defined differently; e.g., failure could be tied to any asset con-
dition which is deemed unacceptable.

As far as reliability is concerned, Policy 2 is clearly superior to Policy 1. It is
also obvious that maintenance affects component and system reliability. But
maintenance has its own costs, and when comparing policies, this has to be taken
into account. The increasing costs of carrying out maintenance more frequently
must be balanced against the gains resulting from improved reliability. When costs
are also considered, Policy 2 in Fig. 1 may be very costly and, therefore, may not
be superior to Policy 1.

It is possible to study life curves for finding optimal maintenance policy.
However, since no mathematical model exists to represent relationships shown in
Fig. 1, the way to proceed is to do a case analysis as shown in the following
example.

3.1 Example for High-Voltage Air-Blast Breakers Using

the Life Curve Concept

3.1.1 General

This study involves the analysis of several breakers with a total operating history
of about 100 breaker-years. According to the current policy, three types of
maintenance are routinely performed on each breaker. About every 8 months,
minor maintenance (timing adjustments, lubrication) is carried out at a cost of
about $700. Its average duration is 0.25 day. Approximately every 10 years,
medium maintenance is performed involving replacement of some parts, taking on
the average 2 days, at a cost of about $6,000. Major maintenance involving
breaker overhaul takes place every 15 years, with an average duration of 22 days
and a cost of about $75,000.

In the study, four alternative maintenance policies are compared. The first
option is to continue with the present maintenance policy. The second is to do
nothing, i.e., to run the equipment in the future without any maintenance. The third
is to perform major overhaul, followed by a slightly modified version of the
original policy. The last option is to replace the equipment with a new one
($90,000) and continue with the modified maintenance policy. The modified policy
differs from the original one in that the minor maintenance after overhaul or
replacement is scheduled every 15 months instead of every 8 months, a reduced
maintenance policy.
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3.1.2 Life Curves

Figure 3 shows life curves for the three ‘‘basic’’ policies. Considering the four
options above, the life curves for two of them, the one involving replacement and
the other to stop maintenance, are shown in Fig. 3. These curves were derived with
the AMP and RiBAM programs, described later, using the following assumptions:
(a) the ‘‘present’’ moment when the choice is made among the options is 20 years
into the life of the breakers, (b) if the option chosen requires action (replacement,
overhaul), there is a delay of 3 years before the action is implemented, and
(c) upon failure, repair is performed which brings the device to an assumed 90% of
its original condition.

3.1.3 Cost Studies

In a financial evaluation, a time horizon must be selected which usually starts at the
present, when the study is made, and includes a predetermined number of years for
which the costs of the various operating and maintenance options are calculated
and compared. For the present study, a time horizon of 10 years was selected. This
is also shown in Fig. 3 by a horizontal line between the 20th and 30th year marks.

Cost computations involve the calculation of the expected number of failures,
and of the various types of maintenance activities, during the specified time
horizon. The cost of each maintenance activity is expressed by its present value.
The costs are then expressed as functions of the delay.

Figure 4 illustrates the present costs for all options with a 3-year delay for each.
The diagram shows that in the given case the best option (of those considered) is to
continue with the original maintenance policy. The expected cost of this is
$100,000 for the 10-year time horizon. The costs are highest for the ‘‘Stop All
Maintenance option’’ because the probability of failure is much higher than for the

Fig. 3 Life curves with a
replacement, b no mainte-
nance, after a 3-year delay
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other options. The maintenance cost is high for the ‘‘Continue as Before’’ policy
because minor maintenance is performed quite often.

To summarize, while for highest reliability the ‘‘Install New Breaker’’ policy is
the choice, for lowest costs the ‘‘Continue as Before’’ option must be selected.

3.1.4 Sensitivity Studies

It is quite possible to perform optimization of each option with regard to, say,
maintenance frequency. Such studies were not carried out. Instead, sensitivity
studies were performed to find out how ‘‘robust’’ the findings are if some of
the input values are subject to uncertainty. While details are not discussed here, the
results show that the cost of the option ‘‘Continue as Before’’ appears to be little
affected if several of the input data are varied around their assumed values.

3.2 Review of Maintenance Approaches

3.2.1 Regular Versus ‘‘As Needed’’ Maintenance

Maintenance has been performed for a long time on a great variety of devices,
machines and structures. Traditionally, maintenance policies have been chosen
either on the basis of long-time experience or by following the recommendations
of manuals issued by manufacturers. In both cases, maintenance has been carried
out at regular, fixed intervals. This practice is also called scheduled maintenance
and, to this day, this is the maintenance policy most frequently used by electric
utilities.

It was found, however, that scheduled maintenance may be quite costly in the
long run, and may not extend component lifetime sufficiently. For the last 15 years

Fig. 4 Cost diagram for the
various options
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or so, variations of a new approach have been tried and implemented by many
industrial undertakings and several electric power utilities. The essence of this
approach is that maintenance should be undertaken not regularly but only when
needed. Such an approach is called predictive maintenance. To find out when
maintenance is needed, condition monitoring—periodic or continuous—and
appropriate criteria for triggering action are required.

3.2.2 Improvement Versus Replacement

Maintenance activities may result in the restoration of a device to conditions better
than those it was found in, or in its replacement with a new one. However, for a
long time, it had been assumed that even restoration would result in ‘‘as new’’
conditions, which clearly is not what happens in practice. Most often, only limited
improvement would take place; however, this is very difficult to take into account.

A large number of replacement policies are described in the literature; in fact,
most of the literature concerns itself with replacement only, neglecting the pos-
sibility that maintenance may result in smaller improvements at smaller costs.
Maintenance policies involving limited condition improvement are mostly based
on experience, and such empirical approaches cannot predict and compare changes
in reliability as a result of applying various maintenance policies.

3.2.3 Empirical Approaches Versus Mathematical Models

Empirical approaches are based on experience and manufacturers’ recommen-
dations. This does not mean that they are necessarily very simple. The method
called Reliability Centered Maintenance (RCM), introduced about 18 years ago
[15], is empirical, yet quite sophisticated. It is based on condition monitoring (and,
therefore, may not follow rigid maintenance schedules), failure cause analysis and
an investigation of operating needs and priorities. From this information, it selects
the critical components in a system (those which are dominant contributors to
system failure or to the resulting financial loss) and initiates more stringent
maintenance programs for these components. It assists in deciding where the next
dollar budgeted for maintenance should go.

An important advantage of the RCM approach is that it also considers external,
non-deterioration-originated failures (e.g., those caused by weather, animals and
humans). A good example is the case of overhead lines in distribution systems.
According to fault and interruption statistics in the UK, the percentages of failure
causes of such lines are the following (since only the dominant failure causes are
shown, the percentages are rounded and do not add up to 100):

• Weather 55%;
• Damage from animals 5%;
• Human damage 3%;
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• Trees 11%;
• Aging 14%.

The conclusion appears to be that the maintenance budget for overhead lines
should be divided almost equally between internal and external programs. The
external budget would be spent mostly on tree trimming and some design changes,
such as the erection of barriers and fences.

Maintenance policies based on mathematical models are much more flexible
than heuristic policies. Mathematical models can incorporate a wide variety of
assumptions and constraints, but in the process they can become quite complex.
A great advantage of the mathematical approach is that the outcomes can be
optimized. Optimization with regard to changes in some basic model parameter
can be carried out for maximal reliability or minimal costs.

Mathematical models can be deterministic or probabilistic. Since maintenance
models are used for predicting the effects of maintenance in the future, probabi-
listic methods are more appropriate than deterministic ones, even if the price for
their use is increased complexity and a consequent loss in transparency. For these
reasons, the use of such methods is spreading only slowly.

The simpler mathematical models are still based on fixed maintenance intervals
(scheduled maintenance), and optimization will be carried out, in most cases,
through sensitivity analysis, by varying, say, the frequency of maintenance. More
complex models incorporate the idea of condition monitoring where decisions
about the timing and amount of maintenance are dependent on the actual condition
of the device (predictive maintenance). Such policies can be optimized with
respect to any of the model parameters, such as the frequency of inspections.

3.3 Linking Component Reliability and Maintenance:

A Probabilistic Approach

3.3.1 Basic Models

A simple failure-repair process for a deteriorating device is shown in Fig. 5: The
various states in the diagram are explained. The deterioration process is repre-
sented by a sequence of stages of increasing wear, finally leading to equipment
failure. Deterioration is, of course, a continuous process in time, and only for
easier modeling it is considered in discrete steps.

The number of deterioration stages may vary, and so do their definitions. In
most applications, the stages are defined through physical signs such as markers on

Fig. 5 State diagram includ-
ing (D1, D2, …); F failure
state
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wear or corrosion. This, of course, makes periodic inspections necessary to
determine the stage of deterioration the device has reached. The mean times of the
stages are usually uneven, and are selected from performance data or by judgment
based on experience.

The process in Fig. 5 can be readily represented by a probabilistic mathematical
model. If the rates of transitions shown between the states can be assumed time-
independent, the mathematical models describing such processes are known as
Markov models. Well-known techniques exist for the solution of these models
[16]. It can be proven that in a Markov model the times of transitions between
states are exponentially distributed. This property and the constant-rate property
follow from each other.

3.3.2 The Effect of Maintenance

One way of incorporating maintenance into the model in Fig. 5 is shown in Fig. 6.
It is immediately clear that in this arrangement there is no assumption made that
maintenance would produce ‘‘new’’ conditions; in fact, the effect of maintenance
can now be limited: it is assumed that it will improve the device’s condition to that
which existed in the previous stage of deterioration. This contrasts with many
strategies described in the literature where maintenance is considered equivalent to
replacement.

If a failure has external causes (e.g., inclement weather), there is a single step
from the working to the failed state. Now, the constant failure-rate assumption
leads to the result that maintenance cannot produce any improvement because the
chances of failure in any future time interval are the same with or without
maintenance (a property of the exponential distribution). That maintenance will
not do any good in such cases agrees with experience as expressed by the oft-
quoted piece of wisdom: ‘‘If it ain’t broke, don’t fix it!’’ The situation is quite
different for deterioration processes where the times from new conditions to failure
are not exponentially distributed even if the times between subsequent stages of
deterioration are (this can be rigorously proven). In such a process, maintenance
will bring about improvement, and one can conclude that if failures are the con-
sequence of aging, maintenance has an important role to play.

In Fig. 6, the dotted-line transitions to and from state M1 indicate that main-
tenance while in state D1 should really not be performed because it would lead

Fig. 6 State diagram includ-
ing three stages of deteriora-
tion stages and maintenance
(F failure state)
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back to state D1 and, therefore, it would be meaningless. State M1 could be
omitted if the maintainer knew that the deterioration process was still in its first
stage and, therefore, no maintenance was necessary. Otherwise, maintenance must
be carried out regularly from the beginning, and state M1 must be part of the
diagram.

It should be observed that this and similar models solve the problem of linking
maintenance and reliability. Upon changing any of the maintenance parameters,
the effect on reliability (say, the mean time to failure) can be readily computed.

3.3.3 A Practical Model

A more sophisticated model [17] based on the scheme in Fig. 6 and tested in
practical applications is shown in Fig. 7. A program, called Asset Management
Planner (AMP), using this model, was developed by Kinectrics Inc. in Toronto,
Canada. It computes the probabilities, frequencies and mean durations of the states
of a component exposed to deterioration but undergoing regular inspections and
receiving preventive maintenance.

Without maintenance, the path from the onset (entering D1) would run through
the stages of deterioration to the failure state F. With maintenance, this straight
path to failure is regularly deflected by inspection and maintenance.

According to the diagram, in all stages of deterioration, regular inspections
take place (I1, I2, I3), possibly several times, and at the end of each inspection
a decision is made to continue with minor (M) or major (MM) maintenance, or
forgo maintenance and return the device to the state of deterioration it was in
before the inspection. Another point of decision is after minor maintenance
when, if the results are considered unsatisfactory, major maintenance can be
initiated.

Fig. 7 The AMP model
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The result of all maintenance activities is expected to be a single-step
improvement in the deterioration chain, following the principle shown in Fig. 7.
However, allowances are made for instances when no improvement is achieved or
even when some damage is done during maintenance, the latter resulting in the
next stage of deterioration.

The choice probabilities (at the points of decision-making) and the probabilities
associated with the various possible outcomes are based on user input and are
estimated from historical records.

Another technique, developed for computing the so-called first passage times
(FPTs) between states, will provide the average times of first reaching any state
from any other state. Although not shown, the technique is implemented in the
AMP model. If the end state is F, the FPTs are the mean remaining lifetimes from
any of the initiating states.

This information is necessary for constructing life curves. It can be observed
that the AMP model can handle both scheduled (regular) and predictive (as nee-
ded) maintenance policies.

Figure 6 shows an arrangement for scheduled maintenance: the rate of starting
maintenances is always the same (this rate is the reciprocal of the mean time to
maintenance; the actual times constitute a random variable).

The scheme in Fig. 7 incorporates an arrangement for predictive maintenance.
Condition monitoring is done through regular inspections, and if it is found that no
maintenance is needed the device is returned to the ‘‘main line’’ without under-
going maintenance.

Mathematical Description of the Model in Fig. 7

Transition Rates. Assuming that transition rates between states are known (com-
puted from historical data), transition rate matrix Q can be built with components
kij denoting a transition rate from state i to j and:

kii ¼ �
X

j; j6¼i

kij: ð1Þ

The transition rates from states Dx to Ix are computed as the reciprocal of the
time to inspections, while the transition rates from states Dx to Dy are reciprocals
of the times when the device reaches another stage of deterioration without any
maintenance.

The repair states are characterized by two parameters: duration and the prob-
abilities of departure to other states. Duration of a state can be determined from
historical records for both the Ix and Mx states. In the first case, it is the average
duration of inspections, in the second case, the time of performing the repairs. The
departure rate from state i to j is then defined as

kij ¼
pij
di

ð2Þ
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where pij is the probability of transition from state i to j.
We also have

X

j

pij ¼ 1 for i ¼ 1; 2; . . .; n ð3Þ

where n is the number of the repair and inspection states.
This definition of the transition rate matrix describes a semi-Markov process

[18].
Cost of a State. In addition, for every state, one can define a cost of residing in

this state. It is especially important for the Mx states because it symbolizes the
costs of repairs.

Both values (costs and duration) can be written as two vectors: cost C and
duration D.

4 Optimal Maintenance Policies for Power Equipment

There are many maintenance optimization models utilizing simplified determin-
istic mathematics [19]. One such model is presented as an illustration in the next
section. A more sophisticated probabilistic optimization model is discussed
afterwards.

4.1 A Simple Deterministic Model [19]

Consider a device that breaks down from time to time. To reduce the number of
breakdowns, inspections are made n times a year when minor modifications may
be carried out. The optimal number of inspections is to be determined which
minimizes the total yearly outage time, consisting of the repair times after failures
and the inspection durations.

Let the failure rate be k(n) occurrences per year, where k is independent of time
but is a function of the inspection frequency. Therefore, the total downtime T(n) is
also a function of n. Further, let it be assumed that

kðnÞ ¼ n

k þ 1
ð4Þ

where the numerical value of k indicates the failure frequency when no inspections
are made. If tr is the average duration of one repair and ti the average duration of
one inspection, then

TðnÞ ¼ kðnÞtr þ nti: ð5Þ
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Substituting (4), taking the derivative of T(n) with respect to n, and equating it
with zero,

dTðnÞ
dn

¼ �ktr

ðnþ 1Þ2
þ ti ¼ 0: ð6Þ

From the second statement, the optimal value of n becomes

nopt ¼
ktr
ti

� �0:5

�1 ð7Þ

with k = 5 per year, tr = 6 h and ti = 0.6 h, one obtains that nopt = 6.07 per year,
or the optimal inspection frequency is about one in every 2 months. The total
outage time is T(6) = 7.9 h/year, whereas without inspections it would be
T(0) = 30 h/year.

As can be seen, optimization is easily included in mathematical models. On
the other hand, modeling the relation between maintenance (inspection) and
reliability (failure rate) is still a problem. In the example above, this relation is
given by (4). It should be observed that this relation is assumed, and not a
result of calculations. What is missing is a mathematical model where this
relation is part of the model itself, and the effect of maintenance on reliability
is part of the solution.

4.2 Maintenance Optimization with a Probabilistic Model

The following section describes a mathematical model for the selection of an
optimal maintenance policy [20]. The original model described above presented a
method of calculation of the remaining life of equipment without suggestions on
how the maintenance policy modeled could be optimized. Here, we will define
several possible optimization procedures to find out the best maintenance policy.
The optimization process will be illustrated with an optimization algorithm for
Markov models utilizing a simulating annealing approach in a practical numerical
example involving high-voltage circuit breakers.

4.2.1 The Objective Function

In the optimization procedure discussed here, the quantities of interest are: (1) the
Remaining Life of Equipment represented in the model as the FPT from the current
deterioration state to the failure state [21], (2) the Life Cycle Costs represented as
the cost of maintenance and failure, and (3) equipment Unavailability. Our goal is
thus to define an optimization model that would minimize a function of these three
parameters, i.e.:
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FðrÞ ¼ min f ðtotal cost;�FPT; unavailabilityÞ: ð8Þ

Vector r symbolizes parameters of the model that can be varied and is described
later in this chapter. To transform the multi-objective optimization problem
described by (8) into a more practical single optimization formulation, f is defined
as a special function that transforms three parameters to be expressed in the same
units of measurement and is described below.

The nature of the problem that we are aiming to solve leads us to the decision
that one could use an algorithm based on simulated annealing [20] to find an
optimal solution.

A brief review of the way that the three input parameters are evaluated is given
as follows.

FPT

In Markov theory, the FPT, Tij represents the time when the model (starting from
state i) will reach state j for the first time. In the case of the considered model, the
most interesting is the time when the device will reach state F. Tij will be
equivalent to the remaining lifetime of the equipment. FPT will be measured in
years.

Unavailability

During both inspection and repair, the device is temporarily out of service. The
proposed model enables computation of the equipment unavailability. This value
is usually measured in days per year.

In the model shown in Fig. 7, several values can be treated as parameters that
can be modified in order to find the optimal solution. These parameters are:

• frequency of making inspections (time to inspections). These parameters cor-
respond to transitions from states Dx to Ix;

• funds spent on maintenance (cost of states Mx);
• durations of the repair states.

The last two items define the depth and the speed of repairs. Each of these
quantities can be varied independently or simultaneously. The possible optimi-
zation scenarios will be described next.

4.2.2 Parameters of the Maintenance Optimization Problem

The term ‘‘optimal maintenance policy’’ implies a selection of maintenance
parameters for which the function in (8) will reach its minimum. The parameters
that can be varied are described as follows.
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Time to Inspection Optimization (TTI)

Knowing that during inspections a device is temporarily unavailable and being
aware of the fact that every inspection is connected with additional costs, the main
aim of the TTI optimization is to find the best points in time to perform the
inspections.

Parameters that can be optimized are transition rates between deterioration
states (Dx) and inspection states (Ix). This type of optimization changes the values
of the elements of the transition rate matrix Q.

Cost Optimization

The second group of parameters that can be optimized are the costs of the states
that represent the repairs (cost of the Mx states). After making a decision to spend
additional funds on repair, one can expect the following effects:

• time spent in the repair stage will be shorter;
• better (deeper) repair—the equipment will be reconditioned with more care and
it will end up in a ‘‘better’’ deterioration state. It does not necessarily mean
though, that the repair time will be shorter.

Maintenance Time Optimization

In this optimization, we assume that the time of repair (elements of the duration
vector D) is a function of the funds spent on repair and that the probability of
transition from state Mx to Dx is constant (the probability matrix P does not
change). Parameters that are optimized are elements of the cost vector C repre-
senting repair states. On the basis of this cost, duration of every state is computed
(elements of the duration vector D) and then, the elements of the transition rate
matrix Q are recalculated using (2).

Maintenance Depth Optimization

This type of optimization assumes that the probability of transition from a repair
state to any other state is a function of the funds spent on repair, i.e., pi,j = f(ci).
The rationale for this thinking is that the more funds are spent on maintenance, the
more likely it is that the equipment will end up in a higher (better) deterioration
state than before the repairs. Parameters that are optimized are the elements of the
cost vector C, but in this case, duration of the repair is constant (duration vector D
does not change). After modification of the elements of the probability matrix P,
the elements of the probability matrix P and the elements of the transition rate
matrix Q are recalculated using (2).
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4.2.3 Constraints

The constraints in this problem relate to the permissible changes in the compo-
nents of the cost, probability and duration vectors. Thus, there are lower and upper
limits on the amount of money available for maintenance and minimum and
maximum times between inspections. Section 4.3 presents boundary conditions
used in the numerical example. The optimization problems defined above will be
solved using a simulated annealing algorithm [20].

4.2.4 Definition of the Optimization Function

Since the quantities to be optimized are expressed in different units and are of a
different order of magnitude, it would be very difficult to formulate the objective
function that would be just an algebraic sum of these variables. To address this
problem, [20] proposed to use a notion of utility from a multi-attribute utility
theory (MAUT) [22].

MAUT is one of the methods that form a multi-criteria decision analysis
(MCDA) for quantifying the value of something (e.g., a project) based on its
characteristics, impacts, and other relevant ‘‘attributes’’. It is useful for project
prioritization because it provides a relatively simple and defensible way to capture
all sources of project value, including non-financial (or ‘‘intangible’’) components
of value.

More precisely, MAUT is an approach for deriving a ‘‘utility function’’ that,
according to decision theory, quantifies a decision-maker’s preferences over the
available alternatives to a decision. The utility function, u, is such that the best
alternative is the one that optimizes u.

In order to evaluate optimal parameters of the maintenance policy, there is a
need to compare three values expressed in different measures: FTP—expressed in
years, cost—expressed in thousands of dollars per year and unavailability—
expressed in days per year, respectively. This is achieved by introducing a suitable
utility function, which is described next.

Utility Functions

Calculation of utility requires a definition of a utility function. The form of
this function determines the ability of taking a higher risk of failure in order
to find a better solution. A utility function can be constructed to reflect
the risk preference of the analyst: From this viewpoint, the analyst can be
classified as:

• risk-seeker,
• risk-averse,
• risk-neutral.

30 George J. Anders



Their characteristics are presented in Fig. 8.
One of the commonly used utility functions is a power expression shown as

follows:

uðxÞ ¼ ðx� aÞR

ðb� aÞR
: ð9Þ

Parameter R is responsible for the definition of a risk-acceptance attitude with a
risk-seeker characterized by the value greater than one and a risk-averse person
with the parameter smaller than one. A risk-neutral analyst will be assigned the
value of R = 1. The constants a and b in (9) represent the minimum and the
maximum value of the variable x, respectively.

A very useful characteristic of the utility function in (9) is the fact that
calculated utility values are between 0 and 1. In our optimization problem,
each of the three optimized parameters is represented by (9) with the same
parameter R.

4.3 Numerical Example

The ideas described above will be demonstrated with a model of maintenance
policy for high-voltage, air-blast circuit breakers with real historical values of
model parameters.

4.3.1 Model Parameters

Figure 9 shows the model with the transition rates and probability of transitions
between the states indicated on the arrows. These parameters are the same as used
in the numerical example discussed in [17].

After applying (1)–(3), the transition rate matrix Q is shown in Table 1.
The input values of the duration and costs of the states, obtained from historical

data supplied by a large utility in Canada, are summarized in Table 2.

Fig. 8 Characteristics of
different utility functions
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4.3.2 Base Case Results

The steady-state probabilities and other model parameters computed from
the standard Markov equations and transition rate matrix are shown in Tables 3
and 4.

In reality, the states with the probability equal to zero in Table 3 have non-zero
values of this parameter but the values are smaller than 0.0001 and not shown here.

4.3.3 Model Optimization

The assumption made in the numerical analysis presented here states that an
increase in the amount of money spent on maintenance can either result in shorter
durations of the repairs or a greater depth of the repairs leading to the higher
probability of the equipment landing in a better state. Therefore, it is assumed that
the durations of the repairs and the probability of a transition from a repair state to
another state are functions of the cost of the state, i.e.,

ðdi; pi; jÞ ¼ gðciÞ ð10Þ

Function g has a form g(x) = axd, g(x) = b - c ln(x) for the duration and
probability variables, respectively, with the values of a, b, c and d different for
each value of i and j. Our goal is to find such values of the model parameters for
which (8) is minimized. We will assume that the analyst is risk-averse and assign
the value of R = 0.2.

The objective function f in (8) is an algebraic sum of utility functions (9) for the
variables FPT, unavailability and total_cost and is given by

Fig. 9 Model of maintenance policy with transition rates between the states (d days, y years) and
probability of transitions between them
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f ðcÞ ¼ w1uðtotal costÞ þ w2uðunavÞ � w3uðFPTÞ ð11Þ

with weights w1 = w3 = 1 and w2 = 0.5 assigned arbitrarily by the author.

4.3.4 Constraints

The following limiting values were adopted for the model parameters. The lower
bound of the costs is that of the present value used by the utility and the upper is
the cost of the next level of repair:

1=ki; j 2 h1d; 365di ð12Þ

cM1; cM2; cM3 2 h$100; $10; 000i
cMM1; cMM2; cMM3 2 h$10; 000; $100; 000i

: ð13Þ

This defines completely the optimization problem. The results are discussed
later.

Table 2 Duration and cost
of each state

Cost ($) Duration (days)

D1 0
D2 0
D3 0
F 144,000
I1 200 1
I2 200 1
I3 200 1
M1 1,200 1
MM1 14,400 5
M2 1,200 1
MM2 14,400 5
M3 1,200 1
MM3 14,400 5

Table 3 Steady-state probability of each state

D1 D2 D3 F I1 I2 I3 M1 MM1 M2 MM2 M3 MM3

0.542 0.219 0.043 0.195 0 0 0 0 0 0 0 0 0

Table 4 Solution of the base case maintenance policy model

Unavailability 0.23 day/year
Total cost $33,380
FPT (years) 26.87
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4.3.5 Simulation Results

After a series of simulations, the SA algorithm gives the following results: with the
optimized cost of breaker states shown in Table 5 and other computed parameters
shown in Table 6.

All three parameters were improved by applying the optimal maintenance
policy. The unavailability and the total utilization cost of the breaker were reduced
by about 30% each and the expected remaining life was increased by about 60%.
This is the effect of increasing the expenditures on all maintenance activities. At
the same time, the probability of moving from the maintenance state to a higher
state has increased compared to the base case, hence the overall improvement in
all components of the objective function. For example, the probability of moving
from states MM2 and MM3 to D1 increased by about 10% accompanied by a
substantial increase in the transition probability from the minor maintenance states
M2 and M3 to states D1 and D2, respectively.

Finally, a sensitivity study was performed to determine the effect of the value
of the parameter R. Figure 10 presents the dependence of the objective function
-u(x) at the optimum value of the vector x = x* on R. The values of the inde-
pendent variable have been normalized as follows:

x0 ¼ x

xmax � xmin

: ð14Þ

Table 5 Optimal cost of
each state

Cost ($) Duration (days)

D1 0
D2 0
D3 0
F 144,000
I1 200 1
I2 200 1
I3 200 1
M1 3,497 0.20
MM1 32,556 3.86
M2 4,861 0.12
MM2 59,750 3.18
M3 4,732 0.13
MM3 69,306 3.04

Table 6 Parameters of maintenance policy model

Unavailability 0.16 day/year
Total cost $23,700
FPT (years) 42.73
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Two cost ranges were considered. In addition to the one given by (13), a
reduced range was defined as follows: for minor maintenance between $100 and
$5,000 and for major maintenance between $30,000 and $70,000.

The first observation is that the parameter R plays a role only for a narrow
interval case. In this case, the best values of the objective function are obtained
for the risk-averse decision-maker, with virtually no distinction between the
risk-neutral and risk taking persons.

5 System Effect of a Component Maintenance

5.1 Bulk Power System Reliability Evaluation

The first step of the analysis performed by the computer platform is the evaluation
of the reliability of a bulk electric system. A general approach adopted in many
computer programs for this type of analysis is presented in Fig. 11. In this figure, a
particular implementation in the software called REAL [23, 24] is shown.

A brief characteristic of the blocks in Fig. 11 is given as follows.

• Sequential or pseudo-chronological Monte Carlo simulation is used to select
system states [25].

• DC power flow model is used to analyze the system states.
• Linear programming (LP) is used to solve, by redispatching and load shedding,
system problems (i.e., overloads).

• Failure/repair rates are considered for both generation and transmission
equipment.

Since reliability computations often involve an analysis of large systems, two
measures are introduced to deal with the efficiency of the computations. First, we
employ a pseudo-chronological Monte Carlo simulation during the reliability
evaluation process [25]. Second measure involves a division of the entire network
into three parts [23].

The first part of the network (i.e., Equipment Outage Area) involves a full
representation of random behavior of transmission and generation elements. The

-u(x*)=f(R)

0
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Fig. 10 Results of the sensitivity analysis
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second, larger, network (i.e., Optimization Area) involves representation of all its
elements for load flow and remedial action analysis. The elements in the second
network that do not belong to the first network are not allowed to fail, but gen-
erators may be redispatched and load can be cut, if necessary. Finally, the third
network (i.e., External Area) includes both previous networks and equivalent
representation of the remaining components of the original load flow file. The idea
of performing outage simulation on a part of the entire network was first intro-
duced in [26]. The concept introduced there would be equivalent to using only the
outage and optimization areas in our approach. The representation of the networks
is illustrated schematically in Fig. 12.

State Selection

Adequacy Analysis

Any Violations?
Convergence?

Remedial Actions

Update Indices

Yes

No

Yes

From a base case select a 
system state based on load 

levels and equipment 
availabilities.

Analyze the adequacy of the 
selected state by verifying 

whether that selected 
configuration of 

generators and circuits 
is able to supply the 

selected load without 
violating any operating limits.

Take corrective actions such as 
generation rescheduling or 

a planned switching. 
If the problem is not solved, 
implement load curtailment 

at each bus

Update the estimates of 
reliability indices associated 

with the selected state. 

If the accuracy of the estimates is acceptable 
 stop; otherwise, select another state.

No

Fig. 11 Simplified flowchart of the REAL model

B2
B1

Bi Bm

External Area

Optimization

Area Equipment

Outage Area

Betc.

Fig. 12 Network representa-
tion for outage scheduling

Optimal Maintenance Policies for Power Equipment 37



The output of this part of the analysis is a set of standard reliability indices
including the loss of load costs. The indices are computed for the system and for
each bus. From the bus indices, the area for further analysis is selected.

5.2 Small Area Reliability Study

5.2.1 Reliability Evaluation Principles

Area supply reliability is commonly measured in terms of BES delivery point
interruptions. The key indices used are the interruption frequency, duration and
probability. Delivery point interruptions in a BES system can occur as a result of
several reasons. Most of these interruptions are attributable to facilities’ outages or
security problems in the transmission system. The proposed approach uses the
continuity of supply only as a failure criterion as the equipment overload issues are
tackled in bulk electric system reliability studies.

The power system is designed to operate with protection schemes to minimize
the effects of the component outage events resulting from the different phenomena
described below. Often these effects are localized to an operating area such that
widespread outages in the power system will not occur. Therefore, the reliability
indices of a delivery point can be studied by modeling component outages within
an area containing the delivery point and a few buses away.

A delivery point interruption, which is referred to as a system failure in this part
of the chapter, is seldom a result of a single outage event. Overlapping of outage
events is likely the cause. Since the outage events are contained to the initiating
faulted components and are not wide spreading, good results can still be achieved
by limiting the study of overlapping outage events to three or fewer components.

The approach is based on the Area Reliability Evaluation Program (AREP)
developed by Hydro One Networks [27, 28] to calculate reliability indices of a
selected group of customers supplied by a series of power sources. The method of
minimal cuts is used to assess a continuity of supply from sources to sinks and to
evaluate the reliability indices.

5.2.2 System Modeling and Component Data

The various phenomena modeled in the area reliability evaluation include:

• independent outages caused by faults,
• independent outages caused by false trips,
• common mode outages caused by faults,
• common mode outages caused by false trips,
• breaker failure (active and passive),
• protection-dependent failure,
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• maintenance-dependent outages,
• repair-dependent outages,
• maintenance events,
• normally open breakers,
• operation of various protection zones.

Calculation of the frequency and duration of various outages involving the
above phenomena are discussed in [27]. The effect of adverse weather is also
included.

5.2.3 Classification of Outages

A delivery point is assumed to be interrupted if and only if all the electrical paths
between the delivery point and all source points are interrupted. Interruptions are
grouped into four types of system failures with different interruption durations as
follows:

• Permanent: if the interrupted delivery point(s) can only be restored by repairing
the corresponding component(s) on permanent outage.

• Switching: if the interrupted delivery point(s) can only be restored by isolating
the corresponding component(s) on permanent outage.

• Temporary: if the interrupted delivery point(s) can only be restored by restoring
the outage component(s) to service via manual reclosing disconnects and circuit
breakers.

• Transient: if the interrupted delivery point(s) can only be restored by auto
reclosure.

5.2.4 Calculation of Reliability Indices

As mentioned above, the reliability indices for small area studies are calculated
using a minimal cut set approach. This method, although it is an approximation,
yields very accurate results and is much more practical with larger systems
than the Markov process. The frequency and duration equations can be found in
[16, 29, 30].

5.2.5 Area Network Representation

In order to perform area supply reliability analysis, the pattern of the power flow
from the sources to the delivery points has to be established. Therefore, a direction
of power flow has to be assigned to every connection specified in the network. The
connection elements used to connect two adjacent components can be either one or
bi-directional.
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System components are normally protected by the nearest breakers. The pro-
tection zone for each component is established using this rule. These are defined as
standard protection zones. As an alternative, a nonstandard protection zone for
component(s) or breaker(s) can be established to override the standard protection
zone defined above.

The approach assumes that all components in the electrical system being
analyzed are self-switched; i.e., each component can be isolated from the electrical
system without also isolating of another component. Nevertheless, the one may
specify a component to be switched out with other components, i.e., a nonstandard
switching zone.

In many substations, certain breakers can be normally open. When a permanent
system failure is identified by the software, attempts will be made to restore the
system by closing the normally open breakers one by one in a specified order. If
none of the closings are successful in restoring the system, then the classification
of the failure remains as permanent. If, however, any one closing restores the
system, then the failure is classified as switching, and frequency and duration
calculations are performed accordingly.

A standard failure criterion would state that the supply of M out of N delivery
points must be interrupted in order to have a system failure.

5.2.6 Study of Independent and Dependent Outages

Independent and dependent component outages are studied in the area reliability
evaluation using failure modes and effect analysis. Although the general approach
used is the same, different techniques are used to perform analysis for these two
types of outages.

Independent Study

The minimal cut technique is used to simulate independent outage events and
determine if they result in delivery point interruptions. The basic idea of this
technique is that once an independent outage event or overlapping of two inde-
pendent outage events causes an interruption, it will not be combined further with
other outage events in the failure modes and effect analysis.

Dependent Study

While studying dependent outages, the three-component rule (maximum three
components can be out of service at the same time) as well as transitional analysis
are used to perform failure effect analysis. Unlike independent outages, the min-
imal cut set approach is not used to perform failure effect analysis when studying
dependent outages. This is due to the fact that when dealing with dependent
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outages, system states that result in failures do not have to be minimal cut states.
For this reason, transitional analysis is used to carry out failure effect analysis
using a state transition diagram [27].

5.2.7 Ranking of Components

A crucial functionality introduced in ASSP relates to the selection of those
components for the in-depth maintenance policy analysis that are the most
important from the system operation point of view. A component’s contribution
to the system failure is termed its importance. It is a function of failure char-
acteristics and system structure. An importance analysis is akin to a sensitivity
analysis and is thus useful for system design, operation, and optimization. For
example, we can estimate possible variations in system failure probability caused
by uncertainties in component reliability parameters. Inspection, maintenance,
and failure detection can be carried out in their order of importance for com-
ponents, and systems can be upgraded by improving components with relatively
large importance.

We will consider two ranking methods of system components. Both are based
on the calculation of the derivative of the system failure probability with respect
to the component probability of failure. This derivative, which will be used as
one of the importance indicators, gives a measure of the sensitivity of the system
failure probability with respect to the given component reliability. A given
component can be important because this derivative takes a high value. This
normally is the case when the system fails when this component fails, or this
component appears in one or more minimal cuts that have a small number of
other components.

The partial derivative considered here can have a high value even when the
component has very small probability of failure. In order to take into account a
contribution of the component failure probability to the system probability of
failure, we will introduce the second measure called criticality importance.

The basic mathematical principles used in the development of the ranking
tables are given in [16]. The implementation in the computer platform is an
extension of this approach and is briefly discussed below.

Structural Importance

This is the simplest of the importance criteria and is merely the partial derivative
(the classical sensitivity) of the probability of system failure pF with respect to a
component failure probability pj. Thus, for the jth component, we have

ISTj ¼
opF
opj

: ð15Þ
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Since the probability of system failure is a linear function of the component
failure probability, the expression for the system probability of failure can be
written as

pF ¼ pjKj � ð1� pjÞLj þ Hj: ð16Þ

Constant Kj is equal to the sum of all components in the expression for the
probability of failure that contain factor pj with pj excluded, Lj contains the terms
with factor qj = 1 - pj, with qj excluded and Hj contains the terms that have
neither pj nor qj.

From (15), we have

ISTj ¼ Kj � Lj: ð17Þ

Thus, the structural importance can be easily evaluated if a mathematical
expression for system failure can be written in form (16). Since, in a usual area
reliability problem, there can be hundreds of minimal cuts, construction a sym-
bolic expression for system failure probability can be a formidable task. As part of
this development, a very efficient algorithm to accomplish this task has been
programmed in the computer platform described here.

The structural importance of components can be used to evaluate the effect of
an improvement in component reliability on the delivery point(s) reliability, as
follows: By the chain rule of differentiation, we have

opF
ot

¼
X

m

j¼1

ðKj � LjÞ
dpj
dt

¼
X

m

j¼1

ISTj
dpj
dt

ð18Þ

where t is a common parameter—say, the time elapsed since the system devel-
opment began. Thus, the rate at which system failure probability decreases is a
weighted combination of the rates at which component probabilities of failure
decrease, where the weights are the structural importance numbers.

From (18), we may also obtain

DpF ¼
X

m

j¼1

ðKj � LjÞDpj ¼
X

m

j¼1

ISTjDpj ð19Þ

where DpF is the perturbation in system failure probability corresponding to per-
turbations Dpj in component failure probabilities.

Criticality Importance

The criticality importance considers the fact that it is more difficult to improve the
more reliable components than to improve the less reliable ones. Dividing both
sides of (19) by pF, we obtain
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DpF
pF

¼
X

m

j¼1

pj
pF
ISTj

Dpj
pj

: ð20Þ

The criticality importance of the jth component is defined as

ICRj ¼
pjISTj

pF
: ð21Þ

Thus, the criticality importance is a fractional sensitivity.

5.3 Analysis of Component Maintenance Policy

Having selected the components for further analysis, the analysis of the effect of
changes of the component maintenance policy on its remaining life and failure rate
are called from the computer platform. The most important features of the pro-
posed approach are described below.

5.3.1 Calculation of the Remaining Life of the Equipment

The remaining life of the equipment is computed using the Markov model as
shown in Fig. 8. The calculations use the notion of the FPT discussed later.

FPT

Let Tij be the FPT from state i to state j in a finite-state, continuous-time Markov
chain with continuous parameter (CTMC) {Z(t), t C 0} with state space
X = {1, 2, …, n}. The continuous parameter is often time. The transition rate
matrix is defined as A = [kij], where kij (i = j) represents the transition rate from
state i to state j and the diagonal elements kii = -

P

j=ikij. We let g = max|kij|.
Let C represent the set of absorbing states1 and B (=X - C) the set of the transient
states in the CTMC. From the matrix A, a new matrix AB of size |B| 9 |B|, where
|B| is the cardinality of the set B, can be constructed by restricting A to only the
states in B.

Since Z(t) is distributionwise equivalent to a Poisson process, we have [18]:

Tij ¼
X

Nij

k¼0

VkðtÞ where VkðtÞ ¼ g e�gt for all k: ð22Þ

1 A state is considered an absorbing state if there are no outgoing transitions from that state.
Therefore, for an absorbing state i, kij = 0 for all j.
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Thus, EðTijÞ ¼ EðNijÞ1g, where Nij is the FPT of a discrete parameter Markov

chain. But (see page 167 of [16]):

EðNijÞ ¼
X

n

k¼1

nik ¼ I �
AB

g
� I

� ��1

¼ �g
X

n

k¼1

A�1
B ði; kÞ ð23Þ

where only the transient states are in AB. Hence,

EðTijÞ ¼
X

n

k¼1

�A�1
B ði; kÞ: ð24Þ

Those FPTs are used to generate the life curve of the equipment.

Life Curves of the Equipment

The concepts of a life curve and discounted costs are useful to show the effect of
equipment aging with time and were discussed at the beginning of this chapter.
Figure 1 shows an example of two life curves for the same type of equipment
under two different maintenance strategies. If a ‘‘better’’ maintenance strategy is
selected, or if the operating conditions are more favorable, the equipment will last
longer and at a particular point in time, its condition (or asset value) will be higher.

The generation of a life curve requires several steps. They are described in the
following.

This happens in several steps, as explained below with the help of Fig. 13:

• First, the borderlines between the deterioration stages D1, D2 and D3, expressed
in terms of percentages of equipment condition, are marked on the vertical axis
and entered into the program.

Fig. 13 Development of life curves a without maintenance, b with maintenance
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• Next, AMP/FPT calculations are carried out by the program, to determine the
FPTs between states D1 and D2, D1 and D3, and D1 and F. These are entered on
the time axis of Fig. 13. Using the AMP model, the effects of maintenance are
already incorporated.

• If there was no maintenance, the FPTs D1D2*, D1D3* and D1F* would be
obtained and the corresponding life curve would run as shown.Withmaintenance,
the life curve is no longer a smooth line but a rugged one indicating the deteri-
oration between maintenances and the improvements caused by them. A crude
realization of the process is shown in Fig. 13. It is a deterministic approximation
that does not consider all possibilities inherent in the AMPmodel; nevertheless, it
helps to visualize how an equivalent smooth life curve is constructed.

• The equivalent smooth life curve is drawn by observing the following simple
rules. At time 0 it must be at 100%, at D1F it must be 0. At the remaining two
ordinates, by arbitrary decision, it should be near the lower quarter of the
respective domains. (In Fig. 13, the midpoints are used, an earlier convention.)

Fig. 14 The diagram of the 24-bus RTS system
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5.4 Numerical Example

To illustrate how the complete study is performed, let us assume that a mainte-
nance budget for the high-voltage breakers in the system under consideration is
specified and our task is to examine several asset sustainment options for these
pieces of equipment. For illustration purposes, we have selected the IEEE Mod-
ified Reliability Test System (MRTS). MRTS is a modification of the IEEE RTS
[31], with the objective of stressing the transmission network. Bearing in mind this
objective, the original generating capacities and peak loads are multiplied by two.
The system has 24 buses, 38 circuits and 14 plants (32 generating units). The total
installed capacity is 6,810 MW, with a peak load of 5,650 MW. Even though the
computer platform can handle very large power systems, as described in [23], a
relatively small system was selected for illustrative purposes because (1) it is
familiar to many power system engineers, and (2) it allows a better understanding
of the procedures adopted in the platform.

The following sections describe the procedure indicated in Fig. 2.

5.4.1 Bulk Electric System Reliability Study

The first step in the study is to set up the BES network information. Figure 14
displays the 24-bus IEEE RTS [31]. All the electrical and reliability parameters are
as specified in this reference with the exception of load and generation quantities,
which are doubled from the original values with a chronological load model with
the load curve represented by 8,760 hourly values. Outages of generators, lines and
transformers are considered.

In this study, a pseudo-chronological simulation was selected with 50,000 sam-
ples. A flat load curve was applied and, since the network is small, the entire system
was selected as an outage area. The loss of load cost was selected as the governing
reliability index. The unit interruption cost curves are taken fromOntarioHydro [32].
The participation of each consumer class per bus is the same as that used in [25]. The
system total is: 19.2% residential (1,092 MW), 24.2% commercial (1,379 MW) and
56.6% industrial (3,229 MW). The computed LOLC values are shown in Fig. 15.

We can observe that buses 14 and 16 have the highest LOLC values. The area
around these buses is shown in Fig. 16.

The three stations represented by buses 14, 15 and 16 will be represented in
detail in the small area reliability study.

5.4.2 Small Area Reliability Study

Assigning Reliability Indices to the Selected Buses

A diagram showing details of the substations represented by buses 14, 15 and 16 is
given in Fig. 17. The bus and breaker failure rates and repair times are not a part of
the RTS database. The adopted parameters are summarized in Table 7.
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The duration of a permanent outage of a breaker is set at 6 weeks. In addition to
a fault, a failure to open or close is also modeled for breakers and the probability of
a stuck breaker is equal to 0.006. Failure rate for transient outages is assumed to be
equal to 0. The duration of the temporary outages is assumed to be equal 30 min
for all components. Each of the three stations has one node denoted as a sink to
represent the load connected at the station. Stations representing buses 15 and 16
in Fig. 17 have 2 (nodes 14 and 22) and 3 (nodes 27, 47 and 48) source nodes,
respectively, representing possible power inflows to the station either from the
generator or the external lines connected to this station but not represented in
Fig. 16. In this example, each of the substations in Fig. 17 is analyzed individu-
ally. When the substation representing bus 16 is analyzed in this way, it has 4
sources (one additional source represents a possible inflow from bus 15) and 2
sinks (one its own load and the other representing the supply to bus 14).

Table 8 summarizes the reliability indices for the station with the 6-diameter
arrangement in Fig. 9 representing bus 15 in Fig. 16.

The analysis is now repeated for the remaining two stations and the results from
the last row in tables similar to Table 2 are used now in the BES reliability study.

Fig. 15 LOLC values for selected buses

Fig. 16 Area selected for
detailed study
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A new base case is now established. The results are similar to the ones shown in
Fig. 15. Figure 18 shows the differences in the LOLC between the base case and
the case where all buses are 100% reliable. Only the buses with load in this system
are shown.

Fig. 17 Three stations representing buses 14, 15 and 16 in Fig. 16. The relative location is the
same as in Fig. 14

Table 7 Component reliability parameters

Element Permanent outages Temporary outages

Failure rate (1/year) Duration (h) Failure rate (1/year) Duration (h)

Breaker 0.025 1008 0.01 0.5
Bus 0.006 12.3 0.009 0.4
Line As per IEEE As per IEEE 0.5 0.4

Table 8 Reliability indices for the station representing Bus_15

Failure type Number of failures Freq. (1/year) Duration (h) Prob. (h/year) MTTF (1/year)

Permanent 12 0.0042 21.12 0.0891 236.97
Temporary 56 0.0122 0.196 0.0024 81.94
Switching 58 0.0504 0.501 0.0253 19.82
Total 128 0.0668 1.746 0.1168 14.96
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We can observe that buses 1, 10 and 14 show a substantial increase in the
LOLC values and bus 16 shows a comparative decrease in the customer inter-
ruption cost.

The next step in the analysis is the creation of the component ranking tables.

Criticality Ranking of Components

There are 24 high-voltage breakers in the 3 stations shown in Fig. 17. A visual
inspection of the station configurations immediately points out that the breakers in
the ring bus are very important for the station with this configuration. The criti-
cality of the other breakers is not so apparent. The results of the criticality analysis
are summarized in Fig. 19.

The elements in this table are ordered according to their criticality importance.
Several interesting observations can be drawn analyzing this table.

The two methods rank the system components quite differently. For example,
all the breakers in the ring bus substation and three other breakers are ranked in the
list of the first 10 most critical components.

However, from a structural point of view, only buses (and line 44) enter this list.
Out of 24 breakers in this system only 11 are important either from a structural

or criticality point of view. This is because, in this analysis, only single and

Fig. 18 The difference in the LOLC between the base case and the studies in Fig. 15
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two-element minimal cut sets were considered and the remaining breakers did not
appear in any of these cuts.

Out of all the breakers in this system, breaker 41 is the most important from the
criticality point of view. Both methods would rank the breakers in the same way.

Since a group of breakers at the ring bus (bus 14 in Fig. 14) is at the top of the
list, the maintenance activities at this station are reviewed in more detail in the
next section.

5.4.3 Analysis of the Breaker Maintenance Policy

We will analyze the performance of the high-voltage breakers. We will start by
reviewing the present maintenance policy.

Fig. 19 Criticality ranking of system components
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Present Maintenance Policy

The present maintenance policy is described earlier in the chapter in the numerical
example discussing the application of the life curves. We will recall that, reflecting
a general utility practice, we assumed that three types of maintenance are routinely
performed on each breaker.

About every 8 months to a year, a minor maintenance is performed involving
timing adjustments and lubrication at a cost of about $700. Medium maintenance
involving replacement of some parts is performed approximately every 10 years
and costs about $6,000. A major maintenance involving breaker overhaul takes
place every 15 years and costs about $75,000.

In the breaker example, three types of maintenance were modeled. The
equipment could be in one of four possible states: ‘‘as new—D1’’, ‘‘slightly
deteriorated—D2’’, in ‘‘major deterioration state—D3’’ or ‘‘failure—F’’. The
output of this analysis yields information shown in Fig. 20.

As the result of the study, we obtain the expected time to failure from various
deterioration states (these times range from 40.5 to 27.1 years from ‘‘as new’’ to
‘‘badly deteriorated’’ breaker, respectively) and the percentage of the lifetime that
the breaker is expected to be in each deterioration state.

Alternative Maintenance Policy

The next step in the analysis is the selection of a maintenance procedure by either
staying with the present policy (as described above) or performing major refur-
bishment or replacing the breaker with a new, possibly of a different type. These
studies will be performed by analyzing the life curves of the equipment and the
associated costs. A description of the computer program used to perform this study
can be found in [33]. The time horizon for the calculation of the discounted costs is
set at 10 years with the inflation and discount rates of 3 and 5%, respectively. The
system and penalty costs associated with equipment failure are equal to $10,000
each in this example.

Fig. 20 Reliability indices for the air-blast breakers
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In order to calculate the effect of the revised maintenance policy, we need to
specify the present asset condition (assumed at 80% in this example) or asset
value. This information determines where the equipment is located on the life
curve.

In order to analyze maintenance alternatives, possible actions need to be
defined. We will consider three possible maintenance actions for the breakers in
the station represented by bus no. 14 with the ring construction. In addition to
continuing present maintenance policy, we will consider a major refurbishment of
the air-blast breakers at a cost of $75k per breaker or a replacement with a newer
design (e.g., SF6 construction). The cost of a new breaker is set at $150k. The
refurbished breakers will have the same maintenance policy as the current system
whereas the new design will have the minor maintenance performed once a year
rather than every eight months and medium repairs every 5 years. With the
financial and engineering data specified, the calculations of reliability and cost
information can now proceed.

5.4.4 Life Curves

Figure 21 shows the life curves of the selected breaker under various maintenance
policies considered in this example. The two new maintenance alternatives will be
introduced after a 3-year delay. In the replacement action, the equipment is
assumed to return to as new condition.
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5.4.5 Cost Curves

Cost computations involve calculation of the number of different types of repairs
during the specified time horizon. The number of repairs in the period before and
after the action is taken is computed separately. The cost of each repair is then
expressed by its present value. Failure and associated costs are computed as
expected values. The probabilities of failure before and after the action are
computed by the program.

The cost curves are presented as functions of the delay. Since each action can
have different delay, the delay time can be specified either in years or as a per-
centage of the specified delay time. The last option allows display of the curves in
one screen without the necessity of providing a separate delay scale for each
action.

Figure 22 shows the cost diagram for all actions with a 3-year delay for each
(100% of assumed value).

If a 3-year delay was contemplated in the application of any action, the best
policy would be to either stay with the present policy or to perform a major
refurbishment with the resulting cost of about $95,000. The major portion of this
cost is due to the refurbishment action itself. We can observe that for the 10-year
time horizon, the expected cost of failure (computed during the analysis but not
shown here) is fairly small in all the cases since the probability of failure is small
for these actions. The maintenance cost is high for the present maintenance policy
because minor repairs are performed quite often and, during the 10-year horizon,
one medium and one major repair will be performed.

5.4.6 Comparative Studies

The new breaker failure rates result in improved station reliability characteristics.
In particular, the new bus failure rate is equal to 0.114 (1/year) compared with
0.131 (1/year) in the base case. The repetition of a BES reliability studies with this
new information yields the revised LOLC values. The difference between new
results and the ones in the base case is shown in Fig. 23.

Fig. 22 Cost diagram for
various actions with a 3-year
delay. The components of
each bar are as follows (from
the bottom): failure cost,
maintenance cost, refurbish-
ment action cost
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We can observe that the reduction of the loss of load cost over a 1 year period
reaches about $1 M. This is a substantial saving, but before the final decision is
made, all the relevant costs should be considered. Table 9 shows the comparison
of the results obtained with all the computer programs of the computer platform
for the two alternative maintenance policies discussed above.

We can observe that from the reliability point of view, both alternatives are
very similar. The expected energy not supplied, the frequency and duration of
interruptions are very close. However, the economic considerations would favor
the alternative involving breaker replacement.

The cost comparison of the two alternatives shows that even though the
installation of the new breakers at this station will result in an additional cost of

Fig. 23 The decrease in $M of the LOLC values with SF6 breakers installed at the substation
represented by bus 14 compared to the base case

Table 9 Comparison of two maintenance alternatives

Index Present maintenance
policy

Replace breakers
at bus 14

LOLC (M$/year) 1,391 1,390
EENS (GWh/year) 363.4 362.9
Frequency of interruptions to customers at Bus_14

(1/year)
32.6 32.5

Average duration of interruptions at Bus_14 (h) 61.6 61.6
PV of Expected total cost per breaker at Bus_14

(k$/10 years)
95 170

Average life of a breaker (years) 40 60
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about $300,000 over the 10-year planning horizon, the savings in the cost of load
interruptions are much greater, reaching about $1,000,000 per year. In addition,
the average life of the replacement breaker is about 50% greater than the old one.

6 Conclusions

In this review, a survey is offered of the various maintenance methods available to
operators. The methods range from the simplest, ‘‘follow the manual’’-types to
detailed probabilistic approaches. To get most out of maintenance, one would have
to select a mathematical model where optimization is possible—optimization for
highest reliability or lowest operating costs. There can be little doubt that such
probabilistic models would be the best tools for identifying policies that provide
the highest cost savings.

Another choice of which operators are becoming more and more aware is to
apply a maintenance policy based on no rigid schedule but on the ‘‘as needed’’
principle. This can be implemented with or without mathematical models; example
for the latter is the RCM approach. RCM, steadily gaining in popularity, is based
on an analysis of failure causes and past performance, and helps to decide where to
put the next dollar budgeted for maintenance. The method is good for comparing
policies, but not for true optimization.

This chapter discusses models that can be applied for finding an optimal
maintenance policy for power equipment. The emphasis is placed on an optimi-
zation formulation of a maintenance policy model based on semi-Markov pro-
cesses. The model allows the analysis of the influence of the maintenance policies,
defined by the durations of repairs, the effects and the costs of various repair
actions on the remaining life and the lifetime utilization costs of the equipment.
Different types of possible Markov model optimizations were discussed and a
simulated annealing algorithm was introduced. This algorithm was found to be
very well suited to the solution of the maintenance optimization problem.

The operation of the proposed model was demonstrated on a numerical example
for high-voltage circuit breakers with a significant improvement of the three
important parameters defining a maintenance policy: the remaining life of
equipment, the total utilization cost and the unavailability.

In today’s competitive environment, cost optimization is becoming even more
important. This is particularly true for transmission and distribution equipment
where the maintenance choices described in this chapter fully apply. As for gen-
erating units, the situation is somewhat different.

In the past, the practice was to centrally plan and coordinate the maintenance of
generators within a given jurisdiction. Maintenance was done during low-load
seasons and the timing was influenced by such considerations as system risk and
production cost. In the deregulated scenario, maintenance may not be centrally
planned or even coordinated. Generator owners may tend to keep the units running
when the market clearing price of electric energy is high, and perform maintenance
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only when themarket price is low. Even then, theymaywish to sell energy to another
jurisdiction where the periods of high load (and highmarket price) are different from
those near the unit’s location. Therefore, the decision when to maintain a generator
will be heavily influenced by profit incentives and the optimal cost of maintenance
and repair would be assessed in this context. But even then, some of the approaches
and programs discussed in this review would retain their relevance.

The consequences of alternative maintenance actions can be analyzed from
three different points of view. Engineers might be mostly interested in the effect of
the asset sustainment policy on the asset condition and the probability of failure of
the equipment. The condition of the asset can be visualized in a form of a life
curve. Development of such curves constitutes a significant part of the analysis.
Markov models can be used for this purpose. Solving the equipment Markov
model brings information about the probability of failure during the specified time
horizon. This probability is, in turn, used to determine the expected cost of the
equipment maintenance and failure during this time. The financial information is
presented in terms of present values taking into account the anticipated inflation
rate and corporate discount rate. The system effects are analyzed with the help of
two different approaches: an area and bulk electric system reliability programs, the
last one also takes into account the customer interruption costs.

The proposed approach was illustrated in a study to analyze the effect of
changes in breaker maintenance policy on the performance of the equipment itself
and the reliability of a small area around the substation where the breakers are
installed as well the reliability of the entire bulk electric system.

The main feature of this approach is the requirement for a seamless transition
between various computational modes. The information transferred can be as basic
as the equipment failure rates under various maintenance scenarios, as happens
between BES and small area analysis programs or between small area and com-
ponent analysis modules, or as complex as the complete maintenance strategy and
life curves transfer between the computational modules. This innovative design
will allow a comprehensive analysis of asset sustainment alternatives in a way that
was not possible until now.

The ability to combine engineering and financial information coupled with the
ease of use of the computer platform has proven to be an important asset for the re-
investment decision-making process.
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G(r, /) Gamma distribution with parameters (r, /)
H( ) Cumulative hrf
hrf Hazard rate function
HRM Hyperbolic reliability model
HV High voltage
IDHR First increasing, then decreasing hazard rate
IG Inverse Gaussian (distribution)
IHR Increasing hazard rate
IID Independent and identically distributed (random variables)
IPM Inverse power model
IRA Indirect reliability assessment
IW Inverse Weibull (distribution)
LL Log-logistic (distribution)
LN Lognormal (distribution)
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MRL Mean residual life
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r(s) Mean residual life function at age s
RF Reliability function
R(t) Reliability function at mission time t
R(t|s) Conditional reliability function at mission time t, after age s
RV Random variable
SD, r Standard deviation
s-independent Statistically independent
SP Stochastic process
SS Stress-strength
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W(t) Wear process at time t acting on a device
W(a, b) Weibull model with RF: R(x) = exp(-axb)
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d(�) Dirac delta function
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C( ) Euler–Gamma function
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U(z) Standard normal cdf
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1 Introduction

1.1 A Premise

In this introduction, particularly from Sect. 1.3 on, reference will be made to some
mathematical probability theory which is thought to be useful for the methodo-
logical development of the sequel. Since only some particular aspects are high-
lighted here, it is assumed the reader being acquainted with the analytical
definitions and basic properties in the theory of random variables and stochastic
processes, with particular reference to the reliability function and related functions,
such as the hazard rate function, the mean residual life (MRL) function, the
conditional reliability function (CRF), which will be briefly recalled below.
Suggested books in reliability theory are,1 e.g., [3, 6, 10, 11, 16, 21, 30, 83, 88, 97,
103, 113, 123, 124, 146, 151, 152], for the above basics and also further details. It
must be highlighted that the literature in this field is huge and fast growing in the
large number of applicative fields, so only some of the most representative papers
or books will be cited in the chapter. Some of the references are not mentioned in
the text.

The need to develop new methodologies for reliability estimation of techno-
logical products is becoming increasingly important in every field of engineering.
This is due to the combination of two main reasons: one is the fast extension of
liberalization (which is discussed below with reference to the power systems); the
other is the ever-increasing level of technological innovation, which brings about
higher and higher reliability values for components, thus implying scarcity of
failure data. Also, as pointed out in [68], the tendency to very short product-
development times and tightened budgets imply that reliability tests must be
conducted with severe time constraints, so that frequently no failures occur during
such tests. These aspects are widely recognized in literature in almost all tech-
nological fields, from electrical [107] to marine [22] engineering. Therefore, the
opportunity arises to adopt models and methodologies allowing the most efficient
reliability estimation, based not only on the experimental data, but also on tech-
nological and physical information usually available to the engineer or analyst, as
highlighted in some recent literature [42, 75, 76, 81, 158]. This information is
related to wear and stresses acting on the device, e.g., overvoltages or short-
circuits in the case of electrical components—and/or its typical models of aging, as
expressed mathematically, e.g., by the time behavior of its hazard rate function: as
a trivial example of the latter aspect, one may consider that most electronic
components are scarcely affected by aging, being their failure largely ‘‘acciden-
tal’’, so that a constant hazard rate function could be reasonably expected.

1 The references at the end of the chapter are listed alphabetically, due to the length of the
Bibliography, for an easier search by the reader. They are referred to in the chapter by their
number.
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This leads to the widespread adoption of an Exponential reliability model in such
field, even in the absence of many data to support it on a statistical basis.

These two aspects (physical evolution of wear and mathematical models of
aging) are of course closely related with each other, but in a way that may
sometimes appear divergent from—if not contrary to—‘‘intuition’’. For instance,
this chapter points out that many lifetime distributions deduced by wear models
evolving as a random increasing function of time (such as the Gaussian processes
leading to the Inverse Gaussian or the Birnbaum–Saunders distribution) are
characterized by a decreasing hazard rate for large values of service times; instead,
an increasing hazard rate function with time could be expected on purely intuitive
grounds (as erroneously reported in some books). This is a property which is
seldom discussed in the relevant literature, but it has found experimental evidence,
e.g., in the field of electrical insulation [93, 148], and has been debated theoreti-
cally [93, 146]. Nevertheless, it is still misunderstood in some recent texts. This
fact is not surprising, since many examples are found in probability theory that
lead to results appearing, at first sight, illogical or paradoxical even to academics,
sometimes2 nonetheless, it highlights the need to acquire further insight into aging
properties, wear mechanisms and the relations between them.

The use of ‘‘prior’’3 technological and physical information leads—as discussed
throughout the chapter—to the so-called ‘‘indirect reliability assessment’’ (IRA).
Such approach is so denoted in that it infers lifetime characteristics from the
properties of the stochastic process (SP) describing the wear affecting the device,
rather than using statistical fitting, which may result poor due to the limited
number of data.

Such methodology based upon ‘‘prior information’’ may be perhaps paralleled
to Bayesian estimation methodology in reliability, which—after a first popular
systematic treatise in [113]—is fast developing [146, 147]. This is just an aspect of
what is happening in all the fields related to inference, and caused Press in a recent
important book affirm that ‘‘many believe that a paradigm shift has been taking
place in the way scientific inference is carried out, away from what is sometimes
referred to as classical, or frequentist, statistical inference… (toward Bayesian
inference)’’ [135].

In a different setting, indeed, the Bayesian approach—as well known
[14, 57, 113, 132, 135, 138, 146, 147]—typically uses prior information for
assigning prior distributions to unknown parameters. Often, indeed, such kind
of prior information is deduced by technological information, so that Bayesian
estimation has found many applications in recent reliability studies, also for its
proved big efficiency—with respect to ‘‘classical’’ statistical inference, which is

2 A significant citation from C.S. Pierce comes to mind: ‘‘Probability is the only branch of
mathematics in which good mathematicians frequently get results which are entirely wrong’’.;
3 Here, the term ‘‘prior’’ means, loosely, something not closely related to observed data, but
coming from pieces of information ‘‘outside the data’’, in analogy with Bayesian estimation
terminology.
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mainly based upon data [139]—when only very few experimental data are
accessible. Of course—apart from the different framework (probabilistic mod-
eling for IRA, statistical inference for Bayesian estimation) a basic difference
between the two approaches lies in the so-called (and often criticized) ‘‘sub-
jectivity’’ of Bayesian statistics, which is indeed a key aspect of such meth-
odology, often taken to its extreme limits from its more influential adherents,
such as the big names of De Finetti [61] and Lindley [108]. The information
which constitutes the foundation of IRA is instead generally to be considered as
‘‘objective’’. This is of course not the place to discuss epistemological prob-
lems, as if there exists a clear cut difference between ‘‘subjectivity’’ and
‘‘objectivity’’ (which is questionable in our opinion), but it has to be remarked
that a branch of Bayesian statistics is recently making some effort toward
so-called objectivity, as can be deduced even from the title of [135]: ‘‘Sub-
jective and objective Bayesian statistics’’.

We agree with [30] when stating that, although the subjective meaning of
probability is considered unorthodox in many empirical fields, ‘‘it is useful in
reliability studies since quantification of the degree of belief is essential in using
all available information when experimental data are scarce’’ (p. 232).

The above interpretations and discussions may be of not so much interest in
view of practical engineering applications: indeed, in many applied engineering
studies, Bayesian estimation is adopted for ‘‘ad hoc’’ reasons, without the
necessity of adhering to its philosophy (even if this ‘‘non-adherence’’ may be
questionable on theoretical grounds). As clearly reported in [71]—which is a key
paper for the application of technological information to prior assessment (for
the Weibull parameters, in that case)—‘‘…when only very few (e.g., 3–5)
experimental data are accessible… the controversy about whether to use Bayes
or classical methods is surmounted since classical estimators, like maximum
likelihood, give estimates that often appear unlikely on the basis of technical
knowledge of the engineers.’’

Concerning IRA in itself, although its roots can be traced back in time to the
classic book of Miner [128] or to [82], such studies were mainly theoretical, and
continued to be such in the 1970s, as can be seen in papers such as the fundamental
[77], which—although revealing itself as a seminal paper in the future—appeared
indeed in a purely mathematical review (‘‘Annals of Probability’’), not typically
read by many engineers. The first engineering applications came from the mid-
1980s on, with fundamental papers such as [59, 60, 62, 70]. In particular, the
original work of Erto in this field will be referenced to in the chapter, since it spans
the last two decades (from the above-cited [70] to the very recent [75]) in
researches leading to new physical motivations—and finding new properties—for
various reliability models, such as the rarely adopted Inverse Weibull of the above
papers or the new Hyperbolic Model [76]. By the way, none of these two models,
which can be both derived by postulating a wear process, has an increasing hazard
rate function h(t) (the Inverse Weibull has a first increasing, then decreasing hrf;
the Hyperbolic Model has a decreasing hrf), in accordance with what above dis-
cussed. It may not be a chance that, as above hinted at, the same author used an
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analogous technological approach in various applications of Bayesian inference to
reliability, e.g., [69, 71, 72, 73].

Finally, among the vast bibliography it is obvious to quote [68], which
apparently introduced the term ‘‘IRA’’. Recently, such methodology has reached
high levels of mathematical sophistication by the use of advanced properties of SP
(see, e.g., [81, 105, 153, 154], or some contributions in a recent book edited by
Erto [74]). These approaches have even brought about new studies in theoretical
mathematics and other related fields ([47], see also Sect. 3.3.12).

In the specific field of electrical engineering applications, apart quoting the
same references as above, the advanced state of the art in the field of electrical
insulation has to be highlighted, as witnessed, say, by [119] and in more recent
times by [127]. Many more specific contributions in this field will be referred to in
the appropriate Sect. 4.

In this respect, the present chapter is primarily devoted to reliability assessment
of modern power system components, using some of the methods proposed by the
authors of this chapter in previous papers [37, 39, 40, 42]. Indeed, the present
chapter takes its origin from a previous paper published in 2008 by the same
authors [42]. In addition, more models are here discussed, some of which recently
developed, such as the ‘‘hyperbolic reliability model’’ (HRM) [76]; also some
brand-new results about known models, e.g., the Inverse Weibull model [75], are
hinted at. Moreover, in the chapter it is shown how popular reliability models, like
Gamma, Weibull, etc., can be obtained in a straightforward way, that turns out to
be particularly useful for engineering applications.

It is remarked that the present chapter is only devoted to reliability modeling of
single components. So, the problem of reliability evaluation of the power system
as a whole is deliberately not dealt with: excellent books such as, e.g., the ones by
Billinton and Allan [16, 17] and Billinton et al. [18] are available on the subject,
not to mention seminal paper such as [19]. In some cases, some of the results of the
present chapter may be used perhaps to discuss the adequacy, when analyzing the
whole power system, of the use of the Exponential model for any single compo-
nent, a model widely—if not uniquely—adopted, for evident reasons of simplicity.

1.2 Outline of the Chapter

As discussed in [42] and mentioned above, the new deregulated market of elec-
trical energy and the restrictions imposed by economic constraints to production
times and preventive maintenance programs have stressed the need for a careful
reliability analysis of electrical components. This emphasizes, on one hand, the
problem of an economically optimized design of components in view of the stress
levels that are expected in-service and, on the other hand, the issue of a careful
conditional reliability or quantiles (percentiles) evaluation, in view of optimizing
maintenance procedures. However, as previously mentioned, the deregulation also
involves a greater uncertainty or lack of data in system operation and management,
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due to both the use of highly reliable components (characterized by a considerable
level of technological innovation, and, consequently, by a high degree of reliability
and large costs) and the expected very fast variability of network configurations.
This makes the development of timely and economically adequate maintenance
procedures more difficult.

In this framework, the aging failures of system components are a major concern
and a driving factor in system planning of many utilities. Indeed, more and more
system components are approaching their end-of-life stage, hence aging failures
should definitely be included in power system reliability evaluation in order to
avoid a severe underestimation of the system risk, as shown in [107], where ad hoc
methods to incorporate aging failures in power system reliability evaluation are
presented.

For all these reasons, the choice, selection, or estimation of adequate proba-
bilistic models for the assessment of the residual (or ‘‘conditional’’) reliability of
electrical components is the first, and often the most critical part, of any statistical
investigation devoted to system reliability analysis.

The ‘‘classical’’ models for component reliability estimation are based on direct
statistical fitting of component failure data coming from the field. This is generally
accomplished in two stages:

• first, a model is selected on the basis of ‘‘goodness of fit’’ statistical tests, such as
Kolmogorov–Smirnov test, Chi-square test, etc. [139];

• then, its parameters are estimated by well known methods such as the ‘‘Maxi-
mum likelihood’’ (ML) one. This so-called ‘‘direct reliability assessment’’
(DRA) is commonly used at the maintenance stage of devices that are already
in-service. Nevertheless, such fitting may result poor due to the limited number
of data for modern components, as previously mentioned.

From this respect, a help could come from the knowledge acquired over the
years about the physical processes that are responsible for the degradation of
materials that compose the aging electrical devices. In particular, since insula-
tion is often the weakest part of an electrical device—particularly in medium
voltage (MV) and high voltage (HV) systems—phenomenological and physical
aging and life models of electrical insulation (that can be found in the vast
scientific literature about this subject) can be used for achieving a so-called IRA
[68]. IRA can be an effective tool for reliability evaluation of a large series of
components, such as transformers, cables, motors, capacitors, etc.; it may be
noteworthy that such approach is rooted on classic studies on the physics of
failure, as the ones of Dasgupta and Pecht [60], conceived outside the electrical
engineering field.

This is the perspective from which the problem of the selection of adequate
probabilistic models for reliability assessment of power system components is
analyzed in this chapter.

First, in Sect. 2, the most adopted reliability models in the literature about
electrical components are synthetically reviewed and the classical DRA, i.e.,
reliability assessment via statistical fitting directly from in-service failure data of
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components, is illustrated, that is commonly used at the maintenance stage of
components already at work. The properties of these models, as well as their
practical consequences, are discussed, thereby arguing that direct fitting of
failure data may result poor or uncertain due to the above discussed limitations.
Thus, the selection—or the correct identification—of a suitable probabilistic
model for power system component reliability in the field of high-reliability
devices and large mission times should be better supported by probabilistic
information that leads to reasonable modeling, as those coming from the study of
the phenomenology and the physics of aging in the already-mentioned example
of MV and HV components. The opportunity of using such kind of information
for these components, pointed out in recent literature [37, 38, 59, 68], moves the
treatment from ‘‘direct’’ to ‘‘indirect’’ reliability estimation. For this purpose, in
Sect. 3, the main stochastic models for IRA are discussed, denoted as ‘‘stochastic
wear models’’—which include the ‘‘Degradation’’, ‘‘Stress-Strength’’ and
‘‘Shocks’’ failure models—showing how they can originate particular reliability
models, thereby giving further support to the adoption of a given model (e.g., the
Weibull one), beyond the simple DRA, which can be not only unsatisfactory, but
even misleading.

Following the same approach with reference to electrical devices, in Sect. 4,
reference models developed over the years for the estimation of insulation time-to-
failure (life) and aging are illustrated, that are based mainly on experimental
results coming from laboratory tests carried out on specimens. When inserted in a
proper probabilistic framework, they give rise to ‘‘physical reliability models’’,
that are usually employed for a preliminary characterization and comparison of the
various materials candidate for the realization of the insulation of electrical
components, as well as for the design of the insulating systems of such compo-
nents. However, they can provide useful guidelines also for reliability estimation
from in-service failure data and this closes the ‘‘loop’’ between direct and indirect
reliability estimation of electrical components.

Up to this point, the discussion has a prevailing methodological aspect, refer-
ring to a vast bibliography for the numerical applications to electrical devices.
Then, in the final Sect. 5—in order to better highlight the possible pitfalls brought
about by DRA from an applicative and numerical point of view—it is shown, by
means of numerical and graphical examples referred to typical insulation data—
that seemingly similar models can possess very different lifetime percentiles,
CRFs and hazard rate functions. Thus, the power system engineer must be aware
of the ‘‘mathematical’’ consequences of the selected models, particularly in view
of their aging properties. As already stated in the introduction, availability of
repairable components is not considered here, only for space limitations. It is dealt
with in many of the books referred above, and is thoroughly discussed in [4].
However, it is obvious that the assessment of a reliability model for a unit con-
sidered as a non-repairable unit is also the crucial starting point for its availability
assessment when it is instead repairable. Moreover, anyone of the reliability
features here discussed with reference to lifetimes have a natural correspondent for
the RV ‘‘times to repair’’.
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1.3 Reliability Function and Other Measures of Aging:

Hazard Rate Function, CRF, MRL Function

Starting from the above considerations, the chapter tackles the overall problem of
the assessment of the reliability function (RF) of a given component, considered as
a non-repairable unit. It is assumed that the reader is familiar with the basic
concepts of probability and statistics, such as properties of the cumulative distri-
bution function, probability density function (pdf), and other relevant concepts and
definitions, such as the moments and the quantiles of a random variable (RV), and
also of the basic facts of estimation theory [7, 25, 134, 139, 141].

Denoting by T the non-negative RV ‘‘time to failure’’, or ‘‘lifetime’’ (LT), of the
component and by F(t) its cumulative distribution function (cdf), the RF is defined
as follows:

R tð Þ ¼ P T [ tð Þ ¼ 1� F tð Þ ð1Þ

being P(A) the probability of the generic random event A. The above RF is
sometimes denoted also as ‘‘survival function’’ in literature.

The RV T is taken as continuous and distributed according to a pdf f(t) such
that:

f tð Þ ¼ dF=dt ¼ �dR=dt ð2Þ

and

R tð Þ ¼
Z

1

t

f ðuÞdu: ð3Þ

It is remarked that the RF R(t) and the cdf F(t) are relevant to a time interval,
and not to the end point t of the interval, as the notation seems to imply: e.g.,
R(t) is the probability that the device operates successfully in the whole interval (0,
t).

The expectation of the LT, denoted as MTTF (mean time to failure) can be
obtained, provided that the integral exists, by:

E T½ � ¼
Z

þ1

0

RðtÞdt: ð4Þ

Basic facts about aging that are sometimes misunderstood (as discussed) are
presented here, without claiming to be exhaustive (again, the reader should consult
[4, 16, 21, 30, 146], and other fundamental works mentioned above).

Reliability theory is, from a purely mathematical point of view, a sort of applied
probability theory devoted to the study of positive RV. However, it possesses some
peculiar functions and parameters which are defined ad hoc to describe RV
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representing times (in particular LT, but not only), and which do not have, in
practice, counterparts in other branches of probability theory.

The most popular and the most used (and sometimes even abused and misused,
as we shall see) to describe the aging of the devices is the hazard rate function
(hrf). Differently from the RF and the cdf, which are, as remarked above, relevant
to a time interval, the hrf h(s) is relevant to the instant s C 0, to be intended as the
‘‘age’’ of the device; it represents, in a sense, the ‘‘instantaneous failure rate’’ at a
given point in time. Formally, if the LT, T, possesses a pfd f(t)—as will be tacitly
assumed throughout the chapter—the hrf is defined, at any time t C 0 for which
R(t) = 0, as:

hðtÞ ¼ f ðtÞ
RðtÞ ¼ � d

dt
log ðRðtÞÞ½ �: ð5Þ

The ‘‘physical’’ meaning of hazard rate function h(t), as well as the origin of its
name, lies in the following property, which is easily seen to be equivalent to the
above definition:

hðxÞ ¼ lim
Dx!0þ

P x\T � xþ Dxð Þj T [ xð Þf g
Dx

¼ lim
Dx!0þ

F xþ Dxð Þ � FðxÞ
Dx � RðxÞ : ð6Þ

So, as Dx ? 0+, the product h(x)Dx equals the conditional probability that the
failure occurs in the interval (x, x ? Dx), given that the device has survived until
age x; i.e., such product may be interpreted as the instantaneous failure (condi-
tional) probability for a device of age x.

From the above definitions, and the obvious condition R(0+) = 1, it is possible
to deduce the following integral relation which allows to express the interval RF,
R(t), in terms of the instantaneous hrf:

RðtÞ ¼ exp �
Z

t

0

hðnÞdn

0

@

1

A; t[ 0: ð7Þ

Therefore, any reliability model is fully specified once either its pdf, or its RF or
its hrf is given, as each pair of these three quantities is directly deducible from the
remaining: e.g., starting from h(t), whose parametric form can be sometimes
derived from its physical meaning, the RF is obtained from (7). Then, the pdf can
be attained from the following relationship:

f tð Þ ¼ h tð ÞR tð Þ: ð8Þ

Further, also the cdf, MTTF, etc., are easily obtainable, e.g., this is the most
direct way to introduce the Weibull model (by far the most adopted in applied
reliability studies) characterized by the following hrf, RF, pdf as functions of time
x[ 0, with positive parameters (a, b):
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h xð Þ ¼ abxb�1 ð9aÞ

R xð Þ ¼ exp �axb
� �

ð9bÞ

f xð Þ ¼ abxb�1 exp �axb
� �

: ð9cÞ

In the sequel, the above model will be denoted by the symbol W(a, b); it covers
the popular Exponential model when b = 1. As well known and discussed in any
textbook on the discipline, the behavior of the hrf in time may provide insight as to
what is causing the failures. Indeed, a decreasing hrf suggests ‘‘infant mortality’’ or
‘‘wear-in’’, i.e., defective items fail early because of frailty, production defects,
etc., and the overall hrf decreases over time as they fall out of the population. A
constant hrf rate (which is peculiar of the Exponential model alone) suggests that
the device fails, irrespectively of its age, because of random ‘‘accidents’’. An
increasing hrf rate suggests that the device is subject to ‘‘wear-out’’, so that it is
more and more likely to fail as time goes on. Experimentally, these three kinds of
behavior (decreasing, constant and then increasing hrf) are, for many (but not all)
products, observed to occur in succession during the whole product life, describing
the so-called ‘‘bathtub curve’’ of the hrf. This is a very popular curve which is
widely discussed in any book on the matter (see [146]), and in some detailed
analytical papers, such as the article by Glaser [84].

In order to better understand the meaning of the above possible behaviors of
the hrf, and considering that the hrf is not a probability (and neither a con-
ditional probability),4 it is perhaps preferable to introduce the ‘‘conditional
reliability function’’ (CRF), which is a function of two-time variables defined
as follows5:

R tjsð Þ ¼ P T [ sþ tjT [ sf g ¼ Rðt þ sÞ
RðsÞ ðt; s� 0Þ: ð10Þ

The above CRF, denoted as the CRF for a mission time t of a device of age s,
equals the conditional probability that, the device having survived until age s, it
will survive at least until time (s ? t), i.e., its age will be increased at least of
t time units after age s. This is why it could be also denoted as ‘‘residual
reliability function’’.6 It is obvious that the above CRF, with respect to the time
argument t, must behave as a RF, e.g., it must satisfy (at any age s): R(0+|s) = 1,

4 It should be clear, by the way, that the hrf must be positive, but not necessarily less than 1: it
can even diverge, as happens for models possessing a pdf which vanishes at some finite point in
time, as the Uniform model. It has little to do with a pdf, too: e.g., its integral over the whole
interval (0, ?) must be ?, since R(?) = 0, etc.
5 The notation R(t|s) is purely symbolic, being used for suggesting the conditional aspect of the
RF, and should not be confused with the conditional probability P(A|B), the main difference
being that (r, s) are deterministic numbers, while (A, B) are random events.
6 This latter would probably be a better name: here we use the term ‘‘conditional’’ instead of
residual since it is more adopted in literature.
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R(?|s) = 0, and be decreasing with t. Its behavior with age s might appear less
obvious. For instance, one could naively expect that, since age should weaken
every object (an indubitable fact), R(t|s) is a decreasing function of s. However,
it is not always so; indeed, such reasoning would ignore the fact that the CRF is
a conditional probability, and that such conditioning may significantly change
our information: e.g., sometimes, knowing that a device has survived until age
s may render us more confident in its ‘‘future’’ survival than we could be without
that information, so that the device appears to ‘‘strengthen’’ with age, and the
CRF may increase with s. For instance, the CRF R(t|s) increases with s—which
is closely related, as remarked, to a decreasing hrf—during the abovementioned
‘‘infant mortality’’ period in the early life of a product, or in ‘‘accelerated life
tests’’ (ALT), or when the LT is generated from mixtures ([10], p. 55; such
property is also recalled here at the end of Sect. 3). The idiomatic expression
‘‘the device appears to strengthen with age’’ should be interpreted cautiously, in
terms of ‘‘change of information’’ rather than effective strengthening of the
object, a fact which of course seldom occurs in practice.7 The statement, if not
correctly interpreted (with due emphasis on the word ‘‘appears’’), may seem to
conflict with the obvious property that the RF must always decrease with time.
This concept will be discussed again later.

In many cases, devices weaken (again, in a ‘‘conditional’’ way) with age: this is
generally thought to be typical, e.g., of mechanical devices subjected to increasing
wear as they work, and in practice for all devices (also electronic ones)—if they
should be left to operate indefinitely—when their age is large enough. However,
some already hinted at examples of aging related to wear (as will be also discussed
in Sect. 2) should render us careful also with this observation. There is no doubt,
instead, for what concerns the human beings and living organisms: their hrf
h(s) increases and their CFR R(t|s) decreases with age s. Soon it will be recalled
that the two properties are indeed equivalent.

Another measure of aging is the MRL. It appears to be very useful, although not
so popular (strangely, since it has a clearer physical meaning than the hrf). The
MRL, r(s), is a function of time (age) s representing the expected residual lifetime
of a device that has reached age s. So, it is a ‘‘conditional expectation’’, i.e., the
mean value of the ‘‘residual’’ LT at age s—namely, the difference (T - s)—
conditional to the event (T[ s). So, r(s) is defined as:

r sð Þ ¼ E T � sð ÞjT [ s½ � ð11Þ

and it is computable in terms of the CRF as follows:

7 When discussing aging and hrf and CRF properties, in the authoritative [10] it is observed that
‘‘certain materials increase in strength as they are work-hardened’’ (p. 55). This may be true, but
it is unlikely that it holds for very long time intervals: wear-out should ultimately prevail for any
device, corresponding to a CRF R(t|s) decreasing with s, for s large enough. Anyway, it is
possible that in practice the device is maintained or retired before wearing-out, so that the
ultimate, decreasing part of the CRF is not observed.
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rðsÞ ¼
Z

1

0

RðtjsÞdt ¼
Z

1

0

Rðt þ sÞ
RðsÞ dt: ð12Þ

It appears that r(s) is increasing, constant or decreasing with age s in the same
way as the CRF. Also, it can be easily shown that r(s) uniquely specifies the
reliability model, in that RF, pdf and hrf can be uniquely expressed in terms of
r(s) [30].

1.4 On the Relation Between Hazard Rate and CRF

Previously, some discussions on the physical meaning of the hrf behavior in time,
deriving from the observation of the ‘‘bathtub curve’’, have been intuitively
explained in terms of the CRF, R(t|s), which possesses an easier interpretation
being a probability (differently from the hrf). The CRF behavior versus age s is
indeed univocally related to the hrf behavior. Using the above relations between
the RF and the hrf, it is not difficult to show, for any LT distribution for which the
hrf is defined, the validity of the following equivalences (see, e.g., [10, 30]), whose
statements are assumed to hold for each value of s[ 0, and for any given mission
time t, which is to be intended as a constant in the right-hand side of the
equivalences:

1. hrf h(s) increasing with s () CRF R(t|s) decreasing with s (at any given
time t).

2. hrf h(s) decreasing with s () CRF R(t|s) increasing with s (‘‘’’).
3. hrf h(s) constant with s () CRF R(t|s) constant with s (‘‘’’).

As well known, property (c) uniquely characterizes the Exponential model,
and assesses its being ‘‘memoryless’’. Property (a) explains why the hrf increases
for devices subjected to wear; property (b) explains why the hrf decreases for
devices subjected to ‘‘infant mortality’’ (or for devices strengthening with age).
From the above properties, the abovementioned bathtub curve, as well as any hrf
behavior, can be easily interpreted in terms of CRF properties, an approach
which, surprisingly, is seldom found in the relevant applied literature: in most
cases the CRF is not even mentioned, or finds much less space than the hrf when
introducing the study of aging. For brevity, it is instead reasonable, having
interpreted the hrf behavior with the help of the CRF, to use then the hrf
h(t) alone. Indeed, it is a function of a single time variable (just as the MRL), it
is more easy to be represented graphically, and various procedures for its sta-
tistical estimation have been devised. So, also here in the sequel, only the hrf
expression, if available, will be reported when discussing the various models.
Nonetheless, a look at the CRF curves of the various models—as done in Sect. 5
(see Figs. 6, 7)—could be very helpful for a better understanding of their aging
properties.

Mathematical and Physical Properties of Reliability Models 71



For the abovementioned properties of the MRL: in case (a) the MRL r(s) is
decreasing with s; in case (c) the MRL r(s) is constant with s (so, it is equal to the
MTTF; again, such independence from s uniquely characterizes the Exponential
model); in case (b) the MRL r(s) is increasing with s. The converse implications
are not trivial, and require further assumptions [30].

At this point, it is useful, as done in most books, to operate a classification of
reliability models in terms of aging, based upon hrf or CRF properties. First, we
notice that we used above the symbol s to denote ‘‘age’’ (a past time), the symbol
t to denote a mission time (a future time), so that the symbol s has the same
meaning in the hrf h(s) and in the CFR R(t|s); although using the same symbol t to
denote time in h(t), R(t) and R(t|s) (as done in most books) would not be an error,
nevertheless it may easily induce the reader into confusion for what concerns the
relation among these quantities. As long as only the mathematical properties of the
hrf are of interest, in Sect. 2 and in the sequel, we shall use h(t) as it is customary
in literature.

1.5 A Classification of Reliability Models: IHR, IDR, IDHR

Models

A reliability model (or, for brevity, the LT described by such model) is defined as:

• ‘‘increasing hazard rate model’’ (IHR), if its hrf h(s) is an increasing function of
s[ 0 (over the whole domain of the hrf, generally 0\ s\?); example:
Weibull W(a, b) with b[ 1.

• ‘‘decreasing hazard rate model’’ (DHR), if its hrf h(s) is a decreasing function of
s[ 0 (idem); example: Weibull W(a, b) with b\ 1.

• ‘‘increasing, then decreasing hazard rate model’’ (IDHR), if its hrf h(s) firstly
increases with s[ 0, from s = 0 to a given point s*, then it decreases with s;
examples: Lognormal and Inverse Weibull models.

The above models are recalled in more detail in Sect. 2. In case of IDHR
models, also the denominations: ‘‘unimodal hrf’’, or ‘‘reverse bathtub-shaped hrf’’
are used. As reported in [93], and also illustrated for some of the basic models here
presented, the LT is often represented by such models for the situations where the
failure is mainly caused by fatigue.

In view of the above-recalled relations between hrf and CRF, the above clas-
sification may be equivalently formulated in terms of the CRF and some authors
(e.g., [10, 30]) prefer this latter formulation, because it is more general, as it does
not require the existence of a pdf (such mathematical details are omitted in this
chapter, as all models here considered possess a pdf).

There are a lot of more possible classifications, e.g., in terms of ‘‘Average
hazard rate’’, MRL, etc. [10, 30]. We only emphasize here that, as above remarked,
a IHR (DHR) model is characterized by a decreasing (increasing) MRL function of
time.
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Of course, those reported in the above classification are not the only possible
behaviors of the hrf, but they are the most useful for the description of aging for
the simple analytical models which will be considered from Sect. 2 onwards; these
are indeed ‘‘models’’, so that they must not be expected to express the true hrf of
the device for its whole life, but only to represent a reasonable approximation to it,
for the actual time interval during which the device operates. As an example, it
should be clear that the Exponential model cannot be truly valid in real world: it is
only an ideal model, in a sense it is ‘‘the most ideal’’ of all models, since no
device can be completely memoryless : as remarked above, wear-out—from a
certain point in time—must occur for every device. But, if wear appears very late
with respect to the time interval (say, 20 years) for which the device is used
(before its withdrawal, e.g., for technological innovation), so that the hrf can be
considered roughly constant in that interval, the Exponential model can provide,
also in view of its simplicity, a good approximation to the ‘‘true’’, unknown,
model.

One of the hrf behaviors not considered in the above classification is the famous
‘‘bathtub curve’’, which is, in fact, an experimental curve, that matches none of the
models here considered in Sects. 2 and 3; it is in fact seldom found in operating
devices, if they are, as generally happens, subjected to ‘‘burn-in’’. Moreover, it has
been already pointed out that in practice there is no need of a model which
describes the device reliability for all its ‘‘theoretical’’ life. Finally, models with
bathtub-shaped hrf can be built analytically, but are either rather complex or
difficult to estimate. For instance, two models capable of representing such
behavior, reported in [103, p. 47] and practically almost never used, are reported—
as functions of age x[ 0—here:

hðxÞ ¼ a

xþ b
þ cx; a; b; c[ 0 ð13Þ

hðxÞ ¼ bxðb�1Þ

ab
exp

x

a

� �b
� �

; a; b[ 0: ð14Þ

1.6 Final Remarks: Some Popular Misconceptions in Applied

Reliability Studies

A few final remarks on some common misconceptions, or ‘‘pitfalls’’, related to
erroneous interpretations of the hrf are deemed to be useful here, since often also
authoritative bibliography seems to ‘‘slip’’ on this concept. Two of such pitfalls are
discussed here, which are both related in a sense to the existence of models with a
decreasing hrf, which, as opportunely pointed out in [146, p. 69], appears to be a
subtle concept, perhaps only fully understandable (we agree with Singpurwalla)
from a subjective (or even ‘‘psychological’’) probabilistic reasoning, even if also a
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sound ‘‘objective’’ explanation is available [141]. A recent paper on some common
misconceptions about the modeling of repairable components (a problem not dealt
here), with reference to power system applications, is [160]. In this paper, some
basic points already in raised in the fundamental book [4] are summarized and
further discussed.

1.6.1 The Pitfall of the ‘‘Average Hazard Rate’’ for Two-state (or Multi-State)
Reliability Models

Let a device be potentially subjected, in a given time interval, to (only) one of two
operating conditions, say ‘‘normal condition’’ (NC) or ‘‘adverse condition’’ (AC),
depending on chance. This may be the case of a overhead transmission or distri-
bution line subjected to normal or adverse weather conditions.8 Let each of the two
conditions correspond to a different value of an assumed-as-constant hazard rate,
and let:

v ¼ hazard rate value inNC; a ¼ hazard rate value inAC; ð15aÞ

p ¼ probability of NC; q ¼ 1� p ¼ probability of AC: ð15bÞ

A value a[ m is of course expected (often, the ratio a/m can be very high in
practice, e.g., 50, for overhead lines), hence this relationship will be assumed to
hold. Of course, any situation of a ‘‘binary’’ hrf can be dealt with in such a way, by
calling ‘‘normal condition’’ (‘‘adverse condition’’) the one with the lower (higher)
hazard rate value.

Under these hypotheses, the following ‘‘average value’’ assignment of the hrf
(still assumed to be constant) to the device is often found (especially in power
system studies, a recent example being [90]):

h ¼ pvþ qa; ð16Þ

i.e., a weighted average of the two values m and a. So, the RF model would
become:

R tð Þ ¼ exp �htð Þ: ð17Þ

The above hrf is denoted here as the ‘‘average hazard rate’’. Equation 16 seems
to be very reasonable, since the random events ‘‘NC’’ and ‘‘AC’’ are incompatible
and exhaustive, and it is indeed used also by some utilities. It is in fact wrong, as
well as (17), if the problem is dealt with by the basic tools of elementary proba-
bility. Although it may seem paradoxical, the true result is that the overall HR is a

8 The extension of the following reasoning to three-state or multi-state models is straightforward
(e.g., a three-state model occurs in power distribution studies when also ‘‘extremely adverse’’
weather conditions, or similar, are considered [156].
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decreasing function of time, of which the value h in (16) is only the initial value [it
can be shown that (16) may be—but only in some cases—a good approximation
for the hrf for very short time intervals, but the problem is that it is always
presented as a true value].

The point is that the total probability theorem [which is evidently the basis of
(15)] cannot be applied to the hrf, which is not a probability! (see also the fol-
lowing Sect. 1.6.2). It can be instead be applied, e.g., to the RF R(t) = P(T[ t), so
that its value is not given by (16), but by:

R tð Þ ¼ p � expð�mtÞ þ q � expð�atÞ; ð18Þ

which is quite different.9 By derivation of the above RF with respect to time t,
using (5), it is easy to get the right expression of the hrf, which is readily shown to
be not a constant at all. Indeed, the hrf is a decreasing function of time. In Sect.
3.3.11 (devoted to ‘‘mixture models’’) also this apparent paradox will be discussed,
namely that—even though the individual hrf are constant over time—the ‘‘overall’’
model has a decreasing hrf. The paradox can be fully justified by subjective or
Bayesian reasoning, and some very interesting papers or books, such as [10, 136,
146], discuss it. Here, we only observe, as in [141], that—if one should not know
the true condition under which the device operates—the larger the observed
lifetime t of the device, the more likely it is that the item is subjected to NC (rather
than to AC), i.e., the conditions corresponding to a lower hazard rate value. Thus,
the older the device, the less likely it is to fail, so that the above ‘‘mixture’’ of
constant hazard rates gives rise to a DHR model. A brilliant way to show this, as in
[141], is using Bayes’ theorem for obtaining the following conditional probability,
for any given time t:

P NCjT [ tð Þ ¼ P NCð Þ \ T [ tð Þ½ �=P T [ tð Þ
¼ p � expð�mtÞ= p � expð�mtÞ þ q � expð�atÞ½ �; ð19Þ

which is indeed, assuming a[ m, increasing in t [maybe the easiest way to show
this is considering the reciprocal of (19), which is clearly decreasing in t]. Of
course, P(AC|T[ t), the conditional probability of the complementary event, is—
for the same reason—decreasing in t.

It should be remarked that using (16) means using an overestimation of the hrf,
this implying an underestimation of system performances.

From a practical point of view, such discussion shows that the development of
time-varying models for the hrf is highly opportune, as those proposed by Wang
and Billinton in [156] for incorporating the effects of weather conditions and
restoration resources in reliability evaluation of distribution systems.

For the purpose of the present chapter, however, the main point to be high-
lighted above is not the right expression or behavior of the hrf, but the mistake one

9 Mistaking (18) for (17) is in practice equivalent to mistaking—as to the computation of the
expectation of a function / of a RV X– the expectation E[/(X)] with /(E[X]), which is a trivial
error, if / is not a linear function.
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can make by treating the hrf as it were a probability. The same can be pointed out
as far as the following topic is concerned.

1.6.2 Does a DHR Model Imply a ‘‘Strengthening’’ of the Device?

From one of the above relations, here reported again:

RðtÞ ¼ exp �
Z

t

0

hðnÞdn

0

@

1

A; t[ 0; ð20Þ

it should be clear that a DHR model in no way implies a ‘‘strengthening’’ of the
device under study, as already discussed above. The RF R(t) always decreases with
time, and this is assured by its very definition, or—looking at the above integral
relation between RF and hrf—by the hrf being positive, with no regard to its
behavior in time. So, it should be remarked that phrases like ‘‘the reliability of a
DHR system improves with age’’, which are sometimes reported also in books, are
at least ambiguous: in the function R(t) only one time-argument appears, which
cannot be arbitrarily deemed to be a ‘‘mission time’’ or an ‘‘age’’ as one likes. The
truth is that R(t) decreases with t, so it can never improve with ‘‘age’’ t. For what
above discussed, a right way—maybe the only way—to express the peculiarity of
a DHR model is that, for such model: ‘‘the conditional reliability R(t|s) of a DHR
system improves with age s, for any given mission time t’’. This ‘‘conditional’’
aspect (which is present also in the hrf itself) is sometimes forgotten, e.g., when it
is stated, as in some books, that ‘‘the hrf expresses the probability that the device
fails after reaching age t’’. It has to be noticed that, for approaching such meaning,
the hrf—which, by the way, has a dimension of (1/time)—should be at least
multiplied by a time interval Dt, and even so it cannot be claimed to be a prob-
ability (for instance, no-one can assure that this product is less than 1, also in view
of the fact that the hrf can be infinite). Nor the hrf can be resembled to a pdf: as
recalled in a note, its integral over the whole interval (0, ?) must be ?, not 1 as a
pdf.

Returning to DHR models (which are the ones—but not the only ones—capable
of possessing an infinite hrf, as we shall see in a few lines) one could also think
that a DHR (or a constant hrf) model is characterized by a RF having a slower
decreasing attitude in time, with respect to a IHR model and assuming as fixed
some parameters (e.g., MTTF and/or median), so that it is ‘‘better’’ than a IHR
model in some way. Even if it can seem trivial, it may be not useless to remark that
this is generally false, or it may be true only for some large enough mission times.
Still from the above relation, one can only deduce that, for what concerns the
comparison of 2 hrf, if h1(x)[ h2(x) in a whole interval (0\ x\ c), then—for the
corresponding RF—R1(t)\R2(t) for every t in (0\ t\ c). So, it should come as
no surprise that a IHR model as a Weibull one with b[ 1, e.g., h(x) = ax (a[ 0),
is largely ‘‘better’’ than a constant hrf model, since for the first we have h(0) = 0
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and a smaller hrf values in a whole interval containing the time origin. In other
words, a memoryless model is by no means a ‘‘good’’ or desirable model in the
early age of the device, since ‘‘chance failures’’ are of course no better than no (or
‘‘very unlikely’’) failures. Even more pronounced, of course, would be a com-
parison between the above IHR model and a DHR model such as a Weibull one
with b\ 1 [e.g., h(x) = a/Hx (a[ 0)], to which an infinite value of the hazard
rate and a rapidly decreasing RF corresponds in early times. The IHR model
h(x) = ax is much better in this early period (which may also be the most crucial
in terms of warranties), and possibly also better on the whole (depending, e.g., on
the time interval for which the device will be used in practice).

2 ‘‘Direct’’ Reliability Assessment: A Review
of Reliability Models

2.1 A Premise on Reliability Models, with Hints

at Electrical Applications

A significant set of reliability models, which should cover almost all kinds of
practical applications, are briefly reviewed in the present section, in alphabetical
order.

For the purpose of the present approach, the way by which these (or other)
models can be deduced from wear processes is important. This aspect is omitted
here, but is tackled in the next section, so that a few of these models will be met
again there.

As defined above, DRA concerns reliability analysis of components on the basis
of failure data coming from devices in-service. Performing a DRA requires that the
most adequate probability distribution for the reliability analysis (to be chosen
from a family of commonly employed distributions for such components) is
selected on the basis of data fitting, previous experience, literature or expert
judgment, or better on the basis of a combination of all these aspects. Such
distribution should both exhibit a good fitting to the data (proven by a proper
statistical fitting test) and possess a relatively simple form, with no more than two
or three parameters to be estimated from data. Only two-parameter models will be
considered here, since they are by far the most adopted, together with the single
parameter Exponential model, this latter being so popular that it is here considered
only as a particular case of other models, namely the Gamma, Weibull and the less
known HRM. The most adopted reliability models—in particular, for electrical
components—are by far the Gamma, Normal, Lognormal (LN), and Weibull
models. However, also some other LT distributions are worth being considered,
such as the Inverse Gaussian (IG) distribution, the Inverse Weibull (IW) distri-
bution, the Birnbaum–Saunders (BS) distribution, the Log-logistic (LL) distribu-
tion, and more. They have found recently some significant application for
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electrical components reliability, so they are briefly reviewed here, too. A par-
ticular and very significant case is that of the Weibull model: it is by far the most
adopted in the field of electrical insulation, as illustrated with some detail in Sects.
3 and 4. Such model, together with some related ‘‘physical law’’ of aging—e.g.,
the Inverse power model (IPM)—has kept proving over the years one the most
adequate for the statistical fitting of insulation lifetime data, and the fact that it
possesses some physical background or motivation is a very desirable property in
the present discussion.

Neither the statistical fitting nor the parameter estimation is addressed in this
chapter. Relevant references well cover these topics: exhaustive treatises on the
subject, in its most general form, are popular books such as [25, 96, 98, 149].
Books specifically devoted to (classical) statistical estimations for LT models are,
e.g., [55, 97, 103, 124, 130]. For what concerns Bayesian inference, the key
reference is [113], but the approach is also significantly present in many other
books, e.g., in [30, 124, 146, 152]. Moreover, the reader should be aware that most
of the references on the presented models (appearing in the reference list reported
at the end of this chapter) often present also estimation methods for the model
parameters. Only a final small hint at estimation, very interesting for our purposes:
it is well worth highlighting that the use of Weibull model for insulation appli-
cations has stimulated many peculiar estimation methods, both in classic [52] and
Bayesian statistics [39]. An excursus on basic reliability models and their key
features (excluding deduction from wear models) follows from the next Sect. 2.2
to the end of present Sect. 2. For all the models here presented, the possible
derivations from wear processes are reviewed in Sect. 3. Further details on the
mathematical features here briefly reviewed can be found in the books cited at the
beginning of this chapter, and in the numerous references at the end of this chapter;
in particular, aside from the monographic books on the single models (e.g., [34] on
the Inverse Gaussian distribution, or [53] on the Lognormal distribution), very
detailed accounts on all the models are present in the authoritative volumes of [96],
while a brief but complete review is reported in [124], where also many graphs,
here omitted for the sake of brevity, are reported illustrating the cdf, pdf, hrf, etc.,
of the various models.

2.2 Birnbaum–Saunders Model

The Birnbaum–Saunders (BS) model was introduced by Birnbaum and Saunders in
1969 [20], in relation to fatigue-affected lifetimes. It has the following cdf and pdf
for t[ 0:

Fðt; a; bÞ ¼ U
1
a

t

b

� 	1
2

� b

t

� 	1
2

" #( )

ð21Þ
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f ðt; a; bÞ ¼ 1

2
ffiffiffiffiffiffi
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: ð22Þ

The parameter (a, b) are positive. The hrf has no simpler form than the ratio:

hðtÞ ¼ f ðtÞ=ð1� FðtÞÞ: ð23Þ

It is defined for all t[ 0 (as happens for all models here considered, unless
otherwise stated).

In a recent paper [102], it has been shown analytically that the hrf of the BS
distribution is always an IDHR—or ‘‘unimodal hrf’’—model for all values of the
shape parameters, and the change point of the hrf can be determined as a solution
of a non-linear equation. These authors have provided an approximation to this
change point, and also proposed different methods for estimating the change point.
After this change point, the hrf approaches a positive limit as t ? ?, similar to
the IG model, whose resemblance with the BS model is illustrated also later. Mean
and variance of the BS model are:

l ¼ b 0:5a2 þ 1
� �

ð24Þ

r2 ¼ b2a2 5=4ð Þa2 þ 1
� �

: ð25Þ

2.3 Gamma Model

The Gamma G(r, /) model is one of the most popular in applied probability, and is
characterized by the following pdf:

f ðt; r;/Þ ¼ /rtðr�1Þ

CðrÞ expð�/tÞ; t[ 0 ð26Þ

were C(x) is the Euler–Gamma special function, / and r are positive constants
representing the shape and scale parameters, respectively. The cdf is expressed
through the incomplete Gamma function C(x, y):

Fðt; r;/Þ ¼ C r;/ð Þ=C rð Þ: ð27Þ

In its simplest formulation, denoted as ‘‘Erlang model’’, the Gamma model
describes a positive RV obtained by the sum of r Exponential independent and
identically distributed RV with parameter (hrf) /.

For what concerns the hrf, which is not expressible analytically, it can be shown
[103] that, if r[ 1 (the most frequent case), the Gamma model implies a hrf
which, starting from zero in t = 0, increases with time, approaching the positive
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limit / as t ? ?. If r\ 1, the hrf diverges as t ? 0+, then decreases with time,
approaching the same limit / as t ? ?.

Mean and variance of the Gamma model are:

l ¼ r=/ ð28Þ

r2 ¼ r=/2: ð29Þ

A limit case is the Exponential one, obtained when r = 1, which has the
constant hrf h(t) = /.

A hint at transformed Gamma RV, i.e., ‘‘Inverse Gamma’’ and ‘‘Generalized
Gamma’’ RV, is given in this section.

2.4 Gaussian Model

The Gaussian or Normal model plays a fundamental role in statistical analyses
because many distributions are well approximated, in view of the CLT, by the
Normal probability distribution. The Normal pdf has the following expression:

f ðt; l; rÞ ¼ 1

r
ffiffiffiffiffiffi

2p
p exp � 1

2r2
t � lð Þ2

� �

; ð30Þ

where �1\t\1; �1\l\1; r[ 0. As can be seen, the Normal pdf is
characterized by two parameters, l (the mean of the pdf, a real number) and r (the
SD). Its main properties (bell-shaped form, symmetric around the mean l) are well
known.

The Normal pdf and cfd can be conveniently expressed as a function of the
standard Normal pdf, u(z), and cdf, U(z), that correspond to a Normal RV with
zero mean and unit variance, which are thus defined as follows:

UðzÞ ¼
Z

z

�1

1
ffiffiffiffiffiffi

2p
p exp �u2

2

� 	

du; /ðzÞ ¼ dUðzÞ=dz ð31Þ

so that pdf and cdf of the Gaussian model are:

f ðt; l; rÞ ¼ uððt � lÞ=rÞ
r

; Fðt; l; rÞ ¼ U t � lð Þ=rð Þ: ð32Þ

It can be shown that the hrf h(t) is an increasing function of time, roughly
increasing linearly as t diverges. The model is not theoretically adequate, of
course, for lifetimes, being defined also for t\ 0. However, it is sometimes
adopted, provided that the probability of attaining negative values is negligible
(this happens in practice if l[ 3r). However, principally due to its scarce
flexibility, discussed elsewhere in the chapter, it is almost never a good
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candidate as a reliability model, while it is sometimes used for ‘‘repair times’’ in
availability studies, but not so frequently as the LN and Gamma models.

2.5 Gumbel Model

The Gumbel model here illustrated can be obtained—like the Weibull one, but
under different hypotheses—as the minimum of a large (ideally infinite) set of RV,
so that its pdf is also denoted as the ‘‘smallest extreme value’’ pdf, or also ‘‘type 1-
extreme value’’ pdf [28, 80, 131]. The Gumbel model has the following cdf:

Fðt; v; dÞ ¼ 1� exp �exp t � vð Þ=d½ �f g ð�1\t\þ1Þ: ð33Þ

The two parameters (v, d) are, respectively, real and positive. It can be seen
that, theoretically, the argument of the cdf may be negative, as in the Gaussian
case. By an adequate choice of v and d, the probability of negative values may
be rendered practically zero. However, also a truncated form of the Gumbel pdf
exists, restricted to positive argument values, denoted as ‘‘Gompertz model’’
[103]), which is also used in LT applications. The mean and SD of the model
are

l ¼ v� c d ð34Þ

r ¼ p=
ffiffiffi

6
p� �

d ð35Þ

being c the Euler constant (0.5772…). The RF and pdf are easily evaluated from
the above cdf, and the hrf is an increasing exponential function of time:

hðt; v; dÞ ¼ ð1=dÞexp t � vð Þ=d½ � ð�1\t\þ1Þ: ð36Þ

This model is widely used—especially in its truncated form—for devices lar-
gely affected by wear with increasing age (such as mechanical products, and also
human beings).

Apart from lifetimes, the Gumbel model finds—for intuitive reasons—appli-
cation also as a model for RV representing material ‘‘strength’’. Indeed, it has been
used since decades as a possible alternative to the (more adopted) Weibull model,
for characterizing electrical strength of insulators [87].

Also a ‘‘largest extreme value’’—or ‘‘double exponential’’—model exists. It is
used for characterizing the maximum of a large set of RV, and has the following
cdf:

Fðt; v; dÞ ¼ exp �exp �ðt � vÞ=d½ �f gð�1\t\þ1Þ: ð37Þ

It is very popular in engineering applications but it is seldom used for lifetimes
[131, p. 40].
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2.6 HRM Distribution

A new reliability model, the so-called HRM was introduced by Erto and Palumbo
in 2005 [76], who showed that many failure mechanisms can produce mortality
laws of Hyperbolic type: the ‘‘Deterioration’’, ‘‘Stress-Strength’’, and ‘‘Shocks’’
failure models are some of the above models which can lead to a HRM, as shown
in the following section. The same authors illustrated also some applicative
examples, with a noteworthy electrical application. Actually, the model was not
completely unknown before, e.g., Lawless [103] briefly mentions it as a ‘‘gen-
eralized Pareto model’’. However, its properties were not fully analyzed, nor it
appears to have ever been applied, before 2005.

For the purpose of the present section, a decreasing hazard rate function,
approaching a value greater than zero, is the distinctive characteristic of the model.
The HRM indeed takes its name from the hyperbolic form of its hrf, which is quite
peculiar in the wide range of all the existing models, and can be expressed as
follows (76):

h tð Þ ¼ r þ a

t þ 1
; a[ 0; r[ 0; ð38Þ

which is strictly decreasing from the early maximum value (a ? r), to the
asymptotic minimum r, with a being the limit decrement. So, as to the hrf prop-
erties, this model shows some analogies with the LN and IW ones, except that
the maximum of the hrf is attained at t = 0 (while, in the LN and IW models, the
maximum of the hrf is attained at some mission time t[ 0). From Eq. 1, the
cumulative hrf, RF, cdf, and pdf are easily derived as:

H tð Þ ¼
Z

t

0

h tð Þdt ¼ r t þ a ln t þ 1ð Þ; ð39Þ

R tð Þ ¼ e�H tð Þ ¼ exp �rtð Þ
t þ 1ð Þa ; ð40Þ

F tð Þ ¼ 1� R tð Þ ¼ 1� exp �rtð Þ
t þ 1ð Þa ; ð41Þ

f tð Þ ¼ h tð ÞR tð Þ ¼ r þ a

t þ 1

� �

exp �rtð Þ
t þ 1ð Þa

� �

: ð42Þ

It is apparent from (38) that, for t increasing infinitely, the Hyperbolic
Model reduces to the Exponential model with constant hrf: h(t) = r (and, so,
MTTF = 1/r).

Erto and Palumbo [76] deduce all the non-trivial statistical properties (mean,
variance, etc.) of the HRM by means of the Moment generating function UT{�} of
the RV T (lifetime), i.e.:

82 E. Chiodo and G. Mazzanti



UT xf g ¼ E exp xTð Þ½ �

¼
Z

1

0

exp xtð Þ r þ a

t þ 1

� 	

exp �rtð Þ
t þ 1ð Þa dt: ð43Þ

Denoting by C (�,�) the incomplete Gamma function, after some manipulations
the following expressions for the mean E[T] and variance Var[T] are obtained:

E T½ � ¼ U
0
T 0ð Þ ¼ 1

r
raexp rð ÞC �aþ 1; rð Þ½ �; ð44Þ

Var T½ � ¼ E T2
� �

� E2 T½ �

¼ 1
r2

2raexp rð ÞC �aþ 1; rð Þ � 2araexp rð Þf

� C �aþ 1; rð Þ þ 2r 1� raexp rð ÞC �aþ 1; rð Þ½ �
�
�

raexp
�

r
�

C
�

�aþ 1; r
��2


; ð45Þ

where

E T2
� �

¼ U
00
T 0ð Þ

¼ 1
r2

2raexp rð ÞC �aþ 1; rð Þ � 2araexp rð Þf

� C �aþ 1; rð Þ þ 2r 1� raexp rð ÞC �aþ 1; rð Þ½ �g: ð46Þ

Interesting properties concerning the MRL are also illustrated in [76]; e.g., it is
proven to be an increasing function of time, toward the maximum asymptotic
value 1/r (and this is in agreement with known theoretical relations between hrf
and MRL).

2.7 Inverse Gaussian Distribution

The Inverse Gaussian (IG) distribution [34], although not very popular in the field
of power systems, has found many applications in theoretical reliability literature
for those situations in which the LT distribution is greatly affected by early failures
due to the so-called ‘‘infant mortality’’. The Inverse Gaussian model belongs to the
IDHR family and is very similar to the LN distribution. In practice, they are in
most cases undistinguishable on the basis of field data, so that it is important to
understand the kind of aging process which may give rise to the IG or the LN
distribution.

The IG distribution has been introduced as the first passage time of a Wiener
process [34], as will be recalled in the next section. Its pdf is given by:
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being t, l, k[ 0. Using the above recalled Gaussian cdf U(x), the RF and hrf are
given by the following expressions:
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hðt; l; kÞ ¼
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Although not easily, it can be seen that the hrf first increases, reaching its
maximum at a time t* which is not analytically expressible, then approaches the
positive limit k=ð2l2Þ as t ? ?. This is a small difference with respect to the LN
and LL reliability models, whose hrf goes to zero as t diverges, and a similarity
with the BS model, which is indeed resembles very closely the IG model, also in
its derivation (see Sect. 3).

Mean and variance are:

E T½ � ¼ l ð50Þ

r2 ¼ l3=/: ð51Þ

2.8 Inverse Weibull Distribution

The Inverse Weibull (IW) model was deduced—although often named in a
different way, i.e., Frechet model—as a model for the asymptotic distribution
of the maximum value from a succession of independent RV [28]. Subse-
quently, it was proposed with the present name when it was obtained as the
distribution of the inverse (reciprocal) of a Weibull RV. Most of its properties,
in particular those of its hrf, were first deduced by Erto [70], and are being
developed in a forthcoming paper [75]. In [70], also the identification of the
IW model within a ‘‘Stress-Strength’’ (SS) model has been illustrated (see Sect.
3 for details).

The pdf of a IW RV, with parameters r and b is:

f ðt; a; bÞ ¼ abðatÞ�ðbþ1Þ
exp �ðatÞ�b

h i

; ð52Þ

where t C 0, a, b[ 0.
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The reliability function and the hazard rate function are:

Rðt; a; bÞ ¼ 1� exp �ðatÞ�b
h i

ð53Þ

hðt; a;bÞ ¼
abðatÞ�ðbþ1Þ

exp �ðatÞ�b
h i

1� exp �ðatÞ�b
h i : ð54Þ

Also such function is of the ‘‘IDHR’’ family; the peak value of the hazard rate
of a IW model is obtained at a mission time value belonging to an interval

whose extreme points are: Tm ¼ ½b=ðbþ 1Þ�1=b=a (the mode of the IW distri-

bution) and Tn ¼ b1=b=a; the hrf is infinitesimal when t ? ?. The mean (which
exists only if b[ 1) and the variance (which exists only if b[ 2) are, setting
h = 1/a:

E X½ � ¼ l ¼ hCð1� 1=bÞ ¼ hCð1 þ 1=bÞ ð55Þ

Var X½ � ¼ h2Cð1� 2=bÞ � l2: ð56Þ

2.9 Log-Logistic (LL) Distribution

The log-logistic (LL) distribution was adopted by the authors in insulation reli-
ability studies [37, 40]. A recent application of the LL model in ALT is shown in
[148], which also refers to [37, 39] for insulation reliability applications. This
model is named after the fact that it characterizes a RV: X = exp(T), where T has a
logistic distribution, whose cdf is:

Fðt; a; bÞ ¼ 1

1þ exp � t�að Þ
b

h i ð57Þ

with: �1\a\1; b[ 0; �1\t\1:
Thus, since the variable T = log(X) is a logistic RV, then X is a so-called log-

logistic RV, which is characterized by the following cdf and pdf, in which the
parameters k[ 0 and b[ 0 are functions of (a, b) above:

FðxÞ ¼ kxð Þb

1þ kxð Þb
h i; x[ 0 ð58Þ

f ðxÞ ¼ bkbtb�1

1þ ktð Þb
h i2: ð59Þ

It is often convenient to use, instead of the scale parameter k, the parameter
c = 1/k, which is the median of X, so that:
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FðxÞ ¼ ðx=cÞb

1þ x=cð Þb
h i; x[ 0: ð60Þ

It is indeed apparent that F(c) = 0.5, no matter the value of b. Although the LL
model received some attention in survival data analysis since 1983 in a paper by
Bennett [13], it is neither frequently used nor well-known in literature—apart from
the popular Cox and Oakes’ monograph [51]. In [37], the authors also discuss the
similarity between the LL and the Weibull model, apart their hrf. In the LL model,
the hazard rate function h(x) is:

hðxÞ¼ bkbxb�1

1þ kxð Þ½ �b
; ð61Þ

which is always decreasing with x if b B 1; first increasing, then decreasing with
time if b[ 1. In particular, in the latter case h(x) starts from h(0) = 0, then
reaches its maximum at x* = (1/k)(b - 1)1/b, then h(x) goes to zero as
x diverges.

It must be pointed out that also another, more popular model features these
properties of the hrf function, i.e., the Lognormal (LN) model. In fact, the LL
distribution—as also discussed in the above references [37, 40, 51]—shares
many properties with the LN distribution. The LL model is simpler analytically
than the LN one, but appears to be more difficult to estimate, while methods—
particularly the Maximum Likelihood (ML) one—for assessing the LN model
are well established. The mean value (which only exists if b[ 1) and the
standard deviation SD (which—as the variance—only exists when b[ 2) are
given by:

EðXÞ ¼ cp

bsin cpð Þ½ �; X½ � ¼ E X½ �CV X½ �; ð62Þ

where CV is the coefficient of variation, that in this case has the following
expression if b[ 2:

CV½X� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðb=pÞtanðp=bÞ � 1½ �
p

: ð63Þ

It can be shown (see [51] for some graphical illustration) that the Skewness
coefficient of the LL model is positive and always larger than the corresponding
Weibull one, possessing the same CV value. Thus, the LL model possesses gen-
erally larger ‘‘tails’’ than the Weibull one with the same central parameters and this
may lead to underestimate the upper quantiles of the lifetime if a Weibull model is
fitted to data generated in fact from a LL model (this can happen, as shown in
[37]).

Such distribution may take its origin from a ‘‘Gamma mixture’’ of a Weibull
RV, as will be shown in Sect. 3.

86 E. Chiodo and G. Mazzanti



2.10 Lognormal Distribution

The Lognormal (LN) model [53] has become more and more popular in last years,
also in reliability applications. The LN pdf with parameters (n, d) and argument t is
given by:

f ðt; n; dÞ ¼ 1

dt
ffiffiffiffiffiffi

2p
p exp � 1

2d2
lnðtÞ � nð Þ2

� �

; ð64Þ

where 0� t\1; �1\n\1; d[ 0, being n ¼ E½lnðTÞ� and d2 ¼ Var½lnðTÞ�:
Denoting, as above, by U(z) and u(z) the standard Normal pdf and cdf,

respectively, the LN RF and hrf are as follows, respectively:

Rðt; n; dÞ ¼ 1� U
lnðtÞ � n

d

� 	

ð65Þ

hðt; n; dÞ ¼ u lnt�n
d

� �

td� tdU lnt�n
d

� �: ð66Þ

The behavior of the hrf is not easy to analyze, and was sometimes mistaken in
literature, so that specific papers were devoted to it (e.g., [150]). However, it is a
IDHR model: the hrf at first increases from zero, then decreases toward zero [53].
Differently from the LL model, the ‘‘change point’’ of the hrf cannot be evaluated
analytically (as in the BS model).

The mean and the SD are given by:

l ¼ expðn þ d2=2Þ ð67Þ

r ¼ l expðd2Þ � 1
� 


1
2: ð68Þ

2.11 Weibull Distribution (Featuring also the Exponential Model)

The Weibull model (in particular, the two-parameter Weibull model) is quite
popular, probably the most popular model in reliability applications—since its
birth, in 1939, for application in mechanical engineering (e.g., fatigue life of steel).
Its popularity is due to two basic features: (1) its flexibility (e.g., the Gamma,
Normal and the Lognormal models can be satisfactorily approximated, under
many respects, by a suitable Weibull pdf; the hrf may be increasing, decreasing or
constant); (2) the fact that the Weibull belongs (as it was proved in 1945 by
Gnedenko) to the family of extreme-values distributions, being able to represent
the failure mechanisms of ‘‘chain-like’’ systems that fail when the weakest link is
broken [28].

Mathematical and Physical Properties of Reliability Models 87



The Weibull model, in the form denoted as W(a, b), being a and b positive
parameters, has the following hrf, RF, pdf:

h xð Þ ¼ abxb�1 exp �axb
� �

ð69Þ

R xð Þ ¼ exp �axb
� �

ð70Þ

f xð Þ ¼ abxb�1 exp �axb
� �

: ð71Þ

Also an alternative parameterization, denoted as W0(h, b), is often used, in
which:

h ¼ 1=aj; j ¼ 1=b; b ¼ b ð72Þ

so that the RF is expressed by:

R xð Þ ¼ exp � x=hð Þb
h i

: ð73Þ

This latter formulation is the most adopted for expressing the mean and the
variance:

E X½ � ¼ hC 1þ 1=bð Þ ð74Þ

Var X½ � ¼ h2 Cð1þ 2=bÞ � l2: ð75Þ

As well known, the Exponential model is a particular case of the Weibull one.
Physical motivations for both of them will be discussed later.

Finally, the following relationship holds between Weibull and abovementioned
Gumbel model:

Y ¼ log Xð Þ ð76Þ

in which Y is a Gumbel RV and X a Weibull RV. This relationship is often useful
for parameter estimation.

2.12 Caveats About Using ‘‘Popular’’ Reliability Models

We close this section by noting that often only some simple analytical and/or
statistical considerations about probabilistic distributions are needed to select a
proper reliability model, or at least to exclude some of them from subsequent
analyses.

For instance, the use, and sometimes the abuse, of the ‘‘classical’’ Gaussian and
Weibull models is typical in power systems literature. For instance, in [107] these
two models are employed in order to represent HV cables LT data, with mean of
45 years and SD of 15 years. For such case-study, the Gaussian and Weibull
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models imply both RF and hrf which are very similar, and also extreme percentiles
can be shown to be fairly close (see also Sect. 5).

However, the adoption of a Gaussian model is at least questionable for no less
than three, very simple, reasons which are—rather surprisingly—often neglected
in literature:

1. A Gaussian random variable may always assume (even if with small proba-
bility, provided that the mean value is larger than three times the standard
deviation) negative values, and this fact makes such model theoretically not
suitable to describe LT values.

2. The Gaussian model is not flexible (its pdf can have only one shape, the well
known so-called ‘‘bell-shaped’’ one).

3. The Gaussian model has always a monotone hrf; it is indeed a IHR model,
regardless of the parameter values (this is another aspect of the lack of flexi-
bility of the model).

On the contrary, the choice of the Weibull model has some good theoretical
reasons supporting it for application to a LT distribution, e.g., the ‘‘Extreme
Value’’ theory, while also the Weibull model has a monotonic hrf; in particular, as
well known, such model belongs to one of the three families: IHR (if b[ 1), DHR
(if b\ 1), or constant hrf (b = 1). This kind of property may result unsatisfactory
for the purpose of describing the component reliability over large LT intervals, as
nowadays requested within the ‘‘life extension’’ programs of deregulated electric
market.

In authors’ opinion, such kind of motivations shows clearly that it is very useful
to identify the reliability model on the basis of both theoretical and ‘‘physical’’
reasons. The next section, about the so-called ‘‘physical reliability models’’,
illustrates the most adopted kind of physical motivations behind the identification
of a reliability model. Experience in power systems operation shows indeed that, in
many cases, failures are associated with ‘‘stresses’’, e.g., rated voltage and tem-
perature (that are steady) as well as overvoltages, fault currents, temperature and
mechanical stresses, etc. (that can occur randomly during component lifetime).
Fortunately, probabilistic aging and life models about endurance (‘‘strength’’) of
electrical components to stresses, are available, often from ‘‘accelerated tests’’. By
this way, it is possible to take advantage of available data on the physical processes
of stress and/or strength, according to what has been called an ‘‘indirect’’
assessment of item’s reliability—as discussed in [42].

A hint at ‘‘Inverse Gamma’’ and ‘‘Generalized Gamma’’ models
Since they are referred to in Sect. 3, and sometimes (not often) used in liter-

ature, only some hints at two kinds of ‘‘transformed’’ Gamma RV, i.e., the
‘‘Inverse Gamma’’ and ‘‘Generalized Gamma’’ models [96, 103] are given here.
Their pdf are not difficult to express by means of the well known rule of trans-
formations [134] and the reader may consult the references for more details.

Let X be a Gamma G(r, /) RV, then:

Y ¼ 1=X ð77Þ
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is a so-called ‘‘Inverse Gamma’’ RV. Now, letting k be a positive parameter, the
RV T defined as

T ¼ Xk ð78Þ

has a ‘‘Generalized Gamma’’ pdf.
The Inverse Gamma model has the following pdf, with argument y:

f ðy; r;/Þ ¼ /r

yðrþ1ÞCðrÞ expð�/=yÞ; y[ 0: ð79Þ

The Generalized Gamma model has the following pdf, with argument t:

f ðt; r;/Þ ¼ b/rtðrb�1Þ

CðrÞ expð�/tbÞ; t[ 0; ð80Þ

in which b = 1/k. Such model may be very useful in some applications, for
instance in selecting a proper model from data, since it implies the Gamma
(obviously, for k = 1) and the Weibull (for r = 1) as particular cases; moreover,
also the LN model is well approximated if r is large enough.

3 Identification of Probabilistic Life Models from Stochastic
Process of Wear

3.1 Outline of the Section: Inferring Probabilistic Life Models

From the Stochastic Process of Wear

This section and the successive ones are devoted to the IRA, i.e., to the lifetime
model assessment deduced or inferred from the knowledge of the probabilistic
laws of the stochastic processes of degradation and stresses which unavoidably
affect any device. Often, also the device ‘‘strength’’, i.e., the maximum stress
amplitude that the device is able to withstand before failing, is a RV or, in
general, a SP, due to the unavoidable randomness intrinsic in its aging, because
of uncontrollable variations from item to item in the manufacturing processes, to
randomness of environmental conditions, etc. (these aspects will be dealt with
more detail in relation to specific applications of the next section). The com-
bination of stress and strength is generically denoted under the name of ‘‘wear’’
in the following. The distinction between ‘‘continuous’’ and ‘‘discontinuous’’
wear or failure processes, although it may be useful sometimes (the ‘‘stress’’ or
‘‘shock’’ processes should be framed into the latter, according to some publi-
cations), is not maintained here, also because it is very difficult to define and
distinguish clearly the two kinds of processes, which, in fact, are superimposed
in practice. As already discussed, by means of the probabilistic knowledge of
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wear the model assessment can be performed by means of lifetime data analysis,
as in DRA. DRA should be, of course, always performed, but it cannot be at all
discriminatory among several ‘‘similar’’ models (e.g., the LN and the Gamma
one) when only a few data (say, less than 20) are available, as often occur in
practice. Needless to say, the IRA alone cannot be claimed to be the solution to
the problem of model assessment as well, a problem that is always very critical
within the reliability analysis of modern technology products, for which no
definitive solution can be easily found.

Indeed, it must be highlighted that IRA requires that the wear process be known
by prior information and/or be somewhat measurable, directly or indirectly (e.g.,
by measuring its effects on lifetime reduction of similar devices).

This is not always the case in practical applications, of course, so that, in
general, an adequate and feasible lifetime model assessment should be better
performed by a reasonable combination of both direct and IRA. Often this will not
bring to definite conclusions, but sometimes even the exclusion of some models in
favor of a restricted choice can be a useful result: this happens, for example, when
the allowable models are in practice very similar (as often happens, e.g., for the
LN and the IG one: see the final example of Sect. 5), so that ‘‘mistaking’’ one for
the other does not bring about remarkable errors (never forgetting the obvious
principle that the ‘‘only true’’ model does not exist).

However, the above possible limitations of IRA might be overcome for what
concerns the application of the chapter—illustrated in the following sections—
which are devoted mainly to electrical components (and, in particular, to elec-
trical insulation): indeed in this field the above requirement of the ‘‘measur-
ability’’ of stress and wear is mostly satisfied, also with the help of extensive
experimental surveys conducted by means of ALT. After many decades of
experience, such tests allowed to validate well-established models that relate
lifetime and applied stress (voltage, temperature, etc.), such as the popular IPM
[35, 51, 97]. In the next Sect. 3.2, general Stress-Strength (SS) models [99] are
reviewed. While describing such models, some reliability distributions (as those
already reviewed in previous Sect. 2) are directly obtained. Then, in Sect. 3.3, a
complete list of all the models of Sect. 2 together with their possible generative
mechanisms based upon degradation is illustrated: the list is by no means meant
to be exhaustive, but it only serves as a reference and for illustrating a meth-
odology. Some of the ‘‘dynamic’’ models here reported have been deduced
following the same approach as in a recent book by Singpurwalla [146]. Recent
accounts of SS and fatigue damage models, particularly devoted to mechanical
engineering applications (which were the origin of such models) can be found in
[22, 29, 158]. In [90], a generalized Stress-Strength model is considered with
reference to stochastic loading and strength aging degradation in a more general
way with respect to those dealt with here.

For the sake of brevity and simplicity, only a hint is made here at more complex
wear models such as those based on the advanced theory of SP, such as Wiener
diffusion processes [157], Gamma processes [1, 22, 45, 145, 153–155], Markov
and semi-Markov models of deterioration [44, 46]: most of such models were
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derived in the framework of Structural Reliability, and are still seldom adopted for
electrical devices. Advanced models for comparing DRA and IRA are exposed
with emphasis to the statistical estimation point of view in [110, 111], which
assume a measurable degradation process, also taking into account the measure-
ment error: it is shown that IRA is, under the assumed degradation model, more
efficient for estimating extreme quantiles of the LT distribution. In the same field,
a new formulation of degradation modeling with random coefficients models has
been recently proposed by [81], using the so-called Bernstein distribution in a
sensor-based prognostics framework, with the purpose of predicting residual life
distributions.

3.2 Stress-Strength Models

A classical family of models for ‘‘physical’’ reliability evaluation alternative to
probabilistic life models is made of the so-called probabilistic ‘‘Stress-Strength’’
(SS) models, based on the characterization of the stochastic process describing the
wear caused by random stresses [94, 99].

3.2.1 Static and ‘‘Quasi Static’’ Stress-Strength Models

Let us denote by X and Y the two random variables (RV):

• X: the ‘‘Stress’’.
• Y: the ‘‘Strength’’.

For instance, in the application to components insulation (see following sec-
tion), the random variable X (‘‘Stress’’) is the peak value of stress (voltage surge);
the RV Y (‘‘Strength’’) is the insulation electric strength. It is apparent that both
Strength and Stress are, in general, affected by randomness.

Then, in its simplest, ‘‘static’’ form, the SS model is based on the following
expression of the reliability function (RF), i.e.:

R ¼ P X\Yð Þ: ð81Þ

The model is ‘‘static’’ in that the mission time t does not explicitly appear and
only RV (X and Y) are used instead of SP, as would be more appropriate (see Sect.
3.2.3). This means that Strength and Stress are assumed as constant, although
random, in the time interval to which the RF is referred. So, the pdf of X and Y are
assumed as time-independent, or the mission time pre-determined; the more
realistic ‘‘dynamic’’ version of SS models is discussed later.

Denoting with f(y) (F(y)) the pdf (cdf) of Y, and with g(x) (G(x)) the pdf (cdf) of
X, the RF of the device is given—under the reasonable hypothesis that the RV
X and Y are statistically independent—by:
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R ¼
Z

1

0

gðxÞP X\Y jX ¼ xð Þdx ¼
Z

1

0

gðxÞ 1� FðxÞð Þdx: ð82Þ

In the above equations, time does not appear (at least in explicit form). Various
models derived from (82) are illustrated in the above and related references. The
analytical solution of (82) exists in a few cases, among which the ‘‘Weibull case’’
for X and Y is illustrated as an example here below.

3.2.2 Example: A Weibull Stress-Strength Model Leading to a Log-Logistic
Distribution

We use here as ‘‘quasi static SS model’’, i.e., a simple dynamic generalization of a
static SS model, obtained by letting some parameter vary with time. Let X and Y be
two Weibull RV with equal shape parameter b, and with scale parameters h for the
Strength X, and a for the Stress Y, i.e., let the cdf of X and Y be given, respectively,
by:

G xð Þ ¼ 1� exp � x=hð Þb
h i

; F yð Þ ¼ 1� exp � y=að Þb
h i

: ð83aÞ

As for time dependence, it is reasonable to consider- as proposed in [37]—the
following ‘‘Inverse power’’ characterization of the Strength scale parameter a with
time t, in which k and m are positive constants:

a ¼ aðtÞ ¼ k=tm: ð83bÞ

Indeed, since the expectation of Y is proportional to a—it is recalled that
l ¼ aC 1þ 1=bð Þ—relationship (83b) implies that Y decreases with time t as a
power function of t, a popular model in LT analyses, which will be met throughout
the chapter. Then, after easy computations shown in [37, 41], the following log-
logistic (LL) model [51, 96] is obtained:

R tð Þ ¼ 1
.

1þ ktð Þb
h i

; ð84Þ

where b ¼ mb; k ¼ ðh=kÞ1=m:
The LL model belongs to the IDHR or (less frequently) to the DHR family of

reliability models, depending on the value of the shape parameter b. Indeed, its
hazard rate function h(t) has the following expression:

hðtÞ ¼ bkbtb�1
.

1þ ktð Þb
h i

; ð85Þ

which is always decreasing with time if b B 1; first increasing, then decreasing
with time if b[ 1 (such properties were already discussed in more detail in Sect.
2.8, after Eq. 61).
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In fact, the LL distribution—as also discussed in the above references—shares
many properties, such as being IDHR, with the LN distribution. Although
appearing against intuition, the IDHR (or DHR) property has been sometimes
observed, as already recalled, for some electrical components, and has often been
motivated in theoretical reliability literature in relation with random heterogeneity
of materials or subjective probabilistic reasoning [10, 79, 109, 146].

3.2.3 Dynamic ‘‘Stress-Strength’’ Models

The static model is, of course, of limited application, for at least two reasons
implying a time variation of the pdf of stress and/or strength:

1. The stress X is always best described by a stochastic process in time [134, 151],
X(t), since many random variables (fault time occurrence, duration, amplitude,
location, etc.), most of which are time-dependent, are involved in its definition.

2. The strength Y(t) is generally decreasing in time due to aging effects. Being a
SP, the fact that Y(t) is decreasing in time must be defined on a probabilistic
basis, as discussed below.

For a typical example of item (1), one can imagine the stress process as con-
stituted by a succession of random ‘‘shocks’’ events which occur at random times:
T1, T2,…, Tn. This is denoted as a ‘‘Shock type’’ stress, which is the most common
one in the case of electrical systems (examples: overvoltages, short circuit
currents).

However, although quite common, the above ‘‘Shock type’’ stress process is not
the most general, as there always exists, in practice, an ‘‘ordinary’’ stress which is
continuous in time (i.e., caused by weather conditions, or also by nominal voltage,
etc.), upon which the Shock type Stress is ‘‘superimposed’’. A general view of
dynamic Stress-Strength Models allowing for the description of Stress or Strength
processes by means of continuous SP is given in the following.

Let us define the following stochastic processes:

• X(t) = ‘‘Stress’’ Process.
• Y(t) = ‘‘Strength’’ Process.

Then the RF over the interval (0, t) is given by:

R tð Þ ¼ P X sð Þ\Y sð Þ; 8 s in 0; tð Þ½ �: ð86Þ

Accordingly, the LT of the component—i.e., the RV here denoted by T—is
given by the first time instant at which the Strength is greater than the Stress:

T ¼ inf t : t[ 0; X tð Þ[ Y tð Þf g: ð87Þ

Some simple examples of Stress and Strength processes are illustrated below.
For instance, being of course the Strength process Y(t) closely related to the aging
of the device (possibly due also to the wear cumulated up to time t because of all
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previous shocks), it may be considered as a continuous process which is generally
decreasing in time, in a stochastic sense; i.e., denoting by (a, b) generic time
instants:

a\b ! P Y að Þ[ y½ �[P Y bð Þ[ y½ �; 8 y[ 0: ð88Þ

Equivalently, by introducing the cdf of Y(t):

Fðy; tÞ ¼ P YðtÞ\yÞ½ �; y[ 0; t [ 0: ð89Þ

Equation 88 may be written as follows:

a\b ! Fðy; aÞ\Fðy; bÞ; 8 y[ 0: ð90aÞ

Sometimes, the milder condition may be imposed that Y(t) is decreasing in the
mean value sense, i.e.:

a\b ! E YðaÞ½ �\E YðbÞ½ �: ð90bÞ

It is easy to show that (90a) implies (90b), but the converse is not generally true
except in some cases, as in the following example Sect. 3.2.4.

A stronger condition of decreasing Stress may be the a.s. (almost sure, i.e., with
probability = 1) one, i.e.:

a\b ! Y að Þ[ Y bð Þ; a:s: ð90cÞ

Of course, this implies both (90a) and (90b).

3.2.4 Example: A Weibull Strength Model with IPM Time Variation

Based on already recalled extreme-value theory, the strength Y of a material can be
characterized by a Weibull distribution. Moreover, let us assume that the time
dependence of strength is contained in the scale parameter a, so that the time-
dependent cdf of the Stress is expressed by:

Fðy; tÞ ¼ 1� exp � y

aðtÞ

� 	b
" #

; y[ 0; t[ 0: ð91Þ

Moreover, let a = a(t) be decreasing in time, e.g.: a(t) = k/tm, as in the IPM
model. In this case, it is easy to see that both (90a) and (90b), hold; the first is
immediate, the second comes from the mean value expression:

E Y tð Þ½ � ¼ aðtÞC 1þ 1=bgr;ð Þ: ð92Þ

In the above Weibull example, the ‘‘a.s. decreasing Y’’ property is not assured.
Similar properties—‘‘mutatis mutandis’’—may be adopted for the Stress pro-

cess X(t) which may be considered as a continuous process, generally increasing
(in a stochastic sense) in time.
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3.2.5 Dynamic Stress-Strength Models with ‘‘Shock Type’’ Stress: A Cumu-
lative-Damage Model

As previously pointed out, stresses are often caused by repeated ‘‘shocks’’ (this is
indeed the case of overvoltages, fault currents, etc.), whose succession consti-
tutes a typical example of a stochastic process. Their effect may be cumulated or
not, depending on the kind of component (e.g., in the case of an insulation, this
may also depend on whether it is self-healing or not). So, let us consider a stress
process as constituted by a succession of random ‘‘shocks’’ events which occur
at random times: T1, T2, …, Tn,… This SP, denoted as a ‘‘Shock type’’ stress,
can be considered as a ‘‘point process’’ [134, 151] of random variables Zj (j = 1,
…, n,…) occurring at the random instants Tj (k = 1, …, n, …): i.e., the RV Zj
represents the stress amplitude associated with the shock event occurring at time
Tj. In practice, the stress ‘‘process’’, viewed as a continuous function of time t,
W(t), is always zero except for ‘‘spikes’’ (of negligible duration) with amplitude
Zk at times Tk. Moreover, also the number of events occurring in a given interval
(0, t) is random. So, let us denote by N(t) the following stochastic process:
N(t) = number of stresses occurring in the interval (0, t).

Due to the fact that the stresses (overvoltages) are purely accidental, a rea-
sonable hypothesis is that the process N(t) can be described by a (homogeneous)
Poisson process [43, 134, 140], so that its probability distribution is expressed by:

pðk; tÞ � P NðtÞ ¼ k½ � ¼ ð/tÞk
k!

expð�/tÞ k ¼ 0; 1; . . .;1; ð93Þ

where / is the mean frequency of occurrence of the event (i.e., the mean number
of shocks per unit time). The above Poisson model has always found many
applications for describing the fault process in the case of power systems [3, 5],
and here—for brevity—it will be the only one considered. Extension of SS theory
to non-homogeneous Poisson processes is dealt with, e.g., in [89]. Let us suppose,
as a typical case which finds many applications in literature (see, e.g., [2] for an
application to HV circuit breakers), a ‘‘cumulative wear process’’ and denoting by
ZK the stress amplitude at time TK, the total wear acting at the end of the interval
(0, t) on the component is given by the SP:

W tð Þ ¼
X

N tð Þ

k¼0

Zk; if NðtÞ[ 0 ð94aÞ

W tð Þ ¼ 0; if NðtÞ ¼ 0: ð94bÞ

Of course, ZK is generally a RV, since its value cannot be predicted. So, the
wear process W(t) is characterized as a ‘‘Compound Poisson process’’ [134].

Let us suppose, for the moment, that the strength Y is not a RV, but it is a
constant y (time-independent). Since W(t) is an (almost surely) increasing function
of time—provided that the RV ZK are non-negative, as reasonable—and the fault
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occurs as soon as the total wear W(t) is greater than the strength y, the device
reliability function is, in term of the wear cdf:

R tð Þ ¼ P W tð Þ\yð Þ ¼ Fw y; tð Þ; t[ 0: ð95Þ

The probability distribution—and so the RF of (95)—of the process W(t) of
(93), (94) may be deduced as follows [134, 140], assuming as reasonable that
N(t) and the ZK are s-independent: let Qn be the whole damage conditioned to the
occurrence of a deterministic number, n, of stresses:

Qn ¼
X

n

k¼1

Zk: ð96Þ

Denoting by FQn
ðwÞ the cdf of Qn, the cdf of W(t), i.e., the probability of the

event W(t)\w, is given—according to the total probability theorem—by:

FW w; tð Þ ¼ e�/t þ
X

1

n¼1

FQn
ðwÞp n; tð Þ: ð97Þ

It is remarked that the above function depends both on wear magnitude, w, and
on the time instant t. Both w and t are positive. Only in some cases, the pdf of
W(t) can be expressed in analytical way (if not in a closed form), and this happens
only if it is assumed that the RV Zk are identically distributed and independent of
the process N(t); for example, if the ZK RV are exponential, then W(t) has a Bessel
distribution. However, if the variables Zk are independent, W(t) is a stochastic
process with independent increments; as t increases—according the Central Limit
Theorem—it approaches a Gaussian process [134]; the process mean and variance
can be obtained as follows, assuming—as above said—that the ZK RV are inde-
pendent, with equal mean and variance:

E ZK½ � ¼ lz; 8k V ZK½ � ¼ r2z ; 8k: ð98Þ

Then, it is easy to show that the mean value of W(t) at time t is equal to:

E W tð Þ½ � ¼ lz/t ð99Þ

and the variance and the auto-covariance function CW [134] of the process W(t) are
given—denoting by (t, t1, t2) generic time instants—by, respectively:

Var W tð Þ½ � ¼ l2z þ r2z
� �

/t ð100Þ

CW t1; t2ð Þ ¼ u l2z þ r2z
� �

min t1; t2ð Þ: ð101Þ

For the purpose of the RF evaluation, the fact that W(t) approaches—according
to the Central Limit Theorem—a Gaussian process implies that the LT distribution
may be represented, at least approximately, by a ‘‘Birnbaum–Saunders’’ distri-
bution for the time to failure T, as will be highlighted in Sect. 3.3. Such model, as
recalled, is again IDHR. A more complete discussion of aging properties, for such
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cumulative models deriving from shocks, can be found in the classical book [10],
characterized by a superb level of mathematics.

The extension of (95) to the case when the strength Y is a RV, with (time-
independent) pdf g(y), is straightforward, still using the total probability theorem:

RðtÞ ¼ PðWðtÞ\YÞ ¼
Z

1

o

Fwðy; tÞgðyÞdy: ð102Þ

In this case, the LT distribution is—under the above hypotheses—again IDHR,
being so the time-dependent integrand of (102).

3.2.6 Dynamic Stress-Strength Models with ‘‘Shock type’’ Stress: A me-
moryless Dynamic Stress-Strength Model

With reference to the general expression (81) of the RF over the interval (0, t), let
us assume that:

• X(t) is a SP which can be described as a ‘‘Shock type’’ stress.
• The shocks occurring at the time instants Tj.

The device fails only because of the occurrence of a stress, i.e., at the time
t = Tj when stress amplitude is greater than Strength Y(t) = Y(Tj); of course, such
failure time is a RV.

It is observed that, in order that the device does not fail in the whole interval
(0, t), then every Stress within the given interval must be smaller than the
relevant Strength, i.e., (Xj\ Yj) must be verified for every index j = 1, …, N(t),
where Xk = X(Tk), and Yk = X(Tk), Tk being the RV ‘‘time of k-th stress
occurrence’’.

The RF can be obtained first by conditioning on the event En = [N(t) = n]:

R tjEnð Þ ¼ P X1\Y1ð Þ \ X2\ Y2ð Þ \ � � � \ Xn\ Ynð ÞjEn½ �: ð103Þ

Note that R(t|En) is indicated as Rn in what follows.
Then, once the functions Rn have been computed, the RF R(t) can be obtained

applying the total probability theorem as a function of the Rns and of the distri-
bution of the point process N(t):

RðtÞ ¼
X

1

n¼0

Rn tð Þp n; tð Þ; t[ 0; ð104Þ

where p(n, t) = P[N(t) = n]. In the following, the above introduced Poisson law
will be used, but the methodology is not dependent on such assumption.

In the model here hypothesized, both stress and stress are time-independent. In
this case, assuming also that the RV Xj (j = 1,…n,…) and Yj (j = 1,…n,…) are
statistically independent of each other and of N(t), then:
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Rn ¼ R tjEnð Þ ¼ P X1\ Y1ð Þ \ X2\ Y2ð Þ \ � � � \ Xn\ Ynð ÞjEnÞ½ � ¼
Y

n

k¼1

P Xk\Ykð Þ:

ð105Þ

So letting
Qn

k¼1 P Xk\Ykð Þ ¼ rn; the RF is given by:

RðtÞ ¼
X

1

n¼0

rn tð Þp n; tð Þ; t[ 0: ð106Þ

A simple case where the RF is analytically computable is when:

• the Xj are IID with common cdf GðxÞ ¼ FXðxÞ ¼ PðXj\xÞ; 8j ¼ 1; 2; . . .n; . . .
(independent of time) and pdf g(x);

• the Yj are IID with common cdf FðyÞ ¼ FyðyÞ ¼ PðYj\yÞ; 8j ¼ 1; 2; . . .n; . . .;
(independent of time), and pdf f(y);

Then:

rn ¼ rn; ð107Þ

where using the same approach as in (82), and denoting by X a generic one of the
Xj RV (and the same for Y and Yj):

r ¼ PðX\YÞ ¼
Z

1

0

gðxÞ 1� FðxÞð Þdx: ð108Þ

Under the above hypotheses, the wear process can be defined as a ‘‘memory-
less’’ one, since wear at age t does not depend on previously occurred shocks. It is
possible that such model applies to self-healing insulating materials.

According to (106), by resorting to well known properties of series expansion
of the exponential function appearing in the assumed Poisson law p(n, t), the result
is straightforward:

R tð Þ ¼ exp �/t 1� rð Þ½ � ¼ expð�/qtÞ ð109Þ

having defined q as the elementary failure probability q = 1 -

r = P(X[ Y) = probability that the generic stress Xj is greater than the generic
strength Yj.

In the case that the Stress is a constant, y, then:

q ¼ 1� FXðyÞ ! RðtÞ ¼ exp �/t 1� FXðyÞð Þ½ �: ð110Þ

The above RF is clearly an Exponential one, i.e., it may be expressed as:

RðtÞ ¼ expð�ktÞ ð111Þ

with parameter k(hazard rate) = /q = (mean stress occurrence) 9 (elementary
failure probability).
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As an example, a particular case of interest is that in which the generic Strength
Xj has—as already used above—a Weibull cdf:

FX xð Þ ¼ 1� exp �axb
� �

; for x[ 0 ð112Þ

in this case, the RF of (110) has the following expression:

R tð Þ ¼ exp �ð/tÞexp �ayb
� �� �

ð113Þ

or alternatively, by setting s = 1/a1/b:

R tð Þ ¼ exp �ð/tÞexp �ðy=sÞb
� �h i

: ð114Þ

The above RF may be expressed as a function of the mean value m of the
Strength X, given by m ¼ E½X� ¼ sCð1þ 1=bÞ:

DRA and IRA are compared for this model, also in view of estimation, in [38].
In conclusion, it is highlighted that the illustrated SS model is, in this case,

characterized by a constant hazard rate. This fact—together with the IDHR
property of many models previously examined (LN, IG, IW, LL)—may appear at a
first sight conflicting with intuition, again, since one could expect that the presence
of stresses, whose number surely increases with time, implies an increasing hazard
rate. This confirms that a careful analysis of the hypotheses which yield the reli-
ability model may lead to non-trivial conclusions, difficult to be anticipated by
pure intuition. By the way, by means of the above SS model a further (and seldom
reported in literature) justification for the LT being an Exponential random vari-
able is obtained, which is to be added to those leading to the Weibull or the
Gamma model with shape parameter 1, examined in the following.

3.3 Identification of Main Probabilistic Lifetime Models by IRA

In this section, the same list of reliability models of Sect. 2 is considered, with
their generative mechanisms from wear processes. It is recalled that the identifi-
cation of the Exponential and the log-logistic model have been already deduced
previously (Sect. 3.2), so that they will be considered again here with different
motivations; also the Birnbaum–Saunders distribution has been hinted at before
(see the comment following Eq. 101).

3.3.1 Birnbaum–Saunders Model

The BS model [62, 63, 96]—sometimes denoted as ‘‘fatigue life’’ model—was
originally derived on the basis of a ‘‘discrete’’ stress process, accounting for
accumulating cracks on a material, which can cause its failure when a given
‘‘critical dimension’’, y, is overcome. Let the material be subjected to repeated
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cycles of a common stress, the single stress amplitudes being s-independent
Gaussian RV; so, using an approach similar to that used in Sect. 3.2.5, assuming a
‘‘cumulative wear process’’, and denoting by ZK the stress amplitude at k-th cycle,
the total stress after n cycles is of course

Wn ¼
X

n

k¼0

Zk; n ¼ 1; 2; . . .;1: ð115Þ

Then, the original BS model was obtained by observing that the ‘‘discrete’’
failure time N (i.e., the number of cycles after which the failure occurs) has the
following cdf (defined for discrete values of n in the set of natural numbers):

P N� nð Þ ¼ P Wn [ yð Þ ð116Þ

(it can be easily deduced, e.g., that the random events: (N[ n) and (Wn\ y) are
equivalent; then, considering the complementary events, the above relation is
obtained).

Assuming that the ZK RV are IID Gaussian RV, with N(a, b) distribution (a[ 0
for obvious reasons), or that they are in a high number so that the central limit
theorem holds, then Wn is a N(an, bHn) RV, so that:

P N� nð Þ ¼ 1� P Wn � yð Þ ¼ 1� U y� anð Þ
�

b
ffiffiffi

n
p� �

¼ U an� yð Þ
�

b
ffiffiffi

n
p� �

;

ð117Þ

where the known property of the standard Normal cdf: U(–x) = 1 - U(x) has been
used. It is remarked that the symbol n above denotes the ‘‘time’’ argument of the
cdf. Now, in the original deduction of the model, discrete time n was ‘‘trans-
formed’’ into continuous time t (this is somewhat incorrect, but can be roughly
justified by letting the cracks occurring at a constant rate r in time, so that n = rt),
then the following cdf can be easily obtained—with an understandable meaning of
the positive constants (a, b):

FTðt; a; bÞ ¼ U
1
a

t

b

� 	1
2

� b

t

� 	1
2

" #( )

ð118Þ

which is indeed a BS cdf.
The limits of the above derivation of the BS model were highlighted, e.g., by

[15], where it is correctly observed that a Gaussian RV can assume—even if with
small probability, by an adequate choice of the relevant constants—values less
than 0: so, the above stress model does not guarantee that Wn is an increasing
function of time n (indeed, a ‘‘negative-amplitude’’ crack can occur every now and
then), thereby resulting in a non-realistic model for accumulated stress. In [15], the
authors, by comparing the BS with the similar IG model (to be dealt with after-
wards), find the IG model superior in that it is free of the above limitations and
directly formulated in continuous time.
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However, as also reported in [96], Desmond [62] derived a more general form
of the BS model relaxing the hypothesis of Gaussian crack amplitude and of s-
independence. He showed that the BS pdf can be obtained by a mixture of two
appropriate IG pdf, too.

However, the BS model remains less attractive and less adopted than the IG
one, mainly because well-established estimation methods for the IG exist, while
only some ‘‘ad hoc’’ methods are available for the BS model.

3.3.2 Gamma Model (featuring also the Exponential model)

The Gamma G(r, /) pdf is given by:

f ðt; r;/Þ ¼ /rtðr�1Þ

CðrÞ expð�/tÞ; t[ 0: ð119Þ

Two main methods of deducing the Gamma model from wear processes are
presented here below at points (a) and (b), followed by the particular Expo-
nential model at point (c). Two (minor) transformed forms generated by the
model, denoted ‘‘Inverse Gamma model’’ and ‘‘Generalized Inverse Gamma
model’’, are only hinted at for brevity afterwards, when dealing with the LN
model.

1. It is well known [96] that a Gamma RV G(r, /), if r is a positive integer, can be
obtained as the sum of r Exponential statistically independent and identically
distributed RV with parameter /, which is also the value of their common,
constant, hrf. Although this motivation for its use appears to be rarely adopted
(apart from the particular case of an ‘‘Exponential unit’’ with r - 1 stand-by
redundant identical units), it can be advocated when the LT of the devices
passes through a series of s-independent ‘‘stages’’, each one lasting a time
interval which is distributed according the same Exponential RV. This may be
the case, e.g., when the device, starting from an initial ‘‘good’’ state, reaches the
failed state after a few ‘‘partial failure’’ states. In practice, however, it is dif-
ficult to imagine a situation in which all the stages have the same pdf (thus the
same value of parameter /) and are s-independent. On the other hand, if the s-
independence subsists, and the single-stage RV are Exponential RV with dif-
ferent values of the parameter /, the pdf of their sum has a closed form
expression [96], which can be approximated in many cases by a Gamma pdf,
even when the number of stages, r, is unknown (as realistic). In the general case
of unknown single pdf, with r high enough (say, r[ 5), the CLT may be a valid
reason for approximating the LT by a Gaussian RV. Indeed, it is true that the
Gamma model G(r, /) is closely approximated by the Gaussian one for r high
enough.

2. Although the following motivation appears to be rarely, if ever, highlighted in
literature (maybe for its triviality), the Gamma model may also be deduced by
means of a ‘‘cumulative wear process’’, i.e., the SP denoted asW(t) in Eq. 94a, 94b,
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as briefly accounted in the following. Let us suppose that the stress amplitudes
ZK at time TK—appearing in (94a)—are not RV, but possess the same constant
(deterministic) value. With no loss of generality—by choosing a proper stress
amplitude unit—it may be supposed that ZK = 1 for each k. Thus, the SP
W(t) simply equals the Poisson process N(t). Then, assuming—as in (95)—that
the strength Y has also a constant value y[ 0, the device reliability function is
given—from (95), using the Poisson distribution of (93), and denoting by r the
largest integer value smaller than y—by:

RðtÞ ¼ P NðtÞ\yð Þ ¼
X

r

k¼0

ð/tÞk
k!

expð�/tÞ: ð120Þ

This is a well known formulation—denoted as ‘‘Erlang’’—of the Gamma RF
[96]. It is easy to see indeed that also in this case, the time to failure is the sum
of r Exponential independent and identically distributed RV with parameter
(hrf) /, where / and r are positive constants representing the shape and scale
parameters, respectively.
In view of relaxing some of the hypotheses leading to the above model, it is
interesting to remark that the Gamma model has proven to be a satisfactory
approximation to the true model even in the case of random stress (ZK): this has
been shown numerically, in some cases, in [2], but cannot be, at present,
claimed to be always true.

3. (Exponential model) The above points also apply to the Exponential RV, when
the particular case r = 1 is considered. Moreover, at least two additional
deductions of the Exponential model, which appear more fundamental, must be
considered. The first is the classic one of the ‘‘memoryless’’ property, already
recalled, by which such model is the only one allowable for devices whose
failure is only due to accidents, with no regard to age. Indeed, the Exponential
model is the only one possessing a constant hrf, and so a CRF R(t|s) indepen-
dent from age s. The second deduction has been obtained as a consequence of
the particular Dynamic Stress-Strength Models with ‘‘Shock type’’ Stress of
Sect. 3.2.6. Moreover, the Exponential model can be obtained as a particular
case of the Weibull model with shape parameter 1, which will be considered
afterwards.

3.3.3 Gaussian Model

Despite its high popularity, it is difficult to justify the adoption of the Gaussian
model as a lifetime model, first of all because it is not restricted to positive values.
In addition, such model can be theoretically obtained only—by virtue of the CLT—
when the LT can be expressed as the sum of many s-independent RV. This is why
the peculiar cases already illustrated for the Gamma model G(r, /)—with r high
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enough—can be often approximated also by the Gaussian one, but actually there are
only drawbacks in doing so, for theoretical and practical (statistical) reasons already
presented, i.e., the non-positivity, the inadequacy in representing skewed pdf
(which are by far the most part of LT pdf occurring in the real world), and, in
general, the scarce flexibility of the model, also with reference to the hrf (which can
assume only a roughly linear form in time). It is also to be remarked that other, more
flexible models—such as the Gamma G(r, /), the LN [LN(a, b)], and the Weibull
W(a, b)—can also closely approximate symmetrical pdf, by an opportune choice of
their shape parameter values (the first if r[ 10, the second if b ? 0, the third if
b & 3.6). The CLT motivations can support the use of the Gaussian model as a
repair time model in availability studies that are outside the scope of this chapter.
Obviously, the Gaussian model fully maintains its well-established supremacy—
also in reliability applications—for what concerns inference studies (e.g., for
obtaining the distribution of statistical estimators, confidence intervals, etc.).

3.3.4 Gumbel Model

It is recalled that the Gumbel model is the ‘‘smallest extreme value’’ model, and
this constitutes also a clear motivation for its use, even if it might be in many cases
better advocated for systems rather than for components. From a statistical mod-
eling point of view, the fact that the hrf can have only one shape (the increasing
exponential one) is a limit of the model; at the same time, this may make it useful
for devices largely affected by wear with increasing age (such as mechanical
products; for the same reasons, also human being LT are often characterized by
this or similar models).

Instead of LT values, a physical reason for adopting the Gumbel model can be
found in the case of strength values. This may be the case when dealing with
dielectric strength of electrical insulation; indeed, the value of breakdown voltage
of a large-size insulation system may be considered as the minimum between the
values of breakdown voltage of smaller elements. Very significant applications in
this field, also comparing the Weibull and the Gumbel models (that can be used
both as a smallest extreme value model) are in [66, 87], the first also containing
physical properties which can justify the models.

3.3.5 ‘‘Hyperbolic Reliability Model’’

The HRM is characterized by the hrf:

h tð Þ ¼ r þ a

t þ 1
; a[ 0; r[ 0: ð121Þ

Erto and Palumbo [76] showed that the HRM identification can be performed
observing al least three mechanisms of failure leading to this law of mortality,
which they shown to be: (1) a ‘‘Deterioration’’ mechanism of failure; (2) a ‘‘Stress-
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Strength’’ mechanism of failure; (3) a ‘‘Shocks’’ mechanism of failure. For sake of
brevity, referring to the above paper for the first and second, only the third
mechanism is illustrated here. Let a device be subjected to a random succession of
shocks, which can potentially cause system failure; let the shocks occur following,
as discussed previously, a Poisson law:

Pr Ns ¼ nsf g ¼ dtð Þns
ns!

exp �dtð Þ; d[ 0: ð122Þ

Now, if the survival probability for each shock depends on the run time (but not
on the number of previously suffered shocks) following the law:

Sv tð Þ ¼ q� s

t þ 1
; 0\q\1; s[ 0; ð123Þ

then the probability of failure in a time interval Dt is:

Fðt þ DtÞ � FðtÞ ¼ RðtÞ
X

1

i¼1

ðdDtÞ
i!

i
(

� expð�dDtÞ 1� SivðtÞ
� �

�

ð124Þ

from which

hðtÞ ¼ lim
Dt!0

Fðt þ DtÞ � FðtÞ
RðtÞDt ¼ d 1� Sv tð Þ½ �; ð125Þ

and substituting Sv(t) with its time-dependent function

hðtÞ ¼ d 1� qð Þ þ d s

t þ 1
: ð126Þ

Renaming the two products

d 1� qð Þ ¼ r; ds ¼ a; ð127Þ

the hrf in Eq. 121 is obtained.
As previously hinted at, an electrical application—relevant to the times-to-

breakdown of an insulating fluid, working at constant voltage equal to 32 kV—
was successfully illustrated by means of the HRM in [76].

3.3.6 Inverse Gaussian Model

Also, the IG model can be obtained from a ‘‘Stress-Strength’’ (SS) model arising
from a Wiener Stress process and a deterministic Strength. Indeed, as hinted at
previously, the IG distribution [34] has been introduced as the first passage time of
a Wiener process [134], i.e., a Gaussian Stochastic Process with independent

Mathematical and Physical Properties of Reliability Models 105



increments. Let us hypothesize that the SP W(t) describing wear is a Wiener
process with ‘‘drift’’ l[ 0 and ‘‘diffusion constant’’ v[ 0. Then, W(t) satisfies the
differential equation:

�dW=dt ¼ lþ G tð Þ; ð128Þ

where l is a positive constant and G(t) is a Gaussian SP with the following mean
and covariance functions [134]:

E G tð Þ½ � ¼ 0; Cov G tð ÞG t � sð Þ½ � ¼ vd sð Þ ðv[ 0Þ: ð129Þ

If the wear process is defined by a stress characterized by the above Wiener
process and a deterministic strength b, the associated LT RV is defined by the first
instant, T, in which the SP W(t) crosses the barrier b, i.e.:

T ¼ inf t : t[ 0; W tð Þ ¼ bf g: ð130Þ

As shown in [34], the pdf of T—by a proper choice of the parameters l and k

(both having the dimensions of time), and letting, with no loss of generality,
b = 1—is given by:

f ðt; l; kÞ ¼
ffiffiffiffiffiffiffiffiffi

k

2pt3

r

exp � k

2l2t
ðt � lÞ2

� �

; t; l; k[ 0 ð131Þ

i.e., the above-mentioned IG pdf as in Sect. 2.
It has been already recalled in Sect. 2 that the IG and the BS models

are very similar, and this may be also justified by the above similar deriva-
tions from Gaussian wear processes; it is again highlighted that they are both
IDHR.

3.3.7 Inverse Weibull Model

The reliability function of the IW model is:

Rðt; a; bÞ ¼ 1� exp �ðatÞ�b
h i

: ð132Þ

Apart from deriving the abovementioned peculiar properties of aging of this
IDHR model, Erto [70] also showed that it can be originated by reasonable Stress-
Strength models and deduced at least two possible ‘‘physical’’ derivation of the IW
model, shown in the following.

1. (Stress is a Weibull RV and strength is a deterministic function of time) Let the
distribution of the RV stress, X—assumed as time-independent—be a RV
distributed according a Weibull W0(u, v) law, thereby having cdf:

FX xð Þ ¼ P X� xð Þ ¼ 1� exp � x=u½ �vf g b[ 0ð Þ: ð133Þ
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Let the strength y(t) be a deterministic decreasing function of time, described by
a process with an ‘‘inverse power’’ aging law as:

y ¼ y tð Þ ¼ k=th; h; k[ 0 ð134Þ

(a lowercase letter is used for strength y since it is not a RV here; h and k are
deterministic constants, even if unknown in practice); since X has the above W0(u,
v) cdf, the RF at time t is:

R tð Þ ¼ P y tð Þ[X½ � ¼ FX y tð Þ½ � ¼ 1� exp � k
�

uth
� �� �v� 


¼ 1� exp � 1=ðatÞ½ �b
n o

: ð135Þ

This is indeed an IW model with parameters r and b both positive, assuming
b = hv and r = (u/k)1/h.

2. Strength is a deterministic constant, Stress is a Weibull SP, increasing in time)
In the same framework as above, let the strength y be a deterministic constant,
and let the stress X = X(t) be a random function (SP) of time, with Weibull
W(a, b) cdf—FX(x, t)—and time-dependent scale parameter a = a(t):

FX x; tð Þ ¼ P X tð Þ� x½ � ¼ 1� exp � x=a tð Þ½ �b
n o

b[ 0ð Þ: ð136Þ

Let us suppose that a(t) is an increasing power function of time:

a tð Þ ¼ ktm k;m[ 0ð Þ: ð137Þ

This second hypothesis implies, as reasonable, that the mean value of stress
increases with time, since, under the Weibull model:

E X tð Þ½ � ¼ aðtÞC 1þ 1=bð Þ ¼ ktmC 1þ 1=bð Þ ð138Þ

with b constant. Thus, the reliability function at time t is:

R tð Þ ¼ P X tð Þ� y½ � ¼ 1� exp � y=a tð Þ½ �b
n o

¼ 1� exp � y=ktm½ �b
n o

¼ 1� exp � 1=ðatÞ½ �b
n o

ð139Þ

in which the positive constants, a and b, have a clear meaning as functions of (b, k,
m, y). Again, T is an IW RV.

A final remark. Since all the above deductions appear to be coherent with the
known, measurable, properties of stress and strength of electrical insulation, in our
opinion they should stimulate new applications of this seldom adopted model. It
should also be remarked that they can lead to further justification of the already
recalled IDHR property observed sometimes, also in data obtained by ALT, for
such materials [93, 148].
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3.3.8 Log-Logistic (LL) Model (with a Hint at Burr Model)

Two methods of generating the LL model are hinted at here. Indeed, the LL model
has been already been deduced—as in [37]—in Sect. 3.2.2 in the framework of a
‘‘quasi static’’ Weibull Stress-Strength model. Moreover, it will be shown in the
last part of this section that it can be motivated by a mixture model deriving from a
Weibull W(A, b) RV, with random scale A. So, the model is characterized by a
conditional RF:

R tjAð Þ ¼ exp �Atb
� �

ð140Þ

with random scale parameter, A, distributed according an Exponential distribution.
As it will be shown when dealing with mixtures (Sect. 3.3.11), if A is an Expo-
nential RV with mean s, then, applying the total probability theorem, the uncon-
ditional RF R(t) deduced by the conditional RF above has indeed the following
expression, which is clearly seen to be coincident with a LL RF:

RðtÞ ¼ 1
1þ stb

: ð141Þ

Such model can be considered also as a particular case of the ‘‘Burr’’ model
(Sect. 3.3.11), and is still IDHR or DHR. Finally, it is observed that the LL model
appears to be very similar to the IW model, for which indeed an analogous
‘‘Stress-Strength model’’ motivation has been presented just above. More evident,
sometimes impressive, is the analogy with the LN model (including the IDHR
property with hrf decreasing toward zero). This analogy arises from the strong
similarity between the Gaussian and the Logistic model which give rise to the LN
and LL model, respectively, through the exponential function y = exp(x). In [37],
a very good approximation of the LL model was obtained, which worked satis-
factorily for the RF, the pdf and the hrf (while it is well known that it is very
difficult to approximate all these functions at the same time). This was also shown
by many graphs reported in the abovementioned paper, but should be tested with a
wider range of parameter values. The above approximation is obtained by the
simple method of equating the first and second moment of the logarithms of the LL
and LN RV, which of course uniquely determine the parameter values of the two
models (it is not practical to equate the simple moments of the two models, since
the LL does not possess the first moment if b\ 1, the second moment if b\ 2).

In some applications, when both models fitted well data, the LL has been
sometimes preferred to the LN for its simpler analytical expression (this is evident
especially for the hrf); on the other hand, the LN has no restriction on the
parameters for what concerns the existence of its moments, and possesses more
desirable properties from the parameter estimation point of view. Indeed, ML and
moment estimates are well established and readily available in the LN model,
while their deduction is cumbersome for the LL model; for the latter, even the
moment estimates can be problematic in view of the above restrictions on the
theoretical moments.
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3.3.9 Lognormal Model (with Some Reference to the ‘‘Inverse Gamma’’
and ‘‘Inverse Generalized Gamma’’ Model)

Many ways for deducing the LN model on theoretical grounds from wear pro-
cesses have been illustrated in literature, while—on the ‘‘practical’’ side—many
applied papers have shown its great capacity to fit experimental data from very
different fields (e.g., speaking of duration data, from the time to first marriage of a
person, to the microelectronics lifetime model). In fact, reliability theory is one of
the few fields in which the use of the LN model largely surmounts that of the
Gaussian model (from which the LN one was derived). Often, the LN model is
derived as a proper model for wear itself rather than for lifetimes (as also briefly
shown below). Its applications to LT distributions (as witnessed by [53]) are
however numerous, due especially to its flexibility: the Lognormal pdf is indeed
capable of assuming a large variety of shapes with positive skewness index, which
allows for typical large ‘‘right tails’’. In particular, Cox and Oakes [51] show that,
among the most popular models, the LN possesses one of the most high ‘‘skewness
coefficient’’ values for a given coefficient of variation (CV) value. Furthermore,
two properties that appear to be scarcely recalled improve its flexibility: (a) as
already hinted at, if the b (shape) coefficient of the LN(a, b) model is small enough
(in practice, b\ 0.3) the LN pdf tends to become symmetrical and may satis-
factorily approximate even a Gaussian model with the same mean [this fact can be
proved analytically, using the series expansion of y = exp(x) for x ? 0]; (b) the
CV, m, can assume a wide range of values: in particular—if b = 0.8325—the value
m = 1 is obtained, as for the Exponential model, to which the LN appears in this
case to be very similar, and often indistinguishable from it (this may explain also
its abovementioned applicability to microelectronics).

Also the ‘‘decreasing hazard rate’’ property of the Lognormal distribution for
large values of time is a desirable property, for instance in ALT and insulation
applications. The hrf properties of the LN (which is, it is recalled, a IDHR model),
its high variability and the presence of large right tails are perhaps the main
reasons for its being the most applied for repair times, as shown in power systems
literature [24, 159]. The above properties all account for the possibility of rela-
tively large times compared to their expected values: thus, the LN assumption may
also be justified by a ‘‘conservative’’ approach which seems very appropriate for
repair times (and, in general, for ‘‘waiting times’’) when the exact distribution is
unknown; such kind of properties, however, are still more evident for the less
known and less adopted LL model, which has indeed a higher ‘‘skewness coef-
ficient’’ value for a given CV value, as shown in [51].

All the above reasons and the rapidly growing literature on the model have
validated the authoritative forecast of two scholars such as Johnson and Kotz, who
in 1970 already stated that ‘‘it is quite likely that the LN distribution will be one of
the most widely applied in practical statistical work in the near future’’, as reported
in the preface to [53].

Only two significant models which may give origin to the LN model for LT are
presented here; by the way, they also can give rise—under different hypotheses—
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to the so-called ‘‘Inverse Gamma’’ and ‘‘Inverse Generalized Gamma’’ models, as
shown at the end of this section. A LN model for wear can also be the origin of a
BS model for the corresponding lifetime distribution, as shown in the end of the
present section.

Linear function Stress Process leading to the Lognormal model. In many cases,
it may be reasonable to express, or approximate over some time interval, Stress (or
Strength) by means of linear (random) functions of time (see [40, p. 103] for the
physical deduction of such models, with some examples beyond those here pre-
sented, as that of ‘‘alpha’’ pdf, including the effect of temperature as a stress
parameter in the Arrhenius model).

A linear Stress process may be written as:

X tð Þ ¼ Bt ð142Þ

being B, in the general case, a RV, with B[ 0 almost surely (a.s.), so that the
Stress is a.s. increasing in time (for this reason a Gaussian model, e.g., for the RV
B is not opportune).

As a simple example of a SS model with linear Stress process and a LN
Strength, let us consider the Strength model of last equation with B Lognormal-
distributed, and let Y also be Lognormal-distributed, and B and Y be independent.
Then, of course, the LT T is such that:

BT ¼ Y ! T ¼ Y=B: ð143Þ

Then, since the ratio of two independent LN RV is also a LN RV (this is indeed
the same property as that the difference of two independent Gaussian random
variables is also Gaussian), T is a LN RV, with parameters which can be obtained
very simply.

If the RV Y is deterministic (i.e.: Y = y, constant), then T is again a LN RV.
Power Function Stress Process leading to the Lognormal Model. Quite similar

results are obtained if stress X(t) is a ‘‘power function’’ of time such as:

X tð Þ ¼ Btc : ð144Þ

Let again B a Lognormal-distributed RV: also in this case, with a LN
strength Y, then the LT is again LN. This can be seen very easily recalling that,
if T is a LN RV, then also Th is a LN RV, whatsoever the real value of the
exponent h.

A hint at ‘‘Inverse Gamma’’ and ‘‘Inverse Generalized Gamma’’ Model. The
chance is taken here of giving at least a brief mention of two models, which are
defined in reliability or survival literature (e.g., in [103]), but are very seldom used.
A little diversion from the LN model will be allowed here, only because the two
models both appear similar to the LN one, also their deduction being similar. With
reference to the linear Stress process of point (1): X(t) = Bt with fixed strength y,
let us suppose that B is not LN, but Gamma-distributed (another reasonable
hypothesis, since this is an adequate model for positive quantities, and also flex-
ible). Then the LT, which is expressed as above:
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T ¼ y=B ð145Þ

is a so-called ‘‘Inverse Gamma’’ RV, already described in Sect. 2) and used until
now mainly as prior pdf in Bayesian estimation, e.g., for the MTTF parameter in
the Exponential model [113]. It is curious to notice that, if B is a G(r, ) Gamma RV
with r = 0.5, then T follows a particular form of the Inverse Gaussian model.

Finally, let us assume that the stress X(t) is a ‘‘power function’’ of time of the
kind:

X tð Þ ¼ Btc ð146Þ

and that B is again a Gamma RV. Under such hypotheses—with fixed strength y—
the LT is given by:

T ¼ y=Bð Þd ð147Þ

with d = 1/c, and Bd has a ‘‘Generalized Gamma’’ pdf (already described in
Sect. 2). Then T has a so-called ‘‘Inverse Generalized Gamma’’ pdf, which seems
to be never used before as a LT pdf. It was used by the authors as a prior pdf in
Bayesian estimation for some insulation reliability applications [39], and was also
used in relation with heterogeneity studies in statistics with applications to
economy (e.g., for the durations of unemployment spells).

3.3.10 Weibull Model (Also Featuring the IPM)

It is not difficult to deduce the Weibull model from wear process considerations,
also using its property of being a particular Extreme Value Distribution for
Minima. Here, the following simple derivation is proposed, in the framework of
Stress-Strength models, using the EV property not for LT itself, but for dielectric
Strength (as in [35]). By the way, the same procedure, as it will be seen, may yield
a theoretical justification for the well-known IPM, often used especially in ALT on
insulation, as discussed in [42, 131]; it is one of the most popular models—among
the many proposed since the seminal paper (devoted to survival analysis) by Cox
[50]—taking into account the effect of ‘‘covariates’’ (here, the stress, intended as
the applied voltage) on the lifetimes.

Let the Strength of the object (e.g., the breakdown voltage for insulation) be a
RV Y, and z be the applied constant (in time) stress (e.g., the applied voltage peak
value).

The random nature of device strength at time t is to be addressed to the lack of
homogeneity of the device material. In order to emphasize this fact in probabilistic
terms, let us suppose that the device can be considered (as reasonable for large-size
insulation) as a system constituted of a number n of homogeneous elemental
components. Denoting as Yi the strength of the ith elemental component (i = 1,
…, n), the strength Y of the device can be then expressed as a function of the RVs
Yi as it follows (omitting for the moment any relevant time dependence):
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Y ¼ min Y1; Y2; . . .; Ynð Þ ! P Y [ zð Þ ¼ P Y1 [ z; Y2 [ z; . . .; Yn [ zð Þ: ð148Þ

Such relationship holds in every fixed time instant t, and implies that the device
strength is determined by the strength of its ‘‘weakest link’’, or rather of the least
strong elemental component. In what follows, it is supposed that the RVs Yi are
statistically independent; in general, however, they will not be identically dis-
tributed. Of course, for such model to be realistic, number n has to be high (ideally,
infinite): this allows to get, under very general conditions, a probabilistic char-
acterization of Y resorting to the asymptotic theory of the extreme values [28].
Under general hypotheses, the limit cdf of Y is of the Weibull type, and it can be
expressed in the form:

FYðrÞ ¼ 1� expð�m � rkÞ; r� 0; m[ 0; k[ 0: ð149Þ

Parameters m and k are real and positive, and depend on the parameters of the
component distributions. Thus, in practice they must be estimated experimentally,
since in general the Yi RVs are not observable. For instance, relationship (149) is
verified if the component cdf are of the Gamma, Exponential, Beta, Weibull,
Pareto, etc., type, that is for most of the distributions that have a pdf ‘‘limited to the
left’’. Since a strength-type RV is intrinsically non-negative (as is in fact the case
of dielectric strength), and typically it has a domain (a, ?), the cdf of the Yi RVs
are of such type, too.

Let us now consider the time dependence of the distribution of the process Yt.
Such dependence will be clearly expressed by the time variation of the parameters
m (scale parameter) and/or k (shape parameter) with time. The expectation of the
above Weibull model, W(m, k), for the RV Y is expressed as:

l ¼ H
c � Cð1þ cÞ; where:H � 1=m; c � 1=k ð150Þ

and C(x) is the Euler-Gamma function.
From (150) it is not difficult to deduce that the mean l is a decreasing

function of m, while it is not a monotonous function of k. Since it has been
assumed previously that the strength is decreasing with time, its average value
will be decreasing with time as well. The simplest way for accounting of this
behavior—on the basis of what previously said about the l versus m relation-
ship—is to assume that the scale parameter m is an increasing function of time.
Moreover, if (149) has to match the properties of a cumulative distribution
function, it can be immediately noticed that the strength Yt has to be infinite in
t = 0 and zero in t = ?. This gives rise to the following conditions on the time
function m(t):

mð0Þ ¼ 0; mð1Þ ¼ 1: ð151Þ

Such conditions are satisfied by the following simple model:

m ¼ mðtÞ ¼ m0t
b; m0 [ 0; b[ 0; ð152Þ
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where m0 and b are proper constants to be determined. If such model holds, the
time behavior of the mean value of strength in time is expressed by a function of
the type:

l ¼ lðtÞ ¼ l0=t
p; l0 [ 0; p[ 0 ð153Þ

[in particular, l0 = (1 ? c)/(m0)
c; p = bc].

By introducing (152) into (149), the distribution function of process Yt (for
r[ 0 and t[ 0) is obtained:

FYðr; tÞ � PðYt � rÞ ¼ 1� exp � m0t
brk

� �� �

ð154Þ

being m0, b, k[ 0.
Therefore—being z the constant stress applied to the device, the reliability

function of the device is obtained, using the above relations:

Rðt; zÞ ¼ PðYt [ zÞ ¼ 1� FYðz; tÞ ¼ exp � m0t
bzk

� �� �

: ð155Þ

Equation 155 shows that the reliability function of the device is of the Weibull
type; in particular, the RV T follows a Weibull distribution with shape parameter
b [defined according to (152)] and scale parameter dependent on stress z, namely:
T * W(a, b), being:

a ¼ a zð Þ ¼ m0z
k; ð156Þ

where b, m0, k are constants[0.
Parameter z is known for hypothesis (constant stress, e.g., applied voltage),

whereas constants b, m0 and k must be evaluated from available experimental data.
The above method leads to the same results if it is assumed that also the

(deterministic) stress z varies with time, if this happens by means of a ‘‘power
function’’ such as:

zðtÞ ¼ z0t
q: ð157Þ

The statistical relationship between LT and stress z, expressed by (156) and
popular in experimental applications, is the above-mentioned IPM. This denomi-
nation comes from the fact that, according to such model, the mean lifetime varies
as a (positive) power of the inverse of stress; the same holds also for the per-
centiles of T. Indeed:

E½T � ¼ ð1=aÞC � Cð1þ cÞ ¼ a=zh ð158Þ

being

c � 1=b[ 0; a ¼ ð1=m0Þc Cð1þ cÞ[ 0; h ¼ c k[ 0: ð159Þ

An analogous relationship holds for the LT percentiles. Since h[ 0, the above
relationships clearly highlight the decrease of the expected duration with the
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increase of stress z, as well as relationship (155) points out the reduction of the
probability of survival as z increases.

Finally, it must be underlined that the IPM here introduced constitutes a
particular ‘‘proportional hazard model’’, as well as an ‘‘accelerated time model’’
[51], both widely applied in LT analysis, and validated by numerous statistical
tests.

3.3.11 A Hint at Other Models: Mixture Models, Featuring Burr and Ll
Models

It is obvious that the LT models are potentially infinite, as the possible ways of
constructing them by means of opportune wear models; e.g., even a very simple
wear model such as W(t) = A ? Bt, by choosing among the infinite couples of RV
A and B, and allowing for possible randomness of strength, can give rise to an
enormous variety of RF.

However, it should kept in mind that the problem of finding the ‘‘true’’ model is
insoluble and probably not very interesting from a practical point of view, as long
as the resulting models may often not be very different from already established
models, with the possible drawback of being characterized by too many parame-
ters to be useful for real applications, in view of the need to estimate those
parameters from few data.

So, also for reasons of space, only a peculiar family of models deduced from the
combination of two models is here sketched., i.e., the ‘‘Mixture models’’, based
upon a random hazard rate.

A large variety of models can be deduced indeed by allowing some parameter
of the LT pdf vary randomly among items, accounting for heterogeneity of
material or production process, or random variability of environment in which the
items operate. Theoretical studies on random hazard rate functions may be found
in [85, 143, 146]. A popular model was introduced, among others, by [109], i.e., a
model characterized by a ‘‘Proportional Hazard Model’’ [51] with random factor
Z accounting for the above randomness, so that for a given value of the RV Z, the
random hrf is written as:

h tjZð Þ ¼ Zhb tð Þ; ð160Þ

in which h(t|Z) denotes a ‘‘conditional’’ hrf, given the positive random factor Z,
and hb(t) is the ‘‘baseline’’, deterministic hrf. In particular, an analytical model is
proposed by [109], based on a conditional Weibull hazard rate with shape
parameter b:

h tjZð Þ ¼ Zbtb�1; t[ 0; b[ 0ð Þ: ð161Þ

For the random scale parameter characterization, positive RV such as the
Lognormal, Gamma and Inverse Gaussian distributions may be considered with
reasonable motivations [35, 36]. It is easy to show that, if Z has pdf g(z), the
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(unconditional) reliability function is given by the so-called [10] ‘‘mixture’’ of the
RF according to the pdf g(z):

RðtÞ ¼
Z

1

0

exp �ztb
� �

gðzÞdz ð162Þ

which is the Laplace Transform of the g(z), evaluated in s = tb. Differentiation of
the log of R(t) leads to the unconditional hrf. In the mixture models denoted as
‘‘Weibull-Gamma’’ (meaning that Z has a Gamma distribution) and ‘‘Weibull-
Inverse Gaussian’’ (meaning that Z has an Inverse Gaussian distribution) analytical
results exist [36]. In particular, let us assume that Z is Gamma-distributed, with
pdf:

gðz; r; sÞ ¼ zr�1

srCðrÞexp � z

s

h i

z[ 0: ð163Þ

Then, it is easy to show, applying above relations, that the unconditional reli-
ability function and hazard rate are, respectively, given by:

RðtÞ ¼ 1
ð1þ stbÞr ð164Þ

hðtÞ ¼ rsbtb�1

1þ stbð Þ: ð165Þ

The above RF and hrf belong to a particular form of the so-called ‘‘Burr model’’
[96], already hinted at in Sect. 3.3.8. It is noticeable that such model coincides
with the already illustrated Log-logistic one when r = 1, as anticipated in Sect.
3.3.8.

It is, thus, remarked that in this chapter two peculiar (and completely different)
ways have been shown for deducing a LL model from a Weibull model: the first
was the SS model of Sect. 3.2 (example 3.2.2), this second is the one of mixture
models.

As already discussed, the LL hazard rate function h(t) possesses the following
properties:

• if b B 1, h(t) is decreasing in t, with limit value 0 (DHR model);
• if b[ 1, h(t) first increases—starting from h(0) = 0—then decreases toward 0
(IDHR model).

The particular case b = 1 (Exponential-Gamma mixture model) is also denoted
as ‘‘Lomax’’ or ‘‘Pareto of the second kind’’ [96, 109].

Noticeably, the above case b = 1 shows also a paradox discussed in literature
[10, 35, 79, 125, 136, 142], even if often neglected. It was already met, for the
discrete case, in Sect. 1.6. The (apparent) paradox is that the random variability of
the environment (Z factor) gives rise to a decreasing hrf (DHR), even though the
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individual hrf is constant over time. The paradox can be fully justified by sub-
jective probability reasoning [10, 136, 146]; it has also been explained in [125]
with new motivations.

Still more remarkable, perhaps, is the fact that, if b[ 1, the individual hrf are
increasing (IHR model), while the overall (unconditional) hrf is decreasing for
large t (IDHR model).

The above result also shows that DHR models remain, instead, DHR even after
any mixture, and also this fact is a general property [10].

The above and many more properties of mixtures of LT have been thoroughly
analyzed also in Mathematical Demography [86]. Recently, Singpurwalla (see
[146], chapter 7) provided new insight in the study of life distributions derived
from the characterization of the hrf as a stochastic process, motivated by the
randomness of the dynamic variability of environment.

For completeness, it must be added (even if it is well beyond the topics of the
present contribution) that the study of lifetimes influenced by a common random
environment provided further methods to explore the statistical dependence
between lifetimes of different components of a system [48, 54, 109]. This is a
crucial topic which arises naturally in reliability analysis of electrical power
systems, since—for obvious ‘‘physical’’ reasons—the components of such systems
can seldom be considered as really s-independent.

Finally, returning to the main point, it is noticeable that the LL model may be
obtained by a completely different approach from those presented previously.

3.3.12 A Remark on Non-Reliability Applications

Finally, it is noteworthy to remark—not only from an academic point of view—
that all the above-mentioned studies on wear process, diffusion processes,
Brownian motion, barrier crossings, etc., which were originated by motivations
coming from reliability theory, have stimulated new important studies in the
theory of stochastic processes, as witnessed by a recent paper by Cinlar [47],
which adds significantly to all his previously cited papers and books. Interesting
relations between reliability and biology (bio-mathematics) may be found, e.g.,
in the study of Ricciardi [137] on diffusion processes, which was referred to by
Ebrahimi [68] in his key paper on IRA. Ebrahimi used indeed a Lognormal ‘‘Ito
diffusion processes’’, typical of biology, as the basis for his methodology. Other
noticeable applications in Economy are discussed in [101, 146] among the
others.

Law of proportionate effect giving origin to the BS or LN model. A well-
known physical model for wear—first analyzed in mechanical engineering in
relation to fatigue crack growth process [53, 59]—considers a stress process acting
on a device at discrete times Tk, producing a succession of ‘‘cracks’’ on the
material, which can ultimately yield its failure when the crack size exceeds the
device strength. It is assumed a reasonable multiplicative effect—according to a
model denoted as ‘‘law of proportionate effect’’—on the component, such that the
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‘‘crack size’’ after the (k ? 1)th stress, Wk+1, is proportional to the previous crack
size Wk, according to the relation:

Wkþ1 ¼ Wk 1þ Zkð Þ; k ¼ 0; 1; . . . ð166Þ

being Zk a succession of non-negative, independent RV. It is easy to show that, as
time (thus index k) diverges, the succession of RV Wk converges to a LN RV,
according to the Central Limit Theorem applied to the logarithms of Wk. For
instance, assuming for simplicity (but these hypotheses can be relaxed) that the RV
Yk = log(1 ? Zk) are independent and identically distributed (IID) random vari-
ables with common mean l and common standard deviation r, then the RV
Lk = log(Wk/W0) is—if k is large enough—approximately Gaussian, and its mean
and variance are, respectively, kl and kr2.

So, if the device strength, y, is deterministic, and the failure occurs as soon as
the wear process overcomes y, it is easy to see—by introducing the log of both
wear and strength—that a BS model is obtained for the LT [103, 112]. A similar
model holds if strength is a LN RV (s-independent from stress).

If the failure, under this model, is not due to the ‘‘strength overcrossing’’, but
other hypotheses can be assumed for failure mechanism (as in [30], p. 33), then the
LT may be instead described itself by a LN model.

4 Probabilistic Life Models for Electrical Insulation

4.1 Basic aspects and main models for electrical insulation

reliability

As previously pointed out, the time-to-failure (life)10 of an insulation, or of a
component of which the insulation is a part, is a RV. Thus, it is always associated
with the relevant failure probability, namely the probability of failing under the
action of applied stresses, or, conversely, with the corresponding reliability,
namely the probability of withstanding the applied stresses and surviving. In fact,
aging and failure processes are regulated by stochastic laws, as demonstrated by
the fact that identical specimens manufactured with the same material, subjected to
the same levels of stresses, exhibit different failure times, because of the intrinsic
inhomogeneities of the materials, the uncertainties in the manufacturing processes,
the imperfect control of the test conditions and so on [127, 144].

In the particular case of electrical breakdown of solid insulation subjected to
applied voltage, a huge series of experimental tests have been conducted through

10 The term ‘‘life’’ is used throughout the present Sect. 4 for indicating the generic percentile of
the distribution of times-to-failure of an insulation, according to a very common practice in
electrical insulation literature since the very early times till now (see, e.g., [58, 65, 118, 127,
144]).
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many decades. The results of such tests, combined with sound mathematical
reasons related to the ‘‘Extreme Value’’ theory (which became more and more
popular since the fifties until our days), and the advances in physical knowledge of
the mechanisms of wear and stresses acting on insulation, have shown that the
probability distribution that has turned out to be the best for reproducing the
relationship between failure probability and life is the above-described Weibull
distribution [129, 130]. This model, indeed, seems to realize the already-men-
tioned desirable combination of DRA and IRA, in a process which is of course
dynamic and which, by means of modern literature [41, 87], is gaining further
contributions and investigations.

Under the Weibull distribution, the cumulative failure probability (cdf), F,
versus time t, is expressed—using for convenience the W0(a, b) parametric form—
as follows:

FðtÞ ¼ PðT � tÞ ¼ 1� exp � t=að Þb;
h i

ð167Þ

where a is the scale parameter and b is the shape parameter of the distribution: b is
linked to the dispersion of the times-to-breakdown, while a coincides with the
breakdown time at 63.2% failure probability, i.e., with the 63.2th percentile of
breakdown times. It must be highlighted that both parameters are function of the
stresses applied to the insulation, though the dependence of b is usually weaker
and is neglected in practice [119, 127]. Hence, by indicating with S1, S2, …, SN the
values of the N stresses applied to the insulation (assumed as constant with time) a
can be written as a = a(S1, S2, …, SN). As a consequence, equation (167) can be
rewritten as follows:

Fðt; S1; S2; . . .; SNÞ ¼ 1� exp � t

a S1; S2; . . .; SNð Þ

� �b
( )

: ð168Þ

From (168), by virtue of the meaning of a, and denoting by tF the 100 Fth
percentile of time-to-breakdown, the so-called ‘‘probabilistic life model’’ of the
considered insulating system can be derived, namely a relationship between life,
stress levels and failure probability (or, conversely, reliability) [126]. In order to
do that, Eq. 168 should be expressed in terms of tF:

tFðS1; S2; . . .; SNÞ ¼ �lnð1� FÞ½ �1=baðS1; S2; . . .; SNÞ ð169Þ

that is the expression of the probabilistic life model implicit in terms of the
stresses. It can be noticed that it enables the derivation, for any value of stresses S1,
S2, …, SN, of the relevant 100 Fth percentile of breakdown time, tF(S1, S2, …, SN).

Note that, for its statistical significance, the scale parameter a = a(S1, S2, …,
SN) of the Weibull distribution is commonly chosen as the reference percentile of
the distribution of failure times coming from breakdown tests on electrical insu-
lation. Any other failure time percentile can thus be derived from a = a(S1, S2, …,
SN) and b resorting to Eq. 169.
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Probabilistic life models are the fundamental tool for carrying out a reli-
ability analysis on the basis of laboratory test results only, before the compo-
nent is put in-service. Indeed, under the hypothesis that stress levels are
constant and fixed, probabilistic life models enable the estimation of key reli-
ability parameters and functions, such as the Mean Time To Failure (MTTF),
the hazard function and the reliability function of the insulation, thus of the
electrical device of which the insulation is the weakest part (and ultimately of
the power system which the device belongs to). In fact, from Eq. 168, the
reliability function at mission time t can be evaluated trivially via the following
RF R(t; S1, S2, …, SN):

Rðt; S1; S2; . . .; SNÞ ¼ 1� Fðt; S1; S2; . . .; SNÞ

¼ exp � t

aðS1; S2; . . .; SNÞ

� �b
( )

:
ð170Þ

Thus, failure rate at the same time t can be estimated via the following hazard
function:

h t; S1; S2; . . .; SNð Þ ¼ b

a S1; S2; . . .; SNð Þ
t

a S1; S2; . . .; SNð Þ

� �b�1

¼ btb�1

a S1; S2; . . .; SNð Þ½ �b
:

ð171Þ

Actually, in Eqs. 168–171 the functional dependence of the relevant reliability
model versus applied stresses is not fully assessed, until the functional dependence
of a on S1, S2, …, SN is not fully assessed; this is needed for the estimation of
reliability and related quantities. Such functional dependence can be explained
provided that the life model holding for the considered insulation (or component)
has been singled out.

4.2 Insulation life models

Life modeling of electrical insulation has the goal of determining the most
appropriate mathematical relationship (model) between the time-to-failure (life) of
a given insulation and the levels of the various stresses applied to such insulation
[119, 127, 144]. Therefore, referring to the 63.2% failure probability a life model
in its most general form can be expressed as follows:

aðS1; S2; . . .; SNÞ ¼ f ðS1; S2; . . .; SN ; p1; p2; . . .; pMÞ; ð172Þ

where p1, p2, …, pM are the model parameters and f (S1, S2, …, SN; p1, p2, …, pM)
is a proper mathematical function of model parameters and applied stresses.
Moreover, the functional dependence of the model on applied stresses and model
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parameters is generally such that relationship (172) can be recast trivially in the
following form:

aðS1; S2; . . .; SNÞ ¼ f S1;0; S2;0; . . .; SN;0; p1; p2; . . .; pM
� �

� f S1; S2; . . .; SN ; p1; p2; . . .; pMð Þ
f S1;0; S2;0; . . .; SN;0; p1; p2; . . .; pM
� �

¼ a0f
0 S1; S2; . . .; SN ; p2; . . .; pMð Þ

ð173Þ

where a0 = a(S1,0, S2,0, …, SN,0) = p1 is the 63.2th failure time percentile at
reference values of stresses S1,0, S2,0, …, SN,0 and is sometimes referred to as
‘‘scale parameter’’ of the life model [118]; f 0(S1, S2, …, SN; p2, …, pM) = f (S1,
S2, …, SN; p1, p2, …, pM)/f(S1,0, S2,0, …, SN,0; p1, p2, …, pM) is a dimensionless
function that encompasses the whole dependence of the model on applied
stresses.

Although the 63.2th percentile is usually chosen as the reference one of the
failure-time distribution obtained from breakdown tests on electrical insulation
(see Sect. 4.1), other life percentiles than the 63.2th could be considered (see
Eq. 169) and this would affect the value of a0 in (173) [119, 127, 144].

As it can be argued from (172) to (173), a life model valid for a certain
insulation provides life estimates for that insulation (or for the component which
the insulation belongs to) at selected levels of the applied stresses, on condition
that the values of the model parameters are known.

Insulation life models are commonly used first of all for characterizing and
comparing the endurance properties of various materials candidate for the reali-
zation of the insulation of electrical components. For a given insulating material,
the life model parameters are usually derived via laboratory tests performed on
small-size specimens, thereby achieving considerable time and cost savings with
respect to tests on full-size insulation systems.

Secondly, since insulation is often the weakest part of an electrical device (as
highlighted in Sect. 4.1) insulation life models can be employed also for inferring
the service life of power components. However, this requires an extrapolation of
test results and relevant model parameter values to the full-size insulation system
of the considered power component; this introduces a degree of uncertainty in life
estimation of the power component itself.

The extrapolation can be performed, e.g., via the statistical ‘‘enlargement law’’
[114–116, 129]. This law provides the relationship between full-size insulation
life, tD (at design values of applied stresses, S1,D, S2,D, …, SN,D, and failure
probability, PD) and test-size insulation life, a(S1,D, S2,D, …, SN,D) (at the same
values of S1,D, S2,D, …, SN,D, but at failure probability 63.2%, that is usually the
reference probability for test result processing, as pointed out above), namely:

tD ¼ aðS1;D; S2;D; . . .; SN;DÞ lnð1� PDÞ=D½ �1=b; ð174Þ

where D is the so-called enlargement factor. As an example, when dealing with
power cables, for test minicables of length lT, conductor radius rT, outer insulation

120 E. Chiodo and G. Mazzanti



radius RT, and power cables of length lD, conductor radius rD, outer insulation
radius RD, D can be written as [129]:

D ¼ lD=lTð Þ rD=rTð Þ2 1� rD=RDð ÞbE�2
h i.

1� rT=RTð ÞbE�2
h i

ð175Þ

where bE is the shape parameter of the Weibull probability distribution of
dielectric strength for both mini cables and full-size cables (bE is not affected by
the scaling process) [129].

On the basis of the enlargement law (174), Eq. 173 can be rewritten as follows:

tD ¼ a0f
0 S1;D; S2;D; . . .; SN;D; p2; . . .; pM
� �

� lnð1� PDÞ=D½ �1=b: ð176Þ

During the last three decades, the understanding of aging mechanisms for
insulating materials subjected to different types of service stresses has grown
continuously, leading to significant achievements. Such achievements go from the
development of ‘‘phenomenological’’ life models—able to fit failure time data for
various stresses (singly or simultaneously applied) and useful for deriving
parameters for material evaluation (see e.g., [78, 144])—to ‘‘physical’’ models—
that describe different physical–chemical mechanisms responsible for insulation
degradation under different types and/or ranges of applied stress (see e.g., [23, 64,
65]). All this information provides a considerable help at the design stage of a full-
size insulation, thus of an electrical component on the whole.

The introduction of normative references in IEC and IEEE publications (see
e.g., [91, 92]) regarding thermal, electrical, mechanical, environmental and mul-
tiple stresses support the maturity and the progresses obtained on this topic. Most
of the newly acquired knowledge is associated with the diffusion of polymeric
insulation and the requirement of increasing design stresses, in order to reach more
compact devices and reduce costs without affecting insulation system reliability,
as required by the deregulated electricity market (see above).

In the following part of this section, a few fundamental life models available in
the literature and employed for time-to-failure estimation of insulating materials
and systems are presented. Focus is made, for the sake of brevity, on electrical and
thermal stress, these being the stresses which mostly age and cause failure of the
insulation of electrical devices. When such models are inserted in the probabilistic
framework outlined at Sect. 4.1, reliability can be evaluated first of all in aprio-
ristic terms with respect to real operating conditions of insulating materials and
systems—that usually include time-varying stresses—i.e., on the basis of ‘‘rated’’
or ‘‘design’’ stress levels that are assumed as constant. This kind of indirect reli-
ability evaluation, illustrated in what follows of this section, provides however a
fundamental indication for the design of the insulating systems of power com-
ponents such as cables, capacitors, transformers and motors.

On the other hand, since power devices in their actual service conditions are
mostly—if not ever—subjected to time-varying stress levels, the need for a
‘‘closer-to-real-world’’ reliability evaluation for power components arises. For this
reason, some recent theoretical developments for IRA under time-varying
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stresses—relevant to daily load cycles and based on the ‘‘good-old’’ cumulative-
damage law of Miner [128]—are illustrated in Sect. 4.3.

4.2.1 Life Modeling Under Electro-Thermal Stress

The problem of insulation life modeling under the combination of electrical and
thermal stress (i.e., when both voltage and temperature are applied), referred to as
electro-thermal stress, was solved by combining two single stress-life models that
hold, respectively, when only either temperature or voltage is applied [78, 144]. It
is therefore convenient to review briefly these single stress-life models.

When only a constant temperature (thermal stress) is applied to insulation,
electrical breakdown does not occur, of course. Thus, failure is said to take place
conventionally when a selected diagnostic property, that has to be monotonous in
time and correlated to thermal degradation (e.g., dielectric strength, yield
strength, weight, density, etc.), reaches a proper end point, i.e., a fixed limit
beyond which the insulation is no more able to perform satisfactorily [92, 144].
The first studies of insulation aging regarded mainly endurance to thermal stress.
A fundamental approach was Dakin’s theory, dating back to 1948 [58],
according to which temperature speeds up the rate of thermally activated deg-
radation reactions (e.g., oxidation, cross-linking, etc.), thereby accelerating the
chemical aging of insulation. As a consequence, it can be shown that the log-
arithm of the time-to-end point, i.e., ‘‘thermal life’’, is inversely proportional to
absolute temperature, H [92], and that the 63.2th percentile of thermal life, a(H)
can be expressed as [127, 144]:

aðHÞ ¼ a0exp �B 1=H0 � 1=Hð Þ½ �; ð177Þ

where H0 is a reference value of absolute temperature, a0 is the 63.2th percentile
of thermal life at such reference temperature, B = DW/kB is a constant typical of
the material, DW being the activation energy of the main thermal degradation
reaction involved and kB = 1.38 9 10-23 J/K the Boltzmann constant. Equa-
tion 177 is referred to as the Arrhenius model.

For the Arrhenius model it is common practice to choose as the reference
temperature a value higher than the operating temperature of the insulation, e.g.,
the value that corresponds to a mean life of 20,000 h (such value in �C is
referred to as the ‘‘Temperature Index’’, TI) [92]. By this way, a0 is known and
fixed a priori, and the Arrhenius model is characterized by two parameters,
namely H0 and B. The model is usually represented in the so-called Arrhenius
graph, having coordinates log(life) versus –1/H, thereby giving rise to a straight
line of slope B, that enables the extrapolation from test to service temperatures.
In particular, B is very important: an insulation that exhibits a higher value of
B (for the same value of a0 and H0, being H0 higher than the service temper-
ature) features a longer life at temperatures lower than H0, i.e., down to the
service temperature of the insulation. Thus, the higher is B, the better is the
insulation [127, 144] (see Fig. 1a).
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International Standards have been established for evaluating thermal endurance
capabilities of insulating materials via indices such as the above-mentioned TI and
the HIC (Halving Interval in Celsius, the temperature difference giving rise to
halving of life, starting from the temperature of TI) [92].

When a fast-increasing voltage is applied to an insulation system, electrical
breakdown (i.e., the discharge of the whole insulation thickness) takes place as the
applied voltage exceeds a value typical of the considered insulation, the break-
down voltage; the relevant electric field is referred to as dielectric strength and
depends on several quantities [127, 144].

When a constant (in the rms sense) voltage only is applied to an insulation
system, the so-called IPM and Exponential model (EM) are mostly used for
expressing the relationship between applied voltage and time to breakdown
(electrical life). According to the IPM and the EM, the 63.2th percentile of
electrical life, a(E), can be expressed, respectively, as follows:

aðEÞ ¼ a0 E=E0ð Þ�n IPMð Þ ð178Þ

aðEÞ ¼ a0expð�hðE � E0ÞÞ EMð Þ ð179Þ

where E is the magnitude of electric field, also referred to as ‘‘electrical stress’’
(proportional to the applied voltage via trivial geometrical factors), E0 is the value
of electric field under which the aging produced by the electrical stress (i.e., the
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Fig. 1 a Arrhenius Model in
log(life) versus –1/H
coordinates (Arrhenius
graph). b Inverse Power
Model in log(E) versus
log(life) coordinates

Mathematical and Physical Properties of Reliability Models 123



electrical aging) is negligible, a0 is the value of the 63.2th percentile of time-to-
breakdown corresponding to E0 (i.e., a(E = E0) = a0).

Equations 178 and 179 provide straight lines in log–log and semi-log coordi-
nate systems, respectively, with slopes -1/n and -1/h, if—as usual—E is in
ordinate and L in abscissa. Coefficient n (or h) is called Voltage Endurance
Coefficient (VEC). The VEC is a fundamental parameter for insulation charac-
terization and design (together with dielectric strength): indeed, for the same
values of initial dielectric strength ES0, an insulation that exhibits a higher value of
n features a longer life for electric field values below ES0. Hence, the larger the
VEC, the better the insulation endurance, i.e., its ability to endure electrical stress
(see Fig. 1b).

The IPM and the EM have essentially an empirical background, because most
of the ALT data can be fitted by straight lines in log–log or semilog plots (the
linearization of the stress-life relationship is needed to extract coefficients for
material characterization, as well as to derive design field estimation through
extrapolation from the results of ALT, carried out at stresses considerably larger
than the service one). However, both models can acquire a theoretical background;
in particular, the IPM was associated with a statistical approach based on the
Weibull distribution (as illustrated in Sect. 3.3.10 above) and was applied to power
cable insulation [130, 144].

By combining the Arrhenius thermal model (Eq. 177) and the IPM (Eq. 178),
the following ‘‘electro-thermal life model’’ was obtained [144]:

aðE;HÞ ¼ a0 E=E0ð Þ� n0�bcTð Þ
exp �BcTð Þ; ð180Þ

where a(E, H) is the 63.2th percentile of electro-thermal life, cT is the so-called
‘‘conventional thermal stress’’, defined as cT = 1/H0 - 1/H. Model (180), that
features four parameters (i.e., B and n0 for thermal and electrical endurance,
respectively, b for the extent of stress synergism, a0 as the scale parameter) was
fitted satisfactorily to several sets of data, relevant to different materials [119, 127,
144].

From the above considerations—and by comparing Eqs. 172, 173 with 180—it
can be concluded that, in the presence of electrical and thermal stresses only, a(S1,
S2, …, SN) reduces to a(E, H), that can be expressed through Eq. 180. Hence, by
inserting Eq. 180 into Eq. 169 one gets the following probabilistic electro-thermal
life model:

tFðE;HÞ ¼ �lnð1� FÞ½ �1=ba0 E=E0ð Þ� n0�b cTð Þ
exp �BcTð Þ ð181Þ

while from Eqs. 168, 170, 171, respectively, one obtains the relevant cumulative
failure probability, hazard and reliability functions:

Fðt;E;HÞ ¼ 1� exp � t

a0 E=E0ð Þ� n0�b cTð Þ
exp �BcTð Þ

" #b
8

<

:

9

=

;

ð182Þ
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hðt;E;HÞ ¼ btb�1

aðE; TÞ½ �b
¼ btb�1

a0 E=E0ð Þ� n0�b cTð Þ
exp �BcTð Þ

h ib
ð183Þ

Rðt;E;HÞ ¼ exp � t

a0 E=E0ð Þ� n0�b cTð Þ
exp �BcTð Þ

" #b
8

<

:

9

=

;

: ð184Þ

Equation 184 represents a ‘‘physical reliability model’’ that can be used for
reliability estimation in the case of a typical solid insulation for MV and HV
subjected to electrical and thermal stress. It can be argued that it is a Weibull
reliability function, thus it is characterized by the relevant mathematical properties
illustrated at previous section.

4.2.2 Life Modeling in Distorted Regime

The electro-thermal life model of Eq. 180 holds for constant temperature and
either dc electrical field or sinusoidal field at industrial (or moderately higher)
frequency [119, 127, 144]. However, the ever-increasing diffusion of power
electronics and non-linear loads in power systems involves a consequent increase
in the level of harmonic distortion (both in current and in voltage). Current dis-
tortion gives rise to an increase in Joule losses in conducting parts, thereby raising
insulation temperature and accelerating thermal degradation. Voltage distortion
may increase the peak and/or the rms voltage and the rate of voltage rise with
respect to sinusoidal conditions; this can accelerate also the electrical aging of
components under distorted voltage [120, 121, 122]. Experimental tests and the-
oretical studies, carried out on different insulation systems subjected to various
distorted current and voltage waveforms, showed that insulation life under dis-
torted regime can be reduced with respect to life at rated sinusoidal voltage and
temperature mainly due to the temperature increase produced by harmonic currents
in conductors and electrical stress increase due to distorted voltage waveform [32,
122]. The parameters that weigh the severity of the distorted voltage waveform
with respect to the nominal sinusoidal voltage are the peak factor, Kp, the rms
factor, Krms, and the shape factor, Kf, defined as [32]:

Kp ¼ Vp=V1p;n ð185Þ

Krms ¼ V=V1;n ð186Þ

Kf ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

H

h¼1

h2 Vh=V1;n
� �2

v

u

u

t ; ð187Þ

where Vp and V1p,n are peak values of distorted voltage and of rated sinusoidal
voltage, respectively, V and V1,n are rms values of distorted voltage and of rated
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sinusoidal voltage, Vh is rms value of the h-order harmonic and H is the maximum
order of harmonics occurring in the system. In the nominal sinusoidal regime,
Kp = Krms = Kf = 1, while in distorted regime Kp, Krms and Kf can exceed unity,
thereby causing an acceleration of electrical degradation.

It was shown in [32, 122] that the following electro-thermal life model holds
under distorted regime:

aNSðES;HSÞ ¼ aSðES;HSÞexpð�BDcTarmÞK�np
p K

�nf
f K�nr

rms ; ð188Þ

where aNS(ES, HS) is the 63.2th percentile of insulation life in a distorted regime
characterized by a rated sinusoidal rms electric field ES and a rated temperature
HS, aS(ES, HS) is the 63.2th percentile of insulation life in rated sinusoidal con-
ditions, np, nf and nr are exponents that account for the aging acceleration effect of
factors Kp, Kf and Krms, respectively, B is the above constant introduced when
dealing with the Arrhenius model and DcTarm is a quantity depending on the
temperature rise due to harmonics, DHarm, defined as:

DcTarm ¼ 1=HS � 1=ðHS þ DHarmÞ ð189Þ

being H = HS ? DHarm insulation temperature in distorted regime. By means of
(188), life in distorted regime can be related directly to life in nominal sinusoidal
conditions, pointing out the (possible) life reduction caused by current and voltage
harmonics.

Therefore, by assuming that the insulation system works in non-sinusoidal
regime and that the life model of Eq. 188 holds, then a(S1, S2, …, SN) reduces to
aNS(ES, HS), that can be expressed through Eq. 188. Hence, by inserting Eq. 188
into 169 one gets the following probabilistic electro-thermal life model for dis-
torted regime (in the presence of a rated fundamental sinusoidal component of
electric field having rms value ES and of a rated temperature HS):

tF;NSðES;HSÞ ¼ �lnð1� FÞ½ �1=baSðES;HSÞexpð�BDcTarmÞK�np
p K

�nf
f K�nr

rms : ð190Þ

By substituting Eq. 188 into Eqs. 168, 170, 171, respectively, one obtains also
the relevant cumulative failure probability, hazard and reliability functions,
respectively:

Fðt;ES;HSÞ

¼ 1� exp � t

aSðES;HSÞexpð�BDcTarmÞK�np
p K

�nf
f K�nr

rms

" #b
8

<

:

9

=

;

ð191Þ

Rðt;ES;HSÞ

¼ exp � t

aSðES;HSÞexpð�BDcTarmÞK�np
p K

�nf
f K�nr

rms

" #b
8

<

:

9

=

;

ð192Þ
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hðt;ES;HSÞ ¼
b

aNSðES;HSÞ
t

aNSðES;HSÞ

� �b�1

¼ btb�1

aSðES;HSÞexpð�BDcTarmÞK�np
p K

�nf
f K�nr

rms

h ib
:

ð193Þ

Equation 192 represents a ‘‘physical reliability model’’ that can be used for
reliability estimation in the case of a typical solid insulation subjected to distorted
voltage. It can be argued that the reliability function follows again the Weibull
distribution, as in the sinusoidal case, given that b is constant with applied stresses,
as pointed out when dealing with Eq. 167.

In [121], the trend of failure rate versus aging time for a MV power cable
feeding a traction system with AC/DC 12-pulse converters, subjected to harmonic
voltages characteristic of the converters (i.e., essentially the 11th and 13th) at the
limits stated by Standard EN 50160, is reported. It is shown that, although the level
of voltage distortion complies with standard limits, nevertheless the reliability of
the cable can be severely affected by voltage harmonics. On the other hand, this
effect can be more than counterbalanced by a temperature significantly lower than
rated temperature, as it is mostly the case for components of the supply system of
electrical traction systems subjected to voltage and current harmonics.

4.3 Life Modeling Under Time-Varying Stress: The Case of Load

Cycles

Power components in their real service conditions are mostly—if not ever—sub-
jected to time-varying stresses. This involves the need for a ‘‘closer-to-real-world’’
reliability evaluation for power components, i.e., a reliability evaluation that
accounts for the time variation of operating stress. Generally speaking, this
problem is quite cumbersome.

However, it can be argued that a big deal of electrical devices—e.g., all the
components of power transmission and distribution grids—exhibit every day more
or less the same rms current and voltage values at the same hours, at least during
working days of a given period of the year, under typical operating conditions of
the users [118]. Thus, apart from the statistical fluctuations due to the random
time-varying nature of the supplied loads and the deterministic fluctuations
associated with the weekly and/or seasonal characteristics of the loads, such
components are subjected to daily load cycles. Moreover, applied rms voltage is
approximately constant with time—apart a generalized voltage increase when load
decreases and vice versa; such variations, however, under normal operating con-
ditions are within ±10% of rated voltage of components/systems. Thus, time
varying stresses are mostly associated with current variations in the form of daily
current/load cycles.
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As a consequence, component life (i.e., the generic 100 Fth percentile of time-
to-failure, tF, see footnote at Sect. 4.1) can be divided approximately into K equal
intervals. These intervals have all the same duration, tcycle = 1 day, and the same
relationship between rms load current, I, and cycling time, t [ [0, tcycle]. Then, tF
can be expressed as a simple function of K, referred to as the number of ‘‘cycles-
to-failure’’, namely:

tF ¼ K tcycle: ð194Þ

Daily load cycles can be thought of as a sequence of N equally lasting current
steps of height Ii (rms current value) and duration Dti = tcycle /N (i = 1, …, N), as
that sketched in Fig. 2 for N = 6 (a simplification of a typical load cycle of HVAC
cables). Let us refer to such cycles as ‘‘stepwise-constant’’ daily cycles. Stepwise-
constant daily cycles can reproduce satisfactorily every daily load cycle, on the
condition that a sufficiently high number of steps N is taken. Thus, only daily load
cycles of the stepwise-constant kind will be treated here.

Assuming as above that the weakest part of a power device is its insulation, the
predominant stresses acting on insulation in-service commonly arise from the
electric field associated with voltage (electric stress) and the temperature associ-
ated with Joule losses in conducting elements plus dielectric losses in the insu-
lation (thermal stress). Therefore, in general, the maximum stresses applied to a
power device are maximum temperature and electric field in the insulation. In this
framework, the life of a power device subjected to load cycles is assumed here to
end when its insulation fails because of the degradation caused by the maximum
stresses, that act all over its life as a consequence of a fixed stepwise-constant daily
load cycle.

As argued above, applied voltage is approximately constant with time. Hence,
maximum electric field can be hypothesized as steady and equal to its design
value, En. On the contrary, maximum temperature varies during each ith interval
Dti of the load cycle, due to the relevant variation of rms current. The temperature
rate-of-change depends on the difference between power losses in the present
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step—proportional to Ii
2—and in the previous step—proportional to Ii-1

2 —as well
as on heat storage and exchange properties of the layers that constitute the insu-
lation and its outer environment. The combination of these effects gives rise to a
thermal transient during which temperature varies starting from an initial value Ti,0
(the temperature at the beginning of Dti) and tending toward a steady value, Ti,?
(the regime temperature corresponding to a constant rms current Ii). The transient
temperature within each Dti can be derived by means of an ad hoc transient
thermal model (see, e.g., [117, 118] for power cables).

Every step Dti of the cycle can be then split into infinitesimal intervals, which
range from a generic time t to a subsequent time t ? dt. Thus, each infinitesimal
interval corresponds to one single value of transient temperature, Ti(t). Hence, the
fraction of life lost by component insulation during a given dt within Dti, denoted
as dLF, can be written as follows:

dLF ¼ dLF En; Ti tð Þ½ � ¼ dt
tF En; Ti tð Þ½ �; ð195Þ

where tF[En, Ti(t)] is insulation life at constant values of maximum electric field
and temperature, En and Ti(t), respectively. tF[En, Ti(t)] must be evaluated via an
electro-thermal life model valid for the insulation of the examined component
[117, 118], e.g., Eq. 180 for an insulation subjected to temperature plus sinusoidal
voltage.

According to Miner’s cumulative-damage theory [128], the sum of all life
fractions lost (referred to as ‘‘loss-of-life fractions’’ from now on) should yield 1 at
failure. Therefore, cable life can be estimated by applying (195) to every infini-
tesimal interval dt of each step Dti of the cycle and setting the sum of all the
relevant loss-of-life fractions at failure—in fact an integral—equal to 1. Thus, by
defining the loss-of-life fraction relevant to the ith step of the cycle, LFi, as:

LFi ¼
Z

Dti

0

dLF En; Ti tð Þ½ � ¼
Z

Dti

0

dt
tF En; Ti tð Þ½ � ð196Þ

a relationship that contains tF, i.e., cable life under the considered stepwise-con-
stant load cycle, and K, i.e., the number of cycles-to-failure (see 194) is achieved,
namely [128]:

Z

L

0

dLF ¼ K
X

N

i¼1

Z

Dtj

0

dLF En; Ti tð Þ½ �

8

>

<

>

:

9

>

=

>

;

¼ K
X

N

i¼1

LFi ¼ 1: ð197Þ

Now, K can be attained simply from (197):

K ¼
X

N

i¼1

LFi

" #�1

ð198Þ
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and life tF can be inferred directly from (194), (198), by computing the various life
fractions LFi (i = 1, …, N) via (196). As this latter equation shows, such com-
putation is easy for stepwise-constant daily load cycles, provided that a life model
valid for cable insulation is available (see Sect. 4.2.1) and time functions Ti(t) can
be calculated [117, 118].

Percent life variation (possibly extension) of the power component under load
cycling, i.e., the percent variation of the generic 100 Fth percentile of component
time-to-failure under load cycling with respect to rated 100 Fth percentile of time-
to-failure at rated voltage and temperature, tF,n, can be evaluated by means of the
following quantity:

DtF;100 ¼ 100 tF � tF;n
� ��

tF;n: ð199Þ

The definition of DtF,100 accounts for the sign of the difference between esti-
mated life and rated life. Indeed, such difference is[0 in the case of life extension,
\0 in the case of life reduction with respect to rated life.

Note that DtF,100 of (199) is based on tF, which is derived through (198) by
considering thermal transients and electric stress plus electro-thermal synergism.

5 Model Selection in View of Aging Properties: A Numerical
Illustration

In order that the whole previous discussion does not appear to be purely academic,
it seems opportune to illustrate in this final section the advantages which can be
brought about by IRA, or else the drawbacks of a mere DRA, by means of practical
numerical examples relevant to real life data.

We start from observing that, for an adequate selection of the reliability model,
one must be aware that two or more models may often be—or appear to be—
similar. This is often the case, e.g., for the LN and Weibull models, as discussed in
literature [49, 51, 67, 104], especially as long as one is interested in the estimates
of ‘‘central’’ moments or percentiles (e.g., the median value). However, the same is
not true for lower LT percentiles, or hazard rate functions (hrf), which are of main
practical interest for characterizing the aging properties of the device [103, 124].
Here, some results are presented that were partly illustrated also by the authors of
this chapter in [42]. Let us consider for example (as indicated in Table 1) the

Table 1 Values of theoretical 1st, 5th and 50th percentiles, in years, under five different
reliability models with the same mean (45 years) and SD (15 years)

Model Normal Weibull Gamma Lognormal Inverse Gaussian

Percentile T0.01 (years) 10.10 12.65 17.54 20.06 20.05
Percentile T0.05 (years) 20.33 20.61 23.48 25.03 25.05
Median = T0.5 (years) 45.00 44.92 43.34 42.69 42.65
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theoretical value of the 1st and the 5th LT percentile T0.01 and T0.05—together with
the median T0.50—for five different reliability models having the same mean
(45 years) and SD (15 years), chosen as the typical values reported in [106] for
electrical insulation components. Here, it is denoted by Tp a LT value such that:
F(Tp) = p, being F(t) = 1 - R(t) the cdf of the LT, T. So, for instance, the per-
centile t* = T0.01 is the life span such that only 1% of the devices fails before t*.

It can be seen, looking at the values in the rows of Table 1, that very strong
differences are obtained for the above percentiles, especially between the above
discussed LN (and also IG) and Weibull models, or LN and Normal models. The
differences are larger (up to 100%!) for lower percentiles, while they are rea-
sonably small for the median values, as anticipated.

Moreover, very different behaviors of the hrf are obtained, as shown in Fig. 3
for three of the above models (i.e., Gamma, LN and Weibull). Such differences
become noticeable particularly after mission times near to the MTTF value
(45 years), namely an age that is being approached by many power system
components currently in-service.

On the contrary (as noticed in Sect. 2.2) the Gaussian and Weibull models with
same mean and SD possess generally extreme percentiles values which are very
similar, and the same is true for both RF and hrf. However, they share also the
drawbacks discussed in the same Sect. 2.12, among which we mention here again
the lack of flexibility with respect to the hrf behavior description.

Also, the LN and IG models are very similar, but this will be discussed later.
On the other hand, due to the popularity of the Weibull model it is interesting to

remark two undesirable consequences of the ‘‘wrong’’ assumption of a Weibull
model, when in fact a LN model is true:

1. The wrong assumption may cause unnecessary maintenance actions. Indeed, it
is known that typical age maintenance programs are opportune if and only if the
hrf is increasing in time [9, 83]: on the contrary, often the LN model (which is
IDHR) is mistaken for a IHR Weibull one.

2. The wrong assumption implies an improper under-estimation of the RF in the
lower tail, as confirmed by the above results on the 1st LT percentile T0.01
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(in particular, the Weibull model provides for such parameter an estimate
which is about one half of the ‘‘true’’ value). Of course, this under-estimation
may bring about unnecessary costs in view of maintenance actions.

As previously pointed out, such results—which are here discussed only in the
framework of probabilistic models—imply, in view of the statistical assessment of
a reliability model that, in practice, two or more different models may be often
undistinguishable, but in the presence of many data. Indeed, as well known from
statistical theory, many data are needed to efficiently estimate extreme percentiles,
but these are of course rarely available in this field, so that the model identification
is an unavoidable, difficult and very critical first step in any reliability analysis. In
view of data scarcity, the most useful way to perform such step is (when feasible,
as often happens in engineering applications) to use technological and probabilistic
information about wear and aging which unavoidably affect every power system
component.

On the other hand, fortunately some of the above models are very similar to
each other under many respects, especially—among those here considered—the
LN model and the IG model, as shown in Figs. 4 and 5, respectively, for the pdf
and hrf functions corresponding to the same values of mean (45 years) and SD
(15 years) as above. This happens also, often (but not always), as far as the LN and
LL models are concerned, as discussed in previous sections and in [37], too.

This kind of property may be exploited when the exact distribution is unknown,
but—as sometimes happens in the field of electrical insulation (see Sect. 2)—the
researcher knows that the aging mechanism gives rise to a decreasing hazard rate
for large mission times. For instance, often the LN distribution is used in such
cases because its parameters can be statistically estimated more easily with respect
to other models possessing similar characteristics [51].

While, above, differences in the hrf curves for some models were illustrated
(see Fig. 3), it is to be remarked that the differences in the CRF curves may be
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even more pronounced. This is shown, e.g., in next Figs. 6 and 7 showing the CRF
R(t|s) versus t, relevant, respectively, to an age of s = 5 and s = 35 years, for the
Weibull, normal, Log-logistic, Lognormal, Inverse Gaussian distributions with
same mean (45 years) and standard deviation (15 years), in order to appreciate the
differences that exist among the different models.

It seems that such comparison is very interesting, also because the CRF is
seldom reported, although possessing, in the authors’ opinion, a deeper ‘‘physical’’
meaning than the hrf (see Sect. 1.4). Its importance in view of proper maintenance
actions is understandable, and this is a key point in the necessity of an adequate
reliability model selection.

In the above discussion—as in the whole chapter—the problem of finding
statistical estimates of the relevant quantities (here, the percentiles and the hrf) has
not been addressed. In practice, the discussed differences between ‘‘similar’’
models may be even emphasized when the data are scarce, as pointed out and
illustrated in [104]. In these kind of analyses, characterized by lack of data and
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prior technological information, the authors believe that the Bayesian estimation
methodology [113, 146, 147] can be the most adequate tool, as discussed and
shown in [12, 39, 72, 73] with reference to electrical device reliability analyses.
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LOLE Loss of load expectation
MA Moving average
MCS Monte Carlo simulation
MECORE Monte Carlo and enumeration composite reliability evaluation
MRBTS Modified RBTS
MRBTSW Modified RBTS with wind
MW MegaWatt
MWh MegaWatt hour
occ Occurrence
OPF Optimal power flow
RapHL-II Reliability analysis program for HL-II
RBTS Roy Billinton test system
RBTSW RBTS with wind
WECS Wind energy conversion system
WTG Wind turbine generator
yr Year

1 Introduction

The reliability evaluation of a composite generation and transmission system or
bulk electric system (BES) is a relatively complex task that includes detailed
modeling of the generation and transmission facilities [1–6]. Composite power
system reliability evaluation indicates the ability of the BES to meet the load and
energy requirements at the major load points and for the overall system and can be
performed using analytical methods or Monte Carlo simulation (MCS). Analytical
methods usually involve some form of contingency enumeration and represent the
system by mathematical models. The reliability indices are derived from the
models using direct numerical analyses and assumptions are frequently required to
simplify the overall problem, particularly when operating procedures are included
in the studies. This difficulty can usually be reduced or avoided using a MCS
approach, in which the reliability indices are obtained by simulating the random
behavior of the BES over a suitable period of time. There are two basic MCS
techniques that can be applied to BES reliability assessment. These methods are
commonly designated as sequential and non-sequential simulation [7, 8]. Both
techniques can be used in conventional and wind-integrated BES reliability
assessment and are applied in the studies presented in this chapter.

The utilization of the wind to generate electrical energy is increasing rapidly
throughout the world. Wind turbine generators (WTGs) can be added and are
being added in a wide range of locations in modern electric power systems. These
units can be dispersed throughout relatively low voltage networks or in concen-
trated wind farms located at relatively remote sites with suitable wind regimes.
Large wind energy conversion systems (WECSs) include both inland and off-shore
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facilities and are usually connected to the BES by radial transmission lines. Wind
power, however, behaves quite differently than conventional electric power gen-
erating facilities due to its intermittent and diffuse nature. The incorporation of
WECS in generation and transmission system reliability studies therefore requires
distinctive and applicable modeling and data considerations.

Considerable work has been done on the development and application of
models and techniques for generating capacity adequacy assessment and is well
documented in the published literature [1–6]. Work has also been done on the
reliability evaluation of conventional generating systems incorporating WECS
[9–13]. These studies do not consider the BES and focus on the ability of the
generating facilities including wind power to satisfy the overall system load. The
most accurate and comprehensive approach to incorporate wind energy in a
generating capacity adequacy evaluation is to use sequential Monte Carlo simu-
lation and suitable time series wind models [13]. Wind energy has also been
included in generating capacity adequacy assessment by considering the wind
power as negative load and modifying the total system load prior to combining this
load with the conventional generating capacity to determine the required risk
indices. Wind energy can be incorporated in analytical approaches and in non-
sequential or state sampling Monte Carlo simulation methods using multi-state
WECS models in the form shown later in this chapter.

A comprehensive reliability analysis of a BES considers the ability of the
system to satisfy the load requirements at each individual load point in the BES in
addition to meeting the overall system load [14–16]. A WECS could conceivably
be connected at any bus in the BES and serve as a generation source. Relatively
little work has been done on the incorporation of WECS in quantitative BES
reliability evaluation. This chapter extends the concepts presented in [1–16] to
include some of the recent work on the reliability of BES incorporating the
chronological variability of WECS.

2 Modeling and Simulating Wind Speeds

Each wind site has a unique wind speed profile that depends on its geographic
location and the site topology. The variability in the chronological wind speed can
be modeled using actual wind speed data for a lengthy period of time or by wind
speed time series models developed from the actual data [9]. The wind speed
model and data for the Swift Current site located in the Province of Saskatchewan,
Canada are used in the initial studies described in this chapter. The mean and
standard deviation of the hourly wind speed at the Swift Current site are 19.46 and
9.7 km/h, respectively. The hourly mean and standard deviation of wind speeds
from a 20-year database (1 Jan. 1984 to 31 Dec. 2003) for the Swift Current
location were obtained from Environment Canada. These data were used to build
an auto-regressive and moving average (ARMA) time series model [9]. The
ARMA (4, 3) model is the optimal time series model for the Swift Current site and
the parameters are shown in (1):
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yt ¼ 1:1772yt�1 þ 0:1001yt�2 � 0:3572yt�3 þ 0:0379yt�4 þ at � 0:5030at�1

� 0:2924at�2 þ 0:1317at�3 ð1Þ

where at [ NID(0,0.5247602) is a normal white noise process with zero mean and
the variance 0.5247602.

The wind speed time series model can be used to calculate the simulated time-
dependent wind speed SWt using (2):

SWt ¼ lt þ rtxyt ð2Þ

where lt is the mean observed wind speed at hour t; rt is the standard deviation of
the observed wind speed at hour t.

The chronological wind speeds generated using (2) can be used directly in a
sequential MCS or accumulated and used to create a wind speed probability dis-
tribution. Figure 1 shows a comparison of the observed wind speed probability
distributions for the original 20 years of data and the simulated wind speed
probability distribution obtained using the ARMA (4, 3) model and a large number
(8,000) of simulated years. The observed average wind speed is 19.46 km/h, and
the simulated value is 19.53 km/h. The observed wind speed probability distri-
bution is not as continuous as the simulated distribution, as it is based on only
20 years of data.

Figure 1 shows that the ARMA (4, 3) model provides a reasonable represen-
tation of the actual wind regime. The observation is often made that wind speed
can be represented by a Weibull distribution. Simulation results are used to gen-
erate the wind speed probability distributions in the system adequacy studies
described later in this paper.

3 Modeling WTGs

The power output characteristics of a WTG are quite different from those of a
conventional generating unit. The output of a WTG depends strongly on the wind
regime as well as on the performance characteristics (power curve) of the gen-
erator. Figure 2 shows a typical power curve for a WTG.

Fig. 1 Observed and
simulated wind speed
distributions for the Swift
Current site

144 R. Billinton et al.



The hourly wind speed data are used to determine the time-dependent power
output of the WTG using the operational parameters of the WTG. The parameters
commonly used are the cut-in wind speedVci (at which the WTG starts to generate
power), the rated wind speedVr (at which the WTG generates its rated power) and
the cut-out wind speedVco (at which the WTG is shut down for safety reasons).
Equation (3) can be used to obtain the hourly power output of a WTG from the
simulated hourly wind speed:

PðSWtÞ ¼
0 0� SWt\Vci

ðAþ B� SWt þ C � SW2
t Þ � Pr Vci � SWt\Vr

Pr Vr � SWt\Vco

0 SWt �Vco

8

>

>

<

>

>

:

ð3Þ

where Pr, Vci, Vr and Vco are the rated power output, the cut-in wind speed, the
rated wind speed and the cut-out wind speed of the WTG, respectively.
The constants A, B, and C that depend on Vci, Vr and Vco are presented in [10].
The WTG units used in the studies in this chapter are considered to have a rated
capacity of 2 MW, and cut-in, rated, and cut-out speeds of 14.4, 36 and 80 km/h,
respectively.

3.1 The Capacity Outage Probability Table of the WTG

The hourly mean wind speeds and output power for a WTG unit without con-
sidering its unavailability or forced outage rate (FOR) are generated using the
ARMA time series model and the power curve, respectively. The capacity outage
probability table (COPT) of a WTG unit can be created by applying the hourly
wind speed to the power curve. The procedure is briefly described by the following
steps:

1. Define the output states for a WTG unit as segments of the rated power.
2. Determine the total number of times that the wind speed results in a power

output falling within one of the output states.

Fig. 2 Wind turbine
generating unit power curve
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3. Divide the total number of occurrences for each output state by the total number
of data points to estimate the probability of each state.

The WTG COPT can be formed using this approach. Two cases are illustrated in
this example. The first case utilizes the actual observed 20 years of Swift Current
data. The second case uses the 8,000 simulated years of data. Figure 3 shows the
two capacity outage probability distributions. The class interval width is 5% in this
figure and the indicated capacity outage level is the midpoint of the class.

Figure 3 shows that the observed data probability profile is discontinuous due to
the limited wind data collection and that the simulated wind data provides a
reasonable representation for adequacy assessment. The power output character-
istics of a WTG are very different from those of conventional generating units. The
WTG can be considered as a generating unit with many derated states [17]. Fig-
ure 3 shows that the probability of having full WTG output (0% capacity outage)
is relatively low for this wind regime. There are many derated states in which the
output of a WTG can reside in over the course of its operating history. A basic
requirement in practical adequacy assessment is to represent the WTG by an
acceptable reduced number of derated states.

3.2 Creating a Multi-State WECS Model Using the Apportioning

Method

The apportioning method [7, 18] can be used to create selected multi-state models
for a WTG and the WECS. In this approach, the residence times of the actual
derated states are apportioned between the completely up, selected derated and
completely down states. A detailed analytical procedure that incorporates the
WTG FOR is presented and used to build a series of multi-state WECS models in
[17]. The probability of a generating unit residing in the full down state in a two-
state representation is known as the derated adjusted forced outage rate (DAFOR)
[7]. The term DAFOR is used by Canadian electric power utilities. In the United
States, the designation for this statistic is the ‘‘equivalent forced outage rate’’
(EFOR). The EFOR or DAFOR is obtained using the apportioning method in

Fig. 3 Capacity outage
probability profile for the
WTG unit
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which the residence times of the actual derated states are apportioned between the
up (normal) and down (outage) states and there are no assigned derated states.

A WECS can contain one or more WTG. A WECS has two basic parts: one is
the wind resource and the other is the actual WTG units. If the WECS consists of
identical WTG units with zero FOR, the WECS multi-state model is basically the
same as that of the single WTG unit. If the FOR of the WTG units is not zero, the
WECS derated state COPT is not the same as that of a single WTG unit. An
analytical procedure used to create WECS multi-state models including the WTG
FOR is described in [17].

As noted earlier, there are many derated states in which the output of a WTG
can reside in the course of its operating history. Studies have shown that a five-
state COPT can be used to reasonably represent a WTG in a capacity adequacy
assessment [17]. This model can also be used to represent a wind farm containing a
number of WTG. Table 1 shows the capacity and probability values in a five-state
model for a 20 MW WECS containing 10 identical 2 MW WTG. Table 1 presents
the five-state model for two cases, one in which the WTG unit FOR is zero and one
in which the FOR is 4%. It can be seen from Table 1 that the effect of a 4% WTG
FOR is relatively small at this mean wind speed. The WTG FOR can be neglected
in many practical situations without creating unreasonable errors in the calculated
adequacy indices [17, 19]. This is illustrated further later in this chapter. Table 1
also shows the DAFOR for the two cases. The DAFOR for the wind farm is
designated as DAFORW.

Table 2 compares the annual five-state model for a WECS with two seasonal
models where winter is from October to March and summer is from April to
September. These two models reflect the seasonal variability in the Swift Current
wind speed profile.

Table 1 Five-state capacity
outage probability table for a
20 MW WECS

Capacity outage (MW) Probability

FOR = 0% FOR = 4%

0 0.07021 0.05908
5 0.05944 0.06335
10 0.11688 0.11475
15 0.24450 0.24408
20 0.50897 0.51875
DAFORW 0.76564 0.77501

Table 2 Five-state WECS
models using the Swift
Current data

Capacity outage (%) Probability

Annual Summer Winter

0 0.07021 0.05385 0.08478
25 0.05944 0.04701 0.06998
50 0.11688 0.09784 0.13187
75 0.24450 0.22871 0.25078
100 0.50897 0.57259 0.46259
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Table 3 shows an 11-state annual WECS model. The five-state model was
developed from the 11-state model using the apportioning method. The DAFORW
is the same for both models.

4 Adequacy Assessment of Generating Systems Containing
Wind Capacity

Considerable work has been done on generating capacity reliability evaluation
[1–8]. These studies do not normally include transmission system elements unless
dictated by special circumstances or specified constraints such as system inter-
connection capacities. The most common indices in generating capacity adequacy
assessment are the loss of load expectation (LOLE) expressed in h/year or days/
year and the loss of energy expectation (LOEE) expressed in MWh/year. Refer-
ences [1–7] describe a wide range of techniques and indices for generating
capacity adequacy assessment.

The simplest and most direct method of determining the LOLE and LOEE
indices for a generating system is to create a COPT for the system generating units
and determine from the table, the probability of having less capacity than load at
each hour in the period under study [7]. The hourly loss of load probability values
expressed as a LOLE for each 1 h segment are summed to give the LOLE for the
period under study. This basic technique is designated as the analytical method and
used later in this chapter. Similar results, within the bounds of simulation con-
vergence, etc., can be obtained using sequential or state sampling MCS.

As noted earlier, the most accurate and comprehensive approach to incorporate
wind energy in a generating capacity adequacy evaluation is to use sequential
MCS and suitable time series wind models. The correlation between the daily load
profile and the wind speed at the WECS location is inherently included in the time

Table 3 An 11-state WECS
model using the Swift
Current data

Capacity outage (%) Probability

FOR = 0% FOR = 4%

0 0.05796 0.03853
10 0.01560 0.02686
20 0.02021 0.02162
30 0.02629 0.02557
40 0.03427 0.03329
50 0.04503 0.04408
60 0.05969 0.05948
70 0.07985 0.07981
80 0.10843 0.10941
90 0.15193 0.15454
100 0.40073 0.40681
DAFORW 0.76564 0.77501
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sequential analysis. Chronology is not retained in most analytical techniques or in
a state sampling Monte Carlo approach and therefore load and wind correlation is
not inherently incorporated in analyses conducted using these methods. Studies
can be done using period analysis, i.e. seasonal periods or monthly periods, and the
annual risk obtained by summing the period risks. This approach can be used to
include a closer relationship between the hourly wind speed and load profiles. The
period approach is used in conventional generating capacity evaluation to include
scheduled maintenance considerations [7] and is illustrated in the following by
application to a small test system known as the RBTS [20]. The RBTS has
240 MW of generating capacity in 11 generating units represented by two-state
models, and a peak load of 185 MW. The annual LOLE and the LOEE obtained
using the analytical and sequential MCS techniques are shown in Table 4.

Table 4 shows that the two techniques give virtually identical results when
applied to the RBTS. A 20 MW WECS with the Swift Current wind speed regime
was added to the RBTS to create the RBTSW. The risk indices for the RBTS
obtained using the two techniques are shown in Table 5. The five-state model in
Table 1, in which the WTG unit with zero FOR, was used in the analytical
analysis.

Table 5 shows that the analytical method using the annual five-state WECS
model produces higher risk estimates than the sequential MCS approach in this
case. The differences between the two sets of indices will depend on the level of
correlation between the chronological wind speed and hourly load profiles. The
results and the resulting differences between the two techniques could be quite
different for different levels of correlation. The risk indices using different WECS
models in the analytical approach are shown in Table 6.

Table 6 shows that the risk indices increase slightly when the WTG units are
assigned a FOR of 4%. The other model studies in Table 6 have WTG unit FOR of
0%. Table 6 indicates that the risk indices decrease slightly as the number of states
in the WECS model increase. The risk indices also decrease slightly by using two
seasonal periods rather than a single annual period. Table 6 also shows that the
bulk of the system risk occurs during the winter period. The highest mean hourly
wind speeds for the Swift Current site occur in the winter period with the highest
values in the month of December. The analysis was extended to consider monthly
contributions to the annual risk indices. The ARMA, five-state and 11-state WECS
models were created for each month and the resulting monthly system COPT was

Table 4 Generation system
adequacy indices for the
RBTS

Method LOLE (h/year) LOEE (MWh/year)

Analytical 1.0950 9.9032
Sequential MCS 1.0941 9.8531

Table 5 Generation system
adequacy indices for the
RBTSW

Method LOLE (h/year) LOEE (MWh/year)

Analytical 0.7797 6.9561
Sequential MCS 0.6877 5.9278
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applied to the hourly loads in the related months. The largest monthly risk occurs
in the month of December followed by the months of November and June. The
RBTS load profile [20] has two peak periods, one in December and one in June.
The annual risk indices obtained by summing the monthly risks are shown in
Table 6.

The sequential MCS method is the most comprehensive approach to assess
generating system adequacy and can incorporate a wide range of operational
conditions in the assessment. It also requires more computer solution time than a
direct analytical approach or a state sampling MCS method. This is not a serious
problem in basic generating capacity assessment but can create difficulties in
composite system adequacy studies of large BES. Multi-state WECS models can
be readily applied in BES studies using state sampling MCS and this technique
presents a practical approach to incorporating WECS in large-scale practical BES
adequacy assessment. Both sequential and state sampling methods are applied to
composite system adequacy assessment in the following sections of this chapter.

5 Adequacy Assessment of Composite Systems Containing Wind
Capacity

A complete adequacy assessment of a composite generation and transmission
system includes both load point and system indices [7, 8]. These indices com-
plement each other in an overall appraisal of the system adequacy. The load point
indices provide information on the expected adequacy of service at a load point
and to the customers served from that load point. The system indices provide
valuable information on overall system performance and are used in a wide range
of system planning and management decisions. The individual load point indices
are highly dependent on the system load curtailment philosophy and each load bus
has a different priority in an actual system.

Composite system adequacy assessment is illustrated using the RBTS intro-
duced earlier. The RBTS is a relatively small system with some designed in

Table 6 Generation adequacy indices for the RBTSW using the analytical method with different
WECS models

WECS model LOLE (h/year) LOEE (MWh/year)

11-state 0.7700 6.8793
11-state (WTG FOR = 4%) 0.7784 6.9554
Five-state 0.7797 6.9561
Five-state (WTG FOR = 4%) 0.7889 7.0398
Five-state winter (4,368 h) 0.5732 5.1364
Five-state summer (4,392 h) 0.1900 1.6511
Summation of winter and summer 0.7632 6.7875
Five-state monthly summation 0.7347 6.4990
11-state monthly summation 0.7240 6.4190
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weaknesses, one of which is the radial supply to Bus 6. The RBTS was, therefore,
modified by adding a transmission line designated as Line 10 between Bus 5 and
Bus 6. Line 10 has the same parameters as Line 9. The modified system is des-
ignated as the MRBTS and used as the base case. The single line diagram of the
MRBTS is shown in Fig. 4.

The load points and system adequacy at a system peak load of 185 MW were
assessed using a sequential MCS program designated as RapHL-II [21]. This
program uses the Fast-Decoupled AC load flow technique to calculate load flows
and line loadings and to check the system operating constraints. An optimal power
flow (OPF) approach is used to conduct corrective actions to alleviate operating
constraints. The simulation sample size is 10,000 years in this study. The load
shedding philosophy employed in this study is designated as the Pass-I policy in
which loads are curtailed at the delivery points that are closest (or one line away
from) the element(s) on outage.

The overall system adequacy is shown in Table 7 in terms of the expected
duration of load curtailment (EDLC) in h/year, the expected energy not supplied
(EENS) in MWh/year and the expected frequency of load curtailment (EFLC) in
occ/year. The EDLC and EENS indices used in BES assessment are similar in
concept and units to the LOLE and LOEE indices, respectively, used in generating
capacity adequacy assessment. Table 7 shows these indices for the MRBTS and

Fig. 4 Single line diagram
of the MRBTS

Table 7 System adequacy indices for the MRBTS and MRBTSW obtained using RapHL-II

System EDLC (h/year) EENS (MWh/year) EFLC (occ/year)

MRBTS 1.1267 13.3464 0.2262
MRBTSW 0.7001 7.9974 0.1883
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the MRBTSW, in which a 20 MW WECS with the Swift Current wind regime is
added at Bus 4.

The load point indices for the two systems are shown in Table 8.
The RapHL-II program has been used in a wide range of studies [21] on

composite system reliability evaluation, with particular emphasis on well-being
analysis and value-based assessment that includes customer outage cost evalua-
tion. The sequential MCS approach permits the individual sector customer load
profiles at each bus to be modeled separately and combined to create a time
sequential bus representation. The program includes several load curtailment
philosophies and can be used to calculate the adequacy index probability distri-
butions for each load point and for the overall system [21].

The adequacy indices in Tables 7 and 8 can also be calculated using contin-
gency enumeration or state sampling MCS [7, 8]. The most common single index
in BES adequacy assessment is the EENS. The EENS aggregates the frequency
and duration of outages and the magnitude of outage events into a single physical
index. The EENS can be combined with an appropriate interrupted energy
assessment rate (IEAR) to estimate the customer outage costs at a load point or for
the overall system [7].

Table 9 shows the EENS for the MRBTS and the MRBTSW with a 20 MW
WECS with the Swift Current wind regime connected at Bus 4, obtained using the
state sampling MCS approach. The 20 MW WECS is represented in the
MRBTSW study by the five-state COPT shown in Table 2 with zero WTG FOR.
The priority order philosophy in this study is based on ranking the composite
generation and transmission system delivery points using a reliability worth index,

Table 8 Load point adequacy indices for the MRBTS and MRBTSW obtained using RapHL-II

Bus
no.

MRBTS MRBTSW

EDLC (h/
year)

EENS (MWh/
year)

EFLC (occ/
year)

EDLC (h/
year)

EENS (MWh/
year)

EFLC (occ/
year)

2 0.1692 0.4762 0.0411 0.0932 0.2568 0.0301
3 0.8615 7.3563 0.1777 0.5199 4.2447 0.1453
4 0.8057 5.3473 0.1531 0.5199 3.3721 0.1317
5 0.0307 0.1098 0.0079 0.0237 0.0786 0.0070
6 0.0119 0.0588 0.0027 0.0100 0.0453 0.0024

Table 9 System and load
point EENS for the MRBTS
and the MRBTSW obtained
using MECORE

Bus no. Priority order EENS (MWh/year)

MRBTS MRBTSW

2 1 0.000 0.000
3 5 12.566 8.644
4 2 0.029 0.009
5 3 0.293 0.200
6 4 0.674 0.545
System – 13.562 9.399
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such as the IEAR expressed in $/kWh [7]. The composite generation and trans-
mission system delivery point with the highest IEAR has the highest priority, and
the delivery point with the lowest IEAR has the lowest priority. When the com-
posite generation and transmission system encounters a severe contingency that
requires load curtailments, the delivery point that has the lowest priority is initially
curtailed. This policy minimizes customer interruption costs due to load curtail-
ments. A commercial software designated as MECORE [22] which utilizes the
state sampling MCS method was used in this study. The MECORE software is
designed to conduct adequacy evaluation in composite generation and transmis-
sion systems and to provide individual load point and system adequacy indices
using the economic priority order for load curtailment.

Table 9 indicates that Bus 3 is the least reliable load point in the MRBTS, as
Bus 3 has the lowest priority. It can also be seen from Table 9 that the system
EENS is dominated by the performance at Bus 3. The effect of the load curtail-
ment philosophy on the load point indices can clearly be seen by comparing
Table 9 with Table 8. A comparison of Table 7 with Table 9 shows that the
system EENS for the MRBTSW is again higher for the five-state model appli-
cation in the state sampling MCS study than for the sequential MCS analysis.

The system EENS study shown in Table 9 is extended in Table 10 by assuming
that the 20 MW WECS is connected at different locations in the MRBTSW.
Figure 4 shows that Buses 1 and 2 are in the northern part of the system, which has
relatively little load. The system load center is in the south where there is no
generation. The system transmission is adequate at the 185 MW load level and
there is relatively little difference between the system EENS values due to the
location of the WECS connection point. The system EENS generally decreases as
the WECS connection point moves further away from the generation in the
northern portion of the system. The system EENS decreases with the addition of
WTG capacity. The largest change occurs with the initial injection of 10 MW and
saturates as the WECS capacity increases.

The WECS capacity additions shown in Table 10 are assumed to be located in a
single wind farm where each WTG is subjected to the same chronological wind
speed profile. The incremental reliability benefits of added WTG decrease as the
capacity of the wind farm increases.

Table 10 System EENS in MWh/year for the MRBTSW with variation in WECS capacity and
location

WECS location WECS installed capacity

0 MW 10 MW 20 MW 30 MW 40 MW

BUS 1 13.562 10.756 9.449 8.681 8.187
BUS 2 13.562 10.760 9.458 8.692 8.197
BUS 3 13.562 10.720 9.397 8.622 8.123
BUS 4 13.562 10.722 9.399 8.623 8.124
BUS 5 13.562 10.710 9.376 8.590 8.080
BUS 6 13.562 10.567 9.151 8.329 7.806
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5.1 Adequacy Assessment Considering Wind Speed Correlation

The studies shown in the previous section clearly illustrate the contribution that
wind power can make to the adequacy of an electric power system. The reliability
benefits of WECS are highly dependent on many factors including the wind regime
at the site location, the wind penetration in the system and the wind speed cor-
relation between multiple wind farms. Reference [23] illustrates the differences in
generating capacity credit that can be attributed to added wind capacity when this
capacity is added at locations with dependent and independent wind speeds. In
actual practice, wind farms are neither completely dependent nor independent but
are correlated to some degree if the distances between sites are not very large. The
degree of correlation is not only dependent on the distance between the wind sites
but also on the geographic dispersion and the uniqueness of the individual wind
regimes. The most obvious factor, however, is the distance between the wind sites.

The degree of wind speed correlation between two wind sites can be calculated
using cross-correlation. The cross-correlation index (Rxy) is a measure of how well
two time series follow each other. The value of Rxy is near the maximum value of
1.0 if the up and down movements of the two time series occur in the same
direction (positively correlated). The value is close to zero if the two time series
are basically uncorrelated, i.e. the two time series do not follow each other. The
cross-correlation equation is shown in (4):

Rxy ¼
ð1=nÞ

Pn
i¼1 ðxi � lxÞðyi � lyÞ

rxry
ð4Þ

where Rxy is a cross-correlation coefficient, xi and yi are elements of the 1st and
2nd time series, respectively, lx and ly are the mean values of the 1st and 2nd time
series, rx and ry are the standard deviations of the 1st and 2nd time series, n is the
number of points in the time series.

The ARMA time series model has two parts, one part is the autoregressive (AR)
model involving lagged terms in the time series itself and the other part is the
moving average (MA) model involving lagged terms in the noise or residuals. It is
possible to adjust the wind speed correlation level between two or more different
wind locations by selecting the random number seeds (initial numbers) for the
random number generator process used in the MA model. Reference [24] intro-
duces the concept and employs a trial and error process to select appropriate
random number seeds. This is a relatively straightforward method, but can require
considerable time and effort and is not very flexible. Reference [25] extends this
application by describing a Generic Algorithm used to select the optimum random
number seeds in the ARMA model to adjust the degree of wind speed correlation
for two wind sites. Reference [25] illustrates the effects of wind speed correlation
on the basic reliability indices used in a generating capacity adequacy assessment.
The technique is also applied in composite system adequacy assessment in [26]
using sequential MCS. The correlation between wind sites can also be included in
generating capacity and composite system adequacy assessment using state
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sampling MCS. The required approach is quite different from that used in a
sequential MCS analysis.

In the state sampling technique, the states of all components are sampled and a
non-chronological system state is obtained. The basic state sampling procedure is
conducted assuming that the behavior of each component can be categorized by a
uniform distribution under {0, 1} and component outages are independent events.
Detailed descriptions of a state sampling simulation procedure are provided in
[7, 8]. Conventional unit and independent WECS outages are assumed to be
independent events in the basic state sampling simulation procedure. This
assumption, however, is not applicable to partially dependent WECS. It is,
therefore, necessary to generate correlated random numbers, which have a uniform
distribution and specified correlations, in the simulation process.

Random numbers distributed uniformly under {0, 1} are divided into two
clusters in this approach. Random numbers in the first cluster represent conven-
tional units or independent WECS. Random numbers X1, X2 between 0 and 1 in
the second cluster represent correlated WECS. If the second variable vectors X2
are generated from the first independent random number set with probability
P and generated from the second independent random number set with probability
(1 - P), the cross-correlation coefficient Rxy between X1 and X2 in the second
cluster is equal to the probability P. This approach was used in the state sampling
simulation method to generate correlated random numbers to represent the cor-
related WECS. A detailed development of this approach is given in [25].

The ARMA model for the Swift Current site is given in (1). A similar model for
a wind site in Regina, Saskatchewan is given in (5):

yt ¼ 0:9336yt�1 þ 0:4506yt�2 � 0:5545yt�3 þ 0:1110yt�4 þ at � 0:2033at�1

� 0:4684at�2 þ 0:2301at�3 ð5Þ

where at [ NID(0,0.4094232).
The basic wind speed data for the Swift Current and Regina sites are shown in

Table 11.
The independent WECS five-state models are shown together in Table 12.
Table 11 shows that the wind regimes at the two sites have relatively similar

hourly mean and standard deviation parameters. The two WECS models in
Table 12 are also very similar.

Three cases described as follows are used to illustrate the effect on the ade-
quacy of the MRBTS of adding two wind farms with different wind speed cor-
relation levels. A single transmission line with an unavailability of 0.00114 and an
average repair time of 10 h is used to connect each WECS to a MRBTS bus.

Table 11 Wind speed data
for the two sites

Sites Regina Swift Current

Mean wind speed, l (km/h) 19.52 19.46
Standard deviation, r (km/h) 10.99 9.70
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• Case 1: 20 MW WECS is added at Buses 1 and 2.
• Case 2: 20 MW WECS is added at Buses 3 and 5.
• Case 3: 20 MW WECS is added at Buses 3 and 6.

The three cases illustrate the system and load point reliability effects when
correlated wind farms are added at various buses. Figure 5 shows the differences
in the system EENS when the two wind farms are connected at the selected
locations. The system EENS values in Case 2 are basically the same as those in
Case 3. The differences between Case 1 and Case 2 when the wind farms are fully
independent are smaller than those obtained considering wind speed correlation.
Figure 5 also shows that connecting the two wind farms in the southern portion of
the MRBTS (Case 2 and Case 3) results in higher reliability improvements than
those obtained by adding the wind farms in the northern portion (Case 1). The
reason is that load demands are mainly concentrated in the southern portion of the
MRBTS.

Case 2 was extended to consider the impact on the MRBTS EENS as a function
of wind speed correlation for the two wind farms at different wind penetration
levels. The results shown in Fig. 6 are based on the two wind penetration levels of
14.3% (40 MW) and 29.4% (100 MW). The total WECS capacity is divided
equally between the two sites. Figure 6 shows that the system reliability is
improved by adding 40 and 100 MW of WECS to the MRBTS. The relative
difference in the system EENS between the WECS considering high and low wind
speed correlation levels increases with increase in the total installed wind
capacity.

Table 12 The independent
WECS five-state models

Capacity outage (%) Probability

Regina site Swift Current site

0 0.07585 0.07021
25 0.06287 0.05944
50 0.11967 0.11688
75 0.23822 0.24450
100 0.50340 0.50897

Fig. 5 The system EENS for
the three cases
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As noted earlier and shown in Table 9, the system EENS is dominated by the
reliability performance at Bus 3. Figure 7 shows the EENS at Bus 3 for the three
cases with variation in the wind speed correlation between the two wind sites. It
can be seen in Fig. 7 that the EENS at Bus 3 increases as the degree of correlation
between the site wind speeds increases. The addition of WECS at the different
locations has a relatively small effect on the EENS at Bus 3.

Case 2 was used to illustrate the effect on the load bus EENS of two wind farms
with high and low wind speed correlation. The buses are arranged in ascending
priority order in Fig. 8. This figure shows how the reliability of each load point
changes as wind power is added to the MRBTS. The percentage change in the base

Fig. 6 The system EENS for
two wind penetration levels
as a function of wind speed
correlation level

Fig. 7 The EENS at Bus 3
for the three cases

Fig. 8 The load point EENS
at different wind penetration
levels and degree of wind
speed correlation
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case EENS at Bus 3 when the correlation coefficient changes from 0.2 to 0.8 is
5.9% when 40 MW of WECS is added to the MRBTS. The percentage change in
the EENS at Bus 3 is 11.1% with the addition of 100 MW of WECS. The changes
in the load point EENS values due to considering high and low wind speed
correlation increase as the installed WECS capacity increases.

The studies show that it is possible to quantify the general observation that the
system and load point reliability benefits of adding wind capacity decrease as the
degree of wind speed correlation increases. The resulting benefits are more
obvious as the total installed WECS capacity increases. The effects of connecting
the correlated WECS at different locations in a composite generation and trans-
mission system are very dependent on the strength of the transmission network.
The studies show that there are significant differences in the system reliability
indices when the wind generating capacity is located at dependent and independent
wind sites. It is, therefore, important to consider the effect of wind speed corre-
lation in the adequacy assessment of composite generation and transmission sys-
tems incorporating large-scale WECS.

5.2 Composite System Adequacy Assessment Using the IEEE

Reliability Test System (IEEE-RTS)

The wind-integrated BES adequacy studies in the previous section were conducted
on a small educational test system designated as the MRBTS. This section illus-
trates the application of the state sampling approach to adequacy analysis using the
IEEE-RTS [27]. The IEEE-RTS is a 24-bus system with 10 generator buses, 17
load buses, 38 transmission lines, 5 transformers and 32 generating units. The
system peak load is 2,850 MW and the total generation is 3,405 MW. A single line
diagram of the IEEE-RTS is shown in Fig. 9. The IEEE-RTS is considered to have
a strong transmission network and a relatively weak generation system. The LOLE
and the LOEE are 9.441 h/year and 1,181.7 MWh/year, respectively.

The following studies were conducted using the MECORE software described
earlier. The first studies involve the addition of a single 600 MW WECS to the
system at two different locations. The wind penetration level with 600 MW of
wind power is approximately 15%. The WECS was added at Bus 1 in the southern
part of the system and at Bus 19 in the north. In each case, the WECS was
connected through a single transmission line with an unavailability and average
repair time of 0.00058 and 10 h, respectively. The assumed carrying capacity of
the line is the WECS installed capacity.

The system EENS for the IEEE-RTS is 1,593.1 MWh/year. Table 13 shows the
system EENS and EDLC with the two WECS additions. There is relatively little
difference in the two sets of adequacy indices due to the strong transmission network.

Table 14 presents the system and load point EENS indices for the IEEE-RTS
and a wind-assisted system designated as the IEEE-RTSW, in which the 600 MW
WECS is connected to Bus 19. The system and load point indices decrease with
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the WECS addition. The economic priority order is used as the load curtailment
policy in this study and the effects can clearly be seen in the load point indices in
Table 14. The IEEE-RTS is generation weak and the added wind power has a
significant impact on the system EENS, and on the EENS at the low priority buses.

Fig. 9 Single line diagram of the IEEE-RTS

Table 13 The IEEE-RTS EENS and EDLC for a peak load of 2,850 MW with a 600 MW
WECS added at two different locations

WECS location EENS (MWh/year) EDLC (h/year)

Bus 1 942.303 7.595
Bus 19 939.004 7.535
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The effect of multiple WECS is illustrated by connecting 300 MW WECS with
various degrees of wind speed correlation to two buses in the southern portion of
the system. The unavailability and average repair time of the WECS connection
lines are 0.00058 and 10 h, respectively. The following cases were considered.

• Case 1: 300 MW WECS is added at Buses 1 and 3.
• Case 2: 300 MW WECS is added at Buses 1 and 4.

The system EENS values are shown in Table 15 and Fig. 10, respectively.
As noted earlier, the IEEE-RTS studies in this section were conducted using the

state sampling MCS procedure in the MECORE software. Similar studies have
been conducted using the sequential MCS approach in RapHL-II. These studies are
described in detail in [28].

Table 15 and Fig. 10 clearly show that wind speed correlation is an important
factor in wind-integrated power system adequacy assessment. In systems with
strong transmission networks, the degree of wind speed correlation between two
wind sites can be more important than their connection points in the BES. The
effects of wind speed correlation can be masked in systems with weak

Table 14 The system and
load point EENS for the
IEEE-RTS and the IEEE-
RTSW

Bus name EENS (MWh/year)

IEEE-RTS IEEE-RTSW-19

Bus 2 0.399 0.204
Bus 3 0.345 0.169
Bus 4 0.000 0.000
Bus 5 0.000 0.000
Bus 6 0.394 0.392
Bus 7 0.008 0.004
Bus 8 0.020 0.008
Bus 9 407.226 240.042
Bus 10 1.857 0.994
Bus 13 0.146 0.060
Bus 14 68.057 38.827
Bus 15 310.220 180.886
Bus 16 18.572 10.485
Bus 18 13.670 7.458
Bus 19 757.805 451.468
Bus 20 14.454 8.051
System 1,593.130 939.004

Table 15 The system EENS
for the RTS with the addition
of two WECS at different
locations

Rxy IEEE-RTS Case 1 Case 2

0.0 1,593.130 751.189 751.478
0.2 784.810 785.096
0.5 840.307 840.567
0.8 893.648 894.092
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transmission facilities. This is illustrated in [29] where the original IEEE-RTS is
modified to create systems with adequate generation and relatively weak trans-
mission networks.

5.3 Well-Being Analysis in Wind-Integrated Composite Systems

References [1–8] clearly show that probability methods have been used in power
system reliability assessment for many years. This is particularly true in the area of
generation planning. There has been considerably less actual utility application in
transmission planning, where most utilities use a deterministic approach. The
deterministic criterion commonly applied is known as the N - 1 approach and
requires the system to remain secure under the loss of any one generating unit or
transmission line. There is a growing interest in combining deterministic criteria
with probabilistic assessment in an integrated approach to composite system
reliability evaluation. This approach has the potential to create a bridge between
the deterministic and probabilistic methods and provide an effective adequacy and
security assessment framework.

A concept to address system security in the form of system operating states is
formulated in [30, 31] and quantified in [32]. The operating state framework is
simplified in [33] and the resulting process designated as system well-being
analysis. The well-being indices are evaluated in [34] in a generating system
using MCS. Reference [35] extends the well-being framework for composite
generation and transmission systems using a non-sequential Monte Carlo model.
The well-being analysis conducted in [36, 37] uses sequential MCS. The simplified
well-being operating state framework [33–35] is shown in Fig. 11.

The system states shown in Fig. 11 are categorized as healthy, marginal and
at risk. In the healthy state, there is sufficient generation and transmission
capacity to serve the total system demand and to meet the N-1 criterion. The
system is operating without violation in the marginal state, but there is not
enough margin to satisfy the pre-defined deterministic criterion. In the at risk
state, system operating constraints are violated and load may be curtailed.

Fig. 10 The system EENS
for the two cases
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The well-being indices include the probability, frequency and average duration
of each system operating state.

The sequential MCS technique is used in the following studies to conduct
composite system well-being analysis. The N-1 criterion is used as the deter-
ministic criterion in the well-being framework in these studies. The basic proce-
dure for including well-being considerations in the simulation process is described
in [36, 37]. Three composite systems designated as the MRBTS, MRBTSW1 and
MRBTSW2 are used in this study. The MRBTS is shown in Fig. 4. The load
model in the well-being studies, however, is different from that used earlier in this
chapter. In the well-being analyses, the individual bus load models are based on
customer sector representations [16, 37].

The MRBTSW1 is the MRBTS with a 5 MW generating unit with FOR = 1%
removed and replaced by 20 MW of wind power at Bus 4. The Regina wind
regime is used in this study. The addition of 20 MW of wind power with this wind
regime is required to maintain the EDLC criterion risk when this 5 MW unit is
removed. The MRBTSW2 is the MRBTS with a 10 MW unit with FOR = 2%
removed and replaced by 65 MW of wind power to meet the EDLC criterion risk.

The basic adequacy indices for the three systems are shown in Table 16. The
three systems are equivalent in the sense that they have basically the same level of
adequacy at a peak load of 179.3 MW in terms of the EDLC. It is important to note
that they are not all equivalent in terms of the EENS and the EFLC.

The well-being indices for the MRBTS with different wind injections are shown
in Tables 17 and 18. Table 17 shows the system probability of each operating state
expressed in h/year. The risk value in Table 17 with no wind addition is the EDLC
value for the MRBTS given in Table 16. The time spent in the healthy state
increases and the time spent in the marginal state decreases as the system reli-
ability improves with the added wind power.

Fig. 11 System well-being
analysis model

Table 16 System indices for the three study systems

Study system EDLC (h/year) EENS (MWh/year) EFLC (occ/year)

MRBTS 3.8761 46.9453 0.8415
MRBTSW1 3.8730 46.8670 1.0404
MRBTSW2 3.8872 49.7180 1.3184
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Table 18 shows the system frequency of each state with the different wind
power additions. The risk state frequency value in this table is the same as the
EFLC for the MRBTS given in Table 16. The marginal state frequency is slightly
larger than that of the healthy state. The frequencies of the three states tend to
decrease with increase in wind power addition. The frequencies of the healthy and
marginal states remain almost unchanged when the wind injections increase from
10 to 20 MW. This is due to the counteracting effects on system frequency of the
added wind power generating capacity and the intermittent performance of wind
power.

The basic effects of wind power on the well-being indices tend to be masked in
the above analysis, as the system capacity increases with the addition of wind
power and the system becomes more reliable. This is examined in the following
studies using the equivalent wind capacity systems designated as MRBTSW1 and
MRBTSW2.

The well-being indices for the MRBTS, MRBTSW1 and MRBTSW2 are shown
in Table 19. The healthy state probability indicates the amount of time that a
system spends in the state in which the (N-1) criterion is satisfied. The marginal
state indicates the time in which a system resides in the state in which the criterion
is not satisfied, but there is no actual load curtailment. The healthy state proba-
bilities for the MRBTSW1 and MRBTSW2 are smaller than that of the MRBTS,

Table 17 System probability of each operating state expressed in h/year for the MRBTS with
different wind power additions

System state Wind capacity addition

0 MW 10 MW 20 MW 30 MW 40 MW

Healthy 8,558.9100 8,564.3630 8,583.5810 8,599.1310 8,610.1660
Marginal 173.2133 168.6427 149.9660 134.7198 123.8975
Risk 3.8761 2.9942 2.4530 2.1497 1.9360

Table 18 System frequency in occ/year of each operating state in occ/year for the MRBTS with
different wind additions

System state Wind capacity addition

0 MW 10 MW 20 MW 30 MW 40 MW

Healthy 33.3762 32.7483 32.8255 31.6508 30.7455
Marginal 34.1422 33.4378 33.4610 32.2463 31.3085
Risk 0.8415 0.7433 0.6820 0.6440 0.6100

Table 19 System probability
of each operating state in h/
year for the different systems

System state Systems

MRBTS MRBTSW1 MRBTSW2

Healthy 8,558.9100 8,528.7570 8,551.4450
Marginal 173.2133 203.3697 180.6679
Risk 3.8761 3.8730 3.8872
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while the marginal state probabilities of the MRBTSW1 and MRBTSW2 are larger
than that of the MRBTS. This table shows that while the risk state probabilities
(EDLC) are basically the same, the healthy and marginal state probabilities are
different for the three systems.

The system frequencies of the operating states for the three systems are shown
in Table 20. The frequencies of the three states are larger for the MRBTSW
systems than for the MRBTS. This indicates that the replacement of conventional
generating units with WTGs causes more state transitions due to the intermittent
performance of wind power. The MRBTSW2 has a larger proportion of wind
power than the MRBTSW1 and therefore the intermittent performance of wind
power has a larger effect on the operating state frequencies of the three states for
the MRBTSW2 as shown in Table 20.

The system reliability is improved by the addition of any suitable form of
generating capacity, including wind power. The well-being indices are also
affected by the addition of wind power. The healthy state probability increases
with increase in wind power in the system, while the marginal and risk state
probabilities decrease. In general, the frequency of each operating state decreases
slightly with increase in the wind capacity. However, at some wind capacity levels,
the healthy and marginal state frequencies actually increase with increase in the
wind capacity. The addition of generating capacity in the form of wind power and
the intermittent behavior of wind power has opposite effects on the system state
frequencies. The added wind capacity tends to reduce the state frequency and can
mask the effects of wind power on the state operating frequencies due to its
intermittent behavior.

When a conventional unit is replaced with an equivalent amount of wind power
to maintain the EDLC or the EENS, the EFLC in the wind power added system
will be larger than that in the original system due to the intermittent behavior of
wind power. When the system peak load changes, the EDLC and EENS equiva-
lencies no longer apply but the difference may be acceptable for small load changes.

Wind power not only affects the system indices differently from conventional
generating units but also affects the well-being indices differently [37]. Even
though the EDLC for the equivalent system with wind is the same as the original
system, the healthy state probability is smaller and the marginal state probability is
larger for the wind-assisted system. This indicates that the equivalent system is
more likely to transfer to the risk state than the original system. The state fre-
quencies increase considerably for the equivalent system, which indicates that
there are more transitions between states. The operating state frequencies increase
as more conventional generating capacity is replaced.

Table 20 System frequency
of each operating state in occ/
year for the different systems

System state Systems

MRBTS MRBTSW1 MRBTSW2

Healthy 33.3762 42.8794 47.5189
Marginal 34.1422 43.8585 48.7488
Risk 0.8415 1.0404 1.3184
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6 Summary and Conclusions

This chapter presents some of the basic concepts, solutions and difficulties asso-
ciated with incorporating wind power in the adequacy assessment of composite
generation and transmission systems. Wind generation behaves quite differently
than conventional electric power generation facilities due to its variable, inter-
mittent and diffuse nature, and therefore requires modeling techniques that rec-
ognize and incorporate these features. As noted several times in this chapter, time
sequential MCS is the most accurate and comprehensive approach to evaluating
the adequacy of a generating system or a composite generation and transmission
system. It also requires more computer solution time when analyzing large prac-
tical systems and there has been some excellent work done on this issue. The
application of time sequential MCS to adequacy evaluation in wind-assisted
composite systems is illustrated in this chapter using the two test systems.

The chapter also describes a non-sequential (state sampling) MCS approach to
adequacy assessment and the development of discrete-step wind power capacity
models that can be used in this approach. The WECS model is represented as a
large derated state generating unit with a high DAFOR. This model cannot retain
the chronological relationship between the wind speed and load profile that is
embedded in the time sequential approach. The chapter illustrates this using a
basic generating system and a series of sensitivity studies. The numerical results
presented are system and data specific and will, and should, vary with changes in
these parameters. The studies do, however, illustrate the effect on the predicted
system adequacy indices of varying the number of states in the WECS model,
incorporating the WTG FOR in the calculation and conducting seasonal and
monthly period analyses.

Composite system adequacy evaluation indicates the ability of the overall BES
to serve the major load points and therefore involves detailed modeling of the
transmission network. The effects of wind power site location on the system and
load point adequacy indices are illustrated using the two test systems. The studies
clearly indicate that a major factor in the analysis of a wind-integrated power
system is the degree of wind speed correlation between the various WECS. The
techniques applied in this chapter to introduce wind site correlation in both
sequential and state sampling approaches to composite system adequacy evalua-
tion are illustrated by application to the test systems.

The concept of well-being analysis was developed to create a joint determin-
istic–probabilistic approach to the assessment of system adequacy and steady-state
security. The rapid increase in the development and use of wind power dictates
that this generation asset should be integrated into the planning and operation of
power systems rather than treated simply as an environmental benefit. The studies
shown in the chapter illustrate that wind power due to its variable nature can create
a higher likelihood of violating the basic planning and operating criteria and that
this should be recognized in setting planning and operating standards. The material
in this chapter provides a brief look at some of the work that has been done at the

Adequacy Assessment of Composite Generation and Transmission Systems 165



University of Saskatchewan on a challenging, exciting and complex area of
electric power system activity.

The reader is encouraged to look at the references attached to this chapter for
further details and to read the many publications on this subject in the technical
literature.

Acknowledgments The authors would like to acknowledge the research grants provided by the
National Science and Engineering Research Council in support of the work reported in this
chapter.

References

1. Billinton R (1972) Bibliography on the application of probability methods in power system
reliability evaluation. IEEE Trans PAS 9(2):649–660

2. Allan RN, Billinton R, Lee SH (1984) Bibliography on the application of probability methods
in power system reliability evaluation. IEEE Trans PAS 103(2):275–282

3. Allan RN, Billinton R, Shahidehpour SM, Singh C (1988) Bibliography on the application of
probability methods in power system reliability evaluation. IEEE Trans Power Syst
3(4):1555–1564

4. Allan RN, Billinton R, Breipohl AM, Grigg CH (1994) Bibliography on the application of
probability methods in power system reliability evaluation, 1987–1991. IEEE Trans Power
Syst 9(1):41–49

5. Allan RN, Billinton R, Breipohl AM, Grigg CH (1999) Bibliography on the application of
probability methods in power system reliability evaluation: 1992–1996. IEEE Trans Power
Syst 14(1):51–57

6. Billinton R, Fotuhi-Firuzabad M, Bertling L (2001) Bibliography on the application of
probability methods in power system reliability evaluation 1996–1999. IEEE Trans Power
Syst 16(4):595–602

7. Billinton R, Allan RN (1996) Reliability evaluation of power systems, 2nd edn. Plenum
Press, New York

8. Billinton R, Li W (1994) Reliability assessment of electrical power systems using Monte
Carlo methods. Plenum Press, New York

9. Billinton R, Chen H, Ghajar R (1996) Time-series models for reliability evaluation of power
systems including wind energy. Microelectr Reliab 36(9):1253–1261

10. Giorsetto P, Utsurogi KF (1983) Development of a new procedure for reliability modeling of
wind turbine generators. IEEE Trans Power Apparatus Syst 102(1):134–143

11. Billinton R, Chowdhury AA (1992) Incorporation of wind energy conversion systems in
conventional generating capacity adequacy assessment. IEE Proc Gener Transm Distrib
139(1):47–56

12. Billinton R, Bai G (2004) Generating capacity adequacy associated with wind energy. IEEE
Trans Energy Convers 19(3):641–646

13. Billinton R, Chen H, Ghajar R (1996) A sequential simulation technique for adequacy
evaluation of generating systems including wind energy. IEEE Trans Energy Convers
11(4):728–734

14. Ubeda R, Allan RN (1992) Sequential simulation applied to composite system reliability
evaluation. IEE Proc C 139(2):81–86

15. Sankarakrishnan A, Billinton R (1995) Sequential Monte Carlo simulation for composite
power system reliability analysis with time varying loads. IEEE Trans Power Syst
10(3):1540–1545

166 R. Billinton et al.



16. Billinton R, Wangdee W (2006) Delivery point reliability indices of a bulk electric system
using sequential Monte Carlo simulation. IEEE Trans Power Deliv 21(1):345–352

17. Billinton R, Gao Y (2008) Multi-state wind energy conversion system models for adequacy
assessment of generating systems incorporating wind energy. IEEE Trans Energy Convers
23(2):163–170

18. Billinton R, Li Y (2004) Incorporating multi-state models in composite system adequacy
evaluation. In: Proceedings of the 8th international conference on probabilistic method
applied to power systems, Ames, Iowa, September

19. Karki R, Billinton R (2006) Impact of renewable energy unit availability on power system
adequacy. Int J Power Energy Syst 26(2):147–152

20. Billinton R, Kumar S et al (1989) A reliability test system for educational purposes—basic
data. IEEE Trans Power Syst 4(3):1238–1244

21. Billinton R, Wangdee W (2006) Predicting bulk system reliability performance indices using
sequential Monte Carlo simulation. IEEE Trans Power Deliv 21(2):909–917

22. Li W (1998) Installation guide and user’s manual for the MECORE Program, July
23. Billinton R, Huang D (2009) Wind power modeling and the determination of planning

capacity credit in an electric power system. In: Proceedings of the advances in risk and
reliability technology symposium (AR2TS 09), April 21–23

24. Wangdee W, Billinton R (2006) Considering load-carrying capability and wind speed
correlation of WECS in generation adequacy assessment. IEEE Trans Energy Convers
21(3):734–741

25. Gao Y, Billinton R (2009) Adequacy assessment of generating systems containing wind
power considering wind speed correlation. IET Renew Power Gener 3(2):217–226

26. Billinton R, Wangdee W (2007) Reliability-based transmission reinforcement planning
associated with large-scale wind farms. IEEE Trans Power Syst 22(1):34–41

27. Task Force IEEE (1979) IEEE reliability test system. IEEE Trans Power Apparatus Syst
98:2047–2054

28. Wangdee W, Billinton R (2007) Reliability assessment of bulk electric systems containing
large wind farms. Int J Electr Power Energy Syst 29(10):759–766

29. Billinton R, Gao Y, Karki R (2009) Composite system adequacy assessment incorporating
large-scale wind energy conversion systems considering wind speed correlation. IEEE Trans
Power Syst 24(3):1375–1382

30. Fink LH, Carlsen K (1978) Operating under stress and strain. IEEE Spectrum 15(3):48–53
31. EPRI Final Report (1987) Composite system reliability evaluation: Phase I—Scoping study.

Tech Report EPRI EL-5290, December
32. Billinton R, Khan E (1992) A security based approach to composite power system reliability

evaluation. IEEE Trans Power Syst 7(1):65–72
33. Billinton R, Lian G (1994) Composite power system health analysis using a security

constrained adequacy evaluation procedure. IEEE Trans Power Syst 9(2):936–941
34. Billinton R, Karki R (1999) Application of Monte Carlo simulation to generating system

well-being analysis. IEEE Trans Power Syst 14(3):1172–1177
35. Leite da Silva AM, Chaves de Resende L, Antonio da Fonseca Manso L, Billinton R (2004)

Well-being analysis for composite generation and transmission systems. IEEE Trans Power
Syst 19(4):763–1770

36. Wangdee W, Billinton R (2006) Bulk electric system well-being analysis using sequential
Monte Carlo simulation. IEEE Trans Power Syst 21(1):188–193

37. Huang D, Billinton R (2009) Effects of wind power on bulk system adequacy evaluation
using the well-being analysis framework. IEEE Trans Power Syst 24(3):1232–1240

Adequacy Assessment of Composite Generation and Transmission Systems 167



Strategic Lines and Substations
in an Electric Power Network

Alvaro Torres and George J. Anders

1 Introduction

The development of tools for the analysis of critical infrastructure, and particularly
of the power system grid, has been an intense activity during the last several years.
A number of different techniques have been proposed for vulnerability analysis of
power system and for security in cases of catastrophic events. Such methods
include controlled islanding or intentional islanding by using decision analysis
techniques and also graph algebraic approaches. Also, more sophisticated tech-
niques such as algebraic network theory, polyhedral dynamics and artificial
intelligence-based search methods have been proposed to find critical nodes,
critical transmission lines and system vulnerability indices.

A number of these methods allow identification of the critical elements in a
bulk power system and the quantification of the consequences of their failures.
These techniques are intended to go further in security analysis than the traditional
contingency analysis or n - m approach. The objective is more to evaluate the
structural robustness of a network or to identify the more vulnerable or the more
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fragile elements in a power system than to determine the response of the power
system to a single or several contingencies.

The concepts of reliability, security, survivability and vulnerability of a system
to different threats like natural failures, external attacks or operator failures and the
means of improving the system response in complex systems like computer and
communications networks are included in a broader concept of dependability.
Dependability encompasses also concepts of fault-tolerant systems, which accel-
erated the emergence of the terminology, definitions and a wider view of the
problem of system reliability and security.

Dependability in computing and concepts of the fault-tolerant systems has been
part of the computer field since its origins but with the formation of the corre-
sponding IEEE-CS TC, this field formally emerged in 1970 [3]. In the field of
power systems reliability, security and vulnerability have been systematically
studied since the beginning of power grids. However, more recently, a need to
consider telecommunications and other infrastructures as interdependent has been
recognized and the importance of taking into account cascading and catastrophic
events with a broader point of view has been stressed. This led to the application of
the concepts of dependability in power systems, which are similar to the ones used
in the computer networks [3].

On the other hand, graph theory or network theory and matrix and linear algebra
have been applied extensively in power systems since the beginning of the
application of computer methods in recognition of the network structure of a
power system. In the last decade, many developments in graph theory have been
applied to complex networks such as internet, social networks, communication and
VLSI circuits. In particular, concepts in spectral graph theory are been used to
identify complex network characteristics and to have a deeper insight in the
behaviour of such networks.

Spectral Graph theory is a study of the spectra of matrices that identify prop-
erties of a graph. Matrices like the node-element matrix, adjacency matrix,
Laplacian matrix and in the case of power system, the bus admittance and bus
impedance matrices have eigenvalues and eigenvectors that can give important
information about the structure of the system and its intrinsic robustness. Also,
eigenvalue analysis can lead to important conclusions about possibilities of system
partitioning and node criticality.

Spectral graph theory has been applied to chemistry for molecules stability
analysis, in quantum mechanics and more recently in communication networks.
Spectral analysis have been extensively used to identify the characteristics of the
dynamics of linear systems and stochastic processes, in analogous way spectral
graph theory could be used to identify the properties of the electrical networks.

Spectral graph theory offers an interesting potential when applied to power
systems grids. The study of graph eigenvalues and eigenvectors of a power net-
work provides an insight in the intrinsic structure of the system and allows us to
identify structural modes and fragilities. So, graph eigenvalues analysis could be
used to design security strategies for the system when affected by massive number
of events or cascading as well as catastrophic failures.
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The potential of graph theory to identify structural properties of power grids
could be advantageously used in the network dependability analysis. In this
Chapter, two main aspects will be presented. The identification of principal nodes
or a method of ranking the importance of nodes in a power grid and a method of
partitioning the grid as a conceptual way to avoid the effect of cascading or
catastrophic events by dividing the grid into different self-sustainable subsystems.

This chapter presents the basic concepts of the spectral graph theory as could be
applied to power system networks and particularly to the identification of the
strategic substations and transmission lines from the point of view of reliability
and security of the bulk power system. Some examples are presented using the
IEEE test system with different number of nodes to show the simplicity of the
applications and the type of results that can be obtained. Further and more complex
analysis can be done in reliability and security studies when a power system is
affected by catastrophic events. However, the main aim of this chapter is to present
a method to identify critical nodes and links within a Bulk Electric Power System
(BES), which is an important element of the infrastructure of any country.

Critical or strategic nodes or in this specific case, critical substations are those
that, are important to maintain the integrity of the network, or in other words if
affected by natural events or terrorist actions, would cause a large disruption by
itself or by following cascading events.

On the other hand, strategic transmission lines are those that if open could
divide the system in self-sustained islands that could be operated independently in
the case of extended events that may cause a system blackout. This separation
could be considered as a strategic security action after severe disturbances or
cascading events. Intentional-controlled islanding is a strategic action to separate
the system into the self-healing islands which generators exhibit slow-coherency
behaviour regarding angular stability [16, 20].

Spectral graph theory as applied to power systems also could be used, for
example, to identify the number of spanning trees of the graph representing the
system and to use the identified trees to define the nodes to minimize the number
of phase measurement units (PMUs) in a observability problem.

2 Graphs Linear Algebra

2.1 Definitions of Matrices Associated with a Graph G

In creating the rankingmeasures for electric power system substations, wewill use the
following definitions concerning variousmatrices associatedwith a graphG [6, 9, 11].

• A graph G: a simple undirected graph whose vertices are positive integers.
The order of G is the number of vertices.

• Node degree: the degree of vertex k, degG k is the number of edges incident with
k. The graph G is regular of degree r if every vertex has degree r.
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• External node degree due to node loads external factors for nodes (EFN): graph
node degree could be affected by other ranking criteria that consider aspects of
node importance beyond the network connectivity.

• External node degree due to node connecting transmission lines. External factor
for lines (EFL): graph node degree could be affected by other criteria applied
upon the importance of connecting transmission lines that consider aspects of
node importance beyond the network connectivity.

• Adjacency matrix A: A = [Aij], where Aij = 1 if {i, j} is the edge of G and
Aij = 0 otherwise.

• Degree matrix D: is a diagonal matrix D = diag(degG1,…,degGn)
• Node-element (vertex-edge)incidence matrix N: is the n (number of verti-
ces) 9 m (number of edges) 0, 1-matrix with rows indexed by the vertices of G
and columns indexed by the edges of G, such that the i, j entry of N is 1 if edge j
is incident with vertex i, and 0 if not.

• Orientation of Gp: is the assignment of a direction to each edge, converting edge
{i, j} to either arc {i, j} or arc {j, i}.

• Oriented incidence matrix: the oriented incidence matrix Np of an oriented
Graph Gp with n vertices and m arcs is the n 9 m. 0, 1, -1 matrix with rows
indexed by the vertices of G and columns indexed by the arcs of G such that the
i, k entry of Np is 1 if arc is directed leaving node i and -1 if arc is directed
toward node i and all other entries are 0.

• Transformation matrix T: T = diag((degG1)
1/2,…,(degGn)

1/2)
• The Laplacian matrix L: L = D - A
• Normalized adjacency matrix An: An = T-1AT-1

• The normalized Laplacian matrix Ln: Ln = T-1L T-1
= I - An

• The signless Laplacian matrix Ls: Ls = D ? A
• The normalized signless matrix Lns: Lns = T-1(D ? A) T-1

= I ? An
• Transition matrix of the random walk M: M = AD-1

• Weighted graphs and matrices: all definitions given for a simple graph can be
applied to weighted graphs. A weighted undirected graph G has an associated
weight function satisfying w(i, j) = w(j, i) with w(i, j) C 0. Unweighted graphs
are a special case where all weights are 0 or 1. In the case of an electrical power
grid where we will consider external criteria for node ranking, weights are to be
considered not only on the links but also for the nodes. So, we have a special case
of weighted graph. A graph with node weight. Node weight will be converted to
edge weights adding links between the node and the reference node. In this way,
we can have the corresponding matrices Aext, Dext, Lext, Lnext and Lnsext.

2.2 Eigenvalues of a Graph

One of the main issues of the spectral theory is the analysis of the impact of
eigenvalue bounds of a graph matrix and the interpretation of the eigenvalues
regarding the structure and the properties of the graph.
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Considering that all graph matrices are real and symmetric, we can define the
ordered spectrum r(A) of an n 9 n matrix A as the list of eigenvalues, repeated
according to multiplicity in a non-decreasing order. Thus, r(A) = (a1, a2,…,an)
with a1 B a2 B _ B an.

The eigenvalues of the Laplacian matrix are represented by the spectrum

r Lð Þ ¼ k1; k2; . . .knð Þ ð1Þ

and the eigenvalues of the sign-less Laplacian matrix:

r Lnsð Þ ¼ l1; l2; . . .lnð Þ ð2Þ

The matrices A, An, L and Ln are all non-negative, and if G is connected, they
are all irreducible. Also, the matrices A, D, An, L, Ln, Ls and Lns are all
connected through the incidence matrix N.

By using the Sylvester’s Law of Inertia [14], one can prove that the spectral
radius (the supremum among the absolute values of the elements in its spectrum),
is 2, it is to say that r(L) , [0, 2], r(Lns) , [0, 2] and lns n = 2, and k1 = 0.

3 Level of Importance of Substations in a Bulk Power System

3.1 General Definitions for Node Importance

One step toward security strategies is to identify critical grid elements, it is to say,
a node or link that is of a paramount importance due to its role in the intercon-
nection, its role in services to customers in the grid or other intrinsic characteristic
like its cost or repair difficulty.

A substation will be called ‘‘strategic substation’’ when it plays a significant
role in the connectivity of the grid for the normal operation of the Bulk Power
System. It means that the importance of a substation depends of its location within
the grid and how it is related to the rest of the power system, so the criteria to
determine this importance include parameters that characterize the substations and
the system in which the substations of interest are located.

The criteria for importance here is how a substation is necessary or essential for
the integrity of the connectivity or interconnection in the BES. This will be
considered as a network based criterion. Other criteria could be formulated to
define the importance of a node in a BES due to the relative importance of the
loads or the relative importance of the connecting transmission lines. So, we could
include in the ranking aspects regarding substation loads and connecting trans-
mission lines.

Examples regarding substation loads are (EFN):

• public health and safety,
• national security,
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• regional economy,
• location in respect to population centres, transportation corridors and other
lifelines,

• and so on.

Examples regarding connecting transmission lines are (EFL):

• underground cables,
• double circuit transmission lines,
• special structure transmission line,
• transmission lines with limited or congested right-of-way.

In general, the performance measures should cover a variety of station-related
performance aspects such as reliability, utilization, security and safety to per-
sonnel. In this section, we also consider network external factors for node ranking
besides purely connectivity properties of the electric power networks [2].

The measures described in this section use the well-known centrality aspects of
the spectral graph theory and a concept of weighted centrality due to network
external factors and do not require development of any new analytical tools nor do
they use complex computer programs. The new measures are based on the analysis
of the structure of the electric power network and weights or factors given by
experts. Required data can be readily found in the raw data file for the power flow
programs used by the electric utilities and weights for externalities could be
established independently.

3.2 Network Centrality

Spectral graph theory is a study of the spectra of matrices that identify properties
of a graph. Matrices like the node-element matrix, adjacency matrix, Laplacian
matrix and in the case of power system, the bus admittance and bus impedance
matrices have eigenvalues and eigenvectors that can give important information
about the structure of the system and its intrinsic robustness. Also, eigenvalue
analysis can lead to important conclusions about node criticality.

Network centrality defined as the relative importance of a vertex within a graph
could be measured with several different indices, such as:

• Eigenvector centrality: is a measure of the importance of a node in a network. It
assigns relative scores to all nodes in the network based on the principle that
connections to high-scoring nodes contribute more to the score of the node in
question than equal connections to low-scoring nodes. This means that the
importance of a given node depends not only on the number of incident edges
but also on the relative importance of the nodes to which it is connected.

• Electrical centrality: recently, Hines and Blumsack [8] proposed an ‘‘Electrical
Centrality Measure’’ calculated from the Zbus Matrix that can be considered a
betweenness centrality measure. The importance of a substation is inversely
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proportional to the Thévenin equivalent circuit seen in the substation. In other
words, the electrical equivalent distance (Z Thévenin) between the generation
nodes and the substation determines its importance. So, the importance of a
substation is represented by its maximum level of the short circuit power.

3.3 Criteria for Node Importance or Node Centrality

For a power system grid, we define the matrix A and all other system matrices
including the reference node, so that generators represent a link in the network.
Also, for a power system network, each substation is represented by a node and
each transmission line by a link. We can have multiple links between nodes. Also,
further approximations or simplifications could be applied. We could consider only
a system with one voltage level, so for example, if the power system to be rep-
resented includes voltage levels of 230 and 500 kV, every link at higher voltage
than 230 kV should be represented by the 230 kV equivalent links. Transformers
will not be represented as links since the total substation is represented by one
node. However, we may like to include factors exogenous to the grid structure
itself to have a node ranking that not only include the node centrality concept but
the node service importance and the relative physical importance of links.

To determine the external factor or weight for a node the following consider-
ations could be applied:

• Substations: for substations with two levels of high voltage (500/230/220 kV),
the two nodes could be combined as a ‘‘super node’’ considering all the links for
both of them. Substations with special loads could have a weight proportional to
the load importance. For example, a substation with an important load due
to National Security could have a weight of 2 or 3 instead of the standard weight
of 1 for all substations.

• Equivalent links: a 500 kV transmission line is equivalent to two 230 kV lines.
So the total number of links for each substation is referred to 230 kV. In this
case, a weight of 2 could be associated with the line.

• Generators: all machines connected to a low voltage node are represented as an
equivalent generator connected to a node

• Transformers: they are ignored as links for the nodes. However, we could
include an external factor in the node to consider special loads or external
criteria for node ranking.

• Compensation elements: they are ignored as links for the nodes. However, we
could include an external factor in the node to consider special cases or external
criteria for node ranking.

Association of a node weight as explained above allow us to identify strategic
or important substations regardless of the voltage level or to classify substations
that could have two or more voltage levels and substations with important loads
and transmission lines. Eigenvector centrality intrinsically recognizes the relative
importance of the linked nodes due to the location of a node within the network.
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An eigenvector x = (x1, x2,…,xn) and the corresponding eigenvalue k, of a
matrix A satisfy the following equation:

kx ¼ Ax ð3Þ

For node i, we can write

xi ¼
1
k

X

n

j¼1

Ai;jxj ð4Þ

If we define the centrality index for a given node i as proportional to the
average of the centrality indices of neighbouring nodes, then the element xi of the
eigenvector x of the adjacency matrix is the centrality index for node i [8].
A centrality index should be a non-negative number. So, all elements of the
eigenvector x should be non-negative numbers.

According to the Perron–Frobenius Theorem for square non-negative matrices
[14], an n 9 n non-negative matrix A has a real eigenvalue r such that any other
eigenvalue satisfies k B r and its corresponding eigenvector has non-negative
entries. Every other eigenvector for smaller eigenvalues has negative components.
Therefore, k should be the greatest eigenvalue r of the adjacency matrix A and x is
its eigenvector, it is to say, the eigenvector corresponding to the first eigenvalue
when they are ordered.

With this criterion the importance of a node is not only determined by the node
degree but by the number and quality of its connected nodes as well [18].

3.4 Examples

Three examples are presented below to show the application of the concepts
presented above. First example uses a five-node system and matrices are presented
together with the results. A second example uses the IEEE-39 node test system.
For these two examples we show the effect of considering weighted nodes and
edges. The third example considers a larger real-life system.

3.4.1 Example 1: Five-Node System

Figure 1 shows a five-node system. It is easy to see that considering network
centrality, node one is the most important and that all other nodes are equally
important since their role in the interconnection is similar and there is no other
criterion for discrimination.

Matrices for system shown in Fig. 1 are shown in Fig. 2. Now, let us assume
that link 1–2 is of higher relative importance than any other for some reason
(voltage, underground cable, etc.) and due to this fact we assign a factor 3 for this
link, as shown in Fig. 3.
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Figure 4 shows node ranking for the original graph and with the weight due to
external factor considering an external importance of line 1–2. We can see that
node 2 is now more important than nodes 3, 4 and 5. External factors signify
importance not due to the network structure itself.

3.4.2 Example 2: IEEE 39-Node Test System

Figure 5 shows an example with a larger network, the IEEE 39-node test system.
The first six nodes in the ranking are shown for two cases. One with all lines
having the same importance and the second when the lines between nodes 3–4,
3–2 and 2–25 have special weights assigned. The analysis is conducted with a
weighted graph. Matrices are not shown due to their sizes.

Fig. 1 Five-node graph

Fig. 2 Graph matrices for system in Fig. 1
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Fig. 4 Node order for the five-node system considering external factors

Fig. 3 Graph matrices for system in Fig. 1 with external factors for link 1–2
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3.4.3 Example 3: A Real Bulk Power System

The criteria presented in this chapter have been used to rank the importance of the
substations in a real 87-node 230–500 kV Bulk Power System shown in Fig. 6.
The studies were conducted to determine its role in the interconnection or integrity
of the interconnected system.

Several ranking methods using the centrality concept will be investigated.
Ranking method may be simple or sophisticated; their use depends on the infor-
mation available and the desired precision of the required results. The proposed
methodology looks for a compromise between application, in terms of tools and
needed information, and the precision of the results.

Since the eigenvector centrality considers not only the number of edges incident
on a node but also the relative importance of the other connected nodes, and it is a
method easy to implement, it is a good method to recommend. Also, with this
method, a weighted adjacency matrix could be considered by using the imaginary
part of the electrical admittances. However, using the un-weighted adjacencymatrix
we can obtain satisfactory results as well. Figure 7 shows the ranking of the sub-
stations for this network and a comparison of the ranking given by different criteria.

Fig. 5 IEEE 39-node test system. Importance node ranking without external factors (squares
with numbers) and considering the importance of the transmission lines between nodes
3–4,3–2,2–25 (ovals with numbers)
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4 Graph Partitioning

Graph partitioning is a problem in graph theory related to a division of the vertices
of a graph into two or more sets, while cutting as few edges as possible. There are
many restrictions that can be introduced to the problem to consider the number of
edges or weights or sizes of the sub-graph to be produced by a partitioning.

Fig. 6 87-node system
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A graph partitioning could be done by a progressive bi-sectioning of a graph or
by a direct k-way partitioning. Both procedures could be obtained by matrix
spectral analysis, so called spectral partitioning. These techniques have been used
intensively in image partitioning when an image is considered as a large connected
network.

A high interest in power network partitioning dates to the early days of diak-
optics methods introduced by Gabriel Kron to break a matrix problem into small
sub-problems, which can be solved independently and then to associate the
solutions to obtain the global solution. Also, the problem of partitioning appears in
the decomposition methods for state estimation or computational parallel pro-
cessing for very large systems. The spectral graph theory has been applied to
image segmentation and digital image processing [15].

More recently, the problem of power system network partitioning has appeared
in security problems. On the one hand, we can see problems where early detection
of island formation in power system networks under multiple line outages is
important for the study of security and control strategies. On the other hand,
intentional islanding and adaptive load shedding schemes have been proposed to
avoid cascading outages due to large catastrophic events or simultaneous events
that usually precede the occurrence of blackouts [1, 16, 20].

Fig. 7 Ranking of the first 25 most important substations for the 87-node system
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The study of predetermined islanding scenarios with load-shedding schemes
and distributed generation strategies may constitute the basis for the predetermined
action plans against system collapse when system security is compromised due to a
large number of line outages. To detect the formation of islands inside a power
system subjected to multiple line outages and for controlled islanding to prevent
blackouts, several methods based on minimum cut sets, decision trees and gen-
erator coherency have been proposed [4, 7, 10, 16].

Graph spectral analysis allows identification of the natural structure of the
system and how it can be partitioned by minimizing a specially defined perfor-
mance index. The aim of this section is to show the application of the graph
spectral theory for power system partitioning to be used in controlled islanding
strategies for security enhancement.

4.1 Graphs Cut Problem

In this section, we analyze a graph partitioning problem from the point of view of
its spectral characteristics to determine how to divide a graph cutting as few edges
as possible. In the case of a power system, the structure of the resulting subsystems
includes slow coherent generators under transient system stability conditions given
that generator connections are properly defined.

The graph bisection problem is to find a set S of a graph G, S , G such that
approximately:

Sj j ¼ Sj j
2

� �

ð5Þ

This problem can be formulated as follows:

min i; jð Þ 2 G : i 2 S; j 62 Sf gj j ð6Þ
Set S ( G is referred to as a cut, which represents the partition of G into S and

its complement.
Since a perfect bisection may not be possible, it could be good enough to obtain

an acceptable value of a performance index or cut quality index like the number of
edges cut to the number of vertices or edges removed, the so called ratio of a cut
defined, or the conductance of a cut.

The conductance of a set S is defined as:

/ðSÞ ¼ oðSÞj j
dðSÞdðG� SÞ

ð7Þ

where |q(S)| is called the boundary of S, which means all edges with one end point
in S and the other outside of S and d(S) is the number of edges attached to each side
of the graph. It is to say that d(S) is the sum of the degrees of vertices in S. In a
weighted graph, the weighted degree of a vertex is the sum of the weights of the
edges attached to it.
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So, the problem is to find the set S of minimum conductance:

/ðGÞ ¼ min
S�G

/ðGÞ ð8Þ

We have to find a relationship between the graph conductance and the graph
eigenvalues and eigenvectors. This is given by the Cheeger inequality, which
could be formulated as [5]:

uðGÞ� 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2k2ðLnÞ
p

ð9Þ

where k2(Ln) is the second smallest eigenvalue of the normalized Laplacian matrix
Lns, which is considered as the most important information in the spectrum of a
graph [6]. It is to say that for some j

uðSjÞ�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2k2ðLnÞ
p

ð10Þ

This means that for a small k2(Ln) we will have a cut of small conductance, but
is difficult to prove that it is the minimum conductance. However, we could
consider it as a good solution for a bi-section of a graph.

The procedure is to compute the eigenvectors and to partition the graph into two
subgraphs using the second smallest eigenvector. In some cases, the eigenvector
takes negative and positive values and the signs will give the exact partition of the
graph. However, we can choose the splitting point for better convenience.

To divide a graph in more than two parts, we can use recursive bi-partitioning
with the second smallest eigenvalue and its corresponding eigenvector for each
sub-graph successively. One disadvantage of the recursive bi-partitioning is the
treatment of oscillatory eigenvectors. However, one can decide the splitting point
to reduce their effect.

Although there is no complete knowledge about the meaning of many spectral
characteristics of a graph, the other eigenvectors besides the corresponding to the
second smallest eigenvalue also contain useful information. We can use the higher
eigenvectors for a direct k-way partitioning of a graph. The higher eigenvectors are
indicators of how to partition a graph in more than two cuts. However, avoiding
the effect of oscillatory eigenvectors is an important task to [15].

4.2 Examples

We will discuss three examples to show the application of the presented concepts.
First example uses a nine-node graph as shown in Fig. 8 with 12 links.

Second example uses the IEEE 39-node Reliability Test System. We can
consider weighted edges with line and generator admittances by using the
Y admittance matrix with the modification of considering the positive values
instead of the normal YBUS admittance matrix. In this example, we go further to
test the slow coherency of the subsystems once they are intentionally separated
after a severe set of contingencies.
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The third example shows the IEEE 69-node system. In this example, we will
test the effect of network partitioning to be used for splitting power system when a
disturbance occurs. Power system analyses were performed with the Power System
Analysis Toolbox PSAT [10].

4.2.1 Example 1: Nine-Node System

Figure 8 shows the nine-node system. Eigenvalues for the Laplacian matrix Ln are
shown with the eigenvector for the second smallest and third smallest eigenvalues.
Eigenvector for the second smallest eigenvalue allow us to define the most suitable
bisection of the graph and the eigenvector entries for the third smallest eigenvalue
allow us to define a suitable partition in three sub graphs. Graph partition defines
link importance.

To find a cut to separate the graph into two parts, we use the eigenvector
corresponding to the second smallest eigenvalue. This approach gives the result
shown in Fig. 8.

When using the weighted matrices, we may have slightly different results.
However, the results obtained with the un-weighted matrices are good enough
considering that simpler calculations and less information are required.

4.2.2 Example 2: IEEE 39-Node Reliability Test System

The same approach was applied to a larger system, the IEEE Reliability Test
System. Results for a two-way partitioning and important nodes are presented in

Fig. 8 Graph partitioning for a nine-node, 12-link graph
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Fig. 9. Figure 10 shows the application of a higher eigenvector for a three-way
partition problem.

The three-way partitioning obtained by using the eigenvectors of the third
highest eigenvalue is similar to the partition obtained by the slow coherency
methods [21]. Figure 10 shows the three-way partition and the entries of the
eigenvector for the third highest eigenvalue. The main difficulty may reside in
defining the dividing value for the eigenvector entries to obtain the desired
partitioning.

The slow coherency in a power system is defined by the connection matrix of
the system and the generator inertias. If we consider the linear electromechanical
model for an n-machine power system and neglecting damping and the off-
diagonal conductance terms, we have:

d2Dd
dt2

¼ D€d ¼ M�1KDd

Kij ¼ EiEjYijcosðdi � djÞ

ð11Þ

where d is the vector of machine rotor angles, M is the n 9 n diagonal matrix of
machine inertias and K is the n 9 n connection matrix whose (i, j) entry is given in

Fig. 9 Two-way partitioning for the IEEE 39-node reliability test system. System diagram taken
from [19]

Strategic Lines and Substations 185



terms of the bus voltages and the admittance matrix. Matrix K is dominated by the
element-node connection or the node-element incident matrix of the power
network.

The slow-coherency method for coherency determination requires the calcu-
lation of the slow eigenbasis matrix of the electromechanical model of the power
system where the Jacobian matrices allow for the linearization of the nonlinear
system equations around an operating point [4].

Once the system state matrix is calculated and the number r of desired
coherent areas is chosen, the eigenvector of the r smallest eigenvalue is calcu-
lated. It means that the eigenvector corresponding to the r smallest eigenvalue of
the system state equation will allow us to obtain r slow coherent areas in the
power system [17]. Although to obtain coherent areas the matrix of machine
inertias is required, the main component is the connectivity matrix which rep-
resents the structural characteristic of the network. It is to say that obtaining
coherent groups by eigenbasis analysis of the electromechanical model is similar
to the k-way network partition using the spectral graph theory approach, as
shown in Fig. 10 in which the obtained partitioning is approximately equal to the
one shown in [21].

Fig. 10 Three-way partitioning for the IEEE 39-node reliability test system. System diagram
taken from [19]
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4.3 Graph Partitioning and Controlled Islanding for System

Security

The determination of the strategic transmission lines in a power system as pro-
posed in this Chapter has the main aim of identifying those circuits which will
allow us to separate the system into islands in a controlled way to reduce the
possibility of system collapse when subjected to severe disturbances.

The strategy of controlled island separation of a power system is becoming of
paramount importance considering the need to prevent blackouts. System black-
outs could occur as a consequence of severe disturbances or cascading events that
could be produced by catastrophic atmospheric conditions or man-produced events
such as terrorism acts.

The island-separated system provides temporal conditions that will allow for a
controlled operation and response to the extreme conditions. Once the effects of
the disturbances no longer present a threat to the system integrity and security, the
system will go back to the interconnected operation.

To show this strategy, the 68-node system shown in Fig. 11 has been used. This
system is a reduced equivalent of the interconnected New England test system
(NETS) and New York power system (NYPS). There are five geographical
regions; areas 3, 4 and 5 are approximated by equivalent generators models [13].
Network partitioning is obtained by using the second smallest eigenvalue and the
results show the strategic lines for security islanding. The strategic circuits are
connecting busses 60–61(2), 27–53 and 53–54(2) [17].

Fig. 11 68-Node system
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In order to show the robustness of the strategy for separating the system to
respond to a fault, the response of the 68 bus system to a critical failure was
analyzed. A three-phase fault occurs near bus 33. For simulation purposes, the
fault happened at the time t = 10 s, time to clear the fault is t = 10.17 s, and time
for system restoration is t = 50 s.

Figures 12 and 13 show the angular rotor swings and voltages of all buses when
the fault occurs and the system is maintained interconnected. We can see a loss of
synchronism of generators and important deviations on the voltage profiles.

Power system is split into two islands by opening the strategic lines. Time
required to perform system islanding by opening all selected strategic lines is
t = 10.28 s. Machines oscillate coherently and bus voltages behave much better.
Figure 14 shows bus voltages after system interconnection is reestablished.

Fig. 12 Angular swings for
generators in the 68-node
system during a fault. Taken
from [17]

Fig. 13 Bus voltages in the
68-node system during a
fault. Taken from [17]
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5 Conclusions

The bulk transmission system is made up of different components such as lines,
transformers, and so on, and these components are connected together to perform
the function of transmitting electric energy, economically, reliably and safely from
generating stations to distribution systems. In a competitive electricity market,
owners of the transmission systems are required by regulatory rules to manage
effectively their assets and resources and to maintain their systems to specific
performance standards. Meeting these standards could be a challenging task for
transmission owners or providers particularly if they want to maintain a good
investment rate of return for their shareholders. In order for utilities to meet such
challenges, new power assessment methods are required.

The identification of strategic substations will allow the transmission system
owners and regulators to provide security standards and requirements that will
focus on those substations that are more important for the system security and
interconnection integrity. The concept of network centrality based on spectral
graph theory provides a method to rank substation based on the intrinsic structural
characteristics of a network.

The identification of strategic transmission lines from the point of view of the
network properties and not from the considerations of transmission capacity or
line cost or its properties, provides a method for security enhancement by splitting
the power system as a defensive strategic response for severe or catastrophic events.

Graph theory has been used traditionally for matrix analysis in power systems.
Spectral graph theory is a promising field of research in reliability, security,
observability and state estimation.

Acknowledgments We would like to thank our student Ricardo Moreno for the fault simula-
tions of a power system results of which are included at the end of this Chapter.

Fig. 14 Bus voltages
after interconnection is
re-established. Taken from
[17]
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Transmission Expansion Planning:
A Methodology to Include Security
Criteria and Uncertainties Using
Optimization Techniques

Armando M. Leite da Silva, Leandro S. Rezende and
Luiz Antônio F. Manso

1 Introduction

The main objective of the multi-stage transmission expansion planning (TEP) is to
define where, when, and what reinforcements should be placed in the electrical
network, to ensure an adequate quality level of energy supply to customers. In a
competitive energy market, TEP is a complex optimization task to ensure that the
power system will meet the predicted demand and the security criteria, along the
planning horizon, while minimizing investment, operational, and interruption
costs. This practice is the only rational response to conflicting customer and
regulatory demands [1, 2].

The multi-stage nature of the TEP problem requires consideration of multi-time
periods and determining possible sequences of transmission reinforcements. To
circumvent the multi-stage nature, simplified studies (also known as static anal-
yses) determine, for just one stage, where new transmission facilities should be
installed. Several works to solve the TEP problems can be found in the literature
[2–16]. However, only a few have considered the multi-stage nature of the TEP
problem [7, 9, 12, 15, 16].
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Optimization approaches based on metaheuristics [5–18] have demonstrated
the potential of finding high-quality solutions. Numerous advantages can be
linked to these tools: the algorithms are relatively simple, they are able to mix
integer and non-integer variables, and also present relatively faster time-
responses. Their success is related to the ability to avoid local optima by
exploring the basic structure of each problem. Several metaheuristics have been
proposed in the last decade to solve the TEP problems, e.g., simulated annealing
(SA) [5], Tabu search (TS) [6, 7, 15], genetic algorithms (GA) [8, 9, 18], greedy
randomized adaptive search procedure (GRASP) [10, 11], evolution strategies
(ES) [12, 15], differential evolution (DE) [13], particle swarm optimization
(PSO) [14], ant colony optimization (ACO) [15], and artificial immune systems
(AIS) [16].

Owing to today’s power network dimensions, random behavior of transmission
and generation equipments, load growth uncertainties, new generator source types
and locations, market aspects, etc., the TEP problem has become combinatorial,
stochastic, and highly complex. When uncertainties and chronological aspects are
added to these problems, the optimal solution becomes almost inaccessible, even
when using the previously mentioned metaheuristics.

Traditionally, in order to ensure security criteria, TEP problems have been
solved by using deterministic approaches, such as the so-called ‘‘N-1’’ and
‘‘N-2’’ criteria, which are based on the worst-case analyses (drawn from single
or double contingencies) [18, 19]. In many cases, however, the obtained plan
may lead to over investments. On the other hand, although probabilistic
approaches [20, 21] are able to measure the quality of a power network, there is
no definition of how reliable a power system must be based on the reliability
indices, such as loss of load expectation (LOLE), expected power not-supplied
(EPNS), and loss of load cost (LOLC), mainly because the indices are dependent
on, for e.g., the load model. Since electric companies have not reached a con-
sensus about this subject, they have preferred deterministic rather than proba-
bilistic approaches.

The treatment of external uncertainties corresponds to an extremely complex
task, since it substantially contributes to the increase of the expansion plans
combinations. Another complicated aspect is how to model these uncertainties,
mainly when one cannot access past information to define their future behavior. In
this case, these uncertainties can be represented by scenario techniques, decision
trees, and/or fuzzy sets [22–24].

This chapter proposes a new methodology to solve the multi-stage TEP prob-
lem considering security criteria and the treatment of external uncertainties, as the
load/generation growth. Optimization approaches based on metaheuristics, Monte
Carlo simulation, and scenario techniques are among the tools selected in the
developed procedure. In addition, a discussion about how to ensure security cri-
teria using deterministic and probabilistic approaches is presented through a case
study on the Garver system [25]. A real transmission network is used to illustrate
the developed methodology.
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2 Transmission Expansion Planning Problem

Different from most works that perform a static planning, the present chapter
solves the TEP problem considering the chronology of reinforcements, the
interest of which is not only to define what reinforcements should be placed in
the electrical network and their corresponding locations, but also when they
will be added along with the planning horizon to ensure an adequate level of
energy supply to the customers. At the end, the best expansion plans must be
selected in order to minimize the present value costs involved in the objective
function.

The next sections are divided as follows. First, the mathematical formulation of
the multi-stage TEP problem is presented, including the solution matrix definition
and the linear programming algorithm, based on a DC flow model, used to evaluate
the candidate plans built by the optimization tool. Then, a discussion on how to
insert the operational costs associated with the ohmic losses in the objective
function using the linear DC flow model is presented. Next, security criteria are
discussed, focusing on the deterministic and probabilistic approaches. Finally, the
challenges of considering external uncertainties and the tools available to treat
them are presented.

2.1 TEP Problem Representation

The first step, considering the mathematical formulation of the TEP problem, is to
define the representation of the solution matrix Sk (also named sequence), which
corresponds to the candidate plan k, as follows:

Sk ¼

sk11 sk12 � � � sk1l � � � sk1n
sk21 sk22 � � � sk2l � � � sk2n
..
. ..

. ..
. ..

. ..
. ..

.

skt1 skt2 � � � sktl � � � sktn
..
. ..

. ..
. ..

. ..
. ..

.

sky1 sky2 � � � skyl � � � skyn

2

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

5

ð1Þ

where n indicates the number of possible network branches allowed to receive
reinforcements, y corresponds to the number of stages along the planning horizon,
and stl

k refers to the total number of reinforcements at stage t and branch l in
relation to the base system network configuration. If only one stage is considered
(static problem), one has the following solution vector:

Skt ¼ skt1 skt2 � � � sktl � � � sktn
� �

ð2Þ
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During the optimization process, the selection of candidate plans is carried out
taking into account the entire horizon, aiming at minimizing the present value of
the objective function to be defined later in this chapter.

To build a sequence, the maximum number of reinforcements in each branch
must not be exceeded. In addition, it is important to ensure a coordination scheme
of the added reinforcements. For example, reinforcements inserted in stage t must
be mandatorily included in the following stages: t þ 1; t þ 2; . . .; y. These con-
straints are defined as follows:

sktl �Nlmax 8l 2 1; . . .; nf g; 8t 2 1; . . .; yf g:

sktl � skðtþ1Þl 8l 2 1; . . .; nf g; 8t 2 1; . . .; y�1f g:
ð3Þ

where Nlmax refers to the maximum number of reinforcements allowed in branch l.
Every time a candidate plan k is obtained, an evaluation is performed through a

linear programming (LP) based on a DC power flow model, as described below:

Minimize:

z ¼ aTr ð4Þ

subject to:

gþ r þ Bh ¼ d ð4aÞ

0� g� gmax ð4bÞ

0� r� d ð4cÞ

fj j � fmax ð4dÞ

where a refers to the load shedding penalty vector; r is the load not-supplied
vector; g is the generation bus vector; B represents the susceptance matrix; h is the
voltage angle vector; d is the load vector; gmax refers to the generation limit bus
vector; f is the power flow vector; and fmax represents the power flow limit vector.

This LP algorithm is applied to each stage t of the planning horizon and can be
efficiently solved by the interior point method. The Lagrange multipliers associ-
ated with the constraints of (4a) are of high interest, since they can assist in the
construction process of better quality initial sequences for the metaheuristic tools,
as it will be discussed in Sect. 3.4. These multipliers measure the benefits in terms
of load not-supplied index concerning changes in the circuit by the addition of new
reinforcements. Denoting by pd this Lagrange multiplier vector, the benefits can be
estimated by [10]:

pdij ¼ hi � hj
� �

pdi � pdj

� �

ð5Þ
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where pij
d is the Lagrange multiplier associated with the branch susceptance con-

necting buses i and j.
The proposed heuristic function also considers the investment costs associated

with the new reinforcements, and it will assist the metaheuristics in finding better
quality sequences. It is defined as follows [15]:

gði; jÞ ¼
pdij

Cinvl
ð6Þ

where Cinvl is the unit investment cost for the reinforcements added in branch
l that connects buses i and j.

Once sequence k is found, for a specific planning horizon composed of y stages,
the objective function of the multi-stage TEP problem can be described by:

Min f ðSkÞ ¼
X

y

t¼1

P

n

l¼1
Cinvlmk

t l þ Closs kt þ aTrt

� 	

ð1þ eÞhðtÞ
ð7Þ

where f(Sk) represents the total cost function in present value terms, associated
with sequence k; e indicates the discount rate; h(t) corresponds to a function that
informs the numerical difference between the year of stage t and the base year;
Cinvl was already defined in (6); mtl

k refers to the number of reinforcements located
at stage t and branch l of sequence k, i.e., mk

tl ¼ sktl � skðt�1Þl (if t represents the

initial stage, then mk
tl ¼ sktl); a and rt are the same as defined in (4); and Closst

k

represents the operational costs associated with ohmic losses at stage t of sequence
k, which will be described in the next section.

2.2 Ohmic Losses

To include the operational costs associated with the ohmic losses in the optimi-
zation process, a special DC flow model is used. Basically, the losses are calcu-
lated using the voltage angle vector obtained by the LP solution of a given
configuration. Then, these losses are distributed as loads, where terminal buses
i and j receive half of the ohmic losses found in the circuit that connects these
buses. Again, a new LP is solved considering this new increased load and a new
voltage angle vector is found. This corresponds to the solution for a given
configuration.

The amount of losses associated with the circuit between buses i and j can be
approximated as:

Pij ¼ rij � f 2ij

� �

ð8Þ
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where rij is the resistance of the circuit and fij is the active power flow, and all
quantities are in pu. The total operational ohmic losses cost (Closs) is given by
[15]:

Closs ¼ 8; 736� CkWh � LF�
X

8ij

Pij ð9Þ

where CkWh represents the loss unit cost in US$/kWh, LF is the loss factor, which
modulates the load curve, and the value 8,736 (i.e., 52 weeks) aims at converting
the incremental loss costs into annualized costs.

2.3 Security Criteria

The objective of the TEP problem is not only to obtain a plan that minimizes the
investment and operational costs, as shown in (7), but also to ensure an adequate
quality level of energy supply to customers. Although the consideration of security
criteria is essential in real networks, most research works available in the literature
solve the multi-stage TEP problem only for the intact network [5–16]. Determin-
istic approaches, as the ‘‘N-1’’, are taken into account only in a few works [18, 19].

Another possibility to consider security criteria is through the evaluation of the
reliability indices. However, the difficulty that appears in probabilistic approaches
is the high computational effort needed to evaluate the candidate plans. In the
following sections, a detailed explanation about how to include security criteria in
multi-stage TEP problems is described considering the deterministic and proba-
bilistic approaches.

2.3.1 Deterministic Approaches

Traditionally, security criteria are accomplished by the well-known ‘‘N-1’’ and
‘‘N-2’’ deterministic approaches. One of the strategies consists in applying, for
example, the ‘‘N-1’’ criterion only to the best plans found by the optimization tool,
i.e., those that satisfy the intact network criterion: i.e., all equipment operating
within their limits with loads preserved. Nevertheless, one cannot guarantee that
the final plans, after considering the ‘‘N-1’’, refer to the best ones.

Another strategy is to take into account the ‘‘N-1’’ criterion, as a constraint,
during the optimization process. In this case, the best plans found by the opti-
mization process have not only to satisfy the intact network criterion, but also the
removal or contingency of any single transmission element. However, for large
networks, the computational effort can become prohibitive and the obtained plans
may lead to over investments. An alternative would consist in applying a con-
tingency list formed by only the most important circuits located at interest areas.
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The advantage of using contingency lists is that the circuits can be included
based not only on static analyses information, but also on their dynamic behavior
analyses. However, bearing in mind the chronology of the TEP problem, it may be
difficult to create a general contingency list, since the system conditions, gener-
ation, and load points may be completely different along the planning horizon and,
consequently, the importance of the circuits may change.

2.3.2 Probabilistic Approaches

An alternative way to consider security criteria is to measure the quality of the
network through the probabilistic approaches. In using such approaches, it is
possible to include, for example, costs related to system reliability in the objective
function. A new objective function is presented considering the reliability index
LOLC, as follows:

Min f ðSkÞ ¼
X

y

t¼1

P

n

l¼1
Cinvlmk

t l þ Closs kt þ aTrt

� 	

þ LOLCk
t

ð1þ eÞhðtÞ
ð10Þ

where LOLCt
k refers to the energy interruption cost considering the stage t of

sequence k and all others terms were already defined in (7).
However, the use of the probabilistic approaches may also become prohibitive

during the optimization process, due to the high computational effort needed to
evaluate the candidate plans, mainly if large networks are considered. In these
cases, an interesting option may be the use of approximated models.

In [20], a state enumeration technique is proposed, where only the ‘‘N-1’’
probabilistic criterion is considered together with a peak load model to select the
candidate plans. Although the estimated reliability indices may not be exact, this is
a good strategy to handle security criteria. After the optimization process, in an
external loop, the best plans selected can be reevaluated using an hourly load model
and a more complete probabilistic approach, such as the pseudo-chronological
Monte Carlo simulation [21].

Although probabilistic approaches are able to measure the quality of a power
network, there is no clear definition of how reliable a power system must be, since
the reliability indices are dependent on the load model. Some works [7, 12, 15]
have included the evaluation of reliability indices just after the optimization
process, in an external loop. In this case, although the best selected plans have
lower investments costs, they may not ensure any security criteria.

In Sect. 4, a case study on the Garver system is presented showing the
results achieved with and without consideration of the ‘‘N-1’’ deterministic
approach during the optimization process. The purpose is to make a comparison
among the best sequences found in the two situations based on the objective
function described by (10), where the LOLC indices will be calculated in an
external loop using the pseudo-chronological Monte Carlo simulation.
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As a conclusion, a discussion on how to consider security criteria using
deterministic and probabilistic approaches is presented.

2.4 External Uncertainties

During recent years, electric power companies have been submitted to structural
changes. Among these changes, one can mention the deregulation of electrical
energy generation, a higher access to transmission systems, changes in the eco-
nomical regulations, increasing concerns regarding environmental impacts, etc.
[22]. Furthermore, substantial uncertainties have been observed related to: future
load growth, fuel prices, generator source types and locations, costs of different
reinforcements in the systems, etc. Since such external uncertainties do not follow
a behavior that can be described based on past information or statistical rules, there
is a higher difficulty in modeling them. Therefore, one of the main challenges
imposed on power system planers is to identify the most relevant uncertainties and
provide instruction on how to treat them.

One solution to treat uncertainties consists of adopting flexible plans, which
must be able to quickly adapt the original plan with reasonable costs, indepen-
dently of any system change. For this purpose, the uncertainties can be represented
by scenario techniques, decision trees, and/or fuzzy sets [23, 24].

In Sect. 5, a procedure to solve a real multi-stage TEP problem is presented,
where the scenario technique to treat the load/generation growth uncertainty is
included. In this method, the possible values that some parameters can assume in
the future (e.g., load growth rate) define the scenarios to be evaluated. The
strategies (expansion plans) are, therefore, evaluated under the conditions of each
scenario and the decision is taken based on the set of strategies and scenarios using
the Minimum Expected Cost or the MiniMax Regret approaches [23].

3 Optimization Approaches Based on Metaheuristics

Metaheuristics [5–18] have demonstrated the potential to find high-quality solu-
tions to solve a range of problems, including the TEP. Numerous advantages can
be linked to these approaches: the software complexity is acceptable, they are able
to mix integer and non-integer variables, and also present a faster time-response.
The success of such approaches is related to their ability to avoid local optima by
exploring the basic structure of each problem. Traditionally, the metaheuristics can
be classified in two major groups: evolutionary algorithms (EA) and swarm
intelligence (SI). However, some approaches do not share the same characteristics
of the previously mentioned groups and, thus, they must be classified separately, as
the Tabu Search.
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3.1 Evolutionary Algorithms

Evolutionary algorithms refer to a subset of the evolutionary computation (EC)
that use mechanisms inspired by biological evolution, such as reproduction,
mutation, recombination (crossover), and selection. In these algorithms, the
solutions, which represent a population of individuals, are modified along the
evolution of generations by application of the operators previously mentioned.
Nowadays, there are a wide variety of algorithms sharing these characteristics,
such as the evolutionary programming (EP), GA, ES, and DE. Since the AIS
comprises the three major principles of Charles Darwin’s theory of evolution,
i.e., repertoire diversity, genetic variation, and natural selection, this approach
can also be included in the evolutionary algorithms class. These approaches
differ among themselves regarding the evolution mechanisms. Nevertheless, each
one has copied from and exchanged ideas with each other becoming quite
similar.

Considering the TEP problem, several works can be found in the literature
using GA [8, 9, 18], ES [12, 15], DE [13], and AIS [16] metaheuristics. Although
there are important applications using GA, in the following sections, a brief model
description is provided taking into account only the ES, DE, and AIS that refer to
the most recent approaches used to solve the TEP problems.

3.1.1 Evolution Strategies

Unlike most GA, this metaheuristic does not need a codification process since it
works with floating point representations. Also, contrary to GA that incorporate
both recombination and mutation, ES just use the mutation operator that consists
of adding to the sequence k, defined by (1), a normally distributed perturbation Zt

k

at all t stages of the planning horizon, as follows:

~Skt ¼ Skt þ Zk
t ð11Þ

Zk
t ¼ r� Nt1ð0; 1Þ Nt2ð0; 1Þ � � � Ntlð0; 1Þ � � � Ntnð0; 1Þ½ � ð12Þ

where ~Skt represents a new individual obtained through the St
k mutation; r is the

mutation magnitude; Ntl(0, 1) corresponds to the normal distribution. As the
variables of the TEP problem are discrete, a ‘‘Round’’ function needs to be applied
to each element ~sktl of the new individual.

Bearing in mind the TEP problem, the (l ? k) ES model has been used with a
high success [12, 15], where the best sequences between the parent (l) and off-
spring (k) populations are chosen to the next generation using the selection
operator. As the best individuals are always selected, an evolution of population
quality along the generations can be observed. This procedure is repeated until a
termination criterion is reached, as the maximum number of generations.
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3.1.2 Differential Evolution

Unlike the GA, ES, and AIS metaheuristics that follow a probability distribution
function to perform a perturbation in the individuals, the DE is based on a
weighted difference among individuals, i.e., arithmetical combinations. Basically,
at each generation, the offspring population is obtained by application of mutation
and recombination operators. Among a range of mutation rules [13] and consid-
ering the TEP problem, the best results have been achieved when the following
mutation rule is applied to all t stages of the planning horizon:

Xk
t ¼ Round½Sr1t þ FðSr2t � Sr3t Þ� ð13Þ

where Xt
k corresponds to the k mutated individual; r1, r2, r3, and k are indices

randomly chosen, where r1 = r2 = r3 = k; Sr1t , S
r2
t , and Sr3t are the respective

selected individuals; F refers to a mutation factor; and ‘‘Round’’ is a function that
returns a rounded integer number.

The recombination operator consists of exchanging the information between
mutated and original individuals. The following equation shows how this operator
works considering all l branches and t stages of the planning horizon:

wk
t l ¼

xkt l if (randl � CR) or (l ¼ cÞ

skt l otherwise

(

ð14Þ

where randl is a random variable that follows a uniform distribution (0,1); c is
randomly chosen among the eligible branches to receive reinforcements; CR refers
to the recombination rate; and wtl

k corresponds to each position of the new indi-
vidual after the application of the recombination operator.

Finally, the selection operator compares each new individual Wk obtained by
the mutation and recombination operators with its respective original individuals
from the parent population Sk, shown as follows:

SkðnewÞ ¼
Wk if f Wk

� �

� f ðSkÞ

Sk otherwise

(

ð15Þ

where Sk (new) refers to the k individual selected to the next generation; and f(.)
corresponds to the evaluation of the objective function.

Therefore, this selection operator performs a pair comparison, which is different
from the selection operator of all others EA algorithms, where the next generation
is formed by the best individuals among the parent and offspring populations.

3.1.3 Artificial Immune Systems

The AIS metaheuristic intends to capture some principles of the natural immune
system (NIS). One of the main algorithms presented in the literature is the
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CLONALG [26], which is based on the following concepts: reproduction,
hypermutation, selection, and receptor editing. In Ref. [16], an adapted CLO-
NALG algorithm is presented to solve the TEP problem, where the sequence Sk,
described by (1), corresponds to each antibody of the immune system. In addition,
each element stl

k , which refers to the reinforcement options, corresponds to a
position of this antibody.

The role of the reproduction operator is to clone antibodies, i.e., to perform
identical copies. As commented in [16], it is more interesting to select all anti-
bodies of the parent population to generate clones if the optimization process aims
at locating multiple optima; the objective of the TEP problem is to identify the set
of best sequences and not only the best one. In addition, when the number of
copies provided by each antibody is the same, a better exploration of the search
space may be reached when the hypermutation operator is used [26].

Regarding hypermutation, this operator aims to achieve higher affinity anti-
bodies, i.e., to provide better quality antibodies, by adding a perturbation Zt

k to
each clone, at all stages t of the planning horizon. This operator is the same
mutation operator described in the ES metaheuristic.

Later, the selection operator is applied with the purpose of keeping the nb best
antibodies from each group, composed by the parent antibody and its respective
mutated clones. It is important to mention that if just the best clone is selected
from each group, all others will be disregarded and valuable information may be
lost.

Finally, the receptor editing operator must choose the best antibodies obtained
from the application of the selection operator. In addition, the selection of identical
antibodies is not allowed. This process ensures a better quality and diversified
population for the next generation, keeping the same size of the parent population.
In the original CLONALG [26], the receptor editing operator aims at substituting
the lower affinity antibodies by new ones. The objective is to escape from local
optima and provide a better exploration of the search space. The CLONALG
proposed in [16], and presented in this chapter, achieves the same objective at
assuring a selection of distinct antibodies for the next generation. Better perfor-
mance is reached by this modified CLONALG algorithm when applied to TEP
problems, as shown in [16].

3.2 Swarm Intelligence

Swarm Intelligence is a type of artificial intelligence based on the collective
behavior of organized agents. The metaheuristics included in this group, PSO [14]
and ACO [15], are typically composed by a population of simple agents that
interact locally with each other and with the environment. Although the agents
follow quite single rules and there is no control structure responsible for guiding
the behavior of the agents, the emergence of a global intelligent behavior is
observed, unknown to individual agents.
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3.2.1 Particle Swarm Optimization

The particle swarm optimization metaheuristic was inspired by the synchronized
movement of flocks of birds. Although birds fly independently, some information
may be shared among their members, emerging a social behavior. In the optimi-
zation algorithm, a velocity is attributed to each particle and then they fly through
the state space problem following the best ones. Each particle is affected by three
factors: their own velocity, their best position reached until that moment, and the
best overall position achieved by all particles.

Considering the TEP problem [14], k sequences, (1), refer to the position of the
particles. The velocity of each particle is updated for all t stages of the planning
horizon, as follows:

V
kðiterþ1Þ
t ¼ wV

kðiterÞ
t þ c1u

k
1 Pk

t � S
kðiterÞ
t

h i

þ c2u
k
2 Pg

t � S
kðiterÞ
t

h i

ð16Þ

where iter is the present iteration of the algorithm; Vkðiterþ1Þ
t indicates the updated

velocity of the particle; VkðiterÞ
t refers to the present velocity of the particle; Pt

k is the
best position reached by the particle; Pt

g corresponds to the best position found by

all particles; SkðiterÞt is the present position of the particle; c1 and c2 are positive
constant parameters; w is a parameter that may be defined by w = 0.5 ? 1/
[2ln(iter) ? 1]; u1

k and u2
k are two random numbers that follow a normal distribution

N(0,1).
Later, the position of each particle in all t stages is modified by:

S
kðiterþ1Þ
t ¼ S

kðiterÞ
t þ Round½Vkðiterþ1Þ

t � ð17Þ

where S
kðiterþ1Þ
t is the updated position of the particle; and ‘‘Round’’ is a function

that returns a rounded integer number, since the updated velocity may have
continuous elements and the variables of the TEP problem are discrete.

3.2.2 Ant Colony Optimization

Ants are insects that live in community and aim to establish the shortest route
paths from their colonies to the feeding sources. Such result is only possible
because the ants lay on the ground a substance known as pheromone during their
searches. In the ACO metaheuristic, the ants use probabilistic rules to move around
the search space. These rules are based on some knowledge about the problem
(heuristic function) and pheromone trails laid on the paths.

In the TEP problem, each ant represents an attempt of finding a sequence,
(1), where the paths refer to the eligible branches to receive reinforcements.
Among several algorithms found in the literature, the so-called ant colony
system (ACS) has achieved better results to solve the TEP problem, as men-
tioned in [15].
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Considering the ACS algorithm, an ant chooses to add reinforcements to the
network, at each stage t of the planning horizon, through the following state
transition rule:

c ¼
arg max
ði; jÞ 2 Tk

t

sði; jÞ t
� �

gði; jÞ t
� �b

n o

; if q� q0

C; otherwise

8

<

:

ð18Þ

where c indicates the selected reinforcement; s(i,j)t corresponds to the pheromone
trail laid on the branch that connects buses i and j; g(i,j)t represents the value of the
heuristic function associated with branch (i,j); b defines the importance of the
heuristic function; arg max is a function that selects the maximum value for the
result [s(i,j)t][g(i,j)t]

b; Tt
k is the set of branches that did not achieve the maximum

number of reinforcements permitted; q refers to a random number that follows a
uniform distribution (0,1); q0 is a constant parameter (0 B q0 B 1); C represents a
random variable that follows a discrete distribution given by (19), where pt

k(i,j) is
the probability of choosing branch (i,j) to receive a reinforcement, as follows:

pkt ði; jÞ ¼

sði;jÞ t½ � gði;jÞ t½ � b
P

ðt; uÞ 2Tk
t

sðt;uÞ t½ �f gðt;uÞ t½ � bg
; if (i; jÞ 2 Tk

t

0; otherwise

8

>

<

>

:

ð19Þ

Regarding the pheromone trails, two rules are used to update them. The local
update rule is carried out while the sequences are being built up by the ants. The
objective is to reduce the trails over the most relevant branches avoiding the same
reinforcements to be selected by all ants. On the other hand, the global update rule
is applied only when all ants have already finished their searches. This rule uses
the information of the best sequence found by the ants to update the pheromone
trails to the next algorithm iteration, i.e., the search of a new group of ants. The
objective is to increase the pheromone trails over the branches that received
reinforcements and reduce the trails over the least important branches, considering
the configuration of the best sequence. More details about equations and how to
use the pheromone update rules can be found in [15].

3.3 Tabu Search

The Tabu search metaheuristic is an optimization technique that uses a flexible
memory of the previously visited states. This memory guides the process in such a
way that the search is not interrupted or disturbed when there are no movements
that improve the current solution. The metaheuristic avoids that recently visited
local optima have an attractive effect on the search trajectory, ensuring a more
intelligent exploration as compared to traditional local search methods.
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The basic concepts of the TS approach are: neighborhood, movement, Tabu list,
aspiration criterion, intensification, and diversification.

Bearing in mind the TEP problem [6, 7, 15], the neighborhood of a sequence k,
(1), is defined as the set of sequences obtained through elementary modifications
(movements) performed in the present sequence. A movement corresponds to an
addition or removal of just one reinforcement in any stage t of the planning
horizon, as long as (3) is respected.

The process of defining the neighborhood and selecting the best neighbor to the
next iteration is named intensification. This procedure is applied even when the
best neighbor is worse than the current sequence. This is important, but not suf-
ficient to avoid a premature imprisonment in local optima. In addition, a Tabu list
is used, which is made up of rules that prohibit opposite movements previously
performed, also preventing the repetition of cycles. The size of the tabu list is an
important parameter that defines how many iterations a reverse movement will
stay in the list. In the multi-stage TEP problem, each constraint of the tabu list
must inform the movement type (addition or removal), the location (which system
branch), and what stage t of the planning horizon.

A tabu constraint may be ignored when the visited solution is the best one found
until that point. This is determined by the aspiration criterion that allows a solution
prohibited by the tabu list to be exceptionally visited.

Finally, a diversification procedure should be employed from time to time
restarting the intensification process with new initial sequences, and helping the
metaheuristic to avoid the imprisonment in local optima. Diversification allows the
algorithm to make a broader search, visiting regions not yet explored and with a
greater probability of involving the whole universe of possible sequences for the
problem.

3.4 Final Remarks

Several works [6, 7, 9–12, 15, 16, 18] discuss the importance of using a pro-
cedure to build initial good-quality sequences, which contributes to a better
performance of the optimization approaches based on metaheuristics. In these
references, it is shown that there is a higher chance of finding best plans when
metaheuristics consider sequences of good quality as starting points for the
search.

A strategy is to use the heuristic function given by (6) as the basic knowledge to
build initial good-quality sequences. Among the metaheuristics described in the
previous sections, the only one that does not need initial good-quality sequences is
the ACO. However, the same heuristic function is essential to help in the building
process of sequences, as it can be seen by the state transition rule, (18) and (19).
Examples of procedures to build these initial sequences, bearing in mind the multi-
stage TEP problem, are presented in [15, 16], which is called Intelligent
Initialization.
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4 Results

A case study on the Garver system [25] is presented in this section. The
objective is to make a comparison among the best sequences found by an
optimization approach, considering or not the ‘‘N-1’’ deterministic security cri-
terion. The comparison also takes into account the LOLC index that is included
in the objective function, (10), together with the investments and operational
costs associated with the ohmic losses. A discussion about how to ensure
security criteria using deterministic and probabilistic approaches is presented.
The optimization program was developed using the MATLAB environment,
while the pseudo-chronological Monte Carlo simulation was built using a
FORTRAN compiler. All results refer to a Pentium Core 2 Duo processor
(2.66 GHz).

4.1 Garver System

The configuration of the Garver system before expansion is given in Fig. 1. The
system has 6 buses and 6 transmission lines. The installed capacity is 1,110 MW
and the load peak is 760 MW. The generation and load data are presented in
Table 1. In the reference year, the objective is to connect the generation bus #6 to
the system and to satisfy the operational constraints. The system expansion hori-
zon is divided into 6 stages and for each stage the load and generating capacities
are increased by 5%. Therefore, the installed capacity and load will be of about
1,417 MW and 970 MW, respectively, at the end of the period of analysis. The
connection between any two buses in the system is allowed with a limit of four
parallel lines in each right-of-way. The existing and new transmission lines data
are shown in Table 2. An investment cost of 1.00 9 106 US$/mile is considered
for any new transmission line added to the system.

To calculate the present value of the objective function, a discount rate
(e) of 10% is used. In relation to the operational costs associated with the
ohmic losses, the following parameters are used: CkWh = 0.10 US$/kWh and
LF = 0.6144.

Since transmission is the major concern of this work, a failure rate of
0.0781 per year per mile and a repair time of 10 h are assumed for the
transmission lines, while the failure rates of the generating units are made nil.
However, their capacities are taken into account in the transmission reliability
evaluation that is performed in an external process using the pseudo-chro-
nological Monte Carlo simulation [21], i.e., after the identification of the best
sequences by the optimization approach. To obtain the LOLC index, a unitary
interruption cost of 1.50 US$/kWh and the peak load are considered in the
reliability studies.
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4.2 Optimization Approach

Among several optimization approaches described in Sect. 3, the metaheuristic
evolution strategies (ES) was chosen to obtain the 10 best sequences that minimize
the investment and operational costs related to ohmic losses, (7). Considering the
ES metaheuristic, the following parameters were selected: a parent population of 50
individuals (sequences), l = 50; mutation magnitude applied to branches in the
last stage y of planning horizon, ry = 0.3; mutation magnitude for the other
t stages, rt = 0.6; an offspring population of 50 individuals, k = 50. The algorithm
is interrupted after a maximum number of 100 generations.

Fig. 1 Garver system

Table 1 Garver system—
generation and load data

Bus Generation (MW) Load (MW)

1 150 80
2 – 240
3 360 40
4 – 160
5 – 240
6 600 –
Total 1,110 760
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The ES metaheuristic is applied to solve the multi-stage TEP problem con-
sidering two different conditions. First, the final plans must only satisfy the intact
network criterion. In the second condition, the final plans must also ensure the
security criterion based on the ‘‘N-1’’ determinist approach. The 10 best sequences
found, for each condition, are shown in Tables 3 and 4, respectively. The
sequences are ordered by the summation of the present values of the investments
and operational costs. For each condition, 10 cases were simulated using different
seeds randomly chosen. In all simulated cases, the quality of the obtained
sequences was about the same, based on the present value costs. The mean CPU
time spent in each case considering the first condition was 24.7 min. Regarding the
second condition, each case spent on average 224.7 min, which represent the
factor of 9.1 of extra computational effort. This happens due to the high number of

Table 2 Transmission line data

Terminals R (pu) X (pu) Capacity (MW) Length (miles)

1-2 0.10 0.40 100 40
1-3 0.09 0.38 100 38
1-4 0.15 0.60 80 60
1-5 0.05 0.20 100 20
1-6 0.17 0.68 70 68
2-3 0.05 0.20 100 20
2-4 0.10 0.40 100 40
2-5 0.08 0.31 100 31
2-6 0.08 0.30 100 30
3-4 0.15 0.59 82 59
3-5 0.05 0.20 100 20
3-6 0.12 0.48 100 48
4-5 0.16 0.63 75 63
4-6 0.08 0.30 100 30
5-6 0.15 0.61 78 61

Table 3 Present value of the 10 best sequences without ‘‘N-1’’ deterministic approach

Sequence Invest. (106 US$) Oper. losses (106 US$) LOLC (106 US$) Total (106 US$)

A 156.53 – 43.25 199.78
B 158.18 1.91 35.31 195.41
C 160.00 3.76 29.50 193.26
D 171.56 -4.53 36.97 203.99
E 173.06 -5.55 35.00 202.51
F 171.56 -3.93 35.70 203.32
G 168.95 -1.23 39.07 206.79
H 170.19 -2.38 37.17 204.98
I 170.19 -2.33 35.51 203.37
J 168.95 -0.90 39.70 207.75
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additional analyses needed to evaluate if each candidate plan ensures the security
criterion ‘‘N-1’’ during the ES metaheuristic search.

Since the operational costs (i.e., ohmic losses) are directly related to the system
load and are similar to any expansion plan, a reference value was adopted for all
sequences found by the ES metaheuristic. The reference value corresponds to
118.29 9 106 US$ and it was obtained for Sequence A, shown in Table 3.
Therefore, for all others sequences presented in Tables 3 and 4, the informed
operational costs refer to the difference between the values obtained for each
sequence and the reference value. For this reason, the operational costs are nil for
Sequence A, and some sequences present a negative value, which means that their
operational costs are lower than the reference value.

Comparing the investments and operational costs of the sequences between
Tables 3 and 4, one can observe that, on average, an additional investment of
81.00 9 106 US$ is needed to ensure the ‘‘N-1’’ security criterion.

4.3 Reliability Studies

In this section, a comparison among the best sequences shown in Tables 3 and 4
is presented. The LOLC index is also taken into account, which is calculated in
an external loop, after the application of the ES metaheuristic, by a pseudo-
chronological Monte Carlo simulation. The obtained LOLC indices refer to the
reliability evaluation of the transmission system for the peak load condition and
are shown in Tables 3 and 4.

The CPU time spent to estimate the reliability indices of the sequences in
Table 3 was 17 min. Regarding the sequences in Table 4, 415 min was needed to
estimate their reliability indices. Since the sequences shown in Table 4 ensure the
security criterion ‘‘N-1’’, which corresponds to a more reliable system, the Monte
Carlo simulation needs to evaluate a huge number of states to achieve the
convergence of the reliability indices.

Table 4 Present value of the 10 best sequences with ‘‘N-1’’ deterministic approach

Sequence Invest. (106 US$) Oper. Losses (106 US$) LOLC (106 US$) Total (106 US$)

K 232.98 11.18 0.08 244.23
L 234.79 9.53 0.06 244.39
M 242.79 2.27 0.14 245.20
N 264.52 -18.68 0.09 245.94
O 244.29 2.19 0.13 246.62
P 266.18 -18.64 0.09 247.63
Q 246.34 1.51 0.09 247.94
R 244.84 3.20 0.10 248.14
S 245.94 2.11 0.12 248.18
T 266.34 -18.25 0.09 248.18
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Considering the results presented in Table 3, one can observe that if the
objective is to minimize the present costs including the LOLC, (10), Sequence C
becomes the winner with a total cost of 193.26 9 106 US$. In this condition, the
LOLC index is decisive to correctly classify the best sequences, since it represents
on average 18.2% of the total cost. If the ‘‘N-1’’ security criterion is considered
(Table 4), the LOLC index becomes worthless since it corresponds to only 0.04%
of the total cost. So, Sequence K continues being the winner after LOLC costs
have been taken into consideration. Regarding the total cost, the sequences in
Table 4 are, on average, 44.53 9 106 US$ more expensive than the sequences in
Table 3 that only ensure the intact network criterion.

Another important reliability measure generally used to measure the quality
of the system is the LOLE index. A comparison in terms of LOLE, between
the winner Sequences C and K, is presented in Table 5 considering all stages
along the planning horizon. There is no doubt that an adequate quality level of
energy supply needs to be ensured to customers, but one has to wonder if the
consideration of the ‘‘N-1’’ security criterion is really the best alternative.
Comparing the LOLE indices among the sequences presented in Table 5, surely
one would have a positive answer for this question. It is unacceptable to have,
for example, a transmission system with a LOLE of 202.47 h/year as it can be
seen in stage 5 of Sequence C or even 47.82 h/year in the reference year. The
LOLE index is far better for Sequence K along the planning horizon. Although
not shown, the same conclusion is reached comparing any sequences between
Tables 3 and 4.

However, the reliability evaluation was performed considering the peak load
model during the entire year. It would be fairer to make such comparison con-
sidering an hourly load model. For this purpose, the hourly load curve of the IEEE-
RTS [27] is adopted and the new LOLC indices of the sequences in Table 3 are
presented in Table 6. As the LOLC indices have a very low value for all sequences
in Table 4, even for the peak load model, the reliability indices, including the
LOLC, become insignificant under the hourly load model. For example, the LOLE
indices of Sequence K are reduced to less than 1 min/year. For this reason, the
results considering the sequences that ensure the ‘‘N-1’’ security criterion are not
shown under the hourly load model.

Table 5 LOLE index
comparison

Stages Sequence C Sequence K
LOLE (h/year) LOLE (h/year)

5 202.47 0.63
4 157.04 0.38
3 143.21 0.38
2 95.28 0.38
1 94.74 1.03
0 47.82 0.72
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Under the hourly load model, the LOLC indices of the sequences that ensure
only the intact network criterion are reduced dramatically. The new values rep-
resent on average 1.2% of the LOLC indices calculated for the peak load model. In
Table 7, the expansion plan and the new LOLE indices of winner Sequence A are
presented, considering all stages of the planning horizon. The added reinforce-
ments and the costs at a particular stage of the planning horizon are also shown. As
this sequence is the reference for the operational costs, their respective values are
nil.

Adopting a more realistic situation, i.e., an hourly load model, the LOLE
indices of the sequences that ensure only the intact network criterion are more
reasonable, as it is shown in Table 7 for Sequence A. The worst situation, a LOLE
of 10.24 h/year, appears in stage 5. Now, under this load model, it is not obvious if
the consideration of the ‘‘N-1’’ security criterion is the best alternative.

Generally, a tariff is used to recover all the costs involved in the TEP, such as
investments, operational, and possible customer premiums due to load interruption
damages. Bearing in mind Sequence A (Table 7), the tariff related to interruption
costs (LOLC) represents only 0.36% of the total costs to be recovered. This
amount can be interpreted as a kind of energy insurance. Although all sequences
that ensure the ‘‘N-1’’ security criterion do not need to recover a tariff related to

Table 6 Present value of the 10 best sequences without ‘‘N-1’’ deterministic approach—hourly
load model

Sequence Invest. (106 US$) Oper. losses (106 US$) LOLC (106 US$) Total (106 US$)

A 156.53 – 0.56 157.08
B 158.18 1.91 0.41 160.50
C 160.00 3.76 0.33 164.10
D 171.56 -4.53 0.49 167.52
E 173.06 -5.55 0.46 167.97
F 171.56 -3.93 0.46 168.09
G 168.95 -1.23 0.40 168.12
H 170.19 -2.38 0.48 168.28
I 170.19 -2.33 0.32 168.18
J 168.95 -0.90 0.51 168.55

Table 7 Expansion plan—Sequence A

Stage Terminals LOLE (h/year) Invest. (106 US$) LOLC (106 US$)

2-6 3-5 4-6

5 – – – 10.24 – 0.29
4 – – – 5.83 – 0.13
3 – – – 2.62 – 0.05
2 – 1 – 1.04 20.00 0.02
1 – – – 6.65 – 0.18
0 2 1 2 3.39 140.00 0.08
Present value cost (106 US$) 156.53 0.56
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load interruption, since the LOLC index is almost nil considering the hourly load
model, on average, there is an additional investment cost of 81.00 9 106 US$ that
needs to be recovered by the tariff. One wonders if it would be better to pay only
0.56 9 106 US$ related to the load interruption costs and disregard the ‘‘N-1’’
security criterion. Companies do not reach a consensus about reliability index
values that represent an acceptable quality level for their power networks.
Although it seems that the ‘‘N-1’’ security criterion is not the best choice, since
there is a high tariff to be recovered, this has been the strategy adopted by most
transmission companies around the world.

An alternative to the ‘‘N-1’’ deterministic approach would be the use of a
probabilistic one during the optimization process, where some criterion based on
reliability indices, e.g., LOLE, could be considered to select the best sequences.
This would guarantee an acceptable LOLE index and a lower investment cost than
those obtained by the ‘‘N-1’’ deterministic approach. However, as already men-
tioned in Sect. 2.3.2, this may be impracticable due to the high computational
effort required.

As a conclusion, the best strategy appears to be the acceptance of the ‘‘N-1’’
security criterion, but only in the most vital areas of the system. In real systems,
this criterion is guaranteed only in meshed network areas and main branches or
interconnections. A huge amount of money would be needed if the whole system
had to ensure the ‘‘N-1’’ security criterion including sub-transmission areas.
After the optimization process, a probabilistic approach could be used to eval-
uate the best sequences considering interruption costs and an hourly load model.
Finally, expansion plans with a good quality network and cheaper than that ones
achieved considering the ‘‘N-1’’ security criterion for the entire network could be
selected.

5 Large Networks

In this section, a methodology to solve large multi-stage TEP problems consid-
ering security criteria and the treatment of external uncertainties is proposed.
A case study in a real transmission network is presented. The system is composed
of 33 buses and 55 circuits. Although this represents a small network, the proposed
methodology can be easily applied to a large system. The installed capacity is
465 MW and the peak load is 248.4 MW for the reference year. A simplified
diagram of the system, which includes one of the best expansion plans for the
horizon year, is shown in Fig. 3 at the end of the chapter. The objective is to obtain
the best expansion strategies to connect bus ‘‘1832’’ to the 138 kV system along
the planning horizon. The system expansion horizon is divided in 8 stages and for
each stage the load is increased on average by 7.7%, which results in a peak load
of 343.7 MW in the final year. The ‘‘N-1’’ security criterion is not considered in
the analysis, but the reliability aspects are. The proposed methodology is described
in the following sections.
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5.1 Equivalent System

Bearing in mind large multi-stage TEP problems, it is interesting to obtain an
equivalent system through a reduction of the complete system. This system
reduction provides an important computational gain for the optimization approa-
ches, such as the metaheuristics, and for the system reliability evaluation. To
determine the equivalent system, the internal and external systems need to be
defined. The first is composed by the buses located at the interest area, i.e., where
the expansion studies will be performed. The second system is composed of the
region that will be reduced to the boundary buses with the respective equivalent
power injections through the Ward equations [28]. Considering the power injec-
tions, the negative ones are represented as equivalent loads, while the positive
injections refer to equivalent generations. In the last case, an increase of 10% is
used to simulate the maximum generation capacity on each boundary bus, in order
to respond to eventual contingencies occurred in the internal system. Regarding
the equivalent circuits, an unlimited capacity is assumed.

5.2 Optimization Approach

After the definition of the equivalent system, an optimization approach needs to be
applied along the planning horizon, in order to obtain a set of best expansion plans
that minimizes the investments and operational costs. Such tools aim at helping the
planner in creating an initial set of expansion plans, which will be evaluated later
considering uncertainties and an AC power flow model. Considering the real
transmission network (Fig. 3), the connection between all 138 kV buses is per-
mitted since the distance between the buses are less than 60 miles and a limit of
three parallel lines in each right-of-way is not violated. As in Sect. 4, the ES
metaheuristic is selected as the optimization approach, where the same parameters
are used for this real system. In relation to the operational costs associated with the
ohmic losses, the following parameters are used: CkWh = 0.10 US$/kWh and
LF = 0.5.

5.3 Reliability Studies

The next step is to perform reliability studies considering the best sequences
selected by the optimization approach. A pseudo-chronological Monte Carlo
simulation is used to estimate the reliability indices [21]. Thus, the final objective
is to minimize the total costs, including investment, operational, and interruption
costs referred to the LOLC index. To obtain the LOLC index, a single unit
interruption cost of 1.50 US$/kWh and the peak load are considered in the reli-
ability study.
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In Table 8, the present value costs of the five best sequences found by the ES
metaheuristic are shown. The operational costs, referred to ohmic losses, corre-
spond to the differences in relation to the value calculated for Sequence A, which
is the best one found by the ES metaheuristic. The winner sequence until this
moment, Sequence A, has the following reinforcements: a line between buses 1832
and 4762 (added in the reference year) and two more lines added in the second
stage of the planning horizon (1821–1828 and 1828–1832). Although all
sequences presented in Table 8 have three reinforcements, their respective loca-
tions promote significant variations in the LOLC index that vary from 10.02 9 106

to 22.19 9 106 US$ . Therefore, the reliability evaluation can be decisive in
selection of the best plans.

5.4 AC Load Flow Analysis

The sequences obtained by the optimization approach also need to be evaluated
considering an AC load flow model. In this analysis, the behavior of the trans-
mission loads and bus voltage magnitudes in the internal system are observed.
Since the optimization approach is based on a DC flow, the AC model is used to
decide if the best sequences have problems related to the bus voltages and over-
loads in some circuits due to reactive power flows. With this analysis, one has a
better selection of the expansion plans.

The three best sequences presented in Table 8 (A, B and D), considering the
total costs in present values, are evaluated by the AC model. As it can be seen from
Table 9, the three sequences present a voltage mean value that satisfies the limits
adopted for the system (0.95–1.05 pu). Furthermore, on average, the transmission
load corresponds to about 34% of the total transmission capacity. Only the
transmission circuits and buses of the internal system were considered in this

Table 8 Present value of the 5 best sequences

Sequence Invest. (106 US$) Oper. losses (106 US$) LOLC (106 US$) Total (106 US$)

A 33.15 – 12.15 45.30
B 34.10 0.77 12.19 47.06
C 32.04 3.25 22.19 57.48
D 34.80 0.54 10.02 45.36
E 32.08 3.26 21.96 57.30

Table 9 Mean values of bus
voltages and transmission
loadings

Sequence Bus
voltages (pu)

Transmission
loadings (%)

A 1.007 34.23
B 1.006 34.22
D 1.006 33.58
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evaluation. No voltage or transmission capacity violation was observed. Therefore,
the decision must mainly take into account the present values of the total costs.

5.5 External Uncertainties

The best sequences considering the total costs and the AC load flow analysis are
finally evaluated taking into account the external uncertainties. In the case study
presented in this section, the scenario technique is used to treat the uncertainties
related to the load growth. Uncertainties in other parameters, such as discount rate
and unitary interruption cost could also be treated using the scenario techniques.

The expansion study under load growth uncertainties considers three distinct
scenarios. Each scenario is defined by the annual load growth of the internal
system, as follows:

• Low scenario: mean annual load growth of 5.5%;
• Normal scenario: mean annual load growth of 7.7% (Table 8);
• High scenario: mean annual load growth of 10.1%.

Figure 2 shows the load growth of the internal system for all scenarios. The
maximum generation capacity of the internal system is kept constant, while the
generation capacities in the boundary buses are defined by the equivalent models
of the external area in each scenario.

The procedure adopted to obtain the best sequences in the normal scenario,
Table 8, is repeated to find the best ones in the low and high scenarios. Table 10
shows the costs in present values of the three best sequences in the low and high
scenarios. It is important to mention that the operational costs of the sequences
have as reference the operational cost of the best sequence in each scenario.
Afterwards, the best sequences (strategies) of each scenario must be evaluated
under the other scenarios. If necessary, some modifications, such as addition or
removal of reinforcements, may be performed to adapt them to the new conditions.

Fig. 2 Load growth of the internal system—high, normal, and low scenarios
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The decision criteria Minimum Expected Cost and MinMax Regret are used to
indicate the best strategies observing all scenarios. Through these criteria, it is
possible to evaluate the flexibility and robustness of the selected strategies when
submitted to different scenarios.

The results for the Minimum Expected Cost decision criterion are presented in
Table 11. The probabilities 0.25, 0.50, and 0.25 are specified for the occurrence of
the low, normal, and high scenarios, respectively. As it can be seen, Strategy A has
the lowest expected cost being, therefore, the winner for the considered scenarios.
Furthermore, the winners strategies of each scenario are generated in the own
scenario. This proves the efficiency of the ES metaheuristic to find the best
sequences in each scenario.

Table 12 presents the MinMax Regret decision criterion, where one can see the
regrets for the low, normal, and high scenarios and the maximum regret for each
strategy. Contrary to the Minimum Expected Cost decision criterion, Strategy I is
indicated as the winner when the MinMax Regret is adopted. From Tables 11 and
12, one concludes that Sequence I may be considered the best one since it has an
expected cost a little higher than Sequence A (0.28 9 106 US$) and the minimum
maximum regret (1.73 9 106 US$ lower than Sequence A). The final choice of a
sequence depends on the risk adopted by the utility. Figure 3 shows the single line

Table 10 Present value of the 3 best sequences—low and high scenarios

Sequence Scenario Invest.
(106 US$)

Oper. Losses
(106 US$)

LOLC
(106 US$)

Total
(106 US$)

F Low 32.54 – 10.90 43.43
G Low 31.83 0.20 12.78 44.82
H Low 31.43 2.42 12.50 46.36
I High 41.30 – 16.64 57.94
J High 40.90 1.74 20.83 63.47
K High 40.20 2.02 23.25 65.47

Table 11 Total and expected costs

Strategies Total cost (106 US$) Expected
cost (106 US$)

Low Normal High

F 43.43 60.73 73.52 59.60
G 44.82 57.58 73.92 58.48
H 46.36 56.25 64.48 55.84
A 45.25 45.30 62.94 49.70
B 46.74 45.36 63.47 50.23
D 48.10 47.06 65.47 51.92
I 44.84 48.57 57.94 49.98
J 46.74 45.36 63.47 50.23
K 48.10 47.06 65.47 51.92
Probability 0.25 0.50 0.25
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diagram of the transmission network studied, which represents the configuration of
Sequence I in the horizon year and normal load scenario.

6 Final Remarks

This chapter proposes a new methodology for solving a multi-stage TEP problem,
considering security criteria and the treatment of external uncertainties.

Table 12 Regret matrix

Strategies Regret (106 US$) Maximum regret
(106 US$)

Low Normal High

F 0.00 15.43 15.58 15.58
G 1.39 12.29 15.98 15.98
H 2.92 10.96 6.54 10.96
A 1.82 0.00 5.00 5.00
B 3.31 0.05 5.53 5.53
D 4.66 1.75 7.53 7.53
I 1.41 3.27 0.00 3.27
J 3.31 0.05 5.53 5.53
K 4.66 1.75 7.53 7.53

Fig. 3 Single line diagram of Sequence I
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In Sect. 2, a detailed formulation of the multi-stage TEP problem and how to
obtain the best expansion plans using optimization approaches were presented.
Several metaheuristics were described in Sect. 3, which could be selected to solve
the TEP problem.

In Sect. 4, a reliability study and a discussion on how to consider security
criteria using deterministic and probabilistic approaches are included. Although
the ‘‘N-1’’ deterministic approach has been adopted by most electric power
companies around the word, the best strategy appears to ensure this security cri-
terion only in the most vital areas of the system network. Vital areas have to be
carefully defined but, in general, are those with higher voltage levels, intercon-
nections, special equipment, etc. In addition, a probabilistic approach, such as the
pseudo-chronological Monte Carlo simulation, could be used after the optimiza-
tion process to evaluate the best sequences bearing in mind the interruption costs.
At the end, the expansion plans with high-quality network performance and
cheaper than that achieved considering the ‘‘N-1’’ security criterion for the entire
network could be selected.

In Sect. 5, an application for a real transmission network is provided con-
sidering the treatment of external uncertainties, as the load growths. The pro-
posed procedure consists of, in the first step, obtaining an equivalent network to
reduce the system to the interest area; second, selecting the best sequences
through an optimization approach; third, performing reliability studies; fourth,
evaluating the best sequences using an AC power flow model; and finally,
treating the uncertainties using decision-making models, such as the Minimum
Expected Cost and MinMax Regret. Figure 4 shows a simplified flow chart of
the proposed algorithm considering both situations ensuring and ignoring the
‘‘N-1’’ criterion. The proposed methodology proved to be relatively efficient
from the computational point of view and robust in terms of transmission
reinforcement strategy.

Finally, there will be new challenges related with the TEP subject considering
the new concepts like smart and micro grids. In theory, they will incorporate new
networking technology, including sensors and controls, to monitor electricity use
in real time and make automatic changes, not only to reduce energy waste, but to
instantly detect problems that could lead to cascading outages. Moreover, the grids
will start integrating more intermittent renewable energy sources like wind and
solar. These new aspects will tremendously influence the way transmission net-
works will be planned in the near future and increase the value of information
assessed by power system reliability studies.
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The Economic Evaluation of System
Security Criterion in a Competitive
Market Environment

Teoman Güler, George Gross, Eugene Litvinov and Ron Coutu

1 Introduction

In the restructured environment, the improvement of the economic efficiency of
electricity markets has been the focus of recent efforts [1, 2]. Central to these
efforts is the better understanding of the nature of the tight coupling between
market and system operations. An important aspect of this coupling is the
dependence of the market outcomes on the way the system is operated. A key
driver in system operations is the security criterion, with which compliance must
be ensured. The focus of this work is the dependence of market performance on
system security. In this work, we propose an approach to quantify the market
performance as a function of a specified security criterion for both single- and
multi-settlement environments. We illustrate the application of the proposed
approach on the large-scale ISO-NE system.

System security is defined as the ability of the interconnected system to provide
electricity with the appropriate quality under normal and contingency conditions
[3]. The security criterion consists of the set of postulated contingencies and the
associated preventive and/or corrective control actions [4]. For a given operating

T. Güler (&) and G. Gross
University of Illinois at Urbana Champaign, 1406 W. Green Urbana,
Urbana, IL 61801, USA
e-mail: teoman.guler@ieee.org

G. Gross
e-mail: gross@illinois.edu

E. Litvinov and R. Coutu
ISO New England Inc, 1 Sullivan Road, Holyoke, MA 01040, USA
e-mail: elitvinov@iso-ne.com

R. Coutu
e-mail: rcoutu@iso-ne.com

G. Anders and A. Vaccaro (eds.), Innovations in Power Systems Reliability,
Springer Series in Reliability Engineering, DOI: 10.1007/978-0-85729-088-5_7,
� Springer-Verlag London Limited 2011

221



state, security assessment entails the verification that no violation occurs for any of
the postulated contingencies taking fully into account the deployment of the
associated security control actions. As these actions affect the market outcomes, a
key step in the efforts to improve market performance is the assessment of these
impacts of complying with the security criterion in monetary terms. Such studies
are, typically, not performed by today’s large regional transmission organizations,
or RTOs. Consequently, there is a need for an appropriate methodology to
quantitatively measure the market performance impacts of complying with secu-
rity criterion.

Under single-settlement systems, a market trades the electricity commodity that
is physically produced and consumed. However, the design and implementation of
electricity markets in many jurisdictions involves two or more inter-related mar-
kets that are cleared at different points in time. The sequence of markets trades the
commodity that is physically produced and consumed in real time. Each market,
be it a day-ahead hourly market (DAM) or one of the real-time markets (RTMs)
associated with that hour, trades the MWh commodity at different prices that
reflect the information on the system and market conditions available at the time
the MWh commodity is cleared. As these conditions are subject to continuous
changes in real time, real-time markets (RTMs) are cleared at a high frequency,
typically every 5 min. On the other hand, markets run ahead of real-time system
operations have a lower clearing frequency, e.g. hourly clearing in the day-ahead
markets, reflecting the lower resolution of the imperfect information on the real-
time conditions in the next day. The hour h DAM is cleared on the forecasts of the
real-time conditions for that hour the next day. The hourly clearing influences each
RTM in the near-real-time during that hour. The RTM clearing determines the
volume of deviations from the hour h DAM value and the associated price. Such a
market design with different lead times and clearing frequencies is commonly
referred to as a multi-settlement system [5–7].

The RTO or the independent system operator (ISO) manages system operations
through market forces. The various inter-relationships between the physical net-
work security management and the clearing of a single market or the sequence of
markets imply the strong interdependence between system security and market
outcomes. Although the DAMs are financial markets in contrast to the purely
physical RTMs, both markets are cleared using the same approach. A key dif-
ference between these markets is the nature of the participants. While financial
entities may participate in the DAMs, only players with physical resources or loads
can participate in the RTMs. In addition, while the demand may be price
responsive in the DAMs, the demand is, typically, fixed in the RTMs. As the DAM
outcomes impact the associated RTMs, financial entities may very well impact the
system operations in real-time.

The economic efficiency of electricity markets under single-settlement systems
is analyzed in various contexts by both empirical and analytical means. The
empirical studies investigate the adverse impacts of market participants’ behaviors
on the performance of electricity markets [8–11]. The analytical studies, on the
other hand, focus on the impacts of constrained system operations on markets to
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determine the unavoidable losses in the economic efficiency of electricity markets
[12, 13]. The interactions between the system security criterion and the associated
economics are investigated in terms of the marginal costing—used to determine
the security prices—and the evaluation of expected system security costs. The
security prices, determined in this way, explicitly incorporate the willingness of
the market participants to provide security control capability into the market
clearing process [14–16]. The expected system security costs are evaluated taking
explicitly into account the random nature of the outages and the costs of the
required security control actions to deal with them [17, 18]. A key result of [18] is
that the security criterion may be set by the cost/benefit analysis taking into
account the expected costs of operating the system and the expected outage costs.
Such an approach may be viewed as the application of the notion of ‘‘value of
reliability’’ introduced in [19] which was used for operational planning purposes
[20]. However, there is a clear need, in the restructured environment, to quantify
the market performance as a function of system security in a way that appropri-
ately reflects the RTO operations. This quantification further requires the con-
sideration of different market and system conditions that may exist within a period
in order to capture the range of impacts under such conditions.

The economic benefits of multi-settlement systems have been previously ana-
lyzed [7, 21–23]. The study in [7] discusses the role of the DAMs in terms of
providing incentives for accurate forecasts in real-time operations and for facili-
tating trades through ex-ante price discovery. The duopoly model in the simple two-
node network shows that for small probabilities of congestion, multi-settlement
systems are welfare-enhancing when compared to single-settlement market designs
[21]. The analysis of the impacts of congestion in a multi-settlement environment
makes clear that the welfare-enhancing role of multi-settlement system is highly
sensitive to the presence of real-time congestion [22]. Further evidence of the
welfare-enhancing impacts of multi-settlement systems comes from the empirical
analysis of the PJM and NY-ISO markets [23]. We note that when the market
design misaligns system and market operations, as was the case in the California
prior to the 2000–2001 crisis, the market participants may manipulate markets
resulting in decreased overall market performance [24]. Much of the analysis of the
role of financial entities has a focus on the monetary impacts of such participants
[25–27]. As the participation of financial entities not only increases market liquidity
but may also result in price convergence, multi-settlement systems are viewed as
improving the economic efficiency of electricity markets when compared to the
single-settlement markets [25–27]. The ISO-NE study [25] identifies that after the
introduction of ‘‘virtual bidding’’, the actual offer/bid mechanism that enables
financial entity participation in the DAMs, the RTM and DAM prices tend to
converge. The convergence implies an improvement in market performance as
temporal arbitrage opportunities diminish. Under speculative trading, financial
entity participation may lead to increased market efficiency and decreased average
electricity price [26]. The inter-relationship between the price convergence and the
profits of the financial entities is a ‘‘self-correcting’’ feature of multi-settlement
systems [27]. As such, multi-settlement systems provide appropriate price signals
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to the financial entities, which they may use to make profitable trades that may lead
to price convergence. On the other hand, the discussion of the impacts of the
behavior of the financial entities driven by such price signals on the real-time
system security is absent in the literature.

The provided literature review pinpoints the specific needs in better under-
standing and quantifying of the tight coupling between system and market oper-
ations. An important need is an integrated analysis approach to quantify the
interdependence between the market performance and the way the power systems
are operated to ensure security that appropriately reflects the actual RTO opera-
tions. Furthermore, such a need has to take into account the multi-settlement
environment. Specifically, there is a clear need to analyze whether the behavior of
financial entities driven by price signals can impact, in some measurable way,
system security. We address these and other related issues in the analysis and
economics of power system security in the competitive environment by proposing
a set of appropriate approaches and tools that are effective for the analysis and
quantification of a wide range of issues for large-scale networks that we encounter
in actual power systems. We illustrate a number of representative applications on
the large-scale ISO-NE system and discuss the insights we obtain from our studies.

The highly challenging task of security management becomes even more
complex in the competitive market environment. We use the insights we devel-
oped into the tight coupling between market and system operations under
restructuring to characterize analytically the inter-relationships between the way
the power systems are operated and the performance of the electricity markets.
Such characterization leads us to the development of a systematic approach that
quantifies the market performance as a function of security criterion under diverse
system and market conditions for single-settlement systems. This approach permits
the quantification of the market performance impacts arising from a change from a
given to another security criterion. The approach provides, for the first time, an
economic justification for the RTO decision to modify the security criterion.
Furthermore, the approach can be used in the cost/benefit analysis of network
improvements to mitigate the market performance impacts of a set of contingen-
cies or their associated security control actions. Another application of the
approach is to the assessment of the impacts of specific behavioral changes in
market participants on system security.

We extend this approach to quantitatively characterize the linkages between the
real-time system operations and the DAMs and their associated RTMs for a multi-
settlement environment. We explicitly show with the extended approach that the
auction surplus attained in the multi-settlement system is equivalent to the sum of
the auction surpluses attained in each RTM. Therefore, the mere presence of the
DAMs results in surplus transfers among market participants. Furthermore, the
extended approach provides a very useful tool to analyze the nature of the DAM-
RTM price deviations and the impacts of financial entities on real-time system
security.

We illustrate the application of the approaches on the large-scale ISO-NE
system using the historical 2005–2006 data—the system model and the bids/offers

224 T. Güler et al.



submitted—and the actual market clearing methodology. The large-scale ISO-NE
DAM application study provides important insights into the role of price-
responsive demand and selected security control actions by demonstrating that the
economic efficiency of the electricity markets need not decrease when a power
system is operated under a stricter criterion, as long as there is effective price-
responsive demand and appropriate utilization of the corrective control capabilities
of the resources. The ISO-NE multi-settlement application study bear out the well
known fact that the participation of financial entities leads to the convergence of
the DAM and the associated RTM prices. Moreover, the study also illustrate that
such participation leads to improved forecasts of the real-time system operations,
and consequently results in improving the assurance of system security.

This chapter contains six additional sections. The market performance quanti-
fication for a system snapshot is described in Sect. 2. We devote Sect. 3 to
extension of the quantification to the multi-settlement environment. In Sect. 4, we
describe the proposed approach and discuss its possible applications. In Sect. 5, we
apply the proposed approach to the ISO-NE system and present the study results in
detail. We conclude in Sect. 6 with a summary of the work.

2 Market Assessment for a System Snapshot

We introduce specific assumptions on unit commitment decisions, ancillary ser-
vices and the market participants’ behaviors so as to allow the side-by-side
comparison of different security criteria impacts for a given system. We assume
that the unit commitment decisions fully reflect the requirements of the security
criterion under consideration. In particular, this assumption ensures the feasibility
of meeting the system fixed demands under such a criterion. As the focus of this
investigation is limited to energy only markets, we assume that the ancillary
services provision and acquisition requirements under the RTO framework do not
impose any additional constraints on the system. For the purposes of this study, we
furthermore assume that the bidding behavior of each market participant is inde-
pendent of the security criterion in force. Since we replicate the RTO actions, we
ensure compliance with the security criterion in force, but implicitly ignore the
probability of any contingency in the studies.

We associate a security criterion C with a specific contingency list and a
specified control action (preventive or corrective) for every contingency on that
list. A preventive control action associated with a postulated contingency entails
the modification of the pre-contingency—base case—state, to eliminate any
potential violation, if that contingency were to occur. On the other hand, an
associated corrective control action may involve the modification of both the pre-
and the post-contingency states. The modification of the pre-contingency state
involves steering the operating point into a state in which the RTO is able to
modify the resources’ dispatch, including those of both load and generation, to
alter the post-contingency state only after the contingency actually occurs.
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As such, there may be no change in resource utilization if the contingency fails to
happen. For some contingencies, such as a generator outage or a sudden load
change, the RTO may take only corrective control actions.

We consider a power system consisting of (N ? 1) nodes and denote by
N = {0, 1,…, N} the set of buses, with the slack bus at bus 0. The security
criterion C has the contingency list JC and the specified control action for each
contingency. Let S (B) denote the collection of sellers (buyers). Each seller
(buyer) submits its price and quantity offer (bid), indicating the willingness to
sell (buy) the amount of energy for the duration represented by the snapshot to
(from) the RTO. We note that the offers and bids need not necessarily be the true
marginal costs and benefits of the participants [28–30]. We represent a bilateral
transaction xw by xw ¼ mw; nw; twf g: Here, mw denotes the from node, nw the to
node, and tw the desired transaction amount. The set of all the bilateral trans-
actions is denoted by W = {x1, …, xW}. Each transaction submits a willingness
to pay function, which states a willingness to pay maximum transmission usage
fees for receiving the requested transmission services as a function of the
transaction amount delivered [31]. The RTO weighs the willingness to pay of the
bilateral transactions with that of the individual market participants to determine
the amount of transmission service provision to each player. For this purpose for
a given snapshot of the system, the RTO solves a security-constrained OPF, or
SCOPF, problem with the objective to maximize the auction surplus under the
security criterion C whose contingency index set is denoted by JC. We state the
SCOPF problem as

max S,
X

N

i¼0

X

b2B at node i

bb pbð Þ�
X

s2S at node i

bs psð Þ

 !

þ
X

W

w¼1

aw twð Þ ð1Þ

subject to

g 0ð Þ p 0ð Þ
s
; p 0ð Þ

b
; t 0ð Þ; v 0ð Þ; c 0ð Þ

� �

¼ 0 $ k 0ð Þ ð2Þ

h 0ð Þ p 0ð Þ
s
; p 0ð Þ

b
; t 0ð Þ; v 0ð Þ; c 0ð Þ

� �

� 0 $ l 0ð Þ
h

ð3Þ

and for every j 2 JC:

g jð Þ p jð Þ
s
; p jð Þ

b
; t jð Þ; v jð Þ; c jð Þ

� �

¼ 0 $ k jð Þ ð4Þ

h jð Þ p jð Þ
s
; p jð Þ

b
; t jð Þ; v jð Þ; c jð Þ

� �

� 0 $ l jð Þ
h

ð5Þ

p jð Þ
s

� p 0ð Þ
s

�

�

�

�

�

��Dp jð Þ
s

$ l jð Þ
s

ð6Þ

p jð Þ
b

� p 0ð Þ
b

�

�

�

�

�

��Dp jð Þ
b

$ l jð Þ
b

ð7Þ
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t jð Þ � t 0ð Þ
�

�

�

��Dt jð Þ $ l jð Þ
t

ð8Þ

Here, we consider a lossless system and use the superscript (j) to denote the
contingency cases with the base case denoted by (0). The vector associated with
the right-hand side of a constraint is the dual variable of that constraint. The
relations in Eqs. 2 and 3 represent the operational constraints for the base case,
while those in Eqs. 4–8 represent the operational constraints for the contingency
cases. The | JC |+1 equality constraints in Eqs. 2 and 4 state the nodal power
balance equations for the base case and for each postulated contingency case,
respectively. The base case (Eq. 3) and contingency case (Eq. 5) inequality con-
straints state the system components’ operational limits, as well as, the so-called
generic limitations representing the physical, engineering and policy consider-
ations. The range of the decision variables of the security control action for each
contingency j[JC. is given in Eqs. 6–8 together with the limiting values of these
ranges. The preventive control actions have a zero range in contrast to the cor-
rective actions whose non-zero range reflects the additional flexibility to address
the onset of the contingency. Note that, in the SCOPF, we explicitly take into
account the costs of modifying the pre-contingency state but ignore any costs
related to the post-contingency state modification. We denote the security-
constrained market problem Eqs. 1–8 by M S;B;W; Cð Þ:

We distinguish between fixed demand buyers and those with price-responsive
demand. The fixed demand bid is a special case of the price-sensitive bid in
which a specified quantity is submitted with no price information. Such a bid
indicates an unlimited willingness to pay for the electricity purchases to meet the
fixed quantity bid, i.e., the buyer is willing to pay any price to obtain the
electricity. There are, however, difficulties in determining the appropriate value
of the benefits of such fixed demand buyers. In order to include these buyers’
benefits in the objective function of the M S;B;W; Cð Þ; we use a constant s per
MWh benefit value for the fixed demand, where s is set to have a high value to
indicate the payments that may be incurred due to outages, say as much as
10,000 $/MWh [32].

The market performance of the snapshot system under the specified security
criterion C is quantified from the market clearing given by the solution of
M S;B;W; Cð Þ: We quantify the market performance in dollar terms on a system-
wide basis, as well as for each individual market participant. We use the optimal
auction surplus attained under C as the measure of the overall economic perfor-
mance of the market.1 As market participants are not obligated to reveal their
actual costs and benefits, we use the bids and the offers to evaluate the bid/offer

1 In a highly competitive market environment with a uniform price auction mechanism, the
market participants tend to reveal their true marginal costs and benefits. Under such conditions,
the auction surplus becomes a good proxy for the social welfare and, therefore, an appropriate
approximation of the economic efficiency of the markets.
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surplus of each participant at the optimum of Eqs. 1–8. We denote the values of the
optimal variables by the superscript *. The seller s at node i has an offer surplus of

Ss ¼ k�i p
�
s � bsðp

�
s Þ ð9Þ

where, ki
* is the locational marginal price (LMP) at node i, i.e. the price at which

each MWh at node i is bought and sold. The bid surplus of the buyer b with
demand at node i is similarly given by

Sb ¼ bb p�b
� �

� k�i p
�
b ð10Þ

When the grid becomes constrained, the LMP at each node may change: in fact,
for a lossless system, the non-zero LMP difference provides a measure of the
congestion impacts. Absent congestion, the revenues collected in a lossless system
from the buyers exactly equal the payments made to all the sellers. When con-
gestion occurs, however, the two quantities are no longer equal. The difference
between the revenues and the payments

K ¼
X

N

i¼0

X

b2B at node i

k�i p
�
b �

X

N

i¼0

X

s2S at node i

k�i p
�
s þ

X

W

w¼1

k�mw
� k�nw

� �

t�w ð11Þ

is the congestion rents collected by the RTO, with the last term in Eq. 11 being the
payments by the bilateral transactions.

We use the total dispatched load to evaluate the total cleared demand quantity
under C

PB ¼
X

b2B

p�b þ
X

W

w¼1;

t�w ð12Þ

In the next section, we extend the snapshot quantification approach for a multi-
settlement environment.

3 Market Performance Quantification of a DAM and of its
associated RTMs

In a multi-settlement environment, we deal with inter-related electricity markets.
The actual system conditions during the hour h may differ from those used to
determine the DAM hour h outcomes. The RTO uses market forces to manage
such deviations and runs the RTMs, typically, every 5–10 min. As such, we may
refer to RTMs as balancing energy markets. We associate with the DAM Dh for
the hour h, the M RTMs Rj h;1ð ÞRj h;2ð Þ; . . .;Rj h;Mð Þ:

The DAMs are 24 separate hourly energy markets, one for each hour of the next
day. Their financial nature makes possible the participation of financial entities, in
addition to the players with physical resources. We use a snapshot to represent the
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system for the hour h DAM and an ‘‘updated’’ snapshot for each Rðh;mÞ; m =

1, …, M. In what follows, we suppress the hour h notation so as to simplify the
notation. We analyze the hour h DAM D operated in compliance with the security
criterion C using MðS;B;W; CÞ: The problem statement explicitly takes into
account all the entities that constitute the set of sellers and the set of buyers in hour
h – both financial and physical players. We use the superscript r(f) to denote the
participants with physical resources (financial players). Therefore, the set of sellers
S (buyers B) is given by S ¼ Sr [ Sf B ¼ Br [ Bf

� �

: We denote the subset with
non-zero cleared quantities in the DAM by S*r ( Sr and the subset of transactions
that receive transmission services by W* ( W. Even though a physical buyer br

may have p�br ¼ 0 in D; br participates in the RTM to meet his fixed demand.
Each RTM is designed to be a purely physical market restricting participation to

only those players with actual loads and physical generation assets who have non-
zero outcomes in the DAM. For each Rjm; the RTO uses the offers of the physical
sellers in S*r, the willingness to pay of the bilateral transactions cleared in W* and
the real-time fixed demand of the physical buyers in Br: We use the identical
system snapshot approach for Rjm and so we formulate and solve the market
problem MðS�r;Br;W�; CÞ for Rjm.

2

The metrics of interest—the auction surplus, the market participants’ bid/offer
surpluses and the congestion rents collected—are evaluated using the relations in
Eq. 1 and Eqs. 9–11 for MðS�r;Br;W�; CÞ for the subperiod m. We depict the
inter-relationships between D and an associatedRjm in Fig. 1. We use the notation
‘‘^’’ to denote the optimal values attained in the clearing of Rjm: The figure clearly
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Fig. 1 Information flow in D for a given hour and an associated Rjm

2 Note that it is possible for a physical seller, not cleared at the DAMs, to participate in the
RTMs under certain conditions. For example, the RTO may commit additional units after the
clearing of the DAMs to ensure the system security in the real time. Furthermore, an RTO may
also allow ‘‘self-commitment’’ of those resources. We do not consider these situations in the
paper.
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indicates the players who participate in each market, as well as the inputs and the
outcomes of these markets.

The outcomes of D and those of Rjm are inputs into the settlement—the
mechanism that specifies the payments to or by each market participant after the
fact. We consider a system where the same MWh may be sold in two different
markets—D and a specific Rjm —and so we deal with a multi-settlement system.
Each of the M subperiods of the hour h has a duration of 1/M of an hour and we
consider the multi-settlement for such a subperiod. A physical seller sr 2 S�r;
located at node i, who has cleared p�sr in D receives revenues of 1=Mðk�i p

�
srÞ over

that subperiod. As his real-time production p̂sr jm may deviate from p�sr ; there is an
adjustment to account for the production deviation 1=Mð�p�sr þ p̂sr jmÞ; which is

paid at the Rjm LMP k̂ijm: The subperiod m revenues of sr are

gsr jm¼
1
M

k�i p
�
sr þ k̂i

�

�

�

m
�p�sr þ p̂sr jm
� �

n o

ð13Þ

We note that if the seller sr production in real time does not deviate from its
DAM value, i.e. p�sr ¼ p̂sr jm; then the revenues gsr jm are simply the DAM revenues.

As such, the Rjm LMP k̂ijm has no impact on the subperiod m of sr:
A financial seller sf ; located at node i, has revenues of 1=M k�ip

�
sf

� �

for his DAM
‘‘production’’. As sf cannot participate in Rjm; his real-time production p̂sf jm ¼ 0;
resulting in a deviation of �p�sf . As a result, the RTM produces an adjustment of

�k̂ijmp
�
sr to the DAM revenues of sf : We may view the financial seller sf as selling

p�sf in the DAM at ki
* and buying back the same amount in the RTM at k̂ijm: The

revenues of the seller sf in subperiod m are

gsf jm¼
1
M

p�sr k�i � k̂i

�

�

�

m

� �n o

ð14Þ

We note that as long as the DAM LMP ki
* is above the RTM LMP k̂ijm the

financial seller sf has positive revenues.
In an analogous manner, the physical buyer br located at node i makes pay-

ments in the subperiod m of

cbr jm¼
1
M

�k�i p
�
br � k̂i

�

�

�

m
�p�br þ p̂br jm
� �

n o

ð15Þ

The buyer br pays ki
* for the portion p�br cleared in D and k̂ijm for the remainder

of his real-time demand. The payments of a financial buyer bf in the subperiod
m are

cbf jm¼
1
M

p�bf �k�i þ k̂i

�

�

�

m

� �n o

ð16Þ

We use the same reasoning to determine the payments by the bilateral trans-
action w 2 W� in the subperiod m to be
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cwjm¼
1
M

k�mw
� k�nw

� �

t�w þ k̂mw

�

�

�

m
�k̂nw

�

�

�

m

� �

�t�w þ t̂wjm
� �

n o

ð17Þ

We note that if the bilateral transaction w does not deviate from the DAM
clearing outcomes in the subperiod, then his payments are independent on the
RTM outcomes.

The RTO makes the payments in Eqs. 13 and 14, to the sellers and receives
from the buyers and the bilateral transactions the payments in Eqs. 15–17. The
difference between these payments is the subperiod m congestion rents collected
by the RTO

KP
�

�

�

m
¼

1
M

X

br2Br

cbr jm þ
X

bf2Bf

cbf jm þ
X

w2W�

cwjm

( )

�
1
M

X

sr2S�r

gsr jm þ
X

sf2Sf

gsf jm

( )

:

ð18Þ

We use the results in Eqs. 13–18 for the quantification of the performance of the
multi-settlement system in the subperiod m. The output of the seller sr 2 S�r is
produced in the real time, i.e. in the subperiod m, and is offered for sale for
1=Mbsr p̂sr jm

� �

: The offer surplus of the seller sr in the subperiod m is expressed in
terms of the difference between the revenues and the offer, i.e.

Ssr jm¼ gsr jm�
1
M

bsr p̂sr jm
� �� �

ð19Þ

The fact that the financial seller sf has no real-time production implies that the
offer surplus of sf equals his revenues

Ssf jm¼ gsf jm ð20Þ

The physical buyer br consumes the energy in the subperiod resulting in the bid
surplus given by the difference between the br willingness to pay in real time and
the actual payments:

Sbr jm¼
1
M

b̂br p̂br jm
� �

n o

� cbr jm ð21Þ

We note that the real time b̂br may differ from bbr due to the fact that the real-
time demand is viewed as fixed.

The financial buyer bf cannot consume in the real time and so has the bid
surplus

Sbf jm¼ �cbf jm ð22Þ

The bilateral transaction w 2 W� receives the actual transmission service in the
real time resulting in a surplus of
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Swjm¼
1
M

aw t̂wjm
� �� �

� cwjm ð23Þ

We make use of the market participants’ bid/offer surpluses, including those of
the bilateral transactions and the congestion rents collected by the RTO, to eval-
uate the total auction surplus attained in the multi-settlement system:

SP
�

�

�

m
¼

X

sr2S�r

Ssr jm þ
X

br2Br

Sbr jm þ
X

sf2Sf

Ssf jm þ
X

bf2Bf

Sbf jm þ
X

w2W�

Swjm þ KP
�

�

�

m
:

ð24Þ

We substitute Eqs. 18–23 into Eq. 24 to simplify and get

SP
�

�

�

m
¼

1
M

X

br2Br

b̂br p̂br jm
� �

�
X

sr2S�r

bsr p̂sr jm
� �

( )

þ
1
M

X

w2W�

aw t̂wjm
� �

: ð25Þ

Now, the auction surplus attained in the RTM Rm is Ŝjm and its value is given
by Eq. 1:

Ŝ
�

�

m
¼

1
M

X

br2Br

b̂br p̂br jm
� �

�
X

sr2S�r

bsr p̂sr jm
� �

( )

þ
1
M

X

w2W�

aw t̂wjm
� �

: ð26Þ

We conclude that

SP
�

�

�

m
¼ Ŝ

�

�

m
: ð27Þ

Therefore, the total auction surplus of the multi-settlement system attained in
the subperiod m is precisely the auction surplus attained in Rjm: We, furthermore,
conclude that the outcomes of D do not explicitly impact the total auction surplus.
SP|m, but impact the allocation of the total auction surplus among the market
participants.

The performance metrics in Eqs. 18–25 are for the subperiod m of the hour
h. We aggregate them for the M subperiods of hour h to evaluate the hourly
metrics. In particular, we compute the hour h auction surplus SP attained in the
multi-settlement system to be

SP ¼
X

M

m¼1

SP
�

�

�

m
¼

X

M

m¼1

Ŝ
�

�

m
ð28Þ

The performance quantification of the multi-settlement system clearly makes
use of the inter-relationships between the DAM and its associated RTMs, as
illustrated in Fig. 2.

We note the clearing of the financial entities in D impacts the clearing of the
physical generation as well as the clearing of the physical loads. As such, the
participation of the financial entities impacts the deviations of the physical
resources clearing in the real time. Such deviations have implications on the
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market and the system operations. In particular, they impact the ability of the RTO
to ensure real-time system security.

We also note that a single-settlement system is a special case of multi-settlement
systems. An example of such a case is that every transaction at the DAM corre-
sponds to physical production and the DAM clearing perfectly forecasts real-time
system conditions, as such no net injection deviation at each node in real time.
Under such conditions, the clearing of the DAMs or their associated RTMs rep-
resents a single-settlement system.

In the next section, we describe the proposed approach to quantitatively assess
the impacts of operating a system under a specified criterion C on the market
performance in a multi-settlement environment. Also, we quantify the impacts of
financial entities on the ability of the RTO to meet system security C in the near-
real-time.

4 Proposed Approach

The maintenance of secure power system operations is a task that strongly depends
on the outcomes of the DAMs. We may view the DAM physical generation and
consumption as a rough guess of the actual outcomes in the associated RTMs. As
the system and the market conditions in the near to real time may change from
those forecast and cleared in the DAM, the RTMs are run to manage the resulting
deviations.

The actual physical demand in the M RTMs gives rise to the physical demand
deviation in hour h:

dp̂Br ¼
1
M

X

M

m¼1

X

br2Br

p̂br jm þ
X

w2W�

t̂wjm

 !" #

�
X

br2Br

p�brþ
X

w2W�

t�w

" #

ð29Þ
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Fig. 2 Interactions between
D and Rjm and the
performance quantification in
a multi-settlement
environment
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A non-zero dp̂Br indicates that the physical buyers’ DAM purchases are either
below or above the consumption in real time. Similarly, the physical generation
deviation in hour h is

dp̂S�r ¼
1
M

X

M

m¼1

X

sr2S�r

p̂sr jm þ
X

w2W�

t̂wjm

 !" #

�
X

sr2S�r

p�sr þ
X

w2W�

t�w

" #

: ð30Þ

The participation of the financial entities in the DAM gives rise to the lack of
balance between physical demand deviation dp̂Br and the physical generation
deviation dp̂S�r : A positive net injection of the financial participants in the DAM
corresponds to

P

sf2Sf

p�sf [
P

bf2Bf

p�bf ; which implies that
P

sr2S�r

p�sr\
P

br2Br

p�br : In this

case, the physical generation deviation exceeds the physical demand deviations so
that dp̂S�r [ dp̂Br : Therefore, more generation is required in real time than cleared
in D leading to the deviations in the physical sellers’ outcomes. In case of
P

sf2Sf

p�sf\
P

bf2Bf

p�bf —a negative net injection of the financial entities—some of the

physical generation serves the demand of the financial buyers in D and so
P

sr2S�r

p�sr [
P

br2Br

p�br : In this case, dp̂S�r\dp̂Br : Whenever there is zero net injection

by the financial entities, the physical generation deviation and the physical demand
deviation are in exact balance. The absence of financial entity participation is a
special case of this zero net injection. While the injection/withdrawal deviation
metrics of Eqs. 29 and Eqs. 30 provide system-wide aggregate measures, we can
also introduce analogous metrics for zonal, as well as, nodal measures in order to
meet the requirements at the different levels of granularity.

We use the auction surplus in Eq. 28, the total congestion rents in Eq. 18 and
each market participants’ bid/offer surplus metric in Eqs. 19–23 to evaluate the
overall economic performance of the multi-settlement system and that of each
market participant, respectively. In addition, we need appropriate metrics to
analyze the combined impacts of the DAM-RTM clearing outcomes.

As market and system conditions may change, the price of the MWh com-
modity in each Rjm at a specified node may deviate from that in D: The hour
h price deviation at node i is

dki ¼
1
M

X

M

m¼1

k�i � k̂i

�

�

�

m

h i

: ð31Þ

Whenever dki = 0 over a nontrivial subset of hours, arbitrage opportunities
exist, implying market inefficiency [26]. A financial entity can participate in the
market to take advantage of price arbitrage opportunities at such a node. As more
and more financial entities eye such opportunities, leading to their participation in
the markets to arbitrage the price deviation, the arbitrage opportunities begin
disappearing. As such, dki ? 0, leading to the improved economic efficiency of
the markets. Thus, price convergence is a desirable outcome in multi-settlement
systems. We also note that dki - dkj, i = j, quantifies how well the D outcomes
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forecast the nodal price difference between nodes i and j in real time taking into
account the actual system congestion and losses.

The price deviation dki also impacts the surplus of each market participant. The
output of the seller sr 2 S�r; located at node i, is produced in the real time.
Therefore, his offer is, unlike his revenues in Eq. 13, independent of the D out-
comes. Therefore, the D outcomes impact the surplus of the seller sr in hour
h. Using Eq. 19, the sr offer surplus in hour h is

Ssr ¼
1
M

X

M

m¼1

p̂sr jmk̂i

�

�

�

m
�bsr p̂sr jm

� �

n o

þ dSsr ð32Þ

Here, dSsr is the physical seller offer surplus deviation metric

dSsr ¼ p�srdki ð33Þ

and quantifies the impact of the D outcomes on the revenues of the seller sr.
A positive (negative) dSsr implies that sr captures more (less) revenues for his real-
time production than those in D:We consider a specific case to illustrate the nature
of dSsr . For a system with sr, the marginal seller in both D and an associated Rjm
and with k̂ijm [ k�i and p̂sr jm [ p�sr : While p�sr is paid at ki

* the p̂sr jm � p�sr is paid at

k̂ijm: Therefore, the portion p�sr receives less revenues per MWh than p̂sr jm�p�sr :
The fact that sr participates in D and sells p�sr implies that for this case he receives
lower revenues than had he participated in only Rm: As such, sr is better off

clearing a lesser amount than p�sr whenever k̂ijm [ k�i so as to increase revenues for
its actual production p̂sr jm: The negative dSsr is illustrated in Fig. 3. Whenever a
financial buyer bf realizes such a price deviation, then his participation in D that
may result in an increase in ki

*. In turn, the revenues of sr may increase and he may
be willing to produce more in D than in the case of without the financial buyer bf :
We note that the surplus driven offer/bid decisions furthermore impact the
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Fig. 3 The effects of D and
Rjm clearing on the offer
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node i for the case k̂ijm [ k�i

Economic Evaluation of System Security Criterion 235



deviation of the physical production/consumption. Under the conditions of the
example, as the physical seller has the incentive to clear a lesser amount in D due
to the price deviation, the need may arise for additional amounts cleared in the
near-real-time. We conclude that such incentives may result in conditions that
the ‘physical production/consumption in Ddoes not appropriately forecast the real-
time conditions, and may lead to ‘‘stressed’’ real-time operations, thereby less-
ening the ability to ensure secure power system operations.

Once we compute the individual offer surplus deviation of a physical seller, we
can determine the offer total surplus deviation of the subset of the physical sellers
using

dSS�r ¼
X

N

i¼0

X

sr2S�r

p�srdkieisr ; eisr ¼
1; sr is at node i
0; otherwise

	

ð34Þ

Similarly, we can evaluate the total physical buyers’ bid surplus deviations

dSB r ¼
X

N

i¼0

X

br2B r

p�brdkieibr ; eibr ¼
1; br is at node i
0; otherwise

	

ð35Þ

A positive dSB r implies that the physical buyers pay less for their aggregate
real-time demand in D than in the associated RTMs. This happens because the
physical buyers benefit from the lower DAM prices that they pay for the portion of
the demand cleared in the DAM.

The MW deviation metrics along with the price and the bid/offer surplus
deviation metrics capture important aspects of system and market operations in a
multi-settlement environment. The physical generation and demand deviation
metrics quantify how ‘‘close’’ the real-time system conditions are to those fore-
casted in the clearing of the DAM. Smaller magnitude deviations imply improved
‘‘forecasts’’ of the system conditions in the DAM, which, in turn, result in the
improved ability of the RTO to ensure real-time system security. Therefore, the
DAM clearing is strongly inter-related with the real-time system operations.
The price and the physical participants’ bid/offer surplus deviation metrics, on the
other hand, quantify the impacts of the DAM outcomes on the market participants’
bid/offer surpluses. As price deviations increase, the financial entity participation
becomes more pronounced in the DAMs [26, 27]. Such participation leads to
changes in the DAM outcomes, which, in turn, impact how the real-time system
conditions are forecasted in the DAM. A desirable market outcome is that the
deviation metrics of surplus and of production/consumption tend to zero since the
lower the absolute values of these metrics, the ‘‘better’’ the markets perform.
The ability to quantify the economic impacts of compliance with a specified
security criterion renders these metrics highly appropriate in the preparation of
various regulatory filings, as well as in applications to longer-term planning and
shorter-term studies with the explicit representation of the financial entities in
addition to the physical asset owners. The proposed metrics capture the strong
inter-relationships between system and market operations in the multi-settlement

236 T. Güler et al.



environments. Therefore, they effectively quantify the performance of the multi-
settlement systems.

The value of the metrics given in Eqs. 9–35 depends on the specified security
criterion C and constitutes the basic building of the approach. We conceptually
represent this snapshot assessment framework in Fig. 4.

Under a different security criterion C
0

, the RTO explicitly considers the solution
of the problem MðS;B;W ;C0Þ at each system snapshot, be it a DAM or an RTM.
The constraints expressed in Eqs. 2–8 apply to each contingency in the set JC,. We
measure the impacts on market performance due to the change in the security
criterion from C to C

0

by the change in each metric of interest from one criterion to
the other. For example, the change in the auction surplus metric is given by

DSP
�

�

�

C!C0
¼ SP

�

�

�

C0
�SP

�

�

�

C
ð36Þ

and provides a proxy measure for the change in the economic efficiency of the
markets in a multi-settlement environment due to a change in the security criterion
from C to C

0

. We deploy analogous expressions for each metric in Eqs. 9–35 to
measure the relative change in response to the security criterion change from C to
C

0

. The changes in the bid/offer surpluses, the total dispatched load and the multi-
settlement system deviation metrics are all of interest in our assessment. We also
need the changes in the physical demand and generation deviation to quantify the
impacts on the ability of the RTO to meet system security in real time. For
example, to evaluate the impacts on the physical generation deviation, we use

DdS� r jC!C0¼ dp̂S�r jC0�dp̂S�r jC ð37Þ

These metrics effectively capture the multi-settlement system performance for
the security criterion change from C to C

0

for a given hour h. For example, the
RTO can quantify the economic impacts of operating the system under a tightened
security criterion by including additional contingencies in the postulated contin-
gency list.

Under a specified security criterion, the hourly snapshots corresponding to
different system and market conditions may result in markedly different market
performance outcomes. Such differences arise for many reasons including changes
in the load, the set of selling entities, and the offers/bids submitted. Consequently,
these hourly assessments must be carried out over a longer period to appropriately
capture the impacts of the different conditions that exist during that period.
Conceptually, we need to assess the market performance of the DAM and the
associated RTMs at each hour of the study period. The needs are similar in
assessing the market performance impacts due to a change in the security criterion.
The hourly values of the relative performance metrics are summed to obtain the

system 

operations 

market 

operations C market performance 

under C 

Fig. 4 The market
performance quantification
under security criterion C
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daily values which, in turn, are used to compute the relative performance metrics
for the entire study period. As the computing requirements to clear each market
over a study period for a large-scale system may be large, a practical way to reduce
them is to perform the assessments for a smaller representative sample of the
hours. For this purpose, we require a scheme that systematically selects this
smaller subset of representative hours [33].

A key requirement in selecting these hours is the incorporation of the unit
commitment decisions which entail inter-temporal effects across the hours of the
commitment. To fully capture the inter-temporal effects, all the hours of the unit
commitment period need to be considered. Since, for typical market applications,
the unit commitment period is a day, this requirement shifts the selection of
representative sample of hours to that of days, since all the hours of such days must
be included.

A first step in the selection of representative days is the partitioning of the study
period into subperiods. Since many operational studies are carried out on a
monthly basis, we use a month as a subperiod. For a given month i, we determine
the subset of representative days and construct the set Di

r using the following
scheme.

Let Di
= {dq:q = 1,…, D} be the set of days in the month i.We denote the day

dq peak-demand load by pdq : We reorder the set of the demand values
pd1 ; . . .; pdDf g as ~p1; . . .; ~pDf g with ~pj � ~pjþ1 where ~pj denotes the jth largest value

of the month. We construct the ordered daily load curve using the set of points
0; ~p1ð Þ; 1; ~p2ð Þ; . . .;f D� 1; ~pDð Þg: This curve has at most D distinct load levels. We

normalize the time axis using D as the base value and construct the so-called load
duration curve (LDC)L( � ) as a piece-wise step function using the set of points
0; ~p1ð Þ; 1=D; ~p2ð Þ; . . .;f ðD� 1Þ=D; ~pDð Þg: We super-pose the grid with k equally

distributed LDC factors

0 ¼ w0\w1\ � � �\wkþ1 ¼ 1 ð38Þ

on the time axis. We determine the load level p̂j ¼ L wj

� �

for each wj. We choose
k so that the (k ? 2) load values are distinct and

p̂0 [ p̂1 [ � � � [ p̂kþ1 ð39Þ

We use the load levels to subdivide the interval between p̂0 and p̂kþ1 into
(k ? 2) load tranches

Pj ¼

p̂kþ1;
p̂k þ p̂kþ1

2


 �

j ¼ k þ 1

p̂j�1 þ p̂j
2

;
p̂j þ p̂jþ1

2

� �

j ¼ 1; . . .; k

p̂0 þ p̂1
2

; p̂0

� �

j ¼ 0

8

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

:

ð40Þ
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and determine from the time axis the corresponding duration nj of each tranche.

Note that nj is an integer multiple of 1/D and
P

kþ1

j¼0
nj ¼ 1: We define

ŵj ¼
X

j�1

s¼0

ns; j ¼ 1; . . .; k: ð41Þ

We construct Lað�Þ from the (k ? 2) load levels using the set of points

fð0; p̂0Þ; ðŵ0; p̂1Þ; . . .;ðŵk; p̂kþ1Þg and use it to approximate L( � ). For each load
level p̂j of Lað�Þ; we identify the day dq with pdq ¼ p̂j: In case of two or more such
days, we select the most or more recent day. We construct Di

r using these (k ? 2)
selected days. We illustrate such construction in Fig. 5.

We measure the ‘‘goodness’’ of the approximation in terms of an error based on
the monthly energy. We define the error in the LDC approximation by

e kð Þ ¼

Z

1

0

Laðx; kÞ � LðxÞj jdx

,

Z

1

0

LðxÞdx ð42Þ

We compare the value of e(k) with a specified error tolerance value e: If the
error fails to satisfy �e;k is increased until the tolerance check is satisfied and selects
the corresponding Di

r:
We repeat this process for each of the month within the study period and then

construct the set of representative days Dr of the study period by the union of the
monthly Di

r: We apply the structure shown in Fig. 4 to each hour of the days in
D for each specified criteria. We quantify the hourly relative performance metrics
and aggregate them for each day. We use the number of days each day in Di

r

represents and aggregate the daily figures to obtain monthly impacts. The daily
figures also serve to evaluate key statistics for each month such as mean, variance
and range. The study period impacts then are aggregated form the monthly ones.
Thus, we are able to quantify the system and area-wide MW as well as dollar
impacts on a daily, monthly and period basis.

Fig. 5 Construction of Lað�Þ
from L( � )

Economic Evaluation of System Security Criterion 239



The proposed approach provides a useful tool to the RTO to analyze the
interdependence between market performance and the system security. The ability
to quantify the financial impacts of compliance with a specified security criterion
makes the approach highly useful in regulatory proceedings, as well as in longer-
term planning and shorter-term investigations with the explicit representation of
both the financial and the physical asset owning players. The proposed approach
has a wide range of applications such as the justification by the RTO of the
decision to modify the security criterion to be used and the cost/benefit analysis of
network improvements to mitigate the market performance impacts of a set of
specified contingencies. Other applications include the formulation of the control
actions for specific contingencies, and the assessment of specific behavioral
changes of market participants under various security criteria. The proposed
approach furthermore allows us to investigate the role of the DAMs in reallocating
the auction surplus among market participants, to analyze the DAM–RTM price
deviation issues and to quantify the impacts of the financial entities participation
on real-time system security. We devote the following section to present a set of
applications to the large-scale ISO New England (ISO-NE) of the proposed
approach.

5 Application Studies: The ISO-NE System

In this section, we provide a set of application studies to quantify the economics of
secure power system operations for the ISO-NE markets for the case of DAMs
only, as a proxy study for single-settlement systems, and for the multi-settlement
system. We use the ISO-NE in all the case studies presented since it provides a
good, realistic-sized system that is large enough to effectively illustrate the
capabilities of the proposed approach to determine practical solutions to a wide
range of problems in the various applications. We, first, provide a brief description
of the multi-area structure of the ISO-NE system and state the current ISO-NE
security criterion. We, next, provide the results of the ISO-NE DAM comparative
study and those of the set of studies for the multi-settlement system.

The ISO-NE is the regional transmission organization serving the states of
Connecticut, Maine, Massachusetts, New Hampshire, Rhode Island and Vermont.
The ISO-NE is a member of the Northeast Power Coordinating Council (NPCC)
and is part of the Eastern Inter-connection. An important characteristic of the ISO-
NE system is its multi-area structure. Such a structure has major implications for
the way the system operations comply with the security criterion. Each area of the
ISO-NE multi-area network is characterized as being either an import or an export
area. We depict conceptually the multi-area structure of the ISO-NE in Fig. 6.
The import areas [34] are

• A 1: Boston/NE Massachusetts
• A 2: Connecticut
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• A 3: SW Connecticut
• A 4: Norwalk/Stamford

We treat rest of the system as a single export area and denote it by A.5. Figure 2
illustrates conceptually the multi-area structure of the ISO-NE. A salient feature is
the nested structure of the areas A.4

, A.3
, A.2. From the physical and the

economic point of view, the generation of the export area is required to meet the
load of the import areas.

The ISO-NE system security criterion takes into account this multi-area
structure. This is a modified (n – 2) security criterion. We denote this security

criterion by C0; whose contingency list is JC0¼Jn�1 [ [
4

k¼1
Mk

� 


: Here, Jn-1 is the

set of single element contingencies considered by the ISO-NE and Mk is the set of
double tie line contingencies specified for each import area A k [ A, k=1,…,4.
Each selected tie line pair interconnects the import area A k to any other area of the
system. The set of control actions for the security criterion consists of preventive
control actions which are associated with the elements of Jn-1, and corrective
control actions which are associated with the double element tie line contingencies

of [
4

k¼1
Mk[34].

We next focus on the studies to quantify the economics of secure power system
operations in the ISO-NE system. The objective of this study is to analyze whether
the economic efficiency of the ISO-NE DAM is adversely impacted by the system
operations complying with the security criterion in force.3 For this purpose, we
quantify the market performance as a function of three security criteria and per-
form comparative assessments. We measure the changes with respect to the out-
comes under the current ISO-NE security criterion. We quantify the impacts of the
security criterion in force on the market performance using the actual day-ahead
data – the system model and the bids/offers submitted—with the actual market

2

 

1

3

5

 

tie-line
4

Fig. 6 Multi-area structure
of the ISO-NE system

3 We use the ISO-NE DAM study as a proxy study for single-settlement systems. We assume
that the bids and the offers of the financial entities represent physical consumption and
production. As such, this study is a special case for multi-settlement systems. .

Economic Evaluation of System Security Criterion 241



clearing methodology. The results of this study serve as the reference case, with
respect to which we compare the impacts of a tightened and a relaxed security
criterion on the market performance.

We select the criterion C0 as the reference criterion and consider two specific
criteria C1 a modified (n–1) security, and C2, a modified (n – 2) security. For the
criterion C1, the contingency list JC1 ¼ Jn�1; and preventive control action is the
deployed for each contingency in JC1 : For the criterion C2, the contingency list
JC2 ¼ JC0 ; but we replace the corrective control actions by the preventive control

actions for the contingencies in [
4

k¼1
Mk:

The study is performed for the second half of the year 2005. This study period
was chosen to allow the use of market and system data that reflects the most up-
to-date ISO-NE procedures and rules. The analysis of the load in the selected
period shows that the demand levels in the summer months, July and August, are
significantly higher than those in the non-summer months—the months from
September to December. Furthermore, the range of daily peak demands in the
summer months is considerably larger than that in the non-summer months. Due to
the maintenance scheduling, the sets of available resources in summer months are
different than those in the other months. In addition, the ratings of the system
components differ in each summer month from those in the other months. The
period under study is further characterized by the existence of two distinct
regimes, R1 and R2 (pre- and post-October 9, 2005), respectively. The ratio of the
hourly price-sensitive bid amounts to the total hourly demand changes markedly
from a small value under the regime R1, to a sizable fraction under the regimeR2:
The hourly loads in these two regimes are further distinguished in terms of their
peak, base and average values. We present the load characteristics of the regimes
R1 and R2 in Table 1. The minimum, maximum and the average hourly load
values are disaggregated into the fixed and price-responsive components in
Table 1. The significant increase in the fraction of price-sensitive demand is due to
the bidding behavior change of the large buying entity whose demand corresponds
to approximately 25% of the total system demand. This buyer submits, on the
average, only 10% of his demand as price-sensitive under the regime R1: How-
ever, the buyer has no fixed demand under regime R2 as the entire buyers’ bids
become price-sensitive, as shown in Fig. 7. Due to the size of the buyer’s demand,
the marked change in his bidding behavior results in a significant portion of the
total system demand that is price responsive under the regime R2:

Table 1 Regimes R1 and R2 load characteristics

Regime R1 R2

Load type Fixed Price-sensitive Fixed Price-sensitive

Minimum demand 6,232 2,944 5,394 5,139
Maximum demand 21,292 4,845 12,109 9,573
Average 13,075 4,294 8,756 6,964
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We select the representative days from each month using the scheme introduced
in the previous section. We construct the LDC approximation for each summer and
non-summer month by 14 and 10 representative days, respectively. Since these
approximations provide acceptably small errors, we determine the elements of
each Di

r and construct Dr:
We next discuss the market performance impacts of the change of security

criterion C0 to each of the criteria considered and distinguish those impacts under
the two regimes R1 and R2

We first focus on the MW impacts. For the reference criterion C0; we obtain the
range and the average values of the total hourly dispatched loadPC under the regimes
R1 and R2: We compute the changes from the PC values under the two security
criteria and present the results in Table 2. We observe that the price-responsive
demand plays an important role in the DAM. For each security criterion, the changes
under the regimeR2 are considerably lower than those under the regimeR1. In fact,
the changes are more pronounced for the change of the security criterion from C0 to
C2 than from C0 to C1. We hypothesize that the factors that contribute to these
distinct outcomes are due to the structure of the system, the effectiveness of the
security control actions and the nature of the constraints imposed on the system
operations.

The change from the current security criterion to either of the two criteria
studied impacts the value of the system transfer capability. The change in the value
of the system transfer capability, in turn, affects the ability of the import areas to

regime
1R regime

2R

Jul. Aug. Sep. Oct. Nov. Dec.

days0.0

2.000

3,000

4,000

1,000

MW

5,000

6,000

price responsive     

demand portion

fixed demand  portion

Fig. 7 The bidding behavior change of the larger buying entity

Table 2 Total hourly
dispatched loads and range of
impacts

Metric Regime Range (MW) Average (MW)

PC0 R1 (9,177, 25,638) 16,967
R2 (8,733, 23,281) 15,421

DPCa R1 (0, 452) 141
R2 (0, 273) 42

DPCb R1 (-818, 0) -184
R2 (-557, 0) -128
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bring in energy from the export area. In fact, the analysis of the ISO-NE system
during this 2005 study period indicates that the replacement of the security cri-
terion C0 by the criterion C1 results in the increased import capabilities of the
import areas for each hour. But, the increased capability may not be utilized in
every hour. For example, the imports by the stand-alone area A1 buyers increase
their imports from the export area, thereby decreasing their dependence on the less
economic A1 resources. On the other hand, the imports of the nested area A2, due
to the physical constraints of the A2 network, may not utilize such increased
capability in every hour. We measure the changes in the utilization of the
increased import capabilities using the relative area-wide net injection metric for
the areas A1, A2 and A5. We illustrate the results for the import areas A1 and A2,
and the export area A5 for a week in August 2005 in Fig. 8. These plots are typical
for the study period, particularly in terms of the more pronounced impacts in the
daily peak hours than those in the off-peak hours.

Due to the fact that the system operations under the criterion C2 are more
constraining than those under the criterion C0; the security change from C0 to C2

results in the decreased import capabilities of the import areas for every hour of the
study period. In fact, the impacts on the imports of the stand-alone area A1 are
exactly in the opposite direction to those under the criterion change from C0 to C1.
On the other hand, the imports of the nested area A2 exhibit similar results to those
under the criterion change from C0 to C1. We plot these outcomes for the same
August week in Fig. 9. We note that the impacts are pronounced in both peak and
off-peak hours.
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Fig. 8 Area-wide net injection impacts under C1
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Fig. 9 Area-wide net injection impacts under C2
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We next examine the monetary impacts of the changes in the security criterion
as measured by the relative auction surplus metric. We use the daily auction
surplus as the basic metric in this investigation. We first normalize the daily
auction surplus values using the average value of the daily auction surplus under
the reference criterion C0 as a base value. We use the normalized values to
compare the impacts with respect to the values under the reference criterion, as
well as, across study periods of different durations. In this way, the comparisons
are both consistent and meaningful. We can interpret the results to understand the
nature of the impacts and how they relate to the values attained under the reference
criterion C0. For concreteness, we use a value of s = 1,000 $/MWh/h for evalu-
ating the benefits of the buyers submitting fixed demand. We first consider the
economic repercussions of the increased import capabilities arising from
the relaxation of the security criterion from C0 to C1. Throughout the study period,
the increased import capabilities are utilized leading to higher market efficiencies.
We may view these improvements as a measure of the ‘‘costs’’ of not violating the
constraints due to the double element contingencies in the reference criterion. On
the other hand, the decreased import capabilities arising from changing the cri-
terion from C0 to C2 may lower the auction surplus. Indeed, such reductions are
present throughout the study period. We may interpret these reductions to be a
measure of the ‘‘costs’’ of replacing corrective for preventive control actions. The
plot of the normalized daily auction surplus values under the reference criterion C0

is given in Fig. 10 for the set of days Dr. The plots of the changes in auction
surplus arising from a change of the security criterion are shown in Fig. 11. In this
figure, we also provide the normalized impacts considering a different value of
s
0

= 10,000 $/MWh/h. Note that, the different values of s and s
0

impact the
normalized values but do not affect the nature of the impacts. We provide some of
the statistics related to the maximum, the mean and the standard deviation of the
values of relative auction surplus metrics under the regimes R1 and R2 for each
security criterion change in Table 3.

We obtain additional insights into the impacts of the security criterion change
on the market participants in each area by studying the disaggregation of the
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Fig. 10 Normalized daily auction surplus under criterion C0
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metrics DSjC0!C1
and DSjC0!C2

: The area by area contribution is in line with the
changes in the utilization of the modified import/export capabilities. We plot the
changes of the import areas A1 and A2; and the export area A5; contribution to
the auction surplus in Fig. 12 (Eq. 13) corresponding to shifting the security
criterion from C0 to C1 (C2).

The price-responsive demand that characterizes regime R2 plays an important
role in the nature of the results. In general, as the willingness to pay of the buyers
increases, the absolute value of the relative auction surplus metric increases,
attaining its highest value for fixed demand for each security criterion considered.
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Fig. 11 The normalized daily impacts on auction surplus

Table 3 Statistical analysis
of the relative auction
surplus metric values under
the regimes R1 and R2

(basis is C0)

Criterion Regime Maximum Mean SD

C1 R1 0.00541 0.00098 0.00130
R2 0.00070 0.00012 0.00023

C2 R1 -0.00715 -0.00224 0.00182
R2 -0.00215 -0.00068 0.00051
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Fig. 12 Change in each area’s contributions to auction surplus under C1
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Therefore, the impacts of the change in security criterion to either C1 or C2 on the
auction surplus are more pronounced for the fixed demand regime R1 than for the
price-responsive regime R2; as we observe in the plots of Figs. 10, 11, 12, 13.
Also, for a price-responsive demand with a uniformly low willingness to pay, the
impacts may be small, and in certain cases may be negligibly so. The relaxation of
the security criterion from C0 to C1 by not taking into account the double element
contingencies, results in an insignificantly small relative auction surplus metric
values under the regime R2: The tightening of the security criterion from C0 to C2

using preventive actions to replace corrective ones reduces the auction surplus. In
fact, by utilizing the corrective control capabilities of the resources in the presence
of price-responsive demand, the ISO-NE is able to decrease the economic impacts
of the double tie line contingencies. Note that the extent of such ability depends on
various factors including the topology of the system, the characteristics of the
generating units and the bids/offers of the market participants.

These findings of the comparative assessment lead us to conclude that the
reference criterion C0 is, for all intents and purposes, more appropriate for
the ISO-NE DAM than either of the two security criteria considered. Through this
study, we also gain important insights on the role of price-responsive demand and
the selected security control action. In fact, a key finding of the ISO-NE study is
that the economic efficiency of the electricity markets need not decrease when a
power system is operated under a stricter criterion as long as there is price-
responsive demand. The proposed approach provides good insights into the ram-
ification of changing the security criterion on both qualitative and quantitative
basis.

We next illustrate the application of the proposed approach to the study of the
ISO-NE system and markets under multi-settlement environment. The objectives
of our studies are to quantify the economic efficiency of the ISO-NE multi-
settlement markets as a function of the security criterion in force, to investigate the
impacts of the of the financial entity participation on the ISO-NE system and
markets and to quantify the impacts on the ISO-NE market performance of a
security criterion change from the criterion in force to a modified (n – 1) security,
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C1. We apply the proposed approach to quantitatively analyze the ISO-NE multi-
settlement system performance. We assess the impacts of the participation of
financial entities in the DAMs by performing a side-by-side comparison of the
outcomes of the DAMs and the associated RTMs without and with such players.
A particularly insightful aspect of the comparison is the set of values for the
deviation metrics of the physical entities. In the following study, we quantify the
impacts of a change in the security criterion from the current security criterion in
force, C0; to C1 and compare the observed impacts under the two criteria.

We use the same 40 representative days from 2005 and 2006 to study the
DAMs and their associated RTMs. For the discussion in this paper, we focus
specifically on the four contiguous peak-demand hours of each selected day and
analyze the values of metrics of interest for those 160 h. We start out with the
evaluation of the ISO-NE multi-settlement system performance under the security
criterion in force to determine the values of the metrics for the reference case for
the study.

We perform market clearing for the DAMs and their associated RTMs for the
selected 160 h and quantify the market performance metrics under the security
criterion C0: We first focus on the DAM-RTM MW deviations. As the real-time
demand in each RTM is considered to be fixed, the cleared demand values are not
a function of the security criterion, per se, as long as the security-constrained
market problem is feasible. We compare the fixed real-time demand in each of the
M RTMs associated with the demand cleared in a DAM to evaluate the deviation
metrics. We plot in Fig. 14 the demand values for the selected 160 h. We note that
the real-time demand values exceed the DAM demand in the selected 160 h. As
these hours are representative of the ISO-NE system past behavior, they correctly
indicate that the RTM demands, typically, exceed the DAM demands. Therefore,
there may be a need for additional physical generation in the real time over the
amounts cleared in the DAMs.

We examine the physical demand and generation deviations and use the plots in
Fig. 15 to gain insights into their nature. These plots indicate that both the physical
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demand and the generation deviations are positive for the hours under consider-
ation. Also, the positive values indicate that as much as 75% of the real-time
demand and generation are cleared in the DAM. This result indicates that there is a
need for additional generation in the real time. The plot of the net differences
between the generation and the load deviations, Fig. 15, indicates the impacts of
the net positions of the financial players in the DAMs. While there are daily
variations in the financial entities’ net positions, their range is up to 10% of the
real-time demand, with the more pronounced impact in the higher demand days.

We now discuss the economic aspects of the secure operations of the power
system. Analysis of the DAM-RTM price deviation metric indicates that, on
average, the prices are higher in the DAMs than in their associated RTMs. Such
results are clearly visible in the plots of the price deviation duration curves of the
import areas A1;A2 and the export area A5: The area-wide price deviation mea-
sure of an area is evaluated using the load-weighted average of the prices in the
area for a snapshot system. We observe that the price deviations are more pro-
nounced for the import areas A1 and A2 than for the export area A5: For the study
hours selected, the area A2 price deviations are larger than those of any other area
indicating that congestion has more pronounced impacts on this area than other
areas. The price deviation results also indicate that the physical sellers in the
import areas capture more revenues for their real-time production in the 160 h of
the study period.

Under these conditions, financial entities have more incentives to be sellers in
the import area A2 than in any other area. If the financial sellers were to participate
more intensely in the import area A2; then a decrease in the import area A2 DAM
prices would result and, therefore, the price convergence would be improved.
Given the nature of the physical generation and the demand deviations, we con-
jecture that financial entities may expect higher price deviations in the peak-
demand periods and therefore they may adjust their bidding behaviors to clear
more quantities in the DAMs in which they participate.
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Next, we turn our attention to assessing the auction surplus of multi-settlement
markets. We use the value of s= 1,000 $/MWh for the fixed demand. We choose
this value on the basis of that it is the authorized bid/offer price cap in the ISO-NE
markets and it is a reasonable proxy of the willingness to pay of the buyers with
fixed demands. We evaluate using s the auction surplus for the DAMs and the
associated RTMs. We summarize the results in the plots given in Fig. 16 of the
normalized auction surplus values for the 160 h in the study period. We normalize
the auction surplus values using the average RTM auction surplus value so as to
provide a meaningful comparison of the observed results. The positive load
deviations and the fact that they represent fixed demands imply that the auction
surplus outcomes are higher in the RTMs than in the DAMs. We next examine the
individual components of the deviations of the auction surplus in the DAMs and
their associated RTMs.

We investigate the deviations in the bid/offer surpluses of the physical market
participants using their normalized values, with the base value being the RTM
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Fig. 16 The normalized auction surplus attained in the DAMs and the associated RTMs for the
selected 160 hours in the study period
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auction surplus. We provide the plots of the physical buyers and sellers in Fig. 17.
We note that the physical sellers capture additional revenue for their real-time
production for the majority of the hours in the simulation period. Therefore, the
physical buyers pay a ‘‘premium’’ for that portion of their real-time demand needs
that is cleared in theDAM. The plots clearly demonstrate that the sumof the bid/offer
surplus deviations is not equal to zero, due to the financial entity participation,
the bilateral transactions and the congestion rents. The metrics in Eqs.
18–35 serve to provide the quantification of the multi-settlement system perfor-
mance for the 160 h of the study period under the reference criterionC0:Weuse these
results as the reference basis for the comparative studies which we discuss next.

We examine the impacts that the financial players have on the market perfor-
mance under the ISO-NE security criterion C0 in force. We first evaluate the
impacts by considering the market operations without and with the participation of
the financial entities in the DAMs. The difference between the two cases quantifies
the contribution of the financial players in the multi-settlement environment. We
evaluate the physical demand deviations, as well as the price deviations observed
for the two cases.

Without financial entities in the DAM, lower physical demand is cleared in the
DAM than in the case with the financial entity participation. Therefore, more gen-
eration is required in real time to compensate for the lower demand in order to ensure
near-real-time system security. In fact, the ISO-NE study indicates that, on average,
700 MW additional output is required in real time without financial entity partici-
pation. Such an increase clearly indicates that the absence of financial entity par-
ticipationmakes the task to operate the near-real-time ISO-NE system securelymore
difficult. We find that financial entity participation leads to better forecasts of
physical generation and consumption resulting in improved near-real-time system
security. The plots of the cleared DAM demand without and with financial entity
participation together with the real-time demand needs for the 160 h in the study
period are given in Fig. 18.
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The most striking fact about financial entity participation can be discerned from
examining the DAM-RTM price deviation results without and with financial
entities. We superimpose in Fig. 19 the price deviation duration curves for the
areas A1;A2 and A5 without the financial entity participation on those with their
participation shown above in Fig. 20. The financial entity participation markedly
reduces the deviation values for the areas A1 and A2: Since such a decrease
corresponds to the desirable price convergence, its impact is very significant and
attains the desired objective of price convergence that leads to improved market
efficiency. Furthermore, our findings indicate that absent financial entity partici-
pation, the system is more congested in the DAMs, leading to the attainment of
higher congestion rents than those obtained with the financial entity participation.
In addition, system congestion impacts the prices of the import areas A1 and A2

more markedly than the case with financial entity participation. Therefore,
financial entity participation reduces inter-area system congestion.

This side-by-side comparison results indicates very clearly the important role
that financial entities play in electricity markets. Their participation decreases the
magnitude of the physical demand deviations. In turn, these lower deviations
make the management of near-real-time operations easier and, moreover,
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improve near-real-time system security. In terms of market performance, the
participation of financial entities decreases the magnitude of the price deviations.

We next study the impacts on the multi-settlement performance of a security
criterion change from the reference criterion C0; to C1. For the security criterion
C1, we perform market clearing of the DAMs and their associated RTMs for the
selected hours in the study period and evaluate the market performance metrics.
We compare the values of the metrics of interest with respect to those under the
reference criterion C0:

The change from the security criterion C0 to C1 impacts the available transfer
capability of the system, which, in turn, affects the ability of the import areas to
bring in energy from the export area. Indeed, the examination of the ISO-NE
results indicates increased import capabilities of the import areas for each hour of
the given study period [35]. The increase in transfer capability has economic
impacts, which we quantify from the changes in the auction surplus. We compute
the hourly auction surplus values under the security criterion C1 for each selected
hour of the study period and normalize them using the average value of the
hourly auction surplus under the reference criterion C0: We note that the utili-
zation of the increased import capabilities leads to increased auction surplus. We
may view such an improvement as a measure of the ‘‘costs’’ of not violating the
constraints associated with the double element contingencies in JC0 . There are
also a number of hours during which the change in security criterion from C0 to
C1 has no impacts on the auction surplus. For such hours, the double element
contingencies have zero economic impacts. We plot the changes in the nor-
malized auction surplus values corresponding to the security criterion change in
Fig. 21.

We next discuss the impacts of the change of security criterion from C0 to C1

on the market participants’ bid/offer surpluses. The change of security criterion
from C0 to C1 has widely varying impacts on the different market participants
within the different areas. For illustration purposes, we consider five specific days
to discuss the impacts. The security criterion change results in the greater utili-
zation of the export area sellers and, therefore, in the decreased production of the
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Fig. 21 Auction surplus change due to the criterion change from C0 to C1
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import area physical sellers. Such a change leads to a corresponding change in the
surpluses of the players in the various areas. In Fig. 22, we plot changes in the
physical sellers’ offer surpluses in areas A1;A2; and A5for the five selected days.

The impacts have almost the opposite effects on the surpluses of the physical
buyers: while the bid surpluses of the export area physical buyers are decreasing,
those in the import areas are increasing. The physical buyers within the import
areas are able to meet their demand using more economic resources from the
export area A5 to take advantage of the increased transfer capabilities, thereby
decreasing their payments. In fact, the changes in the bid surpluses are particularly
more pronounced for the import area A2 physical buyers than other areas’ physical
buyers as shown in Fig. 23.

The impacts of changing the security criterion on the surpluses of the financial
entities are minor and of little significance compared to those impacts on the
players with physical assets for a change in the security criterion. Overall, the
relatively small dollar impacts due to the change of the security criterion from C0

to C1, as evident from the Figs. 21, 22, 23, furthermore justify that the current
security criterion in force, C0; is appropriate for the ISO-NE markets [36].

Through the ISO-NE study, we gain important insights into the system security
and its economics in a multi-settlement environment. The proposed approach
effectively captures the impacts of the DAM clearing on the market participant
bid/offer surpluses. Furthermore, the price signals, provided by the multi-
settlement system, encourage financial entity participation which, in turn, leads to
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not only improvements in the overall market performance but also in the ability of
the RTO to ensure near-real-time system security.

6 Concluding Remarks

The maintenance of secure system operations is a highly challenging task that
became even more complex with the prominence of electricity markets. We use
the insights we gained into the tight coupling between market and system oper-
ations under restructuring to characterize analytically the inter-relationships
between the secure power system operations and the performance of the electricity
markets. Such a characterization allows the development of an integrated analysis
approach to quantify the economics of secure power system operations. This
approach permits the quantification of the market performance as a function of
security criterion and provides, for the first time, the means to provide an eco-
nomic justification for a modification the security criterion. Furthermore, the
approach is useful for the costs/benefits analysis of network improvements to
mitigate the market performance impacts of a set of contingencies and their
associated security control actions. An important application is to the assessment
of the impacts of specific behavioral changes in market participants on system
security. The generalization of the approach is made by its extension to quanti-
tatively characterize the linkages between the real-time system operations and the
day-ahead markets (DAMs) and their associated real-time markets (RTMs) for use
in a multi-settlement environment. The extended approach provides the ability to
explicitly show that the auction surplus attained in the multi-settlement system is
equivalent to sum of the auction surplus attained in each RTM. Therefore, the
mere presence of the DAMs results in surplus transfers among market participants.
Furthermore, the extended approach provides a very useful tool to analyze the
nature of the DAM-RTM price deviations and the impacts of financial entities on
near-real-time system security.

We illustrate the application of the proposed approaches on the large-scale
ISO-NE system in a number of studies. The results provide useful insights into the
multi-faceted nature of issues that arise in the current tightly coupled market and
system operations. In fact, the studies on the economics of the system security
provide important insights into the role of price-responsive demand and that of
specific selected security control actions measured by the economic efficiency of
the electricity markets. A key result is that this efficiency need not decrease when a
power system is operated under a stricter criterion, as long as there is effective
price-responsive demand and appropriate utilization of the corrective control
capabilities of the resources. Furthermore, the ISO-NE application study in the
multi-settlement environment indicates that financial entity participation not only
results in reduced DAM-RTM price deviations but also leads to DAM dispatch
results that are ‘‘closer’’ to those of their associated RTMs. Therefore, financial
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player participation improves the ability of the system operator to ensure real-time
system security.
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Probabilistic Transient Stability
Assessment and On-Line Bayes
Estimation

Elio Chiodo and Davide Lauria

Abstract It is a well-known fact that the increase in energy demand and the advent
of the deregulated market mean that system stability limits must be considered in
modern power systems reliability analysis. In this chapter, a general analytical
method for the probabilistic evaluation of power system transient stability is dis-
cussed, and some of the basic contributes available in the relevant literature and
previous results of the authors are reviewed. The first part of the chapter is devoted
to a review of the basic methods for defining transient stability probability in terms
of appropriate random variables (RVs) (e.g. system load, fault clearing time and
critical clearing time) and analytical or numerical calculation. It also shows that
ignoring uncertainty in the above parameters may lead to a serious underestimation
of instability probability (IP). A Bayesian statistical inference approach is then
proposed for probabilistic transient stability assessment; in particular, both point
and interval estimation of the transient IP of a given system is discussed. The need
for estimation is based on the observation that the parameters affecting transient
stability probability (e.g. mean value and variances of the above RVs) are not
generally known but have to be estimated. Resorting to ‘‘dynamic’’ Bayes esti-
mation is based upon the availability of well-established system models for the
description of load evolution in time. In the second part, the new aspect of on-line
statistical estimation of transient IP is investigated in order to predict transient
stability based on a typical dynamic linear model for the stochastic evolution of the

The singular and plural of names are always spelled the same; boldface characters are used for
vectors; random variables (RVs) are denoted by uppercase letters.

E. Chiodo (&) and D. Lauria
Electrical Engineering Department, University of Naples Federico II, Via Claudio 21,
I-80125 Naples, Italy
e-mail: elio.chiodo@unina.it

D. Lauria
e-mail: davide.lauria@unina.it

G. Anders and A. Vaccaro (eds.), Innovations in Power Systems Reliability,
Springer Series in Reliability Engineering, DOI: 10.1007/978-0-85729-088-5_8,
� Springer-Verlag London Limited 2011

259



system load. Then, a new Bayesian approach is proposed in order to perform this
estimation: such an approach seems to be very appropriate for on-line dynamic
security assessment, which is illustrated in the last part of this article, based on
recursive Bayes estimation or Kalman filtering. Reported numerical application
confirms that the proposed estimation technique constitutes a very fast and efficient
method for ‘‘tracking’’ the transient stability versus time. In particular, the high
relative efficiency of this method compared with traditional maximum likelihood
estimation is confirmed by means of a large series of numerical simulations per-
formed assuming typical system parameter values. The above results could be very
important in a modern liberalized market in which fast and large variations are
expected to have a significant effect on transient stability probability. Finally, some
results on the robustness of the estimation procedure are also briefly discussed in
order to demonstrate that the methodology efficiency holds irrespective of the basic
probabilistic assumptions made for the system parameter distributions.

List of main symbols and acronyms

BCI Bayesian confidence interval
cdf Cumulative distribution function
CSGDF Complementary standard Gaussian distribution function
CCT Critical clearing time (Tcr or Tx)
CV Coefficient of variation
D Set of observed data used for inference
DLM Dynamic linear model
E[R] Expectation (or ‘‘mean value’’) of the RV R
EV Extreme value distribution
FCT Fault clearing time
F(x) Generic cdf
f(x) Generic pdf
g(x), g(x|D) Prior and posterior pdf of a generic parameter x
G(r, /) Gamma distribution with parameters (r, /)
IID s-Independent and identically distributed (random variables)
IP Instability probability
LCCT Logarithm of the CCT
LF, L(D|b) Likelihood function, conditional to given parameter b
L, L(t) Load (at time t)
ML Maximum likelihood
MSE Mean square error
LN(a,b) Log-Normal distribution with parameters a and b

N(l,r) Normal (Gaussian) distribution with mean l and SD r

pdf Probability density function
RV Random variable
s Standard deviation of measurement errors in the DLM of the

LCCT
S Standard deviation of measurement errors in the DLM of the load
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SD, r Standard deviation
s-independent Statistically independent
SD[Y] Standard deviation of the RV Y
SM Stabilitymargin (i.e. the quantity u defined below), for a given fault
r2 Denotes a variance
Tcr or Tx Critical clearing time
Tcl or Ty Fault clearing time
u (ax - ay)/(bx

2
? by

2)1/2

vx,vy CV values of the CCT and FCT, respectively
VST Very short time
Var[R],V(R) Variance of the RV R
w Standard deviation of system equation error in the DLM of the

LCCT
W Standard deviation of system equation error in the DLM of the

load
K Peak value of the load L(t), over a given time interval
WGN White Gaussian noise
X Logarithm of the CCT
Y Logarithm of the FCT
ax E[X]
ay E[Y]
bx
2 Var[X]

by
2 Var[Y]

f� Bayes estimate of a generic parameter f
f* ML estimate of a generic parameter f
l Denotes a mean value (expectation)
l̂k Bayes estimate of a ‘‘dynamic’’ parameter l at time k
C(�) Euler–Gamma function
lr Expectation of the generic RV R
U(z) Standard normal cdf
W(z) 1 - U(z) (Complementary standard Gaussian distribution

function)
u(z) Standard normal pdf
R 3 N(a,b) The RV R has a Gaussian distribution N(a, b) (and similarly for

the LN model, etc.)

1 Introduction

Stability assessment has long been recognized as a fundamental requirement in
power system planning, design, operation and control. Transient stability can be
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defined as a property of an assigned power system to remain in a certain equi-
librium point under normal conditions and reach a satisfactory equilibrium point
after large disturbances such as faults, loss of generation, line switching, etc. [1].
Transient stability, therefore, constitutes a key aspect of modern power system
reliability, and this fact is increasingly recognized in the modern power systems
literature [2]. Indeed, some methods based on reliability theory are used in this
chapter to perform an efficient assessment of power system stability. The tradi-
tional approach to transient stability analysis is deterministic, being based on the
‘‘worst case’’ approach. More specifically, transient stability quantitative assess-
ment is generally performed on a three-phase fault on specific system buses as well
as considering the load demand attaining its peak value over a prefixed time
interval.

The application of probabilistic techniques for transient stability analysis was
introduced in a series of articles by Billinton and Kuruganty [3–7], motivated by
the random nature of:

• the system steady-state operating conditions;
• the time of fault occurrence;
• the fault type and location;
• the fault clearing phenomenon.

In fact, the steady-state operating conditions that heavily affect stability
strongly depend on the load, which is a random process due to its intrinsic nature.
This is especially evident in planning studies where the load level is the major
source of uncertainty.

The time to clear the fault (fault clearing time, FCT), a crucial parameter in
stability investigations, is also not known in advance, and so it should also be
regarded as an RV. The probabilistic approach has also been explored in other
significant articles such as [8], based on Monte Carlo simulations and [9], based on
the ‘‘conditional probability’’ approach. An exhaustive account of the topic and the
relevant bibliography can be found in the book by Anders [10, Chap. 12] which
clearly states that: ‘‘stability analysis is basically a probabilistic rather than a
deterministic problem’’.

The analytical computation of the probability distributions of the intermediate
RVs is one of the most challenging aspects due to the complexity of the mathe-
matical models, as also pointed out by Anders [10, p. 577].

In a few articles [11–15], some theoretical results from probability theory and
statistics have been utilized in order to develop an analytical approach to the
transient stability evaluation of electrical power systems by performing critical
considerations on the basic probability distributions. Instability probability (IP)
over a certain period of time, with regard to a given fault, is defined and calculated
by means of both critical clearing time (CCT) distribution and FCT distribution.
This analytical approach, overcoming the drawbacks of Monte Carlo simulations,
is very useful in actual operation since it permits straightforward sensitivity
analysis of IP with regard to system parameters thus highlighting those which
mostly influence the system stability characteristics and providing a quantitative
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tool for performing proper preventive control actions. For similar reasons, the
proposed analytical probabilistic approach is also a powerful tool with regard to
the practical aspect of the estimation of the basic parameters relevant to the
transient stability assessment like IP or other measures of ‘‘stability margin’’ (SM).
This topic—generally neglected, or dealt with in approximate ‘‘sensitivity analy-
ses’’ in the literature—was faced in [16], where an effort was made to tailor a
simple, analytical, transient stability probability estimator which allows the
required characteristics of both efficiency and robustness to be obtained, in the
framework of classical estimation.

In this article, a new Bayesian approach is proposed in order to provide this
estimation: such an approach appears to be the most suitable one for on-line
transient stability assessment. Numerical application performed confirms that the
estimation technique is able to adequately ‘‘track’’ the transient stability in time,
being far more efficient than the classical maximum likelihood (ML) estimation of
the IP. This could be an interesting property in a modern liberalized market in
which fast and large variations are expected to have a significant effect on transient
stability probability.

In the final part of the chapter, some results on the robustness of the estimation
procedure are also briefly discussed in order to illustrate that the methodology
efficiency holds irrespective of the basic probabilistic assumptions effected with
regard to ‘‘a priori’’ distributions of the various system parameters.

In the four Appendices to the chapter:

1. a mathematical study of the IP versus the system parameters is illustrated in
order to establish a proper ‘‘sensitivity analysis’’ of system stability which can
be useful in the design stage.

2. some basic properties of Bayesian estimation, relevant for the problem under
study, are briefly mentioned and some properties already derived by the authors
in previous articles for the interval estimation of the IP are also included.

2 Probabilistic Modelling for Transient Stability Analyses

2.1 Definition and Evaluation of Transient IP

Many state variables of an electrical power system possess an intrinsically sto-
chastic nature and, consequently, a probabilistic description of transient stability
aspects is able to infer interesting deductions also in terms of control actions for
improving system robustness. For instance, the steady-state conditions, fault
conditions and circuit breaker clearing times are not precisely known or predict-
able. The various involved uncertainties should be properly taken into account
using suitable probabilistic models. In a probabilistic frame, both the network
configuration and faults are described as random quantities. According to this
approach, all faults potentially causing instability and all the possible network
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states at the instant of fault (e.g. in terms of the requested loads at load buses) have
to be considered, together with their probability of occurrence. Once the cost of
any consequence brought about by the loss of stability is known, IP assessment
allows the instability risk to be evaluated. A risk value provides a quantitative
measure for undertaking adequate preventive control actions for stability
improvement and avoiding the need for conservative or ‘‘worst-case’’ criteria like
those based on the classical deterministic analyses.

Hence, in order to effectively apply a probabilistic approach, a preliminary
identification of the relevant statistical parameters has to be performed. This is a
crucial step since they are potentially infinite: the choice can be made according to
the required degree of accuracy.

Formally, let a proper probability space (O,P,S) be defined, where O is the
sample space of all possible outcomes, S a sigma Algebra of events and P an
additive probability measure over S. For the purpose of stability investigation, the
sample space O may be defined as the product space O = O1 9 O2, in which O1 is
the set of all possible disturbances which can (potentially) affect system stability,
O2 is the set of all possible ‘‘state vector’’ trajectories after the disturbance. This
requires the definition of a proper ‘‘state vector’’ as a vector whose components are
all the system variables whose values are the basis on which stability assessment is
performed (see also following Eq. 2).

Let the random event I be the event of instability (over a given time horizon
H of power system operation) and let (C1,…, Cm) be a finite set of random events
constituting all the credible—and mutually exclusive—disturbances (‘‘contingen-
cies’’) which can affect the system operation in H and potentially make system
stability worse. Then, the IP in the interval H is provided, according to the total
probability theorem, by:

PðIÞ ¼
X

m

j¼1

PðCjÞPðIjCjÞ ð1Þ

where P(Cj) = probability of occurrence of the disturbance Cj in the time horizon
under consideration; P(I|Cj) = probability of instability once the disturbance Cj

occurred.
The above relation may also still hold, at least as an approximation, when the

disturbances Ck are not mutually exclusive random events, provided that the joint
probability of two (or more) disturbances is negligible1: this typically happens in
very short time (VST) operation which the second part of this chapter focusses on.

In the following, IP strictly denotes a term like P(I|C) where C is the given
fault.

As long as the fault statistics are known from available data of the system under
consideration, the P(Cj) terms can be considered known terms; the P(I|Cj) terms

1 Note that, without this assumption, the above equation is generally wrong, although it appears
without any justification in many papers and books.
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are evaluated as shown in the following so that P(I) is readily obtained from the
above relation.

A quite similar reasoning still applies if the fault location is modelled by an
RV.

Basic RVs are load demand and the FCT. Aiming at the description of the
system stability characteristics as a consequence of a given fault (for instance, a
three-phase short-circuit), IP may be expressed as a function of these RVs.

For an assigned electrical power system, characterized by a state vector x0 at
time t0 in which the fault is supposed to occur, let us denote the stability region of
the post-fault equilibrium point with S. Naturally, x0 is an RV (more precisely, a
random vector), mainly due to the random nature of the load demand which, as
previously mentioned, has a significant effect on the operation state. Let s be the
FCT: denoting by x(t, s; x0) the state vector trajectory at the time t after the fault
clearing, the CCT for transient stability can be defined as follows:

Tcrðx0Þ ¼ sup s[ 0 : xðt; s; x0Þ 2 S; 8t[ t0 þ sf g ð2Þ

This relation clearly shows the dependence of the critical time on the random
initial state x0, thus Tcr is also an RV. As discussed in [11–13], the FCT should also
be regarded as an RV which will be denoted by Tcl.

By keeping in mind that the system maintains its stability conditions if and only
if the FCT is smaller than the CCT, i.e. Tcl\ Tcr, the IP for a given fault can be
expressed as:

q ¼ P Tcl [ Tcrð Þ ð3Þ

Formally, the model in the above relation is quite similar to the ‘‘Stress–
Strength’’ model in reliability theory: indeed, if the failure of a certain device or
system is caused by the occurrence of a ‘‘stress’’ Tcl greater than the ‘‘strength’’ Tcr
of the device or system, than the above probability q represents the unreliability
(failure probability) of the device or system.

Once the probability distributions of Tcl and Tcr are known, q = P(Tcl[ Tcr)
may be easily computed, as is well known in probability theory, as shown below.
In fact, by describing both Tcl and Tcr as continuous non-negative RVs, with joint
probability density function (pdf) f(tcr, tcl), the IP q is expressed as:

q ¼ PðTcr\TclÞ ¼

Z

tcl¼1

tcl¼0

dtcl

Z

tcr¼tcl

tcr¼0

f ðtcl; tcrÞdtcr ð4aÞ

In practice, the two RV are always considered in the literature as being sta-
tistically independent of each other since they are related to independent phe-
nomena (as discussed in Sect. 2.3): under this assumption, let fcl(t) and fcr(t) be the
marginal pdf of the RVs Tcl and Tcr, respectively, and let Fcl(t) and Fcr(t) be the
correspondent cumulative probability distribution functions (cdf). The above
expression may then be rewritten as follows:

Probabilistic Transient Stability Assessment and On-Line Bayes Estimation 265



q ¼

Z

1

0

fcrðtÞð1� FclðtÞÞdt ð4bÞ

Alternatively, by conditioning the instability event on the values of the clearing
time Tcl, q can also be equivalently expressed as:

q ¼

Z

1

0

fclðtÞFcrðtÞdt ð4cÞ

In order to evaluate the probability q, the following preliminary steps have to be
taken:

• load demand and clearing time randomness have to be properly characterized in
terms of distributions on the basis of realistic assumptions, by also taking the
available data into account;

• the CCT distribution has to be evaluated in terms of the load distribution since
there is a conceptual and analytical relationship between them (this aspect will
be adequately discussed in the following sections);

• finally, the evaluation of the above integral has to be performed: often, this
integration requires the use of numerical computation, but the analytical
approach of this method allows it to be evaluated in a closed form.

This procedure is straightforward for the single-machine case (the so-called
‘‘one-machine infinite bus’’ system), as discussed in [11] since an analytical
expression between Tcr and the load demand, based on the well-known equal area
criterion, can be demonstrated. Besides, in [12], the procedure was also extended
to a multi-machine system by resorting to the so-called ‘‘Extended Equal Area
Criterion’’ [17]. This procedure allows difficulties arising in the evaluation of Tcr
distribution to be overcome since Tcr can be analytically expressed as a function of
the load demand.

2.2 Probabilistic Modelling of the CCT

In this section, the functional expression between the CCT and the load demand L at
the instant of contingency is discussed. Due to the random nature of the load demand
evolution and the unpredictability of the instant of fault, the load active power L has
to be correctly regarded as an RV. This implies that Tcr is also an RV and its
probability distribution may be calculated in terms of the load distribution which is
generally estimated by load forecasting. In a quite general way, the load demand
over time can be efficiently described through a continuous random process, L(t).

With reference to a generic time instant t, the load probability cumulative
distribution function is denoted by FL(l; t) and is defined over the non-negative real
numbers as FL(l; t) = P(L(t) B l), l C 0.
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On the basis of the central limit theorem, it is generally assumed that L(t) can be
described by a Gaussian random process [18]. The functional dependence between
Tcr and L can be described in a compact way as Tcr = g(L) where g(�) is a
continuous non-negative function over the positive real axis. Moreover, it can be
proved that g(�) is a decreasing function of the active power L. Since Tcr is a
function of the RV L and the function g(�) is continuous and non-negative, the
CCT is also represented by a continuous non-negative RV. Once the distribution
function of L is known, in principle, the distribution function of Tcr can be cal-
culated by means of well-known theorems with regard to RV transformations
applied to the analytical relation. Nevertheless, since the function g(�) is not
analytically invertible, a closed-form expression for the probability distribution
function of the variable Tcr cannot be obtained. In these cases, the problem of the
distribution evaluation is often solved using a stochastic Monte Carlo simulation.

However, in [11], an approximate method for the analytical calculation of the
probability distribution function of Tcr has been presented. The first step for the
analytical evaluation is the approximation of the true characteristic g(L) with a
simpler, invertible, analytical function. In particular, a log-linear model has proved
to be very adequate when expressing the above characteristic for any given set of
electrical parameters:

Tcr ¼ b0 expð�b1LÞ ð5aÞ

or:

ln Tcrð Þ ¼ a� b L ða ¼ lnðb0Þ ; b ¼ b1Þ ð5bÞ

The model coefficients (b0, b1) are positive constants (so that: a is real,
b positive), depending on the electrical parameters of the system. They can be
efficiently determined by performing a linear regression of the natural logarithm of
Tcr with regard to the load; i.e. according to the least-square method, a and b are
chosen as the values minimizing the sum of the square deviations:

S2ða; bÞ ¼
X

n

i¼1

ðln Tcr;i � a� bLiÞ
2 ð6Þ

the points (Tcr,i, Li; i = 1,…, n) being chosen assuming a proper step in the interval
(L1, Ln) in which they will probably occur. For instance, a l ± 4r interval may be
chosen to represent the load values generated by a Gaussian distribution with mean
l and standard deviation r.

On the basis of the model (see Sect. 2.1), the evaluation of the cdf of Tcr in
terms of the probability distribution function of the load L is straightforward and,
for non-negative values of the CCT, it is expressed by:

FcrðtcrÞ ¼ 1� FL
a� lnðtcrÞ

b

� �

; tcr � 0 ð7Þ

The above cdf is, of course, equal to zero for negative values of the argument.
The above relation is quite general, i.e. independent of any particular assumption
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made about the load distribution. Moreover, it can be seen that the cdf of the load
L(t)—i.e. the function FL(�) which appears in the right-hand side of the previous
equation—is dependent, of course, on time t (even if this not explicitly expressed
in the previous equation); therefore, the expression of the cdf of Tcr also depends
on time, and it is valid for any particular time instant t in which the fault occurs.
The hypothesis of a Gaussian distribution, generally adopted to describe load,
implies a Log-Normal distribution for the CCT and this model will be used as
illustrated in the sequel. It should be stressed, however, that this distribution varies
with time, although this fact may not be apparent at first sight. Indeed, time will
not always be represented explicitly in the relevant equations which are often
referred to at given short time intervals in which the above RV—the load, and thus
the CCT—may be considered constant, and also the corresponding distribution.
However, in the successive interval, this distribution is subject to changes. This
should be quite clear in the framework of dynamic estimation.

2.3 Analytical Evaluation of IP: A General Methodology

As previously stated, the time interval needed for fault clearing (comprehensive of
the time for the fast reclosure of the faulted line) should also be regarded as an RV,
here denoted by Tcl. The arc extinction phenomenon, in fact, is intrinsically not
deterministic; the randomness of Tcl may also be due to imperfect switching which
can depend on the wear conditions of the poles caused by previous faults.
Moreover, the (random) environmental conditions (temperature, humidity) also
influence the clearing time Tcl. The RV Tcl is assumed to be continuous, non-
negative and independent from the time instant of fault occurrence since the above
phenomena can be considered independent of those which cause the fault.
According to the definition of the CCT, it is natural to define the probability of
instability after a contingency occurring at a given time instant t as:

q ¼ PðTcr\TclÞ ¼ P g½LðtÞ�\Tclf g ð8Þ

In (8), the relation Tcr = g[L(t)] between the CCT and the load at (intended as
‘‘immediately before’’) the instant t of the contingency is explicitly presented. In
order to obtain IP over a prefixed time horizon (0, h), the statistics of the random
process of faults should be taken into account. This means that (8) must be inte-
grated with the probability distribution of the number of faults in (0, h) which is
indeed a random process. A Poisson stochastic process [10, 19] may be generally
assumed as valid for this purpose. However, a different and simpler approach is
possible [11]. The stability event over (0, h) may be defined as the property
whereby—in the whole interval–stress Tcl never exceeds strength Tcr, which
depends on time t through function g. Hence, the IP can be defined as the prob-
ability that Tcr is exceeded by Tcl for at least one time instant t in (0, h): this
happens if and only if, as time t varies in (0, h), Tcl exceeds the minimum value of
Tcr attainable in this interval.
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Mathematically speaking, the IP, q, can be expressed as follows:

q ¼ P inf g½LðtÞ�\Tcl; 0\t\hf g ð9Þ

Let the peak load value, K = sup (L(t); 0\ t\ h), over the interval (0, h) be
introduced: since L(t) is a continuous random process, K is a continuous RV whose
probability distribution function is denoted by FK(k). As previously mentioned, the
function g[L(t)] is continuous and decreasing versus L. Therefore, the ‘‘minimum’’
CCT over (0, h), again denoted by Tcr, can be expressed as follows:

Tcr ¼ inf g½LðtÞ� ¼ g½sup LðtÞ� ¼ gðKÞ ð10Þ

Hence, the IP is expressed by:

PðTcr\TclÞ ¼ P gðKÞ\Tclf g ð11Þ

Hence, by keeping in mind the expression in (7), Tcr can be expressed in terms
of the peak load K, so that its probability distribution function Fcr(tcr) can be
written as follows:

FcrðtcrÞ ¼ 1� FK

a� lnðtcrÞ
b

� �

; tcr � 0 ð12Þ

where the constants a and b depend on the particular system, but are indeed
constant with time (unless system topology changes; this case is excluded here but
can be dealt with the same methodology, once it occurs, by simply computing the
new values of a and b).

The problem can then be easily solved once the peak load and the clearing time
distributions are known. The distribution function and the probability density
function of the clearing time Tcl are denoted by F(t) and f(t), respectively.
Assuming, as reasonable, that the variables Tcl and Tcr are statistically indepen-
dent, the IP in Eq. 11 can then be calculated as in Eqs. 4b or 4c. This approach,
taken from [13], expresses the IP over an arbitrarily large interval—once the pdf of
peak load is known—and is useful if a planning horizon is being studied. It was
presented here for the sake of completeness: the application in this chapter is in
fact devoted to on-line stability assessment for VST applications, related to time
intervals typically lasting 1 h or less, so that in those intervals, the load L may be
considered as a constant, albeit unknown (random) value so that, in practice, it will
be modelled through an RV instead of a stochastic process. However, such a
distinction does not affect the methodology followed in the sequel, since—as
anticipated—the Gaussian distribution which will be used here is widely employed
for describing the load process since it is also common practice to describe the
peak load uncertainty by means of a Gaussian RV whose expected value is the
forecasted peak load. For very large time horizons, the Extreme value (EV) dis-
tribution is also a natural candidate for describing the peak load [20]: this model—
as well as others—can also be handled in practice with no particular problems as
shown in [13], using the same methodology illustrated here.
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3 Analytical IP Evaluation for Gaussian Load
and Log-Normal FCT

3.1 Analytical Expression of IP

In this section, the analytical expression of the statistical parameter q—the IP of
the given system under a given fault occurrence—is discussed on the basis of
reasonable assumptions for the distribution functions of the RVs L (and conse-
quently Tcr) and Tcl. For the sake of notation simplicity, the RVs Tcr and Tcl will
be, respectively, named Tx and Ty.

The load L is then assumed to be a N(lL, rL) RV: then, letting l be a given
possible load value, L is characterized by the following pdf over (-?\ l\+?):

fLðlÞ ¼
1

rL
ffiffiffiffiffiffi

2p
p exp

�ðl� lLÞ2
2r2L

" #

The interval of possible values is (-?\ l\+?) only theoretically, being
derived from the Gaussian representation. In fact, the probability of negative
values for L should, of course, be equal to zero; in practice, it is known that
P(L\ l) & 0 if l\ l - 3r.

The natural logarithm of Tx is also normally distributed on the basis of the
above-discussed relationship X = ln(Tx) = a - bL. Hence, the distribution of Tx
can be described by a Log-Normal distribution. It can be seen that the authors have
shown [11–13], by means of extended numerical simulations and adequate sta-
tistical tests, that the proposed Log-Normal model for the distribution of the
critical time, when the load is a Gaussian RV, is very adequate.

The Log-Normal pdf with parameters a (scale) and b (shape) is expressed by:

f ðt; a; bÞ ¼ 1
ffiffiffiffiffiffi

2p
p

tb
e
�ðln t�aÞ2

2b2 t� 0 ð13Þ

and the density f(t) is zero for t\ 0.
In expression (13) a and b represent the mean value and the standard deviation

of the natural logarithm of the Log-Normal variable, respectively; the mean value
l and the standard deviation r, corresponding to Eq. 13, are:

l ¼ eaþ
b2

2 ; r ¼ l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

expðb2Þ � 1
q

ð14Þ

In this section, Tx is thus assumed to follow a Log-Normal distribution, with
parameters ax and bx.

From relationships (14), the parameters ax and bx can be obtained from the
statistical parameters lL, rL and the regression coefficients a and b—denoting by
X the natural logarithm of the CCT Tx—are expressed by:
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ax ¼ E½X� ¼ a� blL;

bx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

Var½X�
p

¼ brL
ð15Þ

A proper probabilistic modelling for the clearing time Ty must also be
introduced.

If there is a lack of experimental data, a Gaussian distribution is often assumed.
However, the Gaussian distribution does not appear to be a very adequate and
flexible choice, and the Log-Normal model is used instead, as in [11–13]: the Log-
Normal pdf is indeed very flexible, since it can assume a large variety of shapes
with positive ‘‘skewness index’’ which allows for a typical long ‘‘right tail’’ [21]
whereas the Gaussian model only allows a single shape for the distribution of the
clearing time, i.e. a symmetrical (bell-shaped) distribution around the mean value
which is not likely to occur in real applications. The presence of a right tail in the
Log-Normal density accounts for the possibility of relatively large clearing times
compared with the expected value: thus, the Log-Normal assumption corresponds
to a conservative approach which is appropriate when the exact distribution is
unknown. The Log-Normal assumption for Ty also permits a straightforward
analytical calculation of the IP, without being restrictive, since other distributions
may be adopted with the same methodology as shown in [13], requiring only
elementary numerical methods.

Furthermore, if the b coefficient of the Log-Normal pdf is small enough, the pdf
tends to become symmetrical and may also satisfactorily approximate a Gaussian
model.

In this section, the IP computation is performed under the previously discussed
hypothesis that both the clearing time Ty and the minimum CCT Tx are described
by Log-Normal, independent, RVs. It is, therefore, assumed that Ty has a Log-
Normal distribution with parameters ay and by, with density fTyðtyÞ expressed by
(13). As a particular case, in VST applications the FCT may be considered as a
known constant (as discussed in Sect. 3). With reference to the choice of ay and by,
they can be related to the values of lTy (mean value of Ty) and rTy (standard
deviation of Ty), on which some information could be known in practice.

Denoting by vy ¼ rTy
lTy

the coefficient of variation (CV) of Ty, the relations

specifying ay and by as functions of lTy and rTy are the following:

by ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lnð1þ v2yÞ
q

; ay ¼ ln lTy �
b2y

2
ð16Þ

Different values can be considered for the parameters lTy and vy, in order to
establish a sensitivity analysis. The IP variability versus the mean FCT lTy is

particularly interesting since such a mean clearing time is a practical measure of
the reliability level of the protection system.

The determination of the probability q, when Tx and Ty are Log-Normal and
independent of each other, is now considered.

First, the following auxiliary RVs are introduced:
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X ¼ ln Tx; Y ¼ ln Ty ð17aÞ

Z ¼ X � Y ð17bÞ

Under the assumed hypotheses, the probability laws of the above RV X and
Y are, respectively, N(ax, bx) and N(ay, by), where, using from now on the symbol
ax instead of acr, and generally suffixes (x, y) instead of (cr, cl):

ax ¼ E X½ �; ay ¼ E Y½ �; bx ¼ SD X½ �; by ¼ SD Y½ � ð18aÞ

According to the well-known properties of the Gaussian distribution, the var-
iable Z, being the difference between two independent Gaussian RVs, is also
Gaussian with mean value and standard deviation given by:

lZ ¼ E Z½ � ¼ E X½ � � E Y½ � ¼ ax � ay ð18bÞ

rZ ¼ SD Z½ � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Var½X� þ Var½Y �
p

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b2x þ b2y

q

ð18cÞ

It is opportune, although obvious, to remark that in practice lz is always
positive (ax[ ay) since the FCT must always be small enough when compared
with the CCT for the system to possess an acceptable level of stability, namely
possess a very small IP value. This—being IP = P(Z\ 0)—can occur only if
E[X] is larger than E[Y]: this intuitive fact will be confirmed by the computations
in the following.

By introducing the standard Gaussian distribution function:

UðxÞ ¼
Z

x

�1

1
ffiffiffiffiffiffi

2p
p e�

u2
2 du ð19Þ

the IP can be easily computed as:

q ¼ P Tx\Ty
� �

¼ P ln Txð Þ\ ln Ty
� �� �

¼ P X\Yð Þ ¼ P Z\0ð Þ ¼ U �lZ
rZ

	 


¼ 1� U
lZ
rZ

	 


by using the well-known property: U(-x) = 1 - U(x), valid for each real number
x.

Alternatively, the ‘‘Complementary standard Gaussian distribution function’’
(CSGCDF) can be used as we have done here:

W xð Þ ¼ 1� U xð Þ ð20Þ

Since the CSGDF W(x) is a strictly decreasing function of x from the value
Q(-?) = 1 to the value Q(?) = 0, and Q(0) = 0.5 (see Appendix 1 for some
curves), the IP can be expressed by the more compact expression:
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q ¼ WðuÞ ¼
Z

1

u

1
ffiffiffiffiffiffi

2p
p exp �n2

2

	 


dn ð20aÞ

where

u ¼ ax � ay
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b2x þ b2y

q ¼ EðXÞ � EðYÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VðXÞ þ VðYÞ
p ð20bÞ

The above quantity u, which plays a key role in the statistical assessment of the
IP, can be defined as the ‘‘SM’’ of the system (under the given fault) since the
larger the value of u, the smaller the IP. Confirmation of the fact that the relation
(ax[ ay) must always be satisfied in practice (although it is not mandatory on
theoretical grounds) is that, unless this happens, the IP is greater than 0.5
(if ax = ay, then u = 0 ? q = 0.5).

3.2 A Numerical Example

As a numerical example, typical values of the mean values of FCT and CCT
(which will be used in the applications in the chapter) are lx = 0.145 s and
ly = 0.10 s, respectively.

It is, therefore, assumed that the CCT and FCT follow two independent LN
distributions with mean values as above; moreover, a common CV value of 0.1 is
assumed for both the CCT and the FCT (i.e. vx = vy = 0.10). The following
values of (ax, ay, bx, by) correspond to these values:

ax ¼ �1:9360; bx ¼ 0:0998; ay ¼ �2:3076; by ¼ 0:0998

having used the relations already stated:

b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lnð1þ v2Þ
p

; a ¼ lnðlÞ � b2

2

It can be seen that ax[ ay, as expected. The above values bx and by in the
example are equal since they depend on the CV value only.

Finally, the SM value is u ¼ ax�ay
ffiffiffiffiffiffiffiffiffiffi

b2xþb2y

p ¼ 2:634 and the IP is then evaluated as

q = W(u) = 0.00423.
For high values of the SM like the one above, it is worth noting that (see

Appendix 1 too) the IP is very sensitive to the variations of system parameters such
as the mean FCT ly, as can also be seen by taking the derivative of q with regard to
ly. For instance, if the mean FCT increases from the above 0.10 to 0.11 s (a 10%
increase), with the same CVs, then the IP increases to 0.0251 (a 493% increase!).
The IP variation compared with both CV variations is also very high. This is just
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an example of some analytical remarks, briefly discussed below, which may be
useful in actual practice.

3.3 Some Final Remarks on IP Sensitivity and Its Estimation

Deferring a more detailed illustration of the IP expression to Appendix 1, this
section concludes by highlighting some basic facts which are easily deduced when
observing the expression of q:

q ¼ W uð Þ ¼ W
ax � ay
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b2x þ b2y

q

0

B

@

1

C

A
ð21Þ

Since W is a decreasing function of its argument, then, as intuitive, q decreases
(and stability improves) as the SM increases, e.g. the mean CCT lx increases, or
the mean FCT ly decreases; for given values of lx and ly, it can be verified, also
analytically (see Appendix 1), that the IP also increases when the CV of the CCT
and/or FCT increases.

In other words, IP increases as the uncertainty about the above times increases:
this consideration has the practical implication that, if uncertainty in load values
(which entails uncertainty in the CCT) and/or in FCT is neglected (i.e. their CV
values are assumed as zero), the IP may be undesirably underestimated.

It can also be seen that q(u) decreases very quickly towards 0—as exemplified
in the above numerical example—especially when the SM u is large enough. This
and other mathematical aspects of the relation between the IP and its parameters
are discussed and also illustrated graphically, with some details in Appendix 1, in
which a sensitivity analysis of the IP is also illustrated.

The great advantage of the proposed analytical approach—compared with
numerical methods or Monte Carlo simulation—consists indeed in the very easy
way that this approach enables us to perform this sensitivity analysis with regard to
system parameters. This is clearly a very desirable property in view of an efficient
system design (i.e. with regard to the protection system: taking decisions on how
to improve performance of the protection system, lowering the mean value of
the FCT, or improving data acquisition in order to reduce its SD or, with regard to
the network topology: trying to devise the opportune actions in order to increase
the mean value of the FCT and similar actions).

It can be seen that the IP value obtained by the above methodology is only a
(statistical) point estimate of the ‘‘true’’ IP since it is obtained from estimated
values of the true parameters ay, ax, by, bx (as far as the CCT parameters are
concerned, they are ‘‘forecasted’’ since they are obtained on the basis of a load
forecast; the FCT parameters are estimated from available field or laboratory data).
The topic of estimation is discussed in a Bayesian framework in the following
sections where ML estimation is also mentioned.
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The problem of IP sensitivity described above and estimation are closely
related. The above results, and those in Appendix 1, show that, in view of the
above high sensitivity of the IP to system parameters, particular attention should
be paid to developing an efficient estimation of the characteristic parameters of the
CCT and FCT.

4 Bayesian Statistical Inference for Transient Stability

4.1 Introduction

Bayesian inference [22–24] is becoming more and more popular as a powerful
tool in all engineering applications including recent applications to power
system analysis. This section and the following one, including the last ones
which focus on numerical applications, are devoted to a novel methodology for
the Bayesian statistical estimation, or briefly ‘‘Bayesian estimation’’ of the IP.
In particular, here we are interested in developing a proper methodology for
making inference about IP, once prior information and experimental data are
available regarding the pdf of the unknown parameters of the IP, q, the tran-
sient IP.

It has been seen that the analytical expression of the IP value requires efficient
statistical estimates of the true parameters ay, ax, by, bx to be evaluated in actual
practice (e.g. the CCT parameters, as pointed out before, depend on the load
parameters, which are not known, but estimated as a consequence of a load
forecast). The extreme IP sensitivity in the region of the values of practical interest
(i.e. those yielding IP values of the order of 1e-3 or less) reinforces the need for
an efficient estimation.

The aim of the inference is to establish both point and interval estimates of the
unknown probability q = Q(u) given that the parameters (ax, bx, ay, by) of the two
LN distributions must be estimated on the basis of the available random samples
(Txk: k = 1,…, n) and (Tyk: k = 1,…, m).

Bayesian inference [22–25] successfully provides a coherent and effective
probabilistic framework for sequentially updating estimates of model parameters
as demonstrated by the ever increasing number of publications addressed to it in
both theoretical and applied fields. Bayes estimation, therefore, appears to be quite
adequate for on-line sequential estimation of model parameters. For well-known
reasons, moreover, it is particularly efficient (compared with traditional classic
estimation, based on ML methods, briefly mentioned in the final part of this
section) when rare events are of interest, as is the case here. This is so true that it is
currently proposed even when there are no data (see, e.g. [26] for a recent
application).

The core of the Bayesian approach is the description of all uncertainties present
in the problem by means of probability, and its philosophical roots lay in the
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subjective meaning of probability [25]. According to such philosophy, the
unknown parameters to be estimated are considered RVs, characterized by given
distributions whose meaning is not a description of their ‘‘variability’’ (parameters
are indeed considered fixed but unknown quantities) but a description of the
observer’s uncertainty about their true values. Let x = (x1, x2,…, xn) be the
n-dimensional vector of the parameters to be estimated. The first step in a Bayes
estimation process is to introduce—in order to express the available knowledge on
the parameters before observing data—a ‘‘prior’’ probability distribution, charac-
terized—in the continuous case here considered—by a joint (n-dimensional) pdf
over the parameter space X:

gðxÞ ¼ g1;2;...nðx1;x2; . . .;xnÞ; x 2 X ð22Þ

This prior pdf is often—but not always—chosen ‘‘subjectively’’, which does not
mean ‘‘arbitrarily’’, but means ‘‘on the basis of the knowledge available to the
analyst’’, also using ‘‘objective’’ pieces of information which in most cases could
not be used in classical (frequentist) statistical estimation [22–25] which does not
admit the existence of a prior pdf.

Then, the data D are observed according to a formal probability model which is
assumed to represent the probabilistic mechanism for some (unknown) value of x
which has generated the observed data D. This model gives rise to the ‘‘likelihood
function’’ (LF), L(D|x), i.e. the conditional probability of the data, given x [ X.
After observing the data D, all the new (updated) available knowledge is contained
in the corresponding posterior distribution of x. This is represented by a posterior
joint probability density, g(x|D), obtained from Bayes’ theorem:

gðxjDÞ ¼ LðD xj ÞgðxÞ
R R

. . .
R

X

LðD xj ÞgðxÞdx ð23Þ

where the denominator is the n-fold integral over the whole parameter space X.
Then, if a function s = s(x) of the parameters in x is the subject of estimation,
according to the well-known ‘‘mean square error’’ (MSE) criterion, the best Bayes
estimate ‘‘point’’ estimate—denoted by s�—is given by the posterior mean of s,
given the data D. This may be obtained by well-known rules related to the
expectation of a function of RV [19] by:

s� ¼ E½sjD� ¼
Z Z

. . .

Z

X

sðxÞgðx Dj Þdx ð24Þ

The particular case s (x) = xj—for any given k value, k = 1,2,…, n—yields
the Bayes estimation of any single parameter xj (k = 1,2,…, n).

Alternatively, by denoting the prior pdf of s by h(�), i.e. the pdf induced—by a
proper manipulation of the pdf g(x)—on the space of s values by the transfor-
mation s = s(x), and introducing, analogously, the posterior pdf of s, h(s|D), the
above expectation may be obtained equivalently by the following integral:

276 E. Chiodo and D. Lauria



s� ¼ E½sjD� ¼
Z

N

s � hðs Dj Þds ð25Þ

with N being the space of s values. In practice, and also in this application, it is
very difficult, if not impossible, to deduce an analytical expression for the posterior
pdf of s, and the above expectation may be more easily obtained by the integral
over X even if, in most cases, it is evaluated numerically or by means of
simulation.

Unlike classical estimation, which is inherently focussed on the point esti-
mate, here this is only a particular piece of information: indeed, Bayesian
inference aims to express all the available knowledge on the parameters not by a
single value but by means of the complete posterior pdf of s, h(s|D), denoting by
h(�) the pdf induced—by a proper transformation of the pdf g(x)—on the space
of s values by the transformation s = s(x). The point estimate is only a
‘‘synthesis’’ of this pdf. This pdf (which would have no meaning in the classical
inference since it is regarded as an unknown constant, not an RV) is the ‘‘key’’
information provided by Bayes estimation since it allows any probabilistic
statement about the values of s to be expressed. Typically this pdf is used to
form a ‘‘Bayesian confidence interval’’ (BCI) or ‘‘Bayesian credible interval’’ of
the unknown s, defined as:

BCIðs; pÞ ¼ ðs1; s2Þ ð26Þ

so that P(s1\ s\ s2) = p, where p is a given probability. The BCI is expressed
in terms of the posterior pdf of s as follows:

Pðs1\s\s2jDÞ ¼
Z

s2

s1

hðsjDÞds ¼ p; 0\p\1 ð27Þ

In practice, the above relation is generally not sufficient to find the BCI but
further requirements, such as a search for the ‘‘Highest Posterior Density’’ regions
[23], allow the determination of both the unknowns (s1, s2) above.

4.2 A General Methodology for Bayesian Inference

on Transient IP

Let us transpose the above concepts of Bayesian inference to the estimation of the
IP:

q ¼ W uð Þ; u ¼ ax � ay
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b2x þ b2y

q ð28Þ

Probabilistic Transient Stability Assessment and On-Line Bayes Estimation 277



with u being the SM whereas W(z) is the CSGCDF W(z) = 1 - U(z):

WðzÞ ¼
Z

1

z

1
ffiffiffiffiffiffi

2p
p exp �n2

2

	 


dn; z 2 ð�1;þ1Þ ð29Þ

For the purpose of Bayes estimation, in the most general case, all the parameters
shall be considered unknowns. Therefore, in the Bayes approach, the four param-
eters (ax,ay,bx,by) and also the SM u and the same IP, q, are regarded as a realization
of RV which will be denoted by the following capital letters in the sequel:2

ax ! Mx; ay ! My; b2x ! Vx; b2y ! Vy ð30Þ

The symbols M and V are also chosen for ‘‘mnemonic’’ reasons since, as
mentioned below, they correspond to mean values and variances, in particular of
the logarithm of the FCT (Tx) and of the logarithm of the CCT (Ty):

Mx ¼ E lnTx½ �; Vx ¼ Var ln Tx½ �; My ¼ E ln Ty
� �

; Vy ¼ Var ln Ty
� �

ð31Þ

Bayes estimation, therefore, consists of assessing prior distributions to the
above parameters (Mx,My,Vx,Vy), and then evaluating point and interval estimates
of the unknown parameter IP, described by the RV Q, function of the RV U:

Q ¼ W Uð Þ; U ¼ Mx �My
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Vx þ Vy

p ð32Þ

The above relations specify the relation between the basic RV (Mx,My,Vx,Vy)
and the IP Q:

Q ¼ QðMx;My;Vx;VyÞ; with : ðMx;MyÞ 2 <2; Vx;Vy

� �

2 <þ2 ð33Þ

These relations appear to be quite complicated, in particular due to the presence
of the special function W(U), whatever the choice of the prior pdf of the basic RV,
a topic which is dealt with below. The same argument also applies, a fortiori, to the
posterior pdf. In practice, it is impossible to evaluate the pdf of Q—be it prior or
posterior—analytically. It can be, however, handled numerically by resorting to a
reasonable ‘‘Beta approximation’’, for example—introduced in a different study by
Martz et al. [27] and also used by the authors in the above-mentioned (a.m.) article
[16] in the framework of ML estimation. This approximation is illustrated in
Appendix 3 and has been shown to be very adequate, although not being the only
possible approximation, since every pdf over (0, 1) which can be rather smooth
and flexible may be a good candidate (possible alternative choices studied by the

2 From now on we use different symbols for the four parameters—when they are considered as
RV—to avoid confusion with other symbols used in this section (see Sect. 4.4) and in Appendix 2
where the capitals (Ax, Ay, Bx, By) corresponding to (ax, ay, bx, by) denote specific ML estimators
(it is recalled that RV are denoted by capitals).
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authors are also mentioned in Appendix 2). In any case, once the numerical pdf of
Q is obtained, its usefulness in this application seems to consist, first of all, in
establishing a proper ‘‘upper confidence bound’’ for IP, i.e. a qUP value that makes
the probability of the ‘‘desirable’’ event (Q\ qUP) high enough, say 0.95 or 0.99.
Therefore, by denoting this high probability value with g, interest may be focussed
on the determination of a qUP value so that:

P Q\qUPð Þ ¼ g ð34Þ

With a sufficiently large probability value, we are, therefore, assured that the
‘‘true’’ IP, Q, is smaller than an ‘‘upper bound’’ qUP, which is the Bayes coun-
terpart of the confidence level of 100g%.

An important characteristic, perhaps the most important one, of the Bayes
inference methods is the one, already mentioned, of allowing any probabilistic
statement on the values under investigation, here the IP, to be expressed, e.g. in
terms of the above BCIs.

This is the core of ‘‘Bayes inference’’, which is something more than pure
estimation, and this is also the reason behind the heading of this section
(‘‘Bayesian inference’’ rather than ‘‘Bayesian estimation’’). Also, in many practical
cases (e.g. in order to control if some prefixed requirements or standards are met
by system performances), an interval estimate may be more significant than the
point estimate alone.

However, also in view of the analytical or numerical difficulties mentioned
above associated with the establishment of the BCI, in actual practice, there is no
doubt that the typical objective of the Bayes methods is to assess the point estimate
of Q. This is the topic dealt with from now on. This point estimate of Q may be
evaluated after the assessment or evaluation of the:

• prior parameters’ pdf: gmx;my;vx;vy (mx,my,vx,vy), briefly denoted as g(mx,my,vx,vy);
• the LF: L(D|(mx,my,vx,vy), which is given in this case by the conditional joint pdf
of the observed data (FCT values, i.e. the times Txk, and CCT values, i.e. times
Tyk, recorded in the interval of interest for the IP prediction). This joint pdf is
conditional to the parameters (mx,my,vx,vy);

• posterior parameters’ pdf: gMx;My;Vx;Vy
(mx,my,vx,vy|D), briefly denoted as

g(mx,my,vx,vy|D), obtained by the prior pdf and the LF by means of the Bayes
theorem as illustrated above.

Finally, the Bayes estimate, denoted by Q�, of the IP Q is given in principle by
the four-dimensional integral:

Q� ¼ E½QjD� ¼
Z Z Z Z

2X

Qðmx;my; vx; vyÞgðmx;my; vx; vy Dj Þdmxdmydvxdvy

ð35Þ
with X the parameter space above specified for the four parameters (mx,my,vx,vy),
Q(mx,my,vx,vy) = W(u) (lowercase letters are used for the single determinations of
the RV being studied), u ¼ mx�my

ffiffiffiffiffiffiffiffiffi

vxþvy
p , and W the above CSGDF.
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As far as the choice of prior pdf both for the above parameters is concerned, it is
well known that the most simple natural candidates are the so-called ‘‘conjugate
prior pdf’’ [23, 24]: this means adopting Gaussian prior pdf for the mean values Mx

andMy and Inverted Gamma prior pdf for the variances Vx and Vy (see Appendix 2).
These are indeed the prior pdf of mean and variances for both the normal and the
Log-Normal sampling distributions [21–24].

The above integral may appear quite cumbersome, yet its evaluation can be
made—at least in some cases—relatively simple, observing that the particular
form of the random IP, Q(U), can be reformulated in terms of the RV:
M = Mx - My, V = Vx ? Vy, S ¼

ffiffiffiffi

V
p

: Hence Q = W(M/S).
If prior and posterior information on the four parameters (Mx,My,Vx,Vy) is recast

into prior and posterior information on the differenceM = (Mx - My) and the sum
V = (Vx ? Vy), the above integral, hence, reduces to a double integral (with
respect to the pdf of M and S) which can be solved using methods related to Bayes
estimation of Gaussian probabilities [23, 24].

The above transformation between the pdf of (Mx,My,Vx,Vy) and those of
M and V may be effected by elementary RV transformations, taking advantage of
the assumed s-independence between the CCT and the FCT which logically
implies the s-independence between their mean values and variances. For
instance, adopting conjugate Gaussian prior pdf both for Mx and My, assumed as
s-independent, then the prior pdf for M = (Mx - My) is again Gaussian with
obvious values of the parameters; the same holds, as is well known, for the
posterior pdf. As far as the variances are concerned, the same reasoning does not
apply for the above-mentioned conjugate Inverted Gamma pdf which is typically
adopted as the prior pdf. However, if one is able to express information directly
in terms of the sum of variances V = (Vx ? Vy), by using an Inverted Gamma
pdf for V, the classical results of Bayes estimation for the Gaussian model
(mentioned in Appendix 2) may still be applied. In general, however, if other
prior models are chosen, the above estimation must be carried out numerically.
This poses no particular problem nowadays since specific codes and algorithms
have been devised for such purposes [22–24].

A major simplification occurs in the particular case considered in the appli-
cation of this contribution, i.e. in VST applications in which the FCT may be
considered in practice as a known constant (as discussed in the following
section).

4.3 A Simplified Method for Bayes Estimation of the IP

in the Event of VST Stability Prediction

The general theoretical problem of the Bayes estimation for the IP, discussed
above, will not be pursued here in view of the VST application of this contribution.
In this case, indeed, an event of instability—in a very short interval lasting
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typically 1 h—is very unlikely as confirmed by the typical values of the IP
illustrated in the previous section and observed in actual system practice.
Observing new FCT values is a very rare event.

For practical purposes, the FCT Ty can, therefore, be considered a known
constant instead of an RV. This constant value is the prior estimate of the FCT
before observing data since no inference can be made out of them; i.e. Ty assumes
a deterministic value, ty = t*, estimated from previous experiences.

Alternatively, the FCT may be considered as an RV, with the assumed law
LN(ay,by), whose parameters are characterized by their prior pdf, since it is highly
improbable that new data can change our information about the FCT in a VST
interval (or the data are so rarely acquired that they do not change the prior pdf
much).

The two cases are equivalent, as will be shown later, so that in the sequel
reference will be made to the first one (i.e. a deterministic value, t*, of the FCT Ty
is assumed).

Let t be the FCT and Tx the RV describing the CCT in the given interval under
investigation. Two alternative hypotheses can be assumed for the RV describing
the load: (1) the load has a constant value (i.e. it is unknown, but constant in time)
due to the interval shortness; (2) the load variations with time are considered—
adopting a more rigorous approach—not negligible: then, reference to the peak
load is made in the interval. As previously shown, the two cases are formally
equivalent.

Then, the IP value in that interval is given—by using the usual transformation
from an LN cdf into a Gaussian one:

Q ¼ P Tx\tð Þ ¼ P X\ ln tð Þð½ � ¼ W
ax � lnðtÞ

bx

	 


ð36aÞ

always using

WðzÞ ¼
Z

1

z

1
ffiffiffiffiffiffi

2p
p exp �n2

2

	 


dn

Obviously, the above relation could also be deduced from the general one:

Q ¼ W
ax � ay
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b2x þ b2y

q

0

B

@

1

C

A

with ay = ln(t); by = 0 (since Ty is deterministic, as is its logarithm Y, so that its
only assumed value, ln(t), coincides with its mean value whereas its SD by is zero).

The consequent IP expression is, therefore, equal to:
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W
ax � s

bx

	 


; s ¼ ln tð Þ ð36bÞ

which can be handled like that of a Gaussian cdf, as shown in the sequel, in order
to perform a Bayes point estimation of the IP.

In the framework of Bayes estimation, let us assume that the mean value ax of
X = ln(Tx)—being Tx the CCT—is an RV, denoted as M (with analogy with the
previous section) whereas its SD bx = s—as assumed in common practice—is
known.3

Let the prior information about the unknown parameter M be described by a
conjugate prior normal distribution with known parameters (m0, s0), i.e.
M 3 N(m0, s0) so that the prior pdf of M (bear in mind that M, the mean value of
the RV X = ln(Tx) can be negative4):

gðmÞ ¼ 1

s0
ffiffiffiffiffiffi

2p
p exp �ðm� m0Þ2

2s20

" #

; m 2 < ð37aÞ

By using results in Appendix 2, the posterior pdf of M, after observing data X,
is again Gaussian:

gðmjXÞ ¼ 1

s1
ffiffiffiffiffiffi

2p
p exp �ðm� m1Þ2

2s21

" #

; m 2 < ð37bÞ

with posterior mean and variance given by:

m1 ¼ E½MjX� ¼ s2mþ ns20Mn

s2 þ ns20
ð38aÞ

s21 ¼ Var½MjX� ¼ s20s
2

ns20 þ s2
ð38bÞ

where

Mn ¼ ð1=NÞ
X

N

k¼1

Xk; s ¼ b ¼ SD X½ � ð38cÞ

being Xk a generic log-CCT value of the sample X.

3 The case in which the SD should be unknown poses no problems. Indeed it can be dealt with,
implying only a little computational effort, by means of well-known methods like those
mentioned in Appendix 2.
4 In the numerical examples or applications of this chapter, measuring times in seconds as done
here, both X and Y have negative mean values.
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The Bayes point estimate of the IP is, therefore, given by:

Q� ¼
Z

1

�1

QðmÞgðmjXÞdm

¼
Z

1

�1

W
m� s

s

� � 1

s1
ffiffiffiffiffiffi

2p
p exp �ðm� m1Þ2

2s21

 !

dm

ð39Þ

which, after some manipulation, after changing the variable to: z ¼ m�s
s (see [19], in

chapter titled Transmission Expansion Planning: A Methodology to Include Security
Criteria andUncertainties UsingOptimization Techniques), can be shown to be equal to:

Q� ¼ W
m1 � s

s1

	 


¼
Z

1

z

1
ffiffiffiffiffiffi

2p
p exp �n2

2

	 


dn; z1 ¼
m1 � s

s1
ð40Þ

This estimator will be used in the final numerical application related to VST
stability prediction, in which, on the basis of an adequate dynamic model of the load
(and the CCT), the posterior means and variances will be updated at each time step.

In these applications, typically only one datum of the CCT is observed at each
step (so in the above relations n = 1 will be used)—i.e. at the generic kth step—
the measured or forecasted load value Lk. This ‘‘data’’ scarcity renders the Bayes
estimation more attractive, as discussed above.

Finally, let us briefly examine the second case, mentioned above, with regard to
the knowledge of the pdf of the RV Ty. Let us assume that it is an RV, and not a
constant as above, letting the parameters of the RV Ty, i.e. (ay, by)—denoted as
(a, b) in the sequel—be distributed according to their prior pdf, which remain
unchanged after every interval, since no new FCT value is obtained. Let us
assume, as above, that only the mean of Y, a = ay is unknown with a prior
conjugate Gaussian distribution N(lo, ro). Consequently, the pdf of Y (conditional
to ay = a) and the pdf of a are, respectively:

Yja�Nða; bÞ; a�Nðl0; b0Þ

Then, using the total probability theorem for continuous RV [19] or known
results from Bayesian estimation theory [22–24] (see also Appendix 2), it can be
seen that the marginal pdf is still a Gaussian pdf:

Y �Nðl0; b�Þ; with b� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b20 þ b2
q

:

In the light of this fact, it is not difficult to show that (40) still holds with
properly re-arranged values of the constants (ax, bx).

4.4 A Mention of the Classical Estimation of the IP

Here, only a brief account of classical (ML) estimation of Q is given in order to
compare it with the one adopted here. Some details can be found in [21, 28].
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As stated in Sect. 4.1, let us assume that the following data are available:
X = (X1,.., Xn), where Xk = ln(Txk), k = 1,…, n: i.e. X is a random sample of
n elements constituted by the natural logarithms of a CCT sample, and let
Y = (Y1,.., Ym), where Yk = ln(Tyk), k = 1,…, m: i.e. Y is a random sample of
m elements constituted by the natural logarithms of the FCT sample which can be
obtained from field or laboratory data on the system protection components, with
regard to the assumed kind of fault.

By referring, for easier notation, to estimated quantities with capital letters, the
most widely adopted estimators (Ax, Bx, Ay, By) of the above four parameters—for
the well-known properties of the ML estimation [21, 28]—are given, for the LN
variables under study, by:

Ax ¼
1
n

	 


X

n

k¼1

Xk; Bx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n

	 


X

n

k¼1

Xk � Axð Þ2
s

ð41Þ

Ay ¼
1
m

	 


X

m

k¼1

Yk; By ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
m

	 


X

m

k¼1

Yk � Ay

� �2

s

ð42Þ

These estimators indeed maximize, compared with any other function of the
data, the LF L[(X,Y)|(ax, ay, bx, by)].

In practice, these estimators coincide with the sample estimators of the mean
values (Ax and Ay) and standard deviations (Bx and By) of the Normal RV
X = ln(Tx) and Y = ln(Ty), and show some desirable properties such as consis-
tency. Moreover, the log-mean estimators Ax and Ay are also unbiased estimators
of ax and ay, respectively.

Then, the ML estimator Q* of q is given by:

Q� ¼ W
Ax � Ay
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

B2
x þ B2

y

q

0

B

@

1

C

A
ð43Þ

In [16], the authors analysed the classical point and interval estimates of
Q based on an estimator of this type whose properties are not easy to assess.

As a final remark, it should be clear that, when prior information are available,
as in most engineering applications and also in this case, the Bayes estimator
definitely performs better then the ML estimators. This is especially evident in on-
line estimation, as will be shown later, since very few data can be collected for
inference. Typically, indeed, no data are available on FCT if the fault does not
occur, and this non-occurrence is of course very likely; only one datum is available
on CCT, based on the forecasted load value for the time interval under
investigation.
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5 Dynamic Bayesian Estimation of Mean CCT and IP for VST
Applications

5.1 Introduction

In this section, devoted to VST system operation, the principle of recursive
Bayesian estimation is applied for a fast and efficient on-line evaluation of the
mean CCT (actually, of its natural logarithms), and thus of the IP, in a dynamic
framework. This evaluation exploits:

1. the above-discussed relation between the CCT and the system load L;
2. the probabilistic knowledge of the time evolution of the load which is generally

available in VST applications.

With regard to point (1), reference is made here for illustrative purposes to a
single-machine system,5 or to a system which is reducible to it. The above dis-
cussed log-linear characteristic is therefore assumed to hold—at any given instant
(for a given network topology)—between the CCT Tx and the load L:

Tx ¼ b0 exp �b1Lð Þ ð44Þ

with model coefficients (b0, b1) which are positive known constants, depending on
the electrical parameters of the system. As mentioned above, they can be deter-
mined by performing a linear regression of the natural logarithms of Tx with
respect to the load. This is accomplished after computing the CCT values off-line,
for the given network and fault, by means of an appropriate system model based on
the classical Lyapunov direct methods for transient stability analysis and sensi-
tivity. Therefore, by denoting—as before—the natural logarithm of Tx by X and the
values of X and L at a given time instant tk by (Xk, Lk), respectively, the following
relation is assumed:

Xk ¼ a� bLk ð45Þ

with

Xk ¼ ln Txkð Þ; a ¼ ln b0ð Þ a 2 <ð Þ; b ¼ b1 b 2 <þð Þ

This linear relation between the logarithm of the CCT (LCCT in the fol-
lowing) and the system load is the basis for dynamic estimation. In particular,
the proposed Bayes recursive estimation uses known results in dynamic esti-
mation—such as the Kalman filter theory—which are well established under the
hypothesis that the series {Xk} to be estimated is a Gaussian time series.

5 The generalization to multi-machine systems, illustrated by the authors in [12], can be
accomplished without difficulties by adopting the ‘‘Extended Equal Area Criterion’’.
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Such hypothesis is true if the load L(t) is a Gaussian process as above assumed
(generalizations to other kinds of load distribution are of course possible
without particular problems).

With regard to point (2), namely, the load evolution in time, an adequate load
evolution model must be chosen like those adopted for VST load forecasting
algorithms.

In particular, we must consider the given time instants t1, t2,…, tk,… of interest
for VST operation (typically, the successive hours of a certain time interval in
which the network topology is assumed as fixed). Then, the following ‘‘dynamic
linear model’’ (DLM) [29], or ‘‘autoregressive model’’ is often satisfactorily
adopted for the stochastic process (Lk, k = 1,2…), which is supposed to generate
the load values at times tk according the ‘‘system equation’’:

Lkþ1 ¼ Lk þ kk k ¼ 0; 1; 2. . .ð Þ ð46aÞ

in which{kk} is a ‘‘White Gaussian Noise’’ (WGN) sequence, i.e. a set of IID
Gaussian RV with mean 0, and known SD, denoted by W. This is formally
expressed as:

kk �WGN 0;Wð Þ ð46bÞ

The sequence is ‘‘initiated’’ by a value L0 (load value at time t = 0) which is
(like all the Lk values) an RV, as appropriate in a Bayes framework, with known
pdf representing our prior information. It is also assumed to be a Gaussian RV
(with known mean lL0 and known SD rL0Þ; statistically independent of any finite
set of the sequence {kk}

L0 �N lL0 ;rL0
� �

ð46cÞ

The above model tries to capture a reasonable ‘‘Markovian’’ dependence
between the successive random values Lk+1 and Lk in a simple way, suitable for
VST applications. However, it may be extended without excessive difficulty to
cover, e.g. more complex autoregressive model, such as ARIMA processes, or
non-linear models [29].

Generally, the values of the load Lk are not measurable with precision but their
acquisition is subject to forecasting or measurement errors (also taking into
account possible time delays or even missing values in the acquisition process).
The following ‘‘observations equation’’ is typically adopted for the estimation of
the DLM:

Yk ¼ Lk þ mk k ¼ 1; 2. . .ð Þ ð47aÞ

where {mk} is another WGN sequence, with mean 0, and known SD sm, statistically
independent of the sequence {kk} and all the other RVs in the model:

mk �WGN 0; Sð Þ ð47bÞ

The above assumptions assure that both Lk and Yk are Gaussian sequences.
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Analogously to ‘‘Kalman filtering’’ language [29], the basic DLM equations
(46a) and (47a) can be, respectively, regarded, as the ‘‘state equation’’ and the
‘‘measurement equation’’.

In order to define a similar DLM for the LCCT values, and repeating for
convenience equation (45), let us define the sequences:

Xk ¼ a� bLk; Zk ¼ a� bYk; nk ¼ �bkk; gk ¼ �bmk ð48Þ

It is easy to see that these definitions, observing that {nk} and {mk} are still
WGN sequences, allow the definition of a DLM for the sequence of the LCCT
values as follows:

Xkþ1 ¼ Xk þ nk; Zk ¼ Xk þ gk ð49aÞ

where (nk, gk) are, respectively, the system and measurement noise for the DLM of
the LCCT.

The above assumptions for (X0, nk, gk) are formally expressed as follows:

X0 �Nðl0; r0Þ; nk �WGNð0;wÞ; gk �WGNð0; sÞ ð49bÞ

The SD w of the model and the SD s of the measures, appearing in the above
relations, are clearly related to the above SD (W,S) of kk and mk by the following,
obvious, linear relations6:

w ¼ bW ; s ¼ bS ð50Þ

Finally, the initial mean and SD of the LCCT sequence Xk, i.e. those of X0 (first
equation of 49b), denoted simply by (l0,r0) are obviously expressed in terms of
the corresponding initial load L0 parameters ðlL0 ; rL0Þ in (46c) as follows:

l0 ¼ a� blL0; r0 ¼ brL0 ð51Þ

It is apparent from the second equation (48) and the above hypotheses sum-
marized in (49a) and (49b) that Zk, the observed LCCT Zk, being the sum of two
Gaussian independent RV, Xk and nk, is still a Gaussian RV whose marginal pdf is
easily deducible (it is sufficient to compute its mean value and variance, as shown
below). Moreover, if Xk should be known, the conditional distribution of
Zk—being nk a Gaussian RV with zero mean—would be a Gaussian one with mean
equal to Xk, and known SD w. Formally7:

Zk Xkjð Þ �NðXk;wÞ

Therefore, in the framework adopted here for the estimation process, Xk is the
unknown (unobservable) mean value of the observable Gaussian RV Zk, with

6 Note that if Y = a ± bX, where X and Y are RV and (a,b) constants, then
SD[Y] = |b|SD[X] (the SD is intrinsically non-negative).
7 The notation (R|S) * N(a,b), being R and S two RV, denotes that the conditional distribution
of R, given S, is N(a,b).
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known SD w. In other words, interest here is focused on the estimation of the mean
value of the LCCT, so that results mentioned above (and recalled in Appendix 2)
related to estimation of the unknown mean value of a Gaussian RV may be
adopted. For brevity, the term ‘‘LCCT’’ (both in the acronym form or in the
complete one) will, however, still be used in the sequel instead of the more correct
‘‘mean LCCT’’.

The Xk sequence is ‘‘initiated’’ by a value X0 which, based on prior information
for the load L0, is again assumed to be a Gaussian RV, as above reported, sta-
tistically independent of any finite set of the sequences {nk} and {gk}.

5.2 Estimation Methodology

Once the measurements (z1,z2,…, zk) have been assigned until time instant tk, the
optimal dynamical state estimate X̂k of the ‘‘true’’ state Xk at time tk—according to
the Bayesian approach to estimation—is provided by a posteriori ‘‘MSE’’
minimization:

MSE ¼ E X̂k � Xk

� �2
z1; z2; . . .; zkj

h i

ð52Þ

This can be accomplished, as will be shown, using recursive Bayesian esti-
mation (Appendix 2, see also [28]) which is substantially resumed by the following
recursive relationship.

x̂k ¼ E xk z1; z2; . . .; zkj½ � ¼ �x̂k þ Gk zk � �x̂kð Þ ð53Þ

where �x̂k represents the state estimate at instant tk, before zk knowledge, i.e. the
a priori estimate at stage k, and Gk is a constant which is obtained as shown below
on the basis of the above ‘‘minimum MSE’’ criterion. The above relation is sub-
stantially equivalent to Kalman Filter, but is obtained using the Bayes estimation
process, as discussed in [29]: this method has the advantage over the classic
Kalman Filter derivation of accounting for the random nature of state X and of
allowing the computation of any probabilistic statement about this state. The
constant Gk corresponds to the well-known ‘‘Kalman gain’’ [28].

The following stages to which the Bayes procedure is applied can be defined:
Stage ‘‘0’’, or ‘‘a priori’’ Stage: ‘‘Stage 0’’ means the initial stage before any

observation is available. Therefore, in this stage the only available information is
the a priori characterization for the RV X at time instant t0:

X0 �Nðl0; r0Þ ð54Þ

Thus, from a Bayesian point of view with quadratic ‘‘Loss function’’, the initial
optimal estimate is X̂0 ¼ l0:

Stage 1: In this stage and in following stages, according to the Bayes meth-
odology, two kinds of information are available, before and after the
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measurement—which here is the first observation z1—is acquired. The first (prior)
information yields the prior estimation, the latter (posterior) information yields the
posterior estimation.

Before the first measurement z1 is performed, the following a priori estimation
can be given:

X1 ¼ X0 þ n ) X1 �N �l1;
�r1

� �

ð55Þ

where the prior mean value and variance8 are determined by:

�l1 ¼ E½X1� ¼ E½X0� þ E½n� ¼ X̂0 ¼ l0
�r21 ¼ Var½X1� ¼ Var½X0� þ Var½n� ¼ r20 þ w2

ð56Þ

Once the measurement z1 is known, the aim is directed towards X1 estimation
conditional to z1. Denoting by z1 the observed realization of the RV Z1. Z1 is still a
Gaussian RV, with conditional mean (given X1) equal to X1, and SD equal to that
of g1, i.e. s. Formally

Z1 ¼ X1 þ g1 ) Z1 X1jð Þ�NðX1; sÞ ð57Þ

and since E[Z1|X1] = X1, it can be deduced that the posterior mean (i.e. the Bayes
estimate) of X1 is:

X̂1 ¼ E X1 z1j½ � ¼ l0 þ
�r21

s2 þ �r21
ðz1 � l0Þ ¼ l0 þ

r21
s2
ðz1 � l0Þ ð58Þ

where

r21 ¼
�r21s

2

�r21 þ s2
¼ r20 þ w2

� �

s2

r20 þ w2 þ s2
ð59Þ

The posterior estimate is used as the prior for the next stage according to
recursive Bayesian estimation, as illustrated in Appendix 2. By applying this
algorithm recursively, the following result at time tk can be obtained.

Generic Stage k: By applying recursive Bayesian estimation, we can immedi-
ately verify (e.g. by induction) that the following relation—clearly appearing as
the general case of (59)—holds at time instant tk:

r2k ¼
r2k�1 þ w2
� �

s2

r2k�1 þ w2 þ s2
ð60Þ

Similarly, the following recursive formulation for the Bayesian estimate at time
tk can be obtained:

X̂k ¼ E Xk z1; z2; . . .; zkj½ � ¼ X̂k�1 þ Gk zk � X̂k�1
� �

ð61Þ

8 A prior estimate of a parameter f is denoted here by �f
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where

Gk ¼
r2k
s2

¼ r2k�1 þ w2
� �

r2k�1 þ w2 þ s2
ð62Þ

As is well known, this estimate exhibits the noticeable property to minimize the
posterior MSE for every time instant tk, expressed by:

MSE ¼ E X̂k � Xk

� �2
z1; z2; . . .; zkj

h i

ð63Þ

Of course, the recursive procedure allows knowledge of the pdf of Xk at each
stage k (needless to say, unlike the ‘‘static’’ Bayes estimation, the posterior pdf of
X changes with time), and also allows Bayes estimation of the IP. This is directly
deduced using results derived in Sect. 4.3: since (61) is the posterior mean of the
LCCT and rk

2 the posterior variance, by re-arranging Eq. 40, the following
recursive Bayesian estimate of the IP at time tk is obtained:

Q̂k ¼ W
X̂k � s

rk

	 


ð64Þ

Confidence intervals, particularly the previously illustrated ‘‘upper confidence
bounds’’ may also be computed for both the LCCT and the IP. In the following
numerical application, for sake of brevity the estimation procedure is illustrated
only for the LCCT sequence, which is a Gaussian one, so that its results are more
easily interpretable. Moreover, the confidence interval assessment is straightfor-
ward for the LCCT sequence whereas for the IP sequence it can be computed by
applying the procedure illustrated in Appendix 3 at each step using the a.m. Beta
approximation, since no analytical result exists. Numerical simulations results
were similar as regards parameter point estimation. A numerical example of the
BCI computation is still reported in Appendix 3, only for the IP, being it
straightforward for the LCCT.

5.3 Concluding Remark

The proposed procedure is based on a relation (CCT–Load) which can be analysed
and computed off-line—for the given network—once for all, so that on-line
estimation shown here does not require the solution of the system model at each
iteration. This allows the time duration of the intervals in which the stability is
assessed to be shortened and is favourable to reliable and efficient security
assessment. A distributed version of the proposed Kalman filtering approach can
be applied in the case of large power systems [30].
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6 Numerical Application of the Bayes Recursive
Dynamic Model

In this section, a simple numerical application—based on typical load and CCT
values and simulated patterns of the load process in time—is presented in order to
illustrate the on-line estimation of the LCCT in VST operation.

The load process is assumed to follow the DLM model, with (k = 1,2…):

Lkþ1 ¼ Lk þ kk and Yk ¼ Lk þ mk ð65Þ

in which

• {kk} is a ‘‘WGN’’ sequence, WGN(0, W);
• {mk} is another WGN sequence, WGN(0, S);

the two sequences are statistically independent of each other and the other RV
in the model.

For simplicity of notation, the SDs in the above WGN sequences (kk, mk) are,
respectively, denoted as (W, S) instead of (rk, rm) as in the previous section. The
lowercase letters (w, s) will be used for the LCCT sequence.

The evolution model of the LCCT corresponding to (65) is, as already deduced:

Xkþ1 ¼ Xk þ nk and Zk ¼ Xk þ gk ð66Þ

with the already discussed basic assumptions

X0 �Nðl0; r0Þ; nk �WGNð0;wÞ; gk �WGNð0; sÞ ð67Þ

and with the SD of the WGN sequences (nk, gk), respectively, equal to w = bW,
s = bS.

For the sake of a numerical example, let us assume that the starting value of the
system load, L0, measured in p.u., is a Gaussian RV with mean lL0 ¼ 0:8750 p:u:
and SD rL0 ¼ 0:0417 p:u:

These values imply that L0, with probability 0.9973, assumes values in the fol-
lowing interval (0.75–1 p.u.) of amplitude equal to 6rL0 around the mean value lL0 :

Let us also assume that, in the log-linear model X = a - bL, the following
values of the regression coefficients have been computed: a = 1.7242,
b = 4.1774.

Consequently, the mean and SD of X, i.e. the parameters of the LN pdf of the
CCT, are equal to lX0

¼ �1:9310; and rX0 ¼ 0:1741: The mean value corresponds
to a CCT of about 0.145 s, which was used for the numerical examples illustrated
above.

The numerical results, obtained by means of stochastic simulation of the above
sequences, will be expressed in relation to the values of the ‘‘primary’’ SD values
(S, W) of the load model and the initial load variance, V0, i.e. the variance of L0, a
value which is chosen by the analyst in a Bayes methodology, on the basis of her/
his prior information.
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More specifically, the values (0.05 and 0.1) will be used for S and W, and these
values will be swapped with each other in the course of the application to obtain at
least some basic information on the sensitivity of the results in relation to varia-
tions of the model parameters. The initial variance, V0, of the model (i.e. the
variance of X0, a value which is subjectively chosen by the analyst in a Bayes
methodology) will alternatively also assume 2 values, 0 or 1, corresponding to
different degrees of belief in the prior information (very strong in the first case,
slight in the second one). An example of a possible sample path of the load
sequence with these parameters (and V0 = 0), simulated by means of the ‘‘nor-
mrnd’’ function of MATLAB�, is illustrated in Fig. 1 in a time interval covering
500 h of system operation (the corresponding series of the LCCT values will be
shown in Fig. 2, darker curve).

To each load sequence, generated by a DLM corresponds, as discussed above,
an LCCT sequence of Xk values, also constituting a DLM, which are estimated by
the recursive approach by the values Xk�. In Fig. 2, for a sample path of N = 120
time values, the sequence of LCCT values and of its estimated values are shown,
obtained with the same values of W, S, V0 as in Fig. 1.

The efficiency of the estimation method is evaluated using extensive Monte
Carlo simulations [31]. In particular, the model performance has been summarized
for any given set of time instants (t1, t2,…, tN) by the average squared error
(ASE)9:
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Fig. 1 Example of load
pattern {Lk}, generated by a
DLM (65) with parameters:
W = 0.05, S = 0.10, and
initial variance V0 = 0

9 The ASE index should not be confused with the MSE, which was defined in the previous
section: the (theoretical) MSE evaluates the statistical mean square error between fj and fj

0 for
any fixed time tj with respect to the posterior conditional distribution. Instead, the ASE is an
empirical measure (deduced from the sample) which takes into account the precision of
estimation for all the RV fj (j = 1,…, N) of the sequence.
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ASE ¼ 1
N

X

N

j¼1

f
�

j � fj

� �2
ð68Þ

in which fj is the quantity to be estimated (in this case, the LCCT Xj at any given
instant tj) and fj

0 is its estimate. In practice, given the length N of a sequence (here
N = 120 is chosen), M simulated sequences have been generated by the same
algorithm and the average of the squared errors values obtained has been reported
as a sample estimate of the ‘‘true’’ squared error. Extensive simulations were based
on a number M = 104 of replications for each simulated trial; only a significant
subset of the relevant results are reported in the following.

The ASE obtained using the traditional ML method has also been evaluated
since the ML estimator at time k is equal—as is well known from estimation
theory for the mean of a normal RV—to the sample mean of the k observed values
Zj (j = 1,…, k) so far. The precision (as measured by the relative bias and the
maximum relative estimation error) of the dynamic Bayes estimator of the LCCT
has also been verified. The basic statistics—estimated at the end of each simulation
case study—which describe the efficiency of the proposed estimates, and which
will be reported below—are:

• ASEB: average squared error of the bayes estimator;
• ASEL: average squared error of the ML estimator;
• ARE = ASEL/ASEB: average relative efficiency of the Bayes estimator com-
pared with the ML estimator.

The ARE ratio, which is in a sense the dynamical counterpart of the classic
‘‘relative efficiency’’ of the Bayes estimator compared with the ML estimator used
for a ‘‘static’’ parameter is indeed a synthetic measure of efficiency of the esti-
mation method. The more the ARE value exceeds unity, the more efficient the
Bayes estimate is when compared with the ML estimate.
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Fig. 2 Example of LCCT
pattern {Xk}, and its
estimated values generated by
a DLM as in
Sect. 1.2 in chapter titled
Transmission Expansion
Planning: A Methodology to
Include Security Criteria and
Uncertainties Using
Optimization Techniques,
with parameters: W = 0.05,
S = 0.10, and initial variance
V0 = 0
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A lot of different combinations of values of the model parameters (W, S, V0)
have been adopted to explore the estimation performances. In the following, the
eight combinations indicated below will be reported for the triplet (W, S, V0):

1. (0.05, 0.10, 0)
2. (0.05, 0.10, 1)
3. (0.10, 0.05, 0)
4. (0.10, 0.05, 1)
5. (0.025, 0.05, 0)
6. (0.025, 0.05, 1)
7. (0.05, 0.025, 0)
8. (0.05, 0.025, 1)

It is recalled that the above quantities are the SD describing uncertainty in the
system load model (i.e. the equations in Lk and Yk from which the ones for the
LCCT are derived). The SD of the LCCT dynamic model, s and w, are larger than
the correspondent load model parameters (W, S) values indicated here since
s = bS and w = bW, and b = 4.1774, as reported above.

It is seen that in the first four cases the values (0.05, 0.10) or (0.05, 0.10) are
used for S and W, and every combination is obtained from the previous one by
changing the value of the initial variance from V0 = 0 to V0 = 1, or by swapping
the values of S and W. For instance, in cases 3 and 4, the values of W and S are
swapped in relation to cases 1 and 2. In cases 1 and 3, V0 = 0 was chosen; in cases
2 and 4, V0 = 1 was chosen.

An analogous method has been used to form the combinations (5)–(8), by using
the values (0.025, 0.05) for (W, S), i.e. half of the values (0.05, 0.10) used in the
first four combinations. It is noticed that the combination of SD values of the first
four combinations may be too high (particularly, because of the value 0.1 for S or
W), especially for VST applications. Indeed some unrealistic value has been
obtained in the course of the simulations for the LCCT (and, thus, for the IP). They
have been reported here only to show that the estimation procedure works quite
well even in these unrealistic cases, in which high SD values could imply high
estimation errors.

Indeed, it is observed that—as typically occurs—the different choices do not
affect the performances of the methodology.

Out of the many numerical simulations which have been performed, the most
significant have been reported in the two tables of this section, Table 1 being
relevant to the first four combinations, Table 2 relevant to the other four
combinations.

For each case, the results of three different simulations (proofs), amongst all the
ones performed, are reported. In particular: proof #1 is—for any given sample
size—the one with the ‘‘worst’’ results (i.e. when the ARE gets the lowest
observed value); proof #3 is the one with the ‘‘best’’ results (i.e. when the ARE
gets the highest observed value); proof #2 gives the average results for the REFF,
thus resulting intermediate between proof #1 and proof #3. So, a total number of
12 proofs is shown in each table. For example, in Table 1, the case 1.1
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(with ARE = 3.4485) precedes case 1.2 (with ARE = 7.2570). The three cases
1.1, 1.2 and 1.3 are all relevant to the same combination of values of (W, S and V0)
i.e. (0.05, 0.10 and 0), the first of the eight combinations above reported.

One of the results in Table 1 (the case 1.2) is also reported in Fig. 2, already
mentioned.

As a general comment to the above results, it is noticed (by looking at the
ASEB values) that the Bayes estimate errors are per se reasonably limited.
Moreover, the relative performance in relation to the ML estimate—as measured
by the ARE index—is always much greater than 1. To evaluate the precision of the
estimates, other significant quantities have also been evaluated such as the average
and maximum relative error of the Bayes estimates, with similar results.

It must also be remarked that, even in the ‘‘worst’’ cases (e.g. cases 1.1, 2.1, etc.
in both tables), the ARE index is always greater than 1. Indeed, the reported results
point out the efficiency of the proposed Bayesian approach, even in the case if
‘‘unrealistic’’ high SD as the ones in Table 1.

Finally, it has been already reported that the SD of the LCCT dynamic model,
s and w, is relatively large in the application here illustrated. This could imply
relatively large estimation errors whereas the reported results show that these
errors are very limited, a fact which strengthens the efficiency of the estimation
procedure.

For the sake of brevity, the procedure for obtaining the BCI is briefly illustrated
in Appendix 3, with reference to the IP estimation.

The above good performances of the Bayes estimates with respect to the ML
ones are consistent (and—to a certain extent—to be expected on theoretical
grounds) with Bayesian statistical theory, as long as the Bayes estimates are
evaluated assuming the ‘‘right’’ a priori distribution of the load, i.e. the one
actually used in performing the simulation of the random samples. So, it is very

Table 1 Some results of the estimation performances with different combination of values of the
(load) model parameters, with (W, S) = (0.05, 0.10) or (0.10, 0.05)

Case Model parameters (W, S, V0) ASEB ASEL ARE

W S V0

1.1 0.05 0.10 0 0.0724 0.2495 3.4483
1.2 0.05 0.10 0 0.0606 0.4399 7.2570
1.3 0.05 0.10 0 0.0748 3.9853 53.269
2.1 0.05 0.10 1 0.0530 0.6227 11.761
2.2 0.05 0.10 1 0.0566 0.7962 14.065
2.3 0.05 0.10 1 0.0639 1.0124 15.840
3.1 0.10 0.05 0 0.0321 1.0379 32.344
3.2 0.10 0.05 0 0.0321 1.1004 34.317
3.3 0.10 0.05 0 0.0378 4.1745 110.44
4.1 0.10 0.05 1 0.0366 2.0879 57.070
4.2 0.10 0.05 1 0.0387 2.3414 60.542
4.3 0.10 0.05 1 0.0412 3.3678 81.825

V0 assumes the values 0 or 1, here and in the following tables
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opportune to assess, as mentioned in the introduction, the robustness of the pro-
posed methodology when the ‘‘a priori’’ hypotheses about such distribution are not
valid. This is the object of the following section.

7 Some Numerical Robustness Analyses

Finally, also a simple ‘‘robustness’’ analysis of the proposed methodology has been
performed: with respect to the initial prior distribution of the load (see Sect. 7.1),
and with respect to the system load random errors prior distribution (see Sect. 7.2).
For the purpose, many simulations (more than those shown here) have been carried
out, assuming different (Extreme value, Log-Normal, Uniform and others) prior
pdf for the initial load value L0 or the system equation errors, instead of the
Gaussian one assumed for the calculations.

7.1 A Numerical Robustness Analysis with Respect to the Initial

Load Value Prior Distribution

First, some results relevant to a robustness analysis with respect to the initial load
value prior distribution are reported. Since such kind of robustness is generally
well established and accepted, for brevity only four cases are presented for each
table, corresponding to the mean values of ASEB, ASEL, and ARE. As in the
previous section, the first table is relevant to the SD values (W, S) = (0.05, 0.10)
or (0.10, 0.05); the second table is relevant to the SD values (W, S) = (0.025, 0.05)
or (0.05, 0.025).

Table 2 Some results related to estimation performances with other different combination of
values of the (load) model parameters with (W, S) = (0.025, 0.05) or (0.05, 0.025)

Case Model parameters (W, S, V0) ASEB ASEL ARE

W S V0

1.1 0.025 0.05 0 0.0182 0.0818 4.4932
1.2 0.025 0.05 0 0.0606 0.4399 6.7520
1.3 0.025 0.05 0 0.0748 3.9853 59.619
2.1 0.025 0.05 1 0.0165 0.1736 9.280
2.2 0.025 0.05 1 0.0530 0.6227 18.167
2.3 0.025 0.05 1 0.0566 0.7962 24.506
3.1 0.05 0.025 0 0.0079 1.0096 127.52
3.2 0.05 0.025 0 0.0122 26.1034 2138.5
3.3 0.05 0.025 0 0.0134 43.40 3236.0
4.1 0.05 0.025 1 0.0090 0.1438 15.936
4.2 0.05 0.025 1 0.0102 0.4296 42.226
4.3 0.05 0.025 1 0.0089 0.9090 102.27
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In tables 3 and 4, some significant results relevant to the Uniform pdf as a prior
pdf for L0 are reported, with satisfying results which were indeed expected since
the well-known robustness properties of the Kalman filter. In previous section, it
was assume that the starting value of the system load, L0, measured in p.u., is a
Gaussian RV with mean lL0 ¼ 0:8750 p:u: and SD rL0 ¼ 0:0417 p:u: In the
present case, the values of X0 were generated, in each simulation trial, according to
a Uniform prior pdf on an interval (aL, bL), with the same mean and SD, so that:
aL = 0.8028, bL = 0.9472.

Tables 3 and 4 report some results (the mean values of ASEB and ASEL
obtained in all the simulations, and the correspondent ARE value) related to a
robustness analysis of the proposed methodology with respect to a Uniform prior
pdf for the initial load value L0 instead of the Gaussian one assumed for the
calculations.

The calculations were performed as if the Gaussian model, which is a basic
assumption of the procedure, was the ‘‘true’’ model generating system errors,
whilst in fact the Uniform model was the true one.

The results of this robustness analysis—and more other simulation results with
different prior pdf, not shown here—still confirm the adequacy of the estimation
procedure.

7.2 A Numerical Robustness Analysis with Respect to System

Equation Random Errors Distribution

In addition to the previous ones, a similar robustness analysis has been performed
also with respect to the random errors pdf, assumed this time to be a Uniform or an
EV distribution instead of a Gaussian one, with the same mean and variance (it is
reminded indeed that such parameters are assumed known). Being the pdf referred
to errors distribution, they all have zero mean.

By the term ‘‘Extreme Value’’ model, it is meant the ‘‘Largest Extreme Value’’
model one characterized by the following cdf:

Fðt; v; dÞ ¼ exp � exp �ðt � vÞ=d½ �f g �1\t\þ1ð Þ ð69Þ

with parameters: v real, d positive.

Table 3 Mean values of ASEB and ASEL, and the correspondent ARE values, related to a
robustness analysis with respect to a Uniform prior pdf for the initial load value. Table relevant to
the SD values (W,S)=(0.05,0.10) or (0.10,0.05).

Case Model parameters (W, S, V0) ASEB ASEL ARE

W S V0

1 0.05 0.10 0 0.0689 1.1970 17.380
2 0.05 0.10 1 0.0683 1.0618 15.551
3 0.10 0.05 0 0.0327 2.9910 91.572
4 0.10 0.05 1 0.0382 4.2411 111.01
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As already mentioned at the end of Sect. 2, the EV distribution is another
natural candidate for the probabilistic description of the load, if interest is focussed
on the peak load value [20]. It is indeed the most suitable for large time horizons,
but it has already been shown (see Sect. 2.3) that a rigorous approach should be
referred to peak load values, independently from the time horizons width. How-
ever, in this case, for the purpose of a robustness analysis, the EV model has been
reported principally as an interesting alternative model since its pdf has a very
different shape from the Gaussian one.

Also these results, shown in Tables 5 through 8—where they are reported in the
same format of those in Sect. 6—confirm the estimation robustness. Figure 3 is
referred to a typical case of those in Table 5.

All the above results show that the performances of the Bayes estimates are
always scarcely sensitive to the assumed prior distribution or even to the model

Table 4 Mean values of ASEB and ASEL, and the correspondent ARE values, related to a
robustness analysis with respect to a Uniform prior pdf for the initial load value: (0.025, 0.05) or
(0.05, 0.025)

Case Model parameters (W, S, V0) ASEB ASEL ARE

W S V0

1 0.025 0.05 0 0.0301 0.2962 9.8333

2 0.025 0.05 1 0.0158 0.9587 60.677

3 0.05 0.025 0 0.0082 0.1743 21.179

4 0.05 0.025 1 0.0068 0.8481 124.72

Table 5 Some results related to a robustness analysis of the proposed methodology with respect
to a Uniform error pdf for the system model of load sequence Lk instead of the Gaussian one
assumed for the calculations

Uniform load case Model parameters (W, S, V0) ASEB ASEL ARE

W S V0

1.1 0.05 0.10 0 0.0697 0.3421 4.9078

1.2 0.05 0.10 0 0.0620 0.4757 7.6703

1.3 0.05 0.10 0 0.0671 0.9426 14.038

2.1 0.05 0.10 1 0.0653 0.1392 2.1324

2.2 0.05 0.10 1 0.0849 0.5900 6.9462

2.3 0.05 0.10 1 0.0664 0.7982 12.015

3.1 0.10 0.05 0 0.0386 1.2199 31.592

3.2 0.10 0.05 0 0.0344 3.0792 89.486

3.3 0.10 0.05 0 0.0406 7.2856 179.46

4.1 0.10 0.05 1 0.0312 0.6694 21.475

4.2 0.10 0.05 1 0.0386 1.2199 31.592

4.3 0.10 0.05 1 0.0406 7.2856 179.46

The different combination of values of the model parameters (W, S, V0) are as in the tables of
previous section
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distribution. In practice, the ASEB values are not significantly changed with
respect to the previous cases, and it must be remarked that, even in the ‘‘worst’’
cases, the ‘‘efficiency’’ index, ARE, is always greater than 1. Similar results were
obtained also for different model parameters values—i.e. different values of (W, S,
V0)—and for different random errors pdf. So, the Bayes estimator appears to be
robust with respect to ‘‘wrong’’ prior assumptions.

Table 6 Some results related to a robustness analysis of the proposed methodology with respect
to a Uniform error pdf for the system model

Uniform load case Model parameters (W, S, V0) ASEB ASEL ARE

W S V0

1.1 0.025 0.05 0 0.0149 0.0627 4.2113

1.2 0.025 0.05 0 0.0175 0.1189 6.7963

1.3 0.025 0.05 0 0.0177 0.1952 11.017

2.1 0.025 0.05 1 0.0197 0.1218 6.1739

2.2 0.025 0.05 1 0.0202 0.2244 11.128

2.3 0.025 0.05 1 0.0137 0.5487 40.095

3.1 0.05 0.025 0 0.0089 0.4189 47.058

3.2 0.05 0.025 0 0.0091 0.8031 88.279

3.3 0.05 0.025 0 0.0114 1.1545 100.10

4.1 0.05 0.025 1 0.0109 0.5393 49.414

4.2 0.05 0.025 1 0.0106 2.4593 232.22

4.3 0.05 0.025 1 0.0094 3.4521 366.19

The table is similar to Table 5, with different values of the model parameters (W, S, V0)

Table 7 Some results related to a robustness analysis of the proposed methodology with respect
to an EV error pdf for the system model of load sequence Lk instead of the Gaussian one assumed
for the calculations

EV load case Model parameters (W, S, V0) ASEB ASEL ARE

W S V0

1.1 0.05 0.10 0 0.0655 0.5195 7.9359

1.2 0.05 0.10 0 0.0963 1.0422 10.822

1.3 0.05 0.10 0 0.0810 2.7890 34.220

2.1 0.05 0.10 1 0.0735 0.2974 4.0455

2.2 0.05 0.10 1 0.0852 0.4999 5.8661

2.3 0.05 0.10 1 0.0594 0.3604 6.0696

3.1 0.10 0.05 0 0.0291 0.6494 22.287

3.2 0.10 0.05 0 0.0333 1.9626 58.859

3.3 0.10 0.05 0 0.0380 9.1490 241.01

4.1 0.10 0.05 1 0.0350 0.9561 27.318

4.2 0.10 0.05 1 0.0260 1.3422 51.698

4.3 0.10 0.05 1 0.0388 5.0203 129.38

The different combination of values of the model parameters (W, S, V0) are as in the tables of
previous section
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7.3 A Final Comment

The authors believe that, although deduced under simple hypotheses and/or system
models, the above results—along with those already established in the field of
power system or component reliability studies [32, 33]—could encourage new
advanced applications of Bayesian inference in Power System analysis. Its use is
indeed not yet widespread in stability or security studies, although a Bayesian
classifier has been recently proposed for power system probabilistic security
assessment [34]. Further developments of Bayes applications in the field of Sta-
bility surely require advanced computational tools, which are nowadays increasing
in number and efficiency, as recently illustrated in [35].
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Fig. 3 Curve of LCCT and
its estimates, relevant to a
robustness analysis with
respect to a Uniform error pdf
for the system model of load
sequence Lk, with parameters:
W = 0.05, S = 0.1, V0 = 0
(1st row of Table 5)

Table 8 Some results related to a robustness analysis of the proposed methodology with respect
to an EV error pdf for the system

EV load case Model parameters (W, S, V0) ASEB ASEL ARE

W S V0

1.1 0.025 0.05 0 0.0199 0.1612 8.1102

1.2 0.025 0.05 0 0.0179 0.3679 20.533

1.3 0.025 0.05 0 0.0127 0.5091 40.193

2.1 0.025 0.05 1 0.0159 0.0781 4.9187

2.2 0.025 0.05 1 0.0198 0.1898 9.6012

2.3 0.025 0.05 1 0.0263 0.6546 24.870

3.1 0.05 0.025 0 0.0090 0.3848 42.742

3.2 0.05 0.025 0 0.0097 2.2534 231.80

3.3 0.05 0.025 0 0.0100 2.458 245.70

4.1 0.05 0.025 1 0.0068 0.2267 33.245

4.2 0.05 0.025 1 0.0116 0.9562 82.116

4.3 0.05 0.025 1 0.0110 2.6351 238.72

The table is similar to Table 5, with different values of the model parameters (W, S, V0)
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8 Appendix 1: An Analytical Study of the IP

Under the assumed hypothesis of LN pdf for both the CCT and the FCT, it was
shown that the IP, q = P(CCT\ FCT) = P(Tx\Ty), can be expressed by:

q ¼ WðuÞ ¼
Z

1

u

1
ffiffiffiffiffiffi

2p
p exp �n2

2

	 


dn ð70Þ

where u is the ‘‘SM’’:

u ¼ ax � ay
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b2x þ b2y

q ¼ EðXÞ � EðYÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VðXÞ þ VðYÞ
p ð71Þ

being X = ln(Tx); Y = ln(Ty), and denoting by V(X) and V(Y) their variances.
The function q = q(u) is shown in Fig. 4. Since q(u) decreases very quickly

towards 0, especially when u is large enough, two different curves are shown: one
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Fig. 4 A curve of the IP as a function q = q(u), u being the SM
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(left curve) is relevant to the interval (0\ u\ 2.5), the other (right curve) relevant
to the interval (2.5\ u\ 5): the latter is the one which often occurs in practice
since, in this interval, the IP typically assumes realistic small values, less than 6e-
3. To appreciate the quickness with which q(u) decreases, the following values are
given as examples:

• q(2.0) = 2.28e-2;
• q(2.5) = 6.20e-3;
• q(3.0) = 1.30e-3;
• q(5.0) = 2.85e-7

In order to appreciate the variation of the IP as a function of the SM u, the
following well-known asymptotic approximation of the W function which may be
found in many books (e.g. [36]) is given:

WðuÞ 	 1

u
ffiffiffiffiffiffi

2p
p exp �u2

2

	 


¼ /ðuÞ
u

; for u large enough ð72Þ

with /(u) being the standard Gaussian pdf. In practice, the above approximation is
satisfactory for u C 3 (e.g. it yields 0.0015 for u = 3, with a relative error of less
than 0.8%). From the above relation, it is readily shown (as discussed in the
following) that the relative variation of q with u is in practice linear in u for typical
values of u: therefore, the larger—as desired—the SM is, the more abrupt the
variation (decrease) in the IP value. Indeed, a curve of the relative variation in the
IP versus the argument u is shown in Fig. 5. It is apparent that such a function,
which is of course negative (and decreasing), is approximately linear with u,
especially for high u values.

Indeed, the relative variation of the function Q(u) may be analysed using the
derivative of its logarithm since:

dQ
Q

¼ Q0ðuÞ
Q

� �

du ¼ D½lnQðuÞ�du: ð73Þ

For what has been discussed above, the function: K(u) = D[ln(Qu)] tends to
approach the value (-u) if u ? ?. However, K(u) is readily expressed for any
finite value of u by means of available statistical functions, since:

KðuÞ ¼ D½lnWðuÞ� ¼ �/ðuÞ
WðuÞ ð74Þ

So, the availability of the standard Gaussian pdf and cdf (e.g. the functions
‘‘normpdf’’ and ‘‘normcdf’’ in MATLAB) provides an easy computations of K(u)10

and the possibility of drawing graphs such as the one in Fig. 5.

10 In practice, the function K(u) coincides with the ‘‘Hazard Rate function’’ of a standard
Gaussian RV, as defined in Reliability applications (see, e.g. [37], where also the linearity of
h(t) is discussed).
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Moreover, by virtue of the above asymptotic approximation, we get the above-
mentioned linear approximation of K(u), which is also confirmed by Fig. 5:

K uð Þ ! �u; as u ! þ1 ð75Þ

The above relationship between the IP and the SM u can be readily expressed
(see also [13]) as a function of the basic statistical parameters of the CCT—or the
ones of the load on which the CCT depends—and the clearing time.

This allows a rapid sensitivity analysis of the IP for these parameters. For
instance, using the already relations between the LN parameters and the mean
value and the CV of the LN distributions given above, the dependence of q on l

and v (the CV value) of both the FCT and CCT is straightforward. The following
curves are obtained assuming, for illustrative purposes only, a common value v of
the CV, i.e. from the expression:

q ¼ W uð Þ; u ¼
ln lx � ln ly
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 lnð1þ v2Þ
p ð76Þ

The curves in Fig. 6 describe the variation of q (in %) as a function of the mean
FCT, for a fixed value of the mean CCT, chosen equal to 0.1 s. as in the numerical
examples of the chapter and with 2 different values of the (common) value of the
CV, i.e. v = 0.10 and v = 0.12.

These curves illustrate the high or extreme variability of the IP versus the mean
FCT and also the CV. This last aspect is confirmed by the curve depicted in Fig. 7
which expresses the IP—on a logarithm scale—versus the CV, assuming mean
CCT value = 0.1 s and mean FCT value = 0.145 s. All the above aspects are very
important in view of the estimation process, and this is why they have been
illustrated in detail.
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Fig. 5 A curve of the
relative variation of the IP as
a function of the SM
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9 Appendix 2: Bayes Point Estimation for the Gaussian Model

9.1 Known Variance

For the purposes of making inference in the application in this chapter, some
known results [22–24] on Bayes point estimation for the Gaussian model have
been applied. Indeed, the Log-Normal model assumed for both FCT and CCT can
be easily converted in the Gaussian one by means of a logarithmic transformation.
Some results which are specific to the Log-Normal model are given, for example,
in [21].

Let us assume that X = (X1,…, Xn) is a random sample of n elements generated
by a Gaussian model with the same mean l, and SD r; let l be an unknown to be
estimated whereas r is known. Therefore, for each k = 1,…, n, the conditional pdf
of Xk, for a given value of l is a N(l, r) pdf. Formally Xk|l * N(l,r).

Let the prior information about the unknown parameter l be described by a
prior Normal distribution with known parameters (l0, r0), i.e. l * N(l0, r0),

11 so
that the prior pdf is:

gðlÞ ¼ 1

r0
ffiffiffiffiffiffi

2p
p exp �ðl� l0Þ2

2r20

" #

; l 2 < ð77Þ

The prior parameters (l0, r0) are also denoted ‘‘hyper-parameters’’ and are
assumed to be known. Before observing data, the ‘‘best’’ estimator of l cannot be
that its prior mean: E[l] = l0, with prior variance:

Var½l� ¼ r20 þ
r2

n
ð78Þ
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Fig. 6 Curves of the IP (in
%) versus mean FCT (in s)
with mean CCT = 0.1 s.
Each curve refers to a given
(common) value of the CV
for FCT and CCT, namely
CV = 0.10 (below) and 0.12
(above)

11 The suffix ‘‘0’’ is typically used to denote prior parameters, e.g. (l0, r0) in this case.
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The LF of the observed sample X = (X1,…, Xn), conditional to l, is expressed
by:

L Xjlð Þ ¼ 2pr2
� �

�n
2 e�

P

xi�lð Þ2=2r2 ð79Þ

Then, multiplying the above two functions for applying the Bayes theorem,
after some algebra, the following well-known result is obtained for l�, the Bayes
estimator of l, i.e. the posterior mean:

l� ¼ E½ljX� ¼ r2l0 þ nr20Mn

r2 þ nl20
¼

r2

n l0 þ r20Mn

r2

n þ r20
ð80Þ

where Mn is the sample mean (which is equal in this case to the classical ML
estimator of l):

Mn ¼ ð1=NÞ
X

N

k¼1

Xk ð81Þ

In the final equation expressing l�, the prior variance (r0
2) and the one of Mn

(r2/n) are clearly indicated. In this form, the above relationship shows the known
property that the Bayesian estimator of l can be, in a suggestive way, expressed as
the weighted mean (a linear convex combination, in fact) of the prior estimator and
the sample mean. The posterior variance is given by:

Var ljX½ � ¼ r20r
2

nr20 þ r2
¼

r2

n r
2
0

r2

n þ r20
ð82Þ

9.2 Unknown Variance

Although unknown variance is not considered in the application of this chapter, it
seems opportune to mention it, even if very briefly.
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Fig. 7 Curves of the IP (in
%)—on a logarithm scale—
versus the (supposed
common) value of the CV of
FCT and CCT, assuming a
mean CCT value of 0.1 s and
a mean FCT value of 0.145 s
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Let us first consider known mean, l = m. The conjugate prior pdf for the
variance, here denoted by V, is the so-called ‘‘Inverted Gamma’’ model, charac-
terized by the following pdf, with argument v (a realization, of course positive, of
the RV V) and (positive) parameters r and /:

gðv; r;/Þ ¼ /r

vðrþ1ÞCðrÞ expð�/=vÞ; v[ 0 ð83Þ

in which C(�) is the Euler–Gamma special function. The ‘‘Inverted Gamma’’ pdf is
so denoted since it can be deduced as the pdf of the reciprocal of a Gamma RV. It
is not difficult to deduce that the posterior pdf of V is again an Inverted Gamma
pdf. This result derives from expressing the LF of the observed sample
X = (X1,…, Xn) as above—Eq. 79—but conditioning to V = m:

L Xjvð Þ ¼ 2pvð Þ�n
2 e�

P

xi�mð Þ2=2v ð84Þ

(here, the mean m is assumed to be a known constant whereas the variance v is the
argument under investigation). By multiplying the above prior pdf and LF, it is
apparent that the posterior pdf of V is again an Inverted Gamma pdf and the
updated values of r and / are obvious.

Then, let us also consider the general case of unknown mean l, i.e. both mean l
and variance V are unknown. Here, the most adopted prior model for l is again
described—conditionally to the variance V—by a Gaussian prior pdf. This prior
model, multiplied by the above Inverted Gamma pdf for V, constitutes the
so-called ‘‘Normal Inverted Gamma’’ prior pdf. This is indeed the conjugate prior
model, as the joint posterior pdf of l and V is again a Normal Inverted Gamma pdf
[23, 24]. A similar model can also be developed in the dynamic framework [29].

10 Appendix 3: A BCI for the IP Using the Beta Distribution

In order to establish a BCI, a numerical procedure derived from a similar one,
proposed in [27] and already proved satisfactory by the authors in [16], is illus-
trated. In [16], it was used in a different context (the one of classical statistic
estimation) whereas here it is revised in the Bayesian framework. As discussed
above, in the Bayesian approach the IP Q is an RV in (0, 1), depending on the four
random parameters (ax,ay,bx,by). The need for a numerical procedure is based on
the fact that an analytical expression of such a pdf is impossible to find. A rea-
sonable choice for its characterization is the approximation of its true pdf with a
suitable distribution such as the Beta which is very flexible for describing RV in
(0, 1) and is capable of producing a large variety of shapes. The Beta is in fact the
most commonly used distribution for describing random probabilities because it is
also a conjugate pdf under a Binomial sampling [22–24, 36]. The analytical
expression of the Beta pdf, as a function of the values q assumed by the RV Q in
(0, 1), is [19, 36, 37]:
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f q;x; nð Þ ¼ Cðxþ nÞqx�1ð1�qÞn�1

CðxÞCðnÞ ð0\q\1Þ
0 elsewhere

 

ð85Þ

where C(�) is the already introduced Gamma special function, and x and n are
positive shape parameters. Mean value and variance of the Beta distribution are
given by:

lB ¼ x

xþ n
; r2B ¼ l2B

n

xðxþ nþ 1Þ


 �

ð86Þ

In order to choose the approximating Beta pdf for Q, an adequate choice of the
two parameters (x, n) must be made, for instance—as proposed in [27]—by
equating the above Beta statistical parameters (lB, rB

2 ) to opportune (as explained
in the following) values of the mean value M and variance V, thus obtaining the
following equations which give the Beta parameters as functions of the mean
M and variance:

x ¼ M
M �M2 � Vð Þ

V
; n ¼ xð1�MÞ

M
ð87Þ

The above mean value M and variance V of the RV Q cannot be of course
obtained from its (unknown) distribution, but an excellent approximation for them
is obtained: the resulting approximate values are, respectively, denoted as (M0, V0).
They are obtained, still following [27], by considering an expansion of
Q = W(U) expressed as a function, say G = G(ax,ay,bx,by), of the four variables
(ax,ay,bx,by) in a Taylor series about the point P0 = (Ax,Ay,Bx,By), being
(Ax,Ay,Bx,By) the a.m. ML estimators (see Sect. 4.4) of the random parameters
(ax,ay,bx,by). In particular, expanding Q in a Taylor series about P0 up to second-
order terms, the following values (M0, V0) are obtained by the well-known ‘‘Delta
method’’ or the ‘‘statistical differentials’’ method [19, 36]:

M0 ¼ UðUÞ � 0:5UðUÞ Ay � Ax

B3

� �

v ð88Þ

V 0 ¼ UðUÞ2 B2
x

nB2
þ

B2
y

mB2
þ 0:5 Ay � Ax

� �2 B4
x

n1B6
þ 0:5 Ay � Ax

� �2 B4
y

m1B6

" #

ð89Þ

being: m1 = m - 1, n1 = n - 1;

U ¼ Ax � Ay
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

B2
x þ B2

y

q : ð90Þ

B ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

B2
x þ B2

y

� �

r

; ð91Þ
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v ¼ B2
x

n
þ
B2
y

m
þ 1
2

Ay � Ax

� �2 B4
x

n1B4
� 1:5

B4
x

n1B2
þ 1
2

Ay � Ax

� �2 B4
y

m1B4
þ 1:5

B4
y

m1B2

" #

U(x) and /(x), respectively, the already introduced standard Normal cdf and pdf.
Indeed, let us denote by FB (q; x, n) the generic Beta cdf of the RV Q,

evaluated in q, with parameters (x, n), i.e.

FBðq;x; nÞ ¼ P Q\qð Þ ð92Þ

This Beta distribution is used for inference on the BCI. For example, the
estimated g-quantile of the above IP is given—still denoting by s0 the value of a
true parameter s estimated by this procedure—by:

Q0 ¼ F�1
B ðg�;x0; n0Þ ð93Þ

i.e. by the inverse function of the above Beta cdf FB(x; x0, n0) evaluated in g,
namely the solution, q*, of: g = FB(q*; x0, n0). So, any ‘‘upper confidence bound’’
for the IP mentioned in Sect. 4 (see Eq. 34) can be computed easily, since the Beta
quantiles are largely available in most software packages (e.g. using the function
‘‘Betainv’’ of MATLAB). The above equation is equivalent indeed to the
following:

PðQ\Q0gÞ ¼ g ð94Þ

And thus Q’g = FB
-1(g; x0, n0) coincides with the upper confidence bound of

probability (degree of belief) g. Of course, this procedure also allows easy esti-
mation of the whole distribution of Q and establishes any desired confidence
interval for the IP, also a bilateral one.

A simple practical numerical example is given to evaluate the BCI. In this
example the FCT Ty is therefore assumed to be deterministic, with value
ty = 0.1 s, and the LCCT mean ax = E[ln(Ty)] is assumed to follow a prior
Gaussian distribution with a mean value equal to 0.145 s and an SD equal to 1% of
the mean value (i.e. a CV value equal to 0.01). The values (0.10 s, 0.145 s) of the
CCT and of the mean FCT, respectively, are typical values, equal to those used in
the computations already performed in the VST application of the present chapter.
A CV value equal to 0.01 for the mean FCT may be also a reasonable value for
describing uncertainty in such kind of on-line applications.12 The following values
of parameters (ax,ay,bx,by) correspond to the above CCT and FCT values:

12 It should be remarked, however, that—in the Bayesian setting here adopted—the choice of
prior parameters only reflects the information of the analyst, or her/his degree of uncertainty. So,
this choice—at least from a ‘‘philosophical’’ point of view [25]—does not need to be
‘‘reasonable’’, neither it must be necessarily accepted by others. An effort has been made
nonetheless, here as in he whole chapter, to choose ‘‘realistic’’ values from a practical
engineering point of view.
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ay = ln(0.1) = -2.3026, by = 0, bx = 0.0998 whereas ax is an RV with the above
pdf.13

For illustrative purposes, a simulated sample of N = 104 values of M = ax was
generated and the corresponding empirical pdf of the IP has been evaluated and
compared with the approximated theoretical Beta pdf obtained as mentioned above.
The goodness of fit of this Beta pdf to the random sample has been validated
through the Kolmogorov–Smirnov test of hypothesis [28]. For graphical evidence,
this is also confirmed by histograms such as the one in Fig. 8 in which the frequency
histograms of the sampled IP values (measured in per cent) and the corresponding
hypothetical frequency distribution obtained by the a.m. Beta pdf are superim-
posed. Also the ‘‘Q–Q plots’’ [28] confirmed this adequacy, as also shown in [16].

To be more specific, the values M0 and V0 of the above mean and variance
approximations resulted equal, for such an example, to: M0 = 0.0155%;
V0 = (0.0155)2. A value of 0.0155 is therefore obtained for the SD S0 = HV, with
a corresponding CV equal to 0.8326, much higher than the CV = 0.1 of the basic
RV M, thus confirming the already discussed high variability of the IP. This is
confirmed by the values assumed by the 5th and 95th percentiles of the IP sample,
i.e. 0.0032 and 0.0399, respectively, with an increase of 1147% from the former to
the latter.

The Beta pdf corresponding to values of M = M0 and V = V0, which is shown
in Fig. 8, has the following values of the two parameters (x, n), obtained from
(M0, V0) as described above: x = x0 = 1.4047, n = n0 = 89.2197. This compu-
tation closes the procedure of finding a BCI.

For instance, the 0.95 upper confidence bound of the above IP is given by:

Q0:95 ¼ F�1
B ð0:95;x0; n0Þ ¼ 0:041% ð95Þ
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Fig. 8 Frequency histograms
of the sampled IP values (in
%) and the corresponding
hypothetical frequency
distribution obtained by the
theoretical approximating
Beta pdf

13 In this example, in which the mean FCT is assumed to be the only RV f the problem, the ICB
could be easily computed by means of the Gaussian cdf, by using known results some known
results on Bayesian inference [23, 24, 32]. However, the presented example is kept simple on
purpose, since it only serves to illustrate a methodology, which we have proven to be valid also in
the general case (in which no analytical solution exists) as far as we know.
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which is very close to the sample value above reported (0.0399), with a relative
difference of less than 3%. So, under this approximation:

P Q\0:041%ð Þ ¼ 0:95 ð96Þ

In other words, we can be confident, with a subjective probability equal to 0.95,
that the IP is less than 0.041%. As apparent, and as already discussed in Sect. 4,
this information has a greater meaning than a simple point estimate, and is con-
sistent with the establishment of possible standards.

Of course, approximately the same values of the statistical parameters of the IP
and of its BCI could be obtained by performing a Monte Carlo simulation instead
of computing a Beta cdf but the procedure should be repeated—in the dynamical
framework here focussed on—at each time step, which is at least tedious if not
time-consuming. A much more important advantage of the Beta approximation
over Monte Carlo simulation is that the former allows an analytical sensitivity
analysis which is cumbersome when done by simulation.

Of course, other pdf approximations can be devised for the above purposes. In
our studies, an LN approximation also seemed to be adequate for describing IP
randomness. However, the Beta pdf has the advantage of being theoretically
limited to the interval (0, 1). Another possible adequate model in this interval is the
‘‘Negative Log-Gamma’’ Distribution; it was introduced in [37] and already dis-
cussed and satisfactorily adopted by the authors in studies on uncertainty char-
acterization in reliability analyses [38], and is worth being studied also in the
present context.

11 Appendix 4: Recursive Application of Bayes Estimation

Recursive Bayes estimation is based on repeated application of the Bayes theorem
which shows the coherence of the updating process and its adequacy for a
‘‘dynamical’’ estimation, i.e. an estimation procedure involving stochastic pro-
cesses. Let us perform a statistical inference for an unknown parameter h, char-
acterized by a prior pdf g(h). Once a set of data D is observed, let the posterior pdf
be g(h|D):

gðhjDÞ ¼ gðhÞLðDjhÞ=PðDÞ ð97Þ

In view of dynamical applications, we can imagine acquiring data D in a two-
stage process so that D consists of two sets of data—denoted by D1 and
D2—observed in succession. Then, by repeatedly using the Bayes theorem and the
‘‘chain rule’’ for joint probabilities, the above posterior pdf for hmay be alternatively
obtained by expanding the previous equation in the following ‘‘two stage’’ process:

gðhjD1 \D2Þ ¼ gðhÞLðD1 \D2jhÞ=PðD1 \D2Þ ¼ gðh D1ÞLðD2j jh \D1Þ=P D2jD1ð Þ
¼ g1ðhÞL1ðD2jhÞ=P1 D2ð Þ ð98Þ
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having denoted with the suffix ‘‘1’’ every probability (or pdf) conditional to data
D1, i.e.

g1ðhÞ ¼ gðh D1Þ; L1ðD2j jhÞ ¼ LðD2jh \ D1Þ; P1 D2ð Þ ¼ P D2jD1ð Þ ð99Þ

As can be seen, the posterior pdf g(h|D1 \ D2) can be obtained by applying the
Bayes theorem ‘‘starting’’ with a prior pdf g(h|D1), which is the posterior pdf after
observation of D1, then applying the same conditioning to the LF L(D2|h) and the
probability of data D2. The updating process may be indefinitely continued in this
way through successive stages, transforming every posterior information gained at
the end of stage k into prior information for the next stage:

gðhjD1 \ D2 � � � \ Dkþ1Þ ¼ gðhjD1 \ D2 � � � \ DkÞLðDkþ1jh \ D1 � � � \ DkÞ=C
ð100Þ

where C is the ‘‘constant’’ (with respect to h):

C ¼ LðDkþ1jD1 � � � \ DkÞ ð101Þ
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Updating System Representation
by Trajectory Acquisition in a Dynamic
Security Framework

Sergio Bruno and Massimo La Scala

1 Introduction

After 20 years since the first re-regulating attempts, the restructuring process of
electric industry can be considered completed in most countries in the world.
These years brought profound modifications in the way generating plants are
managed, energy resources are exploited, and the three segments, generation,
transmission and distribution, are coordinated.

In addition, the way the transmission network is operated during daily normal
conditions has changed. The re-regulation of the energy sector introduced new
economy-driven constraints, diminishing the control that SOs have on generation
and blurring the overall vision of the system and its main characteristics.

In this fast-evolving scenario, a long sequence of large, nation-wide or even
larger, blackouts forced many researchers active in the field of power system
dynamic and security to answer to the question if restructuring were responsible
for such events [1] and, in general, if competition and security were mutually
exclusive.

Some of the reports made by the Institutions that were called to investigate on
the 2003 blackouts events [2, 3] showed how national and transnational grids have
been managed with lacks of data and in the presence of a large number of new
uncertainties. Reliable real-time data, oriented to the monitoring of system
dynamics, were not available and the operators had not enough time to take
decisive and appropriate remedial actions. Appropriate automated and coordinated
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controls were scarce or failed the chance to take immediate remedial actions
against events which trigger the fast response of the system.

Similar conclusions were also address by the IEEE PES Power System
Dynamic Performance Committee [4]. What it has become clear after the black-
outs of 2003 is that, despite the revolution driven by electric industry restructuring
and energy market re-regulation, the general approach to power system security
has not changed [4]. Regardless all technological improvements, very few new
countermeasures and approaches to system security have been implemented to
improve immunity from blackouts [5].

Solutions to the enhancement of power systems security include adaptive relays
[5], real-time measurements and control systems [wide-area measurement systems
(WAMS) and wide-area measurement and control systems (WAMC)] [5–7],
FACTS (flexible AC transmission system) and HVDC (high-voltage direct cur-
rent) technology [5], methodologies for automation and control [8], communica-
tion systems for real-time data exchanges [9], online dynamic security assessment
(DSA) [10].

In [11], the authors have shown the potentials of exploiting Phasor measure-
ment units (PMUs) and WAMS in monitoring and controlling power system
dynamic security. In particular, the authors have shown how the emerging tech-
nology on communication systems and fast computing allows the implementation
of an online environment where control center operators have the capability to
monitor in real-time the power system dynamic behavior, recognize threats to its
integrity, evaluate and implement suitable control actions.

A suitable approach for evaluating and implementing such control actions is
given by online DSA. DSA can be defined as the evaluation of the ability of the
system to withstand specified contingencies, surviving to the subsequent transients
and reaching an acceptable steady state operating point [12]. The DSA analysis
entails the evaluation of the ability to keep system trajectories in an acceptable
state space domain and gives indication about remedial actions when necessary [13].
DSA differs from static security assessment (SSA) because the latter involves just
the evaluation of a secure steady state operating point (preventive control) or a
post-contingency secure steady state operating point (corrective control), usually
referred as secure equilibrium point, with no regard to transient phenomena.

DSA requires the prediction (simulation) of system transient trajectories that
must be contained in a domain that satisfies stability and a set of practical
requirements. Relying on simulations (time–domain, energy functions, hybrid
methods, etc.), the dynamic behavior of the system is predicted, power systems are
planned and operated, limitations are established and the need for stability
countermeasures is assessed.

Clearly, the accuracy of static and dynamic parameters (in other words the
database of parameters necessary for modeling power system components) can
be crucial in the assessment of system transient behavior. A major criticism about
the use of simulation tools for dynamic assessment and control is based on the
observation that initial databases linked to the dynamic parameters are not enough
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reliable, whereas there is enough confidence about steady state and topology data
since they are continuously updated by state estimators.

The same objection can be brought up for all those methods that make use of
system representations for assessing control actions in real-time or in extended
real-time. Estimation and periodic verification of the synchronous machine
parameters and control parameters are necessary for guaranteeing reliable simu-
lations and the results in preventive and corrective dynamic control, response-
based control schemes [14, 15] and WAMC.

The problem of assessing dynamic parameters is particularly relevant for
synchronous machines and controls, whose characteristics and main dynamic
parameters are in general not known or inaccurate, as some may drift over time or
with operating condition [16]. In addition, some of the data that are adopted in
dynamic simulations simply do not exist and must be estimated. Very often, to
simplify and speed up the analysis, dynamic simulations are carried out adopting
external equivalents that represent large portions of the network external to the
area of interest. Dynamic parameters adopted for external equivalents are seldom
updated and, in most of cases, are based on offline studies.

System wide measurements of power system disturbances are frequently used
in event reconstruction to gain a better understanding of system behavior [17, 18].
In undertaking such studies, measurements are compared with the behavior pre-
dicted by a model. Differences are used to tune the model, i.e., adjust parameters to
obtain the best match between the model and the measurements.

The main difficulty in treating power system estimation is represented by model
non-linearities and discontinuities. Parameter estimation techniques are well
established for linear models [19, 20], whereas parameter estimation for large
nonlinear systems is a relatively open field.

There are many nonlinear components in a typical generator unit. The capa-
bility of the transfer function identification method to estimate such nonlinear
generator parameters (windup/non-windup limiters and exciter saturation, etc.) is
not clear. Furthermore, the derivation of the actual parameters, such as exciter
gains and time constants from the transfer functions is cumbersome and needs
symbolic manipulation of dynamic models. In [21], an estimation strategy based
on stochastic approximation methods is proposed. This method copes with noise
and nonlinear features of exciter and voltage regulator models. In [22], the authors
adopt a Gauss–Newton method to compute a set of model response and trajectory
sensitivities for identifying parameters that can be reliably estimated from avail-
able measurements.

In this chapter, the authors propose an approach based on a nonlinear optimi-
zation for estimating dynamic parameters. It is also assumed that WAMS is
adopted to collect measurements able to update dynamic parameters every time a
disturbance occurs. In the proposed procedure, time–domain simulation trajecto-
ries are compared with actual recorded data to update the parameters. The adopted
nonlinear programming optimization methodology permits to minimize the
quadratic function given by the difference between measured and simulated tra-
jectories following the weighted least square (WLS) approach.
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The prominent feature of the proposed method is a wide flexibility. Due to its
formulation, the methodology can be implemented even in the case of missing or
bad data, and can make use of any measured trajectory. The methodology can also
be implemented for estimating almost any parameter that influence power system
dynamic in the transient stability time framework.

2 Methodology and Architecture Structure

The proposed approach has a simple design structure. Whenever a significant
perturbation is experienced, the measurement system (likely a WAMS) has to
record selected trajectories of main system variables subsequent to the disturbing
event. These perturbed trajectories are then sent to the control center and stored.
An ordinary state estimator and a topology processor, due to signals and mea-
surements acquired in steady state conditions, estimate system state and topology
before the disturbance. Knowing the initial state and the nature of the disturbance,
the control center simulates the same dynamics that has just been experienced and
makes a comparison between measured and simulated data.

If this comparison reveals a significant dissimilarity, the proposed optimization
algorithm can be run to minimize the difference between simulations and reality,
and to find the best system representation that, at that moment, describes the system.

Please note that the time requirements for implementing this procedure are not
very strict. Even though modern fast communication and computing systems
guarantee technological feasibility for developing this procedure in a real-time
framework, there is probably no need for it. In ordinary power system operation,
the update of dynamic parameters is operated very seldom. Therefore, updating
dynamic parameters on daily or hourly base would be sufficient to bring significant
improvements in power system dynamic security control.

Probably, the ideal solution is to apply the procedure in the extended real-time
framework. This could mean that at any programmed operation on the system
(such as disconnection or closure of transmission lines, injection of significant
amount of reactive power, synchronization with a group of generators), the control
center operator can run the proposed procedure for updating the power system
dynamic model. The main advantage is that the procedure would be carried out in
correspondence with sufficiently large electromechanical oscillations, when the
dominant modes are not masked by system noise. Another advantage is
that, since the time schedule of a programmed operation is known, the procedure
can be carried out manually and not automatically, with a great simplification in
the required monitoring architecture. Of course, large oscillations due to faults can
provide more in deep information, especially on wide-area phenomena (for
example inter-area oscillations). In this case, an automatic detection and triggering
of the estimation procedure is needed.

The procedure for estimating dynamic parameters can be schematized as in
Fig. 1. The output zmeas represents system trajectories experienced by the power
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system after a large disturbance, whereas z represents the system response to the
same disturbance as evaluated with a time–domain simulator. The two trajectories
z and zmeas are the input for a recursive optimization algorithm that updates system
dynamic parameters by minimizing the difference between them.

Simulated trajectories z and measured variables zmeas must be compared at the
same time instant t to correctly detect mismatches and update the model. Con-
sequently, it is unavoidably that synchrophasor technology has to be adopted [i.e.
Phasor measurement units (PMUs)] to refer each sampled measurement at a
specific time instant with sufficient accuracy. The same technology ensures that it
is possible to sample the trajectory with a frequency sufficient to capture the
information associated with basic electromechanical oscillation modes. Finally,
WAMS technology provides a system-through vision on large area able to capture
not only the local response of the system, but also the wide area one (such as inter-
area oscillations).

2.1 Mathematical Formulation

The proposed approach is based on the formulation and the solution of an opti-
mization problem that aims at obtaining the best match between measured and
simulated trajectories. This optimization problem is a non-linear problem in the
discrete time–domain solved by a recursive algorithm.

The mathematical formulation is based on the common power system dynamic
representation. Power system electromechanical behavior on transient time-scale
can be modeled through a set of nonlinear differential and algebraic equations
(DAEs), represented in Eq. 1. The equations take into account the dynamic
behavior of all main system components, generators, exciters, network and loads.

xðtÞ ¼ f xðtÞ;VðtÞ; pð Þ
g xðtÞ;VðtÞ; pð Þ ¼ 0

ð1Þ

In (1), x is the vector of state variables, whereas V is the 2n-dimensional vector
of nodal voltages, being n the total number of nodes.
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Fig. 1 Architecture of the
proposed methodology
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x ¼ xT1 xT2 � � � xTm

� �T ð2Þ

V ¼ VT
1 VT

2 � � � VT
n

� �T ð3Þ

In (2), the generic ith element of the x vector (xi) represents the state vector for
the ith synchronous machine, m is the total number of generators. The element Vj in
(3) represents the nodal voltage at the jth bus.

The vector p represents the set of parameters that must be updated in the
optimization algorithm. For example, the element of vector p could be represented
by the basic dynamic parameters of a synchronous machine (inertia, damping,
reactances, time constants, etc.). In this case p is formulated as:

p ¼ pT1 pT2 � � � pTm

� �T
: ð4Þ

In general, the method is flexible enough to be applied to other parameters, such
as load modeling constants, control device reference signals, etc.

The proposed method is based on the discretization of the DAEs set (1). The
DAEs set can be discretized through any implicit rule (such as the trapezoidal rule)
and written in implicit form:

Ĥðŷ; pÞ ¼ 0 ð5Þ

where

ŷ ¼ yT0 yT1 � � � yTi � � � yTnT

� �T ð6Þ

Ĥ ¼ HT
0 HT

1 � � � HT
i � � � HT

nT

� �T
: ð7Þ

with

Hiðyi; pÞ ¼ 0 i ¼ 0; 1; 2; . . .; nT ð8Þ

yi ¼ xTi VT
i

� �T ð9Þ

and nT representing the total number of the time steps relative to the integration
interval [0, T].

The optimization problem is aimed at minimizing the difference between
measured and simulated trajectories by varying the dynamic parameter vector p.
The optimal solution is obtained minimizing an objective function that represents
the mismatch between the two trajectories. In this paper, the WLS criterion has
been adopted, leading to the definition of the objective function J(z)

JðzÞ ¼
X

nT

i¼1

X

nS

j¼1

zmeas
i;j � zi;j

� �2

r2i;j
: ð10Þ

In (10), zi,j
meas represents the jth measurement at the ith time step, zi,j is the jth

simulated data at the ith time step, ri,j
2 is the variance at the ith time step for the jth
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measurement, whereas nS is the number of measured quantities at each time step.
The total number of independent measurements is given by the product nSnT.

In the proposed formulation, trajectory mismatches are weighted by their
variance. Implicitly, it has been assumed that measurements are affected by
Gaussian white noise. For the sake of simplification, it was also assumed that
measurements are not correlated between themselves (i.e. are statistical indepen-
dent) and with respect to different time instants. Nevertheless, the approach can be
easily extended to more complex formulations. Although the formulation of more
complex covariance matrices is feasible, it implies the necessity of acquiring a
huge amount of data to assess correlation factors. Under the current assumptions,
the formulation of the proposed optimization problem assumes the characteristic of
a maximum likelihood estimation.

The proposed optimization problem minimizes the objective function J(z) in the
presence of equality and inequality constraints. The equality constraints are given
by the discretization of the differential–algebraic set of equations at each time step,
as already formulated in Eq. 5. Time-varying inequality constraints were intro-
duced to define a feasibility domain on parameters. For this reason, the parameter
space XP can be defined as the permissible range of all parameters to be estimated.
This feature improves the convergence behavior of the overall algorithm avoiding
trials too far from the final solution during iteration.

Under these assumptions, the optimization problem can be summarized as
follows:

min
p2XP

JðzÞ ð11Þ

subjected to

Ĥðŷ; pÞ ¼ 0 ð12Þ

z ¼ z ŷð Þ ð13Þ

k ŷ; pð Þ� 0 ð14Þ

The variable ŷ; whose formulation is given in Eq. 6 represents the composition
of all vectors of state variables and voltages evaluated at each time step. Therefore,
ŷ represents the discretization of the whole system trajectory during the transient.

Equation (13) takes into consideration the dependence of simulated data vector
z on the simulated trajectory ŷ: Since ŷ is function of the parameter vector p, z is an
implicit function of p. This can be easily shown considering that if the same
simulation is carried out with different values in p, the simulated trajectories are
different and hence is the data vector z.

Equation (14) takes into consideration the presence of inequality constraints
that can be referred to minimum and maximum technical requirements (for
example the inertia of a synchronous machine cannot be negative or the power
flow on a line should not exceed the threshold that triggers protection relays).
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All inequality constraints and objective function can be taken into consideration in
the formulation of the optimization problem by introducing a penalty function
C ŷ; pð Þ: This method, known as ‘‘penalty factor method’’, allows to treat the whole
problem as a minimization in the presence of sole equality constraints.

With the introduction of the penalty function, the optimization problem can be
written in implicit form as

min
p2XP

Cðŷ; pÞ ð15Þ

subjected to

Ĥðŷ; pÞ ¼ 0 ð16Þ

The optimization problem, as represented by Eqs. (15) and (16) is a non-linear
optimization problem in the discrete domain that can be solved with the use of
Lagrangian multipliers.

If k is the Lagrangian multiplier vector, the Lagrangian function can be written
as:

L ¼ Cðŷ; pÞ þ k
T � Ĥðŷ; pÞ ð17Þ

From (17), the set of necessary first order conditions follows:

oL

oŷ
¼ oCðŷ; pÞ

oŷ
þ k

T � oĤðŷ; pÞ
oŷ

¼ 0 ð18Þ

oL

op
¼ oCðŷ; pÞ

op
þ k

T � oĤðŷ; pÞ
op

¼ 0 ð19Þ

oL

ok
¼ Ĥðŷ; pÞ ¼ 0 ð20Þ

The set of Eqs. (18–20) can be solved by adopting the gradient-based method
through an iterative algorithm described in the next section.

2.2 The Solving Algorithm

The algorithm starts when a new significant complete set of measurements, suit-
ably normalized and synchronized, is sent from the WAMS to the control center.
In the proposed approach, the control center utilizes the dynamic parameters
database, measurements, signals, and the topology of the network, to simulate the
same trajectory that has just been acquired. This trajectory depends on the initial
value given to the dynamic parameters, represented in Fig. 2 as p0. This value is
the value stored in the database, and is referred to historical data or to previous
runs of this same algorithm.
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After this first simulation, the algorithm compares measurements with simu-
lated trajectories and evaluates objective and penalty functions. The algorithm
solves the linear set of equations (18–20) and evaluates the gradient qL/qpk.

If this gradient is greater than a certain tolerance e, the algorithm updates the pk
vector, goes back and simulates a new trajectory. The gradient qL/qpk can also be
accelerated through a coefficient a which can be estimated basing on heuristics or
on second-order conditions.

The algorithm is iterative and stops only when the check on tolerance is
positive. At the end of the algorithm, the updated value of the p vector is stored in
the database and will be used for future previsions of power system dynamics.

This approach has been widely adopted by the authors for the solution of
security constrained dynamic optimization problems, exhibiting some interesting
implementation properties [10, 13]. In fact, as it has been shown, the structure of
the algorithm is such that ordinary time–domain simulators can be easily adapted
with a plug-in module, consisting basically in the evaluation of qL/qpk. This
interesting feature is not common to other more sophisticated algorithms based on
the second-order derivatives.

Finally, the gradient exhibits good convergence properties for this problem as it
will be shown in test results.
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3 Test Results

The proposed approach has been tested on a representation of the Italian national
grid. The model is characterized by a degree of detail adequate for showing the
feasibility of the approach in full-scale power systems. The model includes
detailed information on the external systems and is characterized by about 1,333
nodes, 1,762 lines, 273 generators and 769 transformers. Non-linear loads were
assumed for both active and reactive power. The parameter estimation is carried
out using synchronous machines represented with a fourth order detailed model
and second- and third-order excitation systems.

The set of system measurements (zmeas) was evaluated with a dynamic power
system simulator considering an operating condition (base case) obtained from the
state estimator of the Italian control center. The set of dynamic parameters adopted
for the base case represents the ‘‘real’’ value of p that for the sake of clarity will be
noted as preal. Tests with real measurements could be carried out only if a WAMS
system were actually operated on the Italian national grid. A WAMS is necessary
because it can provide a complete set of measurements, suitably synchronized and
normalized.

The next step in testing the proposed approach was to build a new set of
parameters. This second set represents, in the optimization algorithm, the initial
value p0 (the ‘‘wrong’’ set of parameters stored in the dynamics database).

Knowing the initial value p0, it is possible to carry out a new simulation and
calculate the first set of simulated signals z0. With all, these inputs, it is possible to
start the optimization algorithm and check if, at the final kth interation, the assessed
value pass is close to preal.

3.1 Test A

The first case was developed to show how this procedure allows in estimating
model parameters (for example the model of an equivalent generator) or param-
eters related to power system elements that are located outside the national power
system. In particular, the test was aimed at estimating the main parameters of a
French generator located in Albertville, just across the Italian border.

To estimate these parameters, the objective function was built considering the
mismatches between measured and simulated line flows (active and reactive) on 25
transmission lines located at the Italian border and in the mainland of the
peninsula.

The algorithm was tested considering the power system behavior after a three-
phase fault located in the Turin area, cleared after 0.10-s by tripping the faulted
transmission line (Castelnuovo-Trino). During simulations, a feasibility domain
was assumed for the parameters that had to be estimated. This domain, represented
in the mathematical formulation with Eq. (14), is a very important feature of this
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procedure because it allows in eliminating gross bad data and speed up the con-
vergence of the overall algorithm.

In the followings, it is shown how the algorithm was adopted to assess all
parameters of a generator located in France, right across the Italian border. Table 1
shows the value adopted for the base case (preal) and for the first simulation (p0),
together with the assessed value pass.

Note that this test can be considered a case with multiple bad data, since most of
the parameters which had to be assessed were affected by very large systematic
error which exceeded the usual statistics linked to the hypothesis of small drifts
and random Gaussian fluctuations.

In Figs. 3 and 4, active and reactive power flow trajectories are referred to the
400 kV Albertville–Rondissone interconnecting line. In these figures, the simu-
lated trajectories (dashed lines) refer to the first iteration of the algorithm whereas,
for the sake of clarity, the optimized trajectories are not shown because they
overlap the measured ones. In Fig. 4, the scale adopted is not able to show the
reactive power flow trajectory during the fault. The sudden growth of reactive
power exchange is due to the necessity to sustain the voltage on the nearby faulted
bus.

In Table 2, the convergence behavior of the algorithm is shown. The algorithm
had a satisfactory performance in terms of convergence behavior (number of
iterations) and computational time. The algorithm converged in around 2 min
(computational time for each iteration, considering a 5-s time window and a 0.02-s
integration step, is about 20-s) when run on a Workstation XP-1000 characterized

Table 1 Test A: Estimation of dynamic parameters for the generator in Albertville

H (MWs) D (p.u.) Xd (p.u.) Xq (p.u.) X0
d (p.u.) X0

q (p.u.) T0d0 (s) T0q0 (s)

preal 1,800 0 333 333 1667 1,167 500 21
p0 3,000 0 100 100 1,000 1,000 100 10
pass 1,795 0 330 329 1,650 1,125 503 21

Fig. 3 Test A: measured
trajectory versus simulated
trajectory for the Albertville-
Rondissone 400 kV
transmission line (active
power flow)
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by a CPU type 21264 ALPHA 667 MHz, 4 MB L2 cache, 512 MB RAM and
18.2 GB 10000 RPM Ultra Wide disk.

3.2 Test B

The second test has been aimed at estimating constants for voltage- and frequency-
dependent load models. It has been assumed that the voltage and frequency
dependence of loads, with respect to reactive and active power, can be described
with the equations

P ¼ P0
V

V0

� �pv f

f0

� �px

ð21Þ

Q ¼ Q0
V

V0

� �qv f

f0

� �qx

ð22Þ

where pv, px, qv and qx usually depend on the nature of loads.
The simulation was carried out considering the transient subsequent to the trip-

ping of one of the two 400-kV circuits of the transmission line Latina-Garigliano

Fig. 4 Test A: measured
trajectory versus simulated
trajectory for the Albertville-
Rondissone 400 kV
transmission line (reactive
power flow)

Table 2 Test A:
convergence behavior

Iteration k Objective function (p.u.)

1 208.337
2 12.441
3 0.028
4 0.049
5 0.009
6 0.001
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in Central Italy. The steady state condition refers to a system configuration during a
Wednesday (peak-load day) at the first daily peak. The transmission line, at the
moment of the tripping, was carrying about 410 MW.

The simulation was carried out considering the hypothesis that loads were
wrongly modeled with a constant impedance model (pv0 = 2 and qv0 = 2), instead
of the real values pvreal = 1 and qvreal = 3. Frequency dependence constants (px
and qx) were not considered because transients under study are too short for
allowing a good assessment of frequency dependent variables.

Differently from Test A, where trajectories were assumed not affected by noise
to evaluate the intrinsic accuracy of the algorithm, in this case it has been assumed,
more realistically, that measurements are affected by random white noise. Con-
sidering that the accuracy reached on variables measured by a PMU can be esti-
mated in about 0.1% [23], measurements zmeas, that should be coming from a
WAMS, have been considered conservatively affected by white noise having
variance 0.03%, with respect to the measured value. This hypothesis is also
consistent with the results shown in [11].

The objective function to be minimized was built considering post-fault mea-
sured and simulated values of electric power output at 30 selected generating units
widespread all over the grid.

Figure 5 shows, for a single trajectory, the difference between the real and the
simulated system response. Figure 6 shows this same difference at the end of the
optimization algorithm. The trajectories represented in Figs. 5 and 6 are related to a
generator in Torvaldaliga (in the Rome area) close to the tripped transmission line.

Table 3 shows the convergence behavior of the algorithm. As remarked for Test
A, the algorithm showed a good performance and converged in about 140-s. It can
also be observed that, even the in presence of large deviations of parameters and
simulated white noise, the algorithm is able to assess a correct value for the
parameter under investigation.

Also, Test B can be considered a case characterized by multiple bad data since
gross errors were hypothesized on the coefficients to be evaluated on load nodes.

Fig. 5 Test B: measured
trajectory versus simulated
trajectory for the
Torvaldaliga generator
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Note that this assumption is not too far from the reality since load modeling is
characterized by the most uncertain parameters in dynamic simulations. Further-
more, load representation changes continuously, instant by instant, due to the
nature of electric load. Assessing these parameters accurately is unavoidable for
DSA calculations since they affect significantly transient simulations.

4 Conclusions

The authors proposed a methodology, based on nonlinear programming technique,
for estimating dynamic parameters of power systems. Identification and updating of
such parameters are crucial aspects of dynamic security assessment and control
architecture. Updated data on both static and dynamic parameters guarantee more
reliability in assessing preventive and control actions based on transient simulations.

The methodology is based on the formulation and the solution of an optimi-
zation problem aimed at minimizing the mismatch between online measurements
and simulated trajectories. The control variable of such problem is given by the set
of parameters that must be estimated.

Fig. 6 Test B: measured
trajectory versus optimized
trajectory for the
Torvaldaliga generator

Table 3 Test B:
convergence behavior

Iteration k Objective
function (p.u.)

Estimated
value pvk (p.u.)

Estimated
value qvk (p.u.)

1 1,678.122 2.131 2.914
2 412.114 1.559 3.500
3 9.296 1.157 3.321
4 0.453 1.130 3.163
5 0.147 1.072 3.085
6 0.011 1.036 3.029
7 0.003 1.009 2.988
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The methodology was tested on a real representation of the Italian power
system and proved to be effective and flexible enough to treat different problems
such as the identification of generators external to the national power system or
voltage-dependent load constants. The methodology is also flexible enough to be
implemented with measurements that are commonly available at power system
control centers (electric power output at generators, active and reactive power
flow, bus voltage, etc.).

Even though the method does not require the implementation on an online time
framework, the presence of a WAMS is unavoidable since it can provide the
complete sets of synchronized and normalized measurements that are necessary to
execute the proposed procedure. Therefore, the proposed architecture could be
suitably implemented in a control center that makes use of a WAMS system.
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Reliable Algorithms for Power Flow
Analysis in the Presence of Data
Uncertainties

A. Dimitrovski, K. Tomsovic and A. Vaccaro

1 Introduction

A robust and reliable power flow analysis represents an essential requirement for
many power systems applications as far as network optimization, voltage control,
state estimation, and service restoration are concerned.

The most common power flow approach, referred to here as a deterministic
power flow (PLF), requires precise or ‘crisp’ values chosen by the analyst for each
input variable. The solution provides precise network voltages and flows through
each line. The specified values rest upon assumptions about the operating condi-
tion derived from historical measurements or predictions about future conditions
and thus, cannot be considered accurate. Even in the case where the inputs are
based on measurements, inaccuracies arise from time-skew problems, three-phase
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unbalance, static modeling approximations of dynamic components (e.g., trans-
former tap changers), variations in line parameters, and so on. The advent of
deregulation and competitive power markets will only exacerbate this problem as
well-known generation patterns change, loading becomes less predictable and the
transmission paths grow more diverse.

Conventional methodologies proposed in literature address tolerance analysis
of power flow solution by means of detailed probabilistic methods, accounting
for the variability and stochastic nature of the input data, and sampling based
approaches.

In particular uncertainty propagation using sampling based methods, such as the
Monte Carlo, requires several model runs that sample various combinations of
input values. Since the number of model runs can sometimes be very large, the
required computer resources can sometimes be prohibitively expensive resulting in
substantial computational demands.

As far as probabilistic methods are concerned, they represent a useful tool,
especially for planning studies, but, as evidenced by the many discussions reported
in literature, they could reveal some shortcomings principally arising from:

• the non-normal distribution and the statistical dependence of the input data
• the difficulty arising in accurately identifying probability distributions for some
input data, such as the power generated by wind or photovoltaic generators.

All these could result in time consuming computations with several limitations
in practical applications especially in power flow analysis of complex power
networks.

In order to try and overcome some of these limitations, obtaining thereby
comprehensive power flow solution tolerance analysis at adequate computational
costs, self validated computation could play a crucial role.

Armed with such a vision, this chapter will analyze two advanced techniques
for power flow analysis in the presence of data uncertainty namely the boundary
power flow and the affine arithmetic power flow.

2 Problem Formulation

Power flow analysis deals with the calculation of the voltage angle and magnitude
for each network bus under steady states given a set of parameters such as load
demand and real power generation. Once this information is known, the network
operating condition (i.e., real and reactive power flow on each branch, generator
reactive power output, etc.) can be analytically determined.

The input (output) variables of the power flow problem are typically:

• the real and reactive power (voltage magnitude and phase) at each load bus
(a.k.a. PQ buses);
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• the real power generated and the voltage magnitude (reactive power generated
and voltage phase) at each generation bus (a.k.a. PV buses);

• the voltage magnitude and phase (the real and reactive power generated) at the
slack bus (a.k.a. Vd bus);

The equations adopted to solve the power flow problem are the real power
balance equations at the generation/load buses and the reactive power balance at
the load buses. These equations, under some hypothesis (i.e. balanced system
operation), can be written as:

Pi ¼ Vi

PN
j¼1 VjYij cos di � dj � cij

� �

¼ PSP
i i 2 nP

Qj ¼ Vj

PN
k¼1 VkYjk sin dj � dk � cjk

� �

¼ QSP
j j 2 nQ

(

ð1Þ

where N is the total bus number; nQ is the list of the buses in which the reactive
power is specified; nP is the list of the buses in which the active power is specified;
Pi and Qj are the real and reactive power injections calculated at ith and jth bus;
Pi
SP and Qj

SP are the real and reactive power injections specified at ith and jth bus;
�V i ¼ Vi\di is the ith bus voltage (in polar coordinates); �Y ij ¼ Yij\cji is the [i, j]th
element of the bus admittance matrix.

Due to the non-linear nature of the power flow equations, numerical methods
are employed to obtain a solution that is within an acceptable tolerance. This
solution is known as ‘‘unconstrained power flow solution’’ since it has been
obtained without taking into account the limits on the output variables (i.e., max/
min values of the reactive power at generation buses, max/min voltages module at
load buses, etc.).

Therefore if the obtained ‘‘unconstrained power flow solution’’ is not feasible
with a correct power system operation, a new feasible solution satisfying the limits
on the output variables (namely, a ‘‘constrained power flow solution’’) should be
identified.

In this connection, the feasibility of the reactive power limits at the generation
buses is one of the most difficult and most important issues to address [1].

To solve this problem many optimization based solution methods are proposed
in the literature. The proposed methods are typically based on one of the following
solution strategies:

1. Bus-type switching In any iteration of the numerical solution algorithm, if the
reactive generation limits are violated, then the generation bus is switched to a
PQ-type bus with the reactive generation set at the limiting value. In any
consequent iteration if the reactive generation limits are satisfied at such a bus,
then that bus is reverted back to PV-type with the original bus voltage
specification.

2. Adjusting the specified voltage at generation buses In any iteration of the
numerical solution algorithm, if the reactive generation limits are violated, then
the specified voltage at the violated generation bus is adjusted in such a way
that it remains as PV bus and meets the reactive power constraints.
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3 Source of Uncertainty in Power Flow Analysis

Uncertainties in power flow analysis stem from several sources both internal and
external to the power system [2].

Many uncertainties are induced by the complex dynamics of the active and
reactive load power profiles that can vary in a fast and disordered way due to the:

• Overall economic activities and population in the analyzed area (long-term
effect);

• Weather conditions (short-term effect);
• Price of electricity in relation to prices of other goods and competing energy
sources (medium-term effect);

• Technological improvements of the energy end use (long-term effects).

To forecast even one of these variables over relatively medium/long periods
involves large uncertainties in load profiles prediction.

A further source of uncertainty derives by the increasing number of smaller
geographically dispersed generators connected to the power system. This growth is
motivated by the fact that dispersed generation systems are considered today one
of the most important developing areas of electric power systems in liberalized
energy market, able to meet the increase of power demand and ever more pressing
social and environmental constraints. The significant growth of the number of
dispersed generators connected to electrical networks could considerably raise the
number of power transactions and increase the complexity of controlling, pro-
tecting and maintaining existing power systems.

Besides, if the distributed generators are based on intermittent/non-program-
mable energy sources (i.e., wind, solar), they generate electrical power profiles that
vary over time with the natural fluctuations of the sources. In details, solar insu-
lation is subject to random coverage of clouds, which makes short-term variations
of solar energy difficult to forecast. Wind speed variations may follow a generally
well-known daily or seasonal pattern, but specific short-term, minute-to-minute
and hourly changes are hard to predict [3]. Besides these temporal variations, wind
and solar resources vary spatially, and the output from the same intermittent
technologies could vary from site to site.

The difficulties arising in prediction and modeling of the electricity market
operators’ behavior, governed mainly by unpredictable economic dynamics, rep-
resent another relevant uncertainty source in power flow analysis.

Further uncertainties are induced by the models errors. In particular, model
errors result from approximations of the equivalent model of the transmission lines
and transformers, the approximations of the values of the resistance, reactances
and shunt capacitances, etc. These approximations are likely sources of inaccu-
racies for the final network model (i.e., Y-admittance matrix) [4].

Since these uncertainties could affect the deterministic power flow solution to a
considerable extent, reliable solution algorithms, incorporating the effect of data
uncertainties into the power flow analysis, are therefore required [5].
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4 Boundary Power Flow

4.1 BPF Formulation

The two sets of power flow equations can also be expressed in the following vector
form:

Y ¼ gðXÞ ð2:1Þ

Z ¼ hðXÞ ð2:2Þ

where X is the vector of unknown state variables (voltage magnitudes and angles
at PQ buses; and voltage angle and reactive power outputs at PV buses), Y is the
vector of predefined input variables (real and reactive injected nodal powers at PQ
buses; and voltage magnitudes and real power outputs at PV buses), Z is the vector
of unknown output variables (real and reactive power flows in the network ele-
ments), and g, h are the power flow functions.

When the uncertainty of input variables is of some ‘‘unknown-but-bounded’’
type, i.e., of non-statistical nature, interval numbers can be used for its modeling.
This, in turn, will render all the other variables in the power flow equations as
interval values as well. Furthermore, the degree of uncertainty that these intervals
cover can also be varied from, say, ‘‘very likely’’ to ‘‘highly unlikely.’’ As a result,
the interval numbers can be nested and lumped into fuzzy numbers.

Fuzzy numbers are defined by membership functions, also known as ‘‘possi-
bility distributions.’’ Usually, for the sake of simplicity, trapezoidal membership
functions like the one shown in Fig. 1 are assumed.

Each of the nested intervals that make the fuzzy number has an a-degree of
possibility, 0 B a B 1. From this viewpoint, interval numbers and interval
mathematics are a special case of fuzzy numbers and fuzzy mathematics. This fact
is utilized when performing numerical computations with fuzzy numbers. The
fuzzy numbers are broken down into several intervals over which computations are
carried out and the resultant fuzzy numbers are obtained by lumping together the
resultant intervals. Interval computations, in turn, consist of two or more ordinary,
single point (‘crisp’) computations. The objective of these computations is to find

µ

1

α

P

P 1 P 2 P 3 P 4

P
~Fig. 1 Trapezoidal

membership function of a
fuzzy load ~P expressing the
possibility that load may
occur between P1 and P4

(a = 0), but more typically
between P2 and P3 (a = 1)
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the boundaries of the resultant interval. Thus, one solution of an interval based
power flow leads to the boundary power flow.

4.2 BPF Solution Methodology

4.2.1 Motivation

As is well known, the major power flow problem is the solution of the system of
Eq. 2.1 because X cannot be explicitly expressed in terms of Y and so is instead
found by an iterative process. Given a solution for X, the solution of 2.2 can then
be found analytically.

In a deterministic power flow at iteration i, from the previous or initial trial
solution, Xi, the error is calculated as:

DYi ¼ gðXiÞ � Y: ð3Þ

If a Newton–Raphson (N–R) iteration procedure is used, Eq. 2.1 is linearized
around Xi and an update for the new solution is found by driving the error in Eq. 3
to zero:

DXi ¼ Ki � DYi; ð4Þ

where Ki
= Jg

-1(Xi) is the inverse Jacobian of g evaluated at Xi. The iteration
process then continues with the new point:

Xiþ1 ¼ Xi þ DXi ¼ Xi �Ki
DYi; ð5Þ

and the process repeats until the convergence criterion is met or the number of
iterations exceeds some predefined value.

To observe how Z varies with iterations, we may also linearize Eq. 2.2 and
substitute from Eq. 3 to find:

Ziþ1 ¼ Zi þ SiKi
DYi ¼ Zi þ Li

DYi ð6Þ

where Si = Jh
-1(Xi) is the Jacobian of h evaluated at Xi. The matrix Li is a

sensitivity coefficient matrix that will not be used to update Z at each iteration, but
rather to determine the range for the outputs.

4.2.2 Linear Boundary Power Flow

Equations 5 and 6 can be used to approximately find the intervals (ranges) of
values for state and output variables, given the intervals (ranges) of values of input
variables. This was first implemented in the context of a probabilistic power flow
[6]. The intervals of values of input variables were derived from their probability
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distributions. The results were then used to determine multiple points of lineari-
zation for the power flow equations in order to improve the accuracy of the
probabilistic power flow solutions for the tail regions of probability distributions.
This algorithm is presented briefly in the following.

Starting from a crisp point for input variables Y0 (the point of expected
values) first find the deterministic solution for the state variables X0 that satisfies
Eq. 2.1:

Y0 ¼ g X0ð Þ ð7Þ

Linearizing Eq. 2.1 around the point (X0, Y0) yields:

X ¼ X0 þK � ðY� Y0Þ; ð8Þ

where now K is evaluated at X0. Each state variable Xi of the vector X is given by:

Xi ¼ X0i þ
X

m

j¼1

Kij � ðYj � Y0jÞ; ð9Þ

where m is the dimension of Y (and X) and Kij are elements of the sensitivity
coefficient matrix K.

The range of values for each input variable Yj in Eq. 9 is defined and it can
be represented by an interval [Yj

min, Yj
max]. Now suppose that the minimum

value of Xi associated with this linearization is desired. The minimum value of
Xi can be obtained based on the sign of Kij. If Kij is positive, clearly, Xi will be
minimum when Yj is minimum. Likewise, if Kij is negative, Xi will be mini-
mum when Yj is maximum. A similar reasoning applies if the maximum value
of Xi is desired.

So, for a given Xi and point of linearization X0, there exists a certain set of
boundary values for Y which gives the minimum (maximum) value of Xi. Let us
denote this particular Y with Yb0i. By using Eq. 8, for this Yb0i we can calculate
the new values of X, Xb0i:

Xb0i ¼ X0 þK � ðYb0i � Y0Þ: ð10Þ

The new point (Xb0i, Yb0i), however, does not satisfy Eq. 2.1. Therefore, the
corresponding new value Xb0i must be evaluated using Eq. 2.1:

Yb0i ¼ gðXb0iÞ: ð11Þ

This process can be repeated using the new point (Xb0i, Yb0i) as the second
point of linearization with an updated value Xb00i evaluated.

In the case of the output variables, Z, a similar reasoning can be applied,
provided a linear relationship between Z and Y has been established. Then, lin-
earizing both Eqs. 2.1 and 2.2 around the points (X0, Y0) and (X0, Z0) gives:

ðZ� Z0Þ ¼ S � ðX� X0Þ ¼ S �K � ðY� Y0Þ ð12Þ

Reliable Algorithms for Power Flow Analysis 335



and, finally,

Z ¼ Z0 þ L � ðY� Y0Þ; ð13Þ

where S is the Jacobian of h at X0 and L = S � K.
Equation 13 has the same form as Eq. 8 and a procedure for finding the min-

imum (maximum) value of some Zi, similar to that for Xi described above, can be
followed.

In some cases, some or all of the coefficients Kij (Lij, in the case of output
variables) change their signs from iteration to iteration. This phenomenon reflects
the high degree of non-linearity associated with certain variables, especially in the
case of voltage magnitudes and reactive power flows. It also presents convergence
difficulties as values of Y oscillate from one boundary value to the other. An
approach to overcome this problem, proposed in [6], is to set those input variables
for which the sign of the coefficient oscillates to a fixed midpoint.

4.2.3 Non-linear Boundary Power Flow

It can be seen that finding the boundary values in a power flow problem is a
process of locating the constrained extrema of implicitly defined vector functions
of vector arguments. In our notation, we want to find the extreme values for the
elements of X and Z implicitly expressed in Eqs. 2.1 and 2.2, in terms of the
elements of Y which, in turn, are constrained.

Although the elements of X and Z cannot be explicitly expressed in terms of the
elements of Y, their partial derivatives are available; namely, the elements Kij of
the sensitivity coefficient matrix K in Eq. 9 are actually the partial derivatives of
Xi with respect to Yj. Similarly, the elements Lij of the sensitivity coefficient matrix
L in Eq. 13 are the partial derivatives of Zi with respect to Yj.

Similar to derivative based optimization procedures, by iteratively following
the direction of the gradient, extreme points (possibly local) of the state or output
variable can be found [7]. Here, as in the first approach presented above, only the
signs of the partial derivatives that comprise the gradient are used. Experience has
shown that the values of these partials are not useful for efficiently determining the
step length. Further, procedure is needed to maintain feasibility of the solution,
i.e., ensure the input variables are within constrains for all iterations.

Suppose that the minimum value of Xi is sought. If Kij is positive (negative),
then decrease (increase) the value of Yj. After repeating for all Yj, using the same
notation as before, we obtain a new vector of input variables Y, Yb0i, from which a
new vector of state variables X from Eq. 2.1 can be found, Xb0i. From this new
power flow solution point (Xb0i, Yb0i), the above steps are repeated until one of the
following is true for each input variable:

• the partial derivative is positive and the associated variable is at a minimum;
• the partial derivative is negative and the associated variable is at a maximum;
• the partial derivative is zero.
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If the final condition does not hold for any of the variables, then the solution is a
vertex of the Xi’s domain and clearly a point of constrained minimum. Because of
the non-linearity of the function, this point may not be the only minimum, i.e.,
there may be other vertices that are also points of local constrained minima. Still,
our experience has shown that the physical nature of the power flow problem
dictates either a unique solution or a solution, which is dominated by a few input
variables in a unique manner.

When one or more of the partial derivates are zero, the solution point lies
somewhere on the boundary surface. Such a point is either a local constrained
extremum (either minimum or maximum) or a saddle point. Though it seems
highly unlikely that proceeding in a downhill direction one will end up trapped in a
local maximum or a saddle point, theoretically such a possibility exists. Thus,
additional conditions are imposed and an approach than can be characterized as
local search with memory is used. Previous values of Xi shall be recorded and
compared with the newly obtained one. If Xi fails to decrease, then different length
steps are to be employed.

Finally, in the special case when all the partial derivatives are zero, a solution
cannot be obtained due to the singularity of the Jacobian. Such a point typically
indicates infeasibility of the power flow and a loading limit for the system con-
sidered. Singularity of the Jacobian may occur even if not all of the partial
derivatives are zero. Such point typically indicates a point at or beyond some
system flow limit, as in the nose of the P–V curve. In such cases, the ranges of
values of the input variables are too great and one must repeat the calculations with
reduced variations for some or all of the variables.

Based on the above discussion, a simple procedure to find the minimum value
of the state variable Xi is as follows. Each input variable Yj from Y is increased or
decreased according to the sign of its partial derivative to the extent possible
before the partial derivative changes its sign. At this point, the procedure should
attempt to drive the derivative toward zero. An algorithm to achieve this is pre-
sented as pseudo-code in Fig. 2.

The algorithm drives the partial derivative toward zero by embracing the input
variable within an interval, which is obtained by halving the interval from the
previous step. The initial interval is the predefined range of values for the input
variable, [Yj

min, Yj
max]. If at some step a variable shows the tendency to fall outside

one of the boundaries of the current interval, the boundary is reset to the initial
value (either Yj

min or Yj
max). Furthermore, once a variable is found to lie on one of

the initial boundaries, it will keep its value as long the associated partial derivative
does not change sign. In the case, when the maximum of Xi is sought, a simple sign
change is needed to proceed. Therefore, in the algorithm presented in Fig. 2, the
parameters ‘up’ and ‘down’ will change to 1 and -1, respectively. When an
extreme value of the output variable Zi is sought, the procedure is identical with Xi

replaced by Zi and Kij by Lij.

Remarks It should be clear that the procedure presented here, like that of [6]
presented in the previous section, must be repeated for each state and output
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variable considered. Therefore, finding boundary values involves several power
flow solutions for each variable and is computationally intensive. This is the cost
of a more accurate solution than that from a linearized fuzzy/interval power flow.

After finding the new point of Y, the new solution of the power flow is found
straight from Eq. 2.1, instead of using Eq. 10 and then Eq. 11 for correction. Using
Eq. 10 and 11 may save a few power flow iterations, but one still needs to calculate
the inverse Jacobian to obtain the new K. On the other hand, when close to the
boundary solution, Eq. 11 may result in some of the variables from Y falling
outside their predefined ranges. Those variables have to be corrected and a new
solution from Eq. 2.1 is needed anyway.

Generally, the above algorithm works best if the first few iterations are sim-
plified by letting the Yj’s obtain only the boundary values from their ranges, i.e., not
narrowing the initial intervals to the midpoints. In this way, the process settles down
before starting to chase values that diminish the partial derivatives. The proposed
algorithm may occasionally fail to find the right solution if the function exhibits
extreme changes during the course of solution. Still, this can be recognized by

Fig. 2 Psuedo-code of algorithm that minimizes the state variable Xi by driving the input
variables Yj, j = 1,…,m, towards their boundary values or values where partial derivatives are
zero
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keeping track of intermediate solutions and checking the values of partial deriva-
tives. In such cases, a warning should accompany the obtained solution.

4.2.4 Slack Bus Treatment

An important issue that can have significant influence on the results is the treat-
ment of the slack bus [8]. As is well known, the concept of slack bus is a math-
ematical necessity that has no physical relationship to any generator bus.
Exception arises when a small system is linked to a much bigger system via a
single tie line (single bus). In this case, one can represent the large system with an
equivalent generator, which can hold the voltage constant and generate as much
power as needed, i.e., the slack bus characteristics. Similarly in a distribution
network fed by a substation, the transmission network acts as a slack bus with
respect to the distribution network.

The slack bus allows the solution of the non-linear set of Eq. 2.1 to be feasible.
Since the power losses in the network are not known in advance, its role is to pick
up the ‘slack’ and balance the active and reactive power in the system. This
usually does not represent a problem in a well defined deterministic power flow
problem. However, in the case with uncertain nodal powers, the slack bus also
must absorb all the resulting uncertainties from the solution. As a result, it has the
widest nodal power possibility (probability) distributions in the system. This will
frequently result in operating points well beyond its generating margins. This also
defeats the purpose behind the study of uncertainties, which is to investigate the
impact on practical operating scenarios. In the following, two ways of satisfying
the constraints imposed on the slack bus are explained.

Slack Bus–PV Bus Conversion

This method is analog to that of PV bus to PQ bus conversion for PV buses with
reactive power limits. During the course of solution of a power flow, when a PV
bus’s produced (or consumed) reactive power extends beyond its limits, it is fixed
at the violated limit and its voltage magnitude is relaxed. Thus, the PV bus has
been converted to a PQ bus, bus with specified active and reactive power. Later,
during the solution, if the bus voltage shows tendency to return and the reactive
power again falls within the limits, the bus will be converted back from PQ to PV.

Following the same approach as in PV bus to PQ bus conversion above, if the
slack bus real power generation (or, theoretically, consumption) extends beyond its
predefined limits, it is fixed at the violated limit. Some other PV bus’s active
power generation (or consumption) then must be relaxed in order to be able to
solve the power flow problem. The PV bus to choose seems to be a matter of
preference, but it is logical to pick the one that has the highest margin from the
current production (consumption) to either its lower or upper limit, depending on
which limit was violated at the slack bus.
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With the choice of a PV bus to relax, it is now possible to redefine the power
flow problem in Eq. 2.1 by swapping only the equation for the real power at the
chosen PV bus with the equation for the slack bus real power, without changing
the unknown state variables. In other words, the slack bus becomes a PVd bus and
the PV bus becomes just a V bus. We still have a system of n equations with
n unknowns, only the known and unknown variables have changed and Jacobian
loses some symmetry. In this case, the system of equations corresponding to Eq. 4
will have the following form:
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where PV is the set of all PV buses; PV - 1 is the set of all PV buses without the
one with relaxed real power; PQ is the set of all PQ buses, PV + PQ is the set of all
PV and PQ buses; P, Q are the vectors of known input variables (real and reactive
nodal power vector functions), elements of Y in Eq. 1; V, d are the vectors of
unknown state variables (voltage magnitudes and angles), elements of X in Eq. 1,
q/q(�)T denotes Jacobian of the corresponding vector function.

The problem formulation as in Eq. 14 keeps the reference angle at the slack bus
(usually 08). Another approach will be to relax the voltage angle of the slack
bus and declare the voltage angle of the PV bus with relaxed real power as the
reference (i.e., known). This can simply be done by replacing it in Eq. 14 with the
now unknown angle at the slack and retaining its current value. This will result in a
complete slack to PV bus and PV to slack bus conversion. In this case the system
of equations has the usual symmetry, with the slack bus completely swapped.

In the second approach, the original slack will change its voltage angle from the
initial value during the course of solution. However, since angles are relative to
each other, we can force it back to the initial value if we desired, by subtracting
that difference from each voltage angle obtained from the solution. In this way, we
will obtain exactly the same solution as with the previous formulation.

Distributed Slack Bus

Instead of assigning the excess load (or, generation) to only one PV bus as in the
previous method, we can also choose a number of PV buses that will share it in a
predetermined manner. Two methods of sharing are: (1) proportional to the current
injections, and (2) proportional to the margin between the current injections and
the lower or upper limits, accordingly. Of course, there are many other combi-
nations that may be used if deemed appropriate for some particular application. In
any case, there is no bus-type conversion with this method. If the slack bus
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production (consumption) extends beyond its limits, it is relieved by redistributing
the excess load (generation) to the other PV buses. The slack bus remains the same
during the power flow solution process.

It should be noted that in order to maintain the feasibility of the problem, the
available generation should always match the load requirement. Cases when this is
not always true are not considered here. For example, a case with excess gener-
ation (if each generator has some minimum limit and their sum is bigger than the
total load) requires a different unit commitment. A case with too little generation
requires a procedure for load shedding and/or some kind of adequacy assessment.

4.3 Application of the Boundary Power Flow

4.3.1 System Adequacy Indices

The results obtained from the boundary power flow allow us to integrally assess
the performance of the system for the assumed uncertainties in input variables [9].
Since the boundary power flow is a static tool, we are confined to the steady state
operation of the system. This, in turn, means that we consider system adequacy.
The two measures directly available from the results are bus voltages and branch
currents. Given the predefined operational constraints for these variables, we may
express the adequacy or, conversely, inadequacy of the system components and
the system as a whole to accommodate the assumed uncertainty. Other measures
derived from bus voltages and branch flows can also be used following the same
principles, for example, the margin to voltage collapse in connection with the
continuation power flow [10].

4.3.2 Voltage Inadequacy

Given the range of values for the voltage at a particular bus and, for example, an
under-voltage operational constraint, the voltage inadequacy will be equal to the
part of the voltage range which is below that constraint. If we have assumed
different levels of uncertainty, the voltage will be given with a possibility distri-
bution, i.e., a fuzzy number. This will turn the inadequacy into a fuzzy number
also. In this case, instead of the hard under-voltage constraint, it is possible to use a
soft one if deemed more appropriate. This is illustrated in Fig. 3.

Using fuzzy arithmetic, the voltage inadequacy index of bus i can be expressed
as:

~VINi ¼ max ~Vmin i � ~Vi; 0
� �

; for each a 2 ½0; 1� ð15Þ

where ~Vmin i is the minimum acceptable voltage constraint, which can also be a
fuzzy number (soft constraint), and ~Vi is the fuzzy voltage magnitude at bus i.
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Having defined the fuzzy ‘low voltage’ criterion, the degree of ‘low voltage’
can be found by applying the fuzzy and operator on both membership functions.
This operator, while falling within the family of t-norms, can be defined in various
ways. Here, the min operator appears to be adequate. The result is the intersection
of the fuzzy voltage and fuzzy constraint sets.

The system voltage inadequacy index can be defined as the fuzzy sum of
voltage inadequacies for all buses in the system:

~V INsys ¼
X

i

~VINi ð16Þ

The above system index depends on the size of the system. For two systems
with similar voltage conditions but different sizes (number of buses) it will be
bigger for the bigger system. If this is not desirable the fuzzy sum in Eq. 16 can be
replaced with a t-conorm operator, for example, the max operator.

The over-voltage inadequacy index is defined analogously to the under-voltage
inadequacy index.

4.3.3 Current Inadequacy

Similarly to voltage inadequacy, current inadequacy indices for each branch in the
system can be defined, given the possibility distribution for the current and the
maximum loading criterion for the branch:

~IINi ¼ maxf~Ii � ~Imax i; 0g; for each a 2 ½0; 1� ð17Þ

where ~Imax i is the maximum current constraint (in general, fuzzy number), and ~Ii is
the fuzzy current magnitude in branch i.

The system current inadequacy index is:

~IINsys ¼
X

i

~IINi ð18Þ
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Again, the above index can be made independent of the system size if the fuzzy
sum is replaced with a t- conorm operator. These indices can be applied both for
expansion planning and operation planning purposes. Of course, the time frames
used and uncertainties considered in these two applications are quite different, as
are the decisions to be made. In expansion planning context, decisions concern
building and reinforcing facilities. In operations planning, decisions are about
modifying operating conditions. The need for including uncertainty in the latter
has only recently been recognized and may not be fully acknowledged. Never-
theless, it is expected to start gaining wider acceptance. Recently, it has been
proved that in a steady state security1 assessment the use of deterministic proce-
dures results in significant inconsistency in terms of the risk involved [11].

4.3.4 Risk Indices

Risk can be defined as the hazard to which we are exposed because of uncertainty
[12]. It is associated with some set of decisions and it has the following two
dimensions:

• The likelihood of making a regrettable decision;
• The margin by which the decision is regrettable.

The decision in power system expansion planning is the particular system
configuration. In that context there are two distinct measures for the two risk
dimensions. Robustness is the likelihood of making a regrettable decision, and
exposure is the amount by which the decision is regrettable. In operations planning
context risk has been defined with a single measure which simply combines the
two measures from above. If probabilities are used, that measure corresponds to
the expected value obtained by multiplying the likelihoods with corresponding
regrets and summing them up [11].

4.4 Simulation Study

Let us apply the boundary power flow to the IEEE 118-bus test system shown in
Fig. 4. The system data and the base case descriptions can be found elsewhere (for
example, http://www.ee.washington.edu/research/pstca/). Table 1 presents some
of the results for the boundary values of voltage magnitudes when all specified
nodal powers in the network vary in the range [90–110%] of the base case values.
Shown are columns with minimal, base case, and maximal voltages. At some

1 The term ‘steady state security’ is widely adopted in the industry although it actually denotes
adequacy. Security deals with dynamic conditions and adequacy with static conditions. Both are
different aspects of the overall system reliability.
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buses, the voltages are constant because they are of PV-type. However, that is not
always the case as some of the PV buses cannot hold the voltage at the specified
value due to reactive power limitations. For example, in this particular case, bus 36
is of PV-type and its minimum voltage is 0.9309 p.u. although the specified value
is 0.98 p.u. This bus has the smallest voltage among all the buses in the system.

Fig. 4 IEEE 118-bus test system

Table 1 Boundary values
[p.u.] for some voltages in the
IEEE 118-bus system

Bus voltage Input nodal power range of variation: [90–110%]

Vmin V100% Vmax

V1 0.9550 0.9550 0.9550
V2 0.9707 0.9714 0.9720
V3 0.9670 0.9677 0.9683
V4 0.9980 0.9980 0.9980
… … … …

V58 0.9562 0.9590 0.9615
V59 0.9741 0.9850 0.9850
V60 0.9928 0.9932 0.9934
V61 0.9950 0.9950 0.9950
… … … …

V115 0.9594 0.9603 0.9609
V116 1.0050 1.0050 1.0050
V117 0.9719 0.9738 0.9758
V118 0.9457 0.9494 0.9517
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Table 2 presents some of the results for the boundary values of real and reactive
power flows in the system for the same nodal power variation as before.

Again, shown are columns with minimal, base case, and maximal power flows.
Note that the extreme values for real and reactive power shown do not necessarily
occur simultaneously. In other words, conditions when, for example, the maximum
real power in branch 63–64 occurs are not necessarily the same when the maxi-
mum reactive power in the same branch occurs. Furthermore, note that the max-
imum and minimum depends on the sign. For example, the minimum real and
reactive power in branch 38–65 is actually the maximum power in the opposite
direction and vice versa. When there is a change in sign between the maximum
and minimum values, as in branch 76–118 for example, then the respective values
show the maximum values in either direction. In such branches, powers reverse
their flows depending on the conditions in the network defined by the input power
variation. Power flows are continuous functions so their minimum values will be,
obviously, zero.

Let us now assume that the nodal powers are trapezoidal fuzzy numbers with
(90, 95, 105, and 110%) of the base case values. That is, the powers will fluctuate
within ±10% of the base case, but most likely within ±5%. We will calculate the
system voltage inadequacy for the load buses (PQ-type buses) according to Eq. 16,
assuming the hard under-voltage constraint shown in Fig. 3 with dashed line. The
results are shown in Fig. 5 for two different types of fuzzy aggregation, fuzzy
summation, and max operator. The solid line is the result of using fuzzy sum-
mation as given in Eq. 16 while the dotted line is the result of applying the max
operator. From here we can see that there exists some non-zero possibility that the

Table 2 Boundary values [p.u.] for some power flows in the IEEE 118-bus system

Power flow Input nodal power range of variation: [90–110%]

Smin S100% Smax

S1–2 -0.1764 -0.1498j -0.1236 -0.1304j -0.0706 -0.1105j
S1–3 -0.4516 -0.1982j -0.3864 -0.1706j -0.3212 -0.1420j
S4–5 -1.1622 -0.2872j -1.0321 -0.2679j -0.9024 -0.2471j
S3–5 -0.7701 -0.1697j -0.6810 -0.1449j -0.5920 -0.1191j
S5–6 0.7559 0.0212j 0.8846 0.0411j 1.0138 0.0611j

… … …

S61–62 0.0890 -0.1728j 0.2549 -0.1386j 0.4224 -0.1035j
S63–59 1.0671 0.6363j 1.5175 0.6748j 1.9740 0.7075j
S63–64 -1.9740 -0.7075j -1.5175 -0.6748j -1.0671 -0.6363j
S64–61 -0.1336 0.0666j 0.3052 0.1399j 0.7507 0.1986j
S38–65 -3.1305 -0.8305j -1.8141 -0.5701j -0.5064 -0.1667j

… … …

S114–115 -0.0430 -0.0124j 0.0135 0.0061j 0.0702 0.0168j
S68–116 1.6571 -0.9956j 1.8413 -0.6636j 2.0257 -0.6345j
S12–117 0.1812 0.0426j 0.2015 0.0520j 0.2219 0.0615j
S75–118 0.0811 0.1398j 0.4019 0.2359j 1.0174 0.3322j
S76–118 -0.6546 -0.1966j -0.0683 -0.0970j 0.2376 0.0252j
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lowest voltage is approximately 0.02 p.u. (bus 21) below the hard constraint of
0.95 p.u. The total under-voltage violation with some non-zero possibility is
slightly bigger than 0.05. In addition, there will be an under-voltage violation with
0.25 possibility.

The same indices are shown again in Fig. 6, but now for the soft under-voltage
constraint case (shown with a dotted line in Fig. 3). Figure 7 shows results for the
system current inadequacies with soft and hard over-current constraints. Because
there is no information in the original data about the line capacities, we have
assumed that each line is loaded at 50% in the base case. This is not a realistic
assumption but is simple allows us to show properties of system inadequacies. The
hard constraint was set at each element capacity. The soft constraint was repre-
sented as a line that goes from zero at each element capacity to one at 20% above
the capacity.
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Fig. 5 System voltage
inadequacies with hard
voltage constraint for the
IEEE 118-bus system when
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trapezoidal FNs with (90, 95,
105, and 110%) of the base
case values. Solid line sum
operator; dotted line max
operator
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As can be seen from Fig. 7, there is a 1.0 possibility that some elements in the
system will be overloaded. This means that given the input power variation there is
always a combination of loads and generation that results in overload of at least
one of the elements in the system. This is a result of the assumption that we have
made regarding the element capacities, namely, some of the elements in the base
case scenario are lightly loaded and, consequently, we have assumed small
capacities. With such capacities only a slight change in power distribution results
in overloading of those elements. Because we used fuzzy summation to aggregate
the results system-wide, the system over-current inadequacy is a big number.

5 Affine Arithmetic Power Flow

5.1 Elements of AA

Affine arithmetic (AA), introduced by Comba and Stolfi [13], is a method for
range analysis widely appreciated for its ability to manipulate sources of error both
external, such as imprecise or missing input data, uncertainty in the mathematical
modeling, and internal, such as round-off and truncation errors. This model is
similar to standard interval mathematics (IM) but, in addition, it keeps track of
correlations between the input and computed quantities. This extra information
allows providing much tighter bounds in the computing process avoiding the
probability to generate the error explosion problem observed in long interval
computations [14].

In AA a partially unknown quantity x is represented by an affine form x̂ which
is a first degree polynomial of the form:

x̂ ¼ x0 þ x1e1 þ x2e2 þ � � � þ xnen ð19Þ
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In the Eq. 19 the xi are known real coefficients and, in particular, x0 is the
central value of the affine form x̂; while the other coefficients xi represent the
corresponding partial deviations.

The symbol, ei, called noise symbol, is a symbolic variable whose values are
unknown but assumed to lie in the interval [-1, 1]. Each ei stands for an inde-
pendent source of uncertainty that contributes to the total uncertainty of the
quantity x. The source may be external, if it is originated by uncertainty in some
input quantities, or internal, if it originated by round-off and truncation errors in
the computation of x̂: The corresponding coefficient xi gives the magnitude of that
contribution.

The key feature of the AA model is that the same noise symbol may contribute
to the uncertainty of two or more quantities arising in the evolution of an
expression.

In order to evaluate a formula with AA, it is necessary to replace each ele-
mentary operation on real quantities by a corresponding operation on their affine
forms, returning an affine form.

In particular given a general operation: z ? f(x, y) the corresponding AA
operation ẑ ! f ðx̂; ŷÞ is a procedure that computes an affine form for
z = f(x, y) that is consistent with affine forms x̂; ŷ:

If the operation f is an affine function of its argument x and y then the affine
representation for z can be obtained by expanding and rearranging into an affine
combination the noise symbols ei. This is the case for example for the following
basic operations:

x̂� ŷ ¼ ðx0 � y0Þ þ ðx1 � y1Þe1 þ ðx2 � y2Þe2 þ � � � þ ðxn � ynÞen ð20Þ

ax̂ ¼ ax0ð Þ þ ax1ð Þe1 þ ax2ð Þe2 þ � � � þ axnð Þen 8a 2 R ð21Þ

x̂� k ¼ ðx0 � kÞ þ x1e1 þ x2e2 þ � � � þ xnen 8k 2 R ð22Þ

On the other hand if f is a non-affine operation z cannot be expressed exactly as
an affine combination of the noise symbols ei:

ẑ ¼ f x̂; ŷð Þ ¼ f ðx0 þ x1e1 þ x2e2 þ � � � þ xnen; y0 þ y1e1 þ y2e2 þ � � � þ ynenÞ

¼ f �ðe1; e2; . . .; enÞ

ð23Þ

In this case the problem leads to the identification of an affine function:

f aðe1; e2; . . .; enÞ ¼ z0 þ z1e1 þ � � � þ znen ð24Þ

that approximate the function f*(e1, e2,…,en) reasonably well over its domain
jointly with an extra term zkek that represents the error introduced by this
approximation:

ẑ ¼ f aðe1; e2; . . .; enÞ þ zkek ¼ z0 þ z1e1 þ � � � þ znen þ zkekx ð25Þ
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The last term represents the residual or approximation error:

e�ðe1; e2; . . .; enÞ ¼ f �ðe1; e2; . . .; enÞ � f aðe1; e2; . . .; enÞ ð26Þ

The noise symbol ek must be distinct from all other noise symbols that already
appeared in the same computation, and the coefficient ẑk must be an upper bound
on the absolute magnitude of e* :

zkj j[ max e�ðe1; e2; . . .; enÞj j : ðe1; e2; . . .; enÞ 2 Uf g ð27Þ

The affine approximation function f a could assume different forms, depending
on the desired degree of accuracy and the available computational resources.

A good trade-off between these goals could be reached by employing as
approximation function an affine combination of the input forms x̂ and ŷ:

f aðxÞ ¼ ax̂þ bŷþ 1 ð28Þ

Where the unknown function coefficients can be identified thanks to the
Chebyshev approximation theory for univariate functions, which furnishes an
algorithm for finding the optimum coefficients a, b, and f of the affine approxi-
mation function.

5.2 An AA-Based Approach for Power Flow Analysis

AA can be effectively adopted to represent sources of uncertainty affecting the
systems state variables in power flow analysis [15]. With AA each state variable
(i.e., the voltage magnitude of the load buses and the voltage angles of all nodes
but the slack) is expressed by a central value and a set of partial deviations. These
deviations are associated to as many noise symbols as those which describe the
effect of the various phenomena affecting the system state variables. Without loss
of generality, we assumed as driving phenomena the effects of active and reactive
power uncertainty of the load nodes and the effect of active power uncertainty of
the generation nodes.2

Thus the affine forms representing the power system state variables are:

Vi ¼ Vi;0 þ
P

j2nP
VP
i;jePjþ

P

k2nQ
VQ
i;keQk for i 2 nQ

di ¼ di;0 þ
P

j2nP
dPi;jePjþ

P

k2nQ
d
Q
i;keQk for i 2 nP

(

ð29Þ

where ePj is the noise symbol representing the uncertainty due to the active power
injection at the jth bus; eQk is the noise symbol representing the uncertainty due to

2 Further noise symbols describing other uncertainty sources (i.e. network modeling errors) and/
or more complex correlations between the affine forms could be assumed without loss of
generalization. For example, after detailed statistical analysis of the historical load profiles, it
could be possible to share the same noise symbols for statistically dependent loads.
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the reactive power injection at the kth bus; Vi,0 is the central value of the ith bus
voltage magnitude; di,0 is the central value of the ith bus voltage angle; Vi,j

P is the
partial deviations of the ith bus voltage magnitude due to the active power injected
at the jth bus; Vi,j

Q is the partial deviations of the ith bus voltage magnitude due to
the reactive power injected at the jth bus; di,j

P is the partial deviations of the ith bus
voltage angle due to the active power injected at the jth bus; di,j

Q is the partial
deviations of the ith bus voltage angle due to the reactive power injected at the jth
bus.

The central values of the affine forms Eq. 29 are calculated by solving a
conventional power flow problem in correspondence of the ‘‘nominal operating
point’’ defined by:

PSP
i ¼ mid PSP

i;min;P
SP
i;max

h i� 	

¼ PSP
i;max

�PSP
i;min

2 for i 2 nP

QSP
i

¼ mid QSP
i;min;Q

SP
i;max

h i� 	

¼
QSP

i;max
�QSP

i;min

2 for i 2 nQ

8

<

:

ð30Þ

A first estimation of the partial deviations of the affine forms Eq. 29 are cal-
culated by (1) linearizing the power flow equations at the ‘‘nominal operating
point’’ with respect to the uncertain parameters and (2) computing the corre-
sponding partial derivatives (sensitivity coefficients). The partial deviations can
then be estimated as:

VP
i;j ¼

oVi

oPj










x0
DPjV

Q
i;k ¼

oVi

oQk










x0
DQk for j 2 nP k; i 2 nQ

dPi;j ¼
odi
oPj










x0
DPjd

Q
i;k ¼

odi
oQk










x0
DQk for i; j 2 nP k 2 nQ

8

>

<

>

:

ð31Þ

It is worth to note that if the equation system contains only affine expressions
(linear system of equations) the obtained affine forms would be the exact solution.
As the power flow equations contain non-linear expressions, the obtained affine
forms are usually an underestimation of the exact result [16]. Thus, to guarantee
the inclusion of the solution domain each partial deviation is multiplied by an
amplification coefficient [15].

Starting from this initial affine solution, we propose a ‘‘domain contraction’’
based method for narrowing its bounds.

The proposed solution algorithm first expresses the power flow Eq. 1 by using
AA-based computing:

Q
_

i ¼ Qi;0 þ
P

j2nP Q
P
i;j
ePj þ

P

k2nQ QQ
i;k
eQk þ

P

h2nN Qi;heh for i 2 nQ

P
_

i ¼ Pi;0 þ
P

j2nP P
P
i;j
ePj þ

P

k2nQ PQ
i;k
eQk þ

P

h2nN Pi;heh for i 2 nP

8

<

:

ð32Þ

where Q
_

i;P
_

i are the affine forms representing the active and reactive power injected
in the ith bus; eh are new noise symbols introduced in the course of the computation
due to the presence of non-affine operations (nN denotes the list of the new noise
symbols);Qi,0, Qi,j

P , Qi,j
Q, Qi,h, Pi,0, Pi,j

P , Pi,j
Q, Pi,h are the central values and the partial
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deviations of the affine forms representing the active and reactive powers injected in
the ith bus (they are real numbers determined in the course of computations).

The obtained affine forms can be arranged according to the following matrix
formalism:
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and in a more general form:

f ðXÞ ¼ AX þ B ð34Þ

where:
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where NP is the number of buses in which the active power is specified (i.e., load,
generation and slack buses) and NQ is the number of buses in which the reactive
power is fixed (i.e., load buses); A is a matrix of real coefficients; X is the vector to
contract (the initial value of each component of X is [-1, 1]); B is an interval
vector (since the new noise symbols eh vary in the interval [-1, 1] and it is not
possible to contract them since they represent internal noise introduced by
AA-based computing).

The power flow solution could then be obtained by contracting the vector
X such that:

f ¼ AX þ B ¼ f SP ð38Þ

where f SP is the interval vector defining the specified range of the active and
reactive powers:

f SP ¼

QSP
1min;Q

SP
1max

� �

. . .

QSP
NQ min;Q

SP
NQ max

h i
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ð39Þ

The problem (38) can be formalized as:

AX ¼ C ð40Þ

where the interval vector C is:

C ¼ f SP � B ð41Þ

The form 41 derives directly by the application of AA for uncertainty repre-
sentation in power flow analysis. It represents an alternative to the traditional and
widely used linearization formalism adopted in Interval Newton method:

JDx ¼ �f ðx0Þ ð42Þ

where the Jacobian matrix J is an interval matrix while f(x0) is a real vector. The
adoption of the formalism 38 asks for the inversion of the interval matrix J, which
is a very complex issue to address. As pointed out by many authors [17, 18], the
inversion of the interval matrix J, which requires the solution of a linear systems of
equation with interval coefficient, represents the main impediment in using classic
IM in power flow analysis. On the contrary, since the application of the formalism
41 does not require any kind of interval matrix inversion, it could be highly
suitable to address the problem under study. The application of this formalism for
the solution of non-linear systems of equations in the presence of data uncertainty
was studied in detail by Kolev [18].

According to these studies, the problem 41 can be effectively addressed by
solving the following 2(nP ? nQ) constrained linear optimization problems:
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min =maxðeQk; ePjÞ for k 2 nQ; j 2 nP
s.t. � 1� eQk � 1 �1� ePj � 1
infðCiÞ�

P

j2nP
AijePj þ

P

k2nQ
AikeQk � supðCiÞ for i ¼ 1; 2; . . .; nP þ nQ

8

<

:

ð43Þ

The solution of these problems has been extensively explored in literature and it
does not represent a computationally intensive issue [15].

The final power flow solution is then obtained as:

Vi ¼ Vi;0 þ
P

j2nP V
P
i;j ePj;min; ePj;max

� �

þ
P

k2nQ VQ
i;k eQk;min; eQk;max

� �

for i 2 nQ

di ¼ di;0 þ
P

j2nP d
P
i;j
½ePj;min; ePj;max�þ

P

k2nQ d
Q
i;k eQk;min; eQk;max

� �

for i 2 nP

(

ð44Þ

The AA-based solution strategy can be easily adapted to account for the effect
of reactive power limits on generator voltage settings and properly model the
generators’ voltage regulators. For this purpose, the voltage modules at each PV
bus should be assumed as new input variables of the power flow problem and
further noise symbols eVi, taking into account the uncertainty of these new input
variables, should be introduced in the computation.

5.3 Consideration for an AA-Based OPF

The previously described AA-based solution strategy allows the analyst to cal-
culate the affine forms representing the power flow state variables once the voltage
magnitudes and the active power at the generator buses and the active and reactive
powers at the load buses are known. In particular, it leads to identify an affine
approximation of the following vectorial mapping:

~Y ¼ FðVgen; f
SPÞ ð45Þ

where ~Y is the vector of the affine forms representing the unknown power flow
state variables (Vi for i e nQ and dj for j e nP); Vgen is the vector of the fixed
voltage magnitudes at the generator buses.

Once ~Y has been identified it is straightforward to calculate the affine forms
representing the reactive power generated at the generation buses:

Qi
gen ¼ Gið~YÞ ¼ Gi F Vgen; f

SP
� �� �

i 2 PV ð46Þ

Thanks to this feature, the AA-based solution methodology could be integrated
in optimal power flow studies in order to evaluate the solution robustness and to
check the constraints consistency. This is very useful in addressing the problem of
voltage regulation in the presence of data uncertainty.
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The solution of this complex problem asks for the identification of the
generator voltage modules which minimizes a cost function (accounting for
both technical and economical issues) and satisfies the constraints on the
generators operation. To check the constraints consistency the proposed
AA-based solution methodology could be conveniently adopted. The employ-
ment of AA leads to solve the power flow problem and to calculate the cor-
responding intervals of the reactive power generated at each PV buses for each
candidate solution.

In particular, the optimal voltage regulation settings can be obtained by solving
the following constrained non-linear optimization problem:

min
Vgen

f ð47Þ

Qi
gen ¼ Gi F Vgen; f

SP
� �� �

ð48Þ

inf Qi
gen

� 	

� Qmin
i

� 	

via � 0 ð49Þ

Qmax
i � sup Qi

gen

� 	� 	

vib � 0 ð50Þ

V i
gen ¼ V i

0 þ via � vib ð51Þ

via; v
i
b � 0 i 2 PV ð52Þ

where va
i , vb

i are two auxiliary variables representing the changes in the ith gen-
erator bus voltage due to reactive power limits.

• f is the cost function that should be minimized.
• inf(.), sup(.) are interval operators returning, respectively, the lower and upper
bound of an interval.

In order to account for the effect of reactive power limits on generator
voltage settings and properly model the generators’ voltage regulators, con-
straints 49–52 are introduced [1]. These constraints ensure that all the gener-
ators will be operating at their terminal voltage settings, as long as the reactive
power is within its limits; in this case, the two variables va

i and va
i will be equal

to zero to satisfy Eqs. 49 and 52. If the reactive power output of any of the
generators hits its maximum limit constraints 49 and 50 will force vb

i to have a
positive value, therefore reducing the voltage at this generator bus according to
Eq. 51. Similarly, if the lower limit of reactive power output for any generator
is reached, va

i will have a positive value, hence increasing the voltage at this
generator bus. Note that va

i and va
i may still have a zero value even if reactive

power limits are reached; these variables only simulate the loss of voltage
control due to limits.
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5.4 Simulation Study

This section discusses the application of the AA-based methodology to the power
flow analysis of the IEEE 118-bus test system in the presence of data uncertainties.
The power flow solution bounds obtained by the AA-based technique are com-
pared to those calculated using a Monte Carlo simulation with a uniform distri-
bution. For the latter, 5,000 different values of the input variables within the
assumed input bounds were randomly selected, and a conventional power flow
solution was obtained for each one; this procedure yielded the desired interval
solutions defined by the largest and the smallest values of the bus voltage mag-
nitudes and angles as well as line flows.

Without loss of generality, a ±10% tolerance on load and generator powers was
assumed.

Based on the assumed load and generator power bounds to represent input data
uncertainty, the AA-based methodology was applied to estimate the bounds of the
power flow solution. The computed solution was compared with that obtained by
using the Monte Carlo approach. The corresponding profiles are shown in Figs. 8,
9, with Fig. 8 depicting the bus voltages magnitude bounds; Fig. 9 shows the bus
voltages angle bounds.

Observe that the AA-based methodology gives fairly good approximations of the
power flow solution bounds when compared to the benchmark intervals obtained
with the Monte Carlo approach; this is mainly due to the intrinsic characteristic of
AA that keeps track of correlations between the power systems state variables.

Notice also that the solution bounds are slightly conservative, which is due to
the fact that AA yields ‘‘worst case’’ bounds, which take into account any
uncertainties in the input data as well as all internal truncation and round-off
errors. This is to be expected, since the random, uniformly distributed variation
of parameters (with mean equal zero) assumed in the Monte Carlo approach tends
to underestimate the worst case variations. This can be considered an advantage of
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the AA approach, since no assumptions regarding the probability distribution of
load and generator power variations are required.

6 Conclusions

This chapter analyzed and discussed two advanced methodologies for reliable
power flow analysis in the presence of data uncertainty allowing to better handle
uncertainty compared to the traditional and widely used sampling approaches.

The first one (namely the Boundary Power Flow) is used to find extreme
solutions for system voltages, currents and power flows given ranges of values of
nodal powers as input variables. These solutions are referred to as boundary values
and are obtained by following an optimization procedure. It uses information about
the gradients obtained from the inverse system Jacobian matrix, but it is not like
conventional gradient based procedures because the objective functions are not
explicitly defined. The procedure is simple but the posed problem is difficult. It is
computationally intensive and is best applied selectively on a subset of variables
which are of interest.

The second one is based on the adoption of affine arithmetic. The employment
of this methodology allows analysts to effectively overcome some of the main
limitations characterizing the traditional interval arithmetic based solution
approaches. In details, the latter are based on interval Newton methods that require
inverting an interval matrix and thus presenting a major impediment for its
practical application. Based on the AA formalism, the power flow solution bounds
were shown to be simply obtained by solving a power flow plus two straight
forward LP problems. It was shown with the help of tests run on a realistic power
system that using AA allows addressing effectively the ‘‘wrapping effect’’ and the
‘‘dependency problem’’ of interval arithmetic, that leads to a better characteriza-
tion of the effects of input data uncertainty in power flow solutions, and a more
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realistic approximation of the solution domain compared to the typical ‘‘hyper
box’’ form obtained with interval approaches.
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